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GLOBAL ILLUMINATION

Many computer-aided design applications require a method
to visualize the appearance of a final product without going
to the expense of building a physical model. An architect may
want to preview the appearance of several different lighting
systems in a building being designed. A car designer may
want to evaluate the visual effect of different types of paints
on a particular car body. A safety engineer may want to eval-
uate whether illuminated exit signs will be visible in the
event of a fire. In each case the user has a numerical descrip-
tion of an object, and needs to produce a realistic image of the
object in use after it is built. Generating a realistic image
from a numerical description requires a simulation of the
global illumination of the scene.

Global illumination methods attempt to account for all the
possible paths that light may take from light sources through
the environment to the viewer of a scene. Accounting for the
true behavior of light in an environment differentiates realis-
tic synthesis from artistic renderings or diagrams of an envi-
ronment. Aristic rendering relies on the artist’s past experi-
ence to determine the colors and shades used to present the
appearance of an object. Images rendered using global illumi-
nation simulations rely on the accuracy of the numerical de-
scriptions and a model of light propagation to determine the
colors and shades.

The numerical description includes the geometry of objects
and their reflectance and transmittance. Figure 1 shows the
process of forming an image. Viewpoint, view direction, image
plane, and image resolution are specified, and the object visi-
ble through each pixel is determined. For an image to be a
realistic portrayal of the scene, the color values of each pixel
must be determined by the quantity and spectral distribution
of the light that would arrive at the viewer of the real physi-
cal scene from the same direction. While the actual quantity
and spectral distribution of light cannot be reproduced on the
display device, a color metamer that will produce the same
impression on the user can be computed for each pixel.

FUNDAMENTAL COMPONENTS OF GLOBAL ILLUMINATION

Simulating the global illumination of an object requires ac-
counting for the direct illumination from light sources, the
occlusion of direct illumination by other objects, indirect illu-
mination from other objects, and the effects of attenuation
and scattering of light by volumes of matter in the environ-
ment. Simulations of global illumination must account for all
of these effects working together. For example, an object could
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Figure 1. An image is formed by selecting a viewpoint, direction,
and image resolution, and then determining the surface visible
through each image pixel.

J. Webster (ed.), Wiley Encyclopedia of Electrical and Electronics Engineering. Copyright # 1999 John Wiley & Sons, Inc.



GLOBAL ILLUMINATION 415

cast shadows. A small spherical light source shines on a large
sphere sitting on a plane. The top of the sphere receives direct
illumination. The underside of the sphere is in an attached
shadow. There is a circular cast shadow on the plane at points
where the plane’s view of the light source is obstructed by
the sphere.

Shadows are an essential cue for depth and location in an
image. Any realistic image must estimate shadows. In scenes
where the light source is adequately represented as a point,
any location in the scene is either visible or invisible to the
light source. All cast shadows are sharp. The shadowed area
is referred to as the umbra.

There are fundamentally two approaches to computing
which points are in shadow. One approach is to go to each
point on each object, and check if there are any objects on
the line between the point and the light source. This is most
commonly done by ray casting. In ray casting, the intersection
of the line to the source with the other objects in the environ-
ment is explicitly calculated to see if they block the source.
Many efficient methods have been developed for ray casting,
so that not every other object in the environment has to be
tested as a blocker.

The other approach is to go to each light source and deter-
Figure 2. A small spherical light source illuminates a sphere sitting mine which surfaces are visible from the light. One exampleon a plane. The sphere casts a sharp shadow on the plane.

of a method to compute shadows from the light source is to
compute shadow volumes, as described by Crow (1). Shadow

be illuminated by a complicated path starting at a light volumes are semi-infinite volumes with the source as one ver-
source, passing through a cloud of smoke, reflecting off a mir- tex, and the sides of one of the surfaces defining the sides of
ror, and then striking an object that is visible in the image. the volume. Everything behind the surface within this volume

is in shadow. A volume is formed for each surface in the envi-
Direct Illumination ronment to test whether it is casting shadows on other sur-
Direct illumination requires an accurate numerical descrip- faces, unless it has already been found to be in the shadow
tion of the initial source of light. The light source may be nat- volume of another surface.
ural—the sun or sky, or manufactured—a lamp. The form of Another example of finding shadows from the light source
the numerical description required depends on the relative is to compute shadow maps, as introduced by Williams (2). In
sizes and locations of the light sources and objects in the envi- this approach, an image is computed with the light source as
ronment. If the source is small relative to the distance to the the viewpoint. The distance to each visible surface in this
object it illuminates, it can be numerically modeled as a point. light source image is recorded. While the final image is being
The distribution of the light emitted as a function of direction formed from the observer’s viewpoint, shadows are deter-
must be specified. If the object illuminated is also small com- mined at each visible point in the final image by determining
pared to the distance to the source, as in the case of the sun whether the point is visible in the image from the light
illuminating a flower, the model may simply specify the direc- source.
tion and quantity of light.

In scenes with light sources that are not points, but linesA light source that is long in one dimension may be speci-
or extended areas, shadows are not sharp. Figure 3 is thefied as a line source, or in two dimensions as an extended
same as Fig. 2, with a larger light source. The cast shadowarea source. In each case, directional distributions are needed
no longer has a sharp boundary, since some points on theas well. These may be obtained by measurement, or from
plane have a partial view of the light source. Points in thesemanufacturers’ descriptions for light fixtures.
regions form the penumbra. Shadows for extended sourcesThe quantity of light reflected from a surface in the direc-
can be computed by modifications of the techniques used fortion of the eye is computed using the geometry of the surface
point sources. Shadow rays may be cast to many points on theand its bidirectional reflectance distribution function (BRDF).
source to estimate what part of the source is visible. ShadowThe BRDF gives the quantity of reflected light in terms of the
volumes or shadow maps may be computed from many pointsincident direction of light and the reflected direction, where

directions are measured from the surface normal. on the source.

Shadows
Interreflections

Objects that do not have direct view of the light source are
Often much of the light that illuminates an object does notin shadow. Shadows are classified as attached and cast. An
come directly from a light source; instead, it arrives after be-attached shadow occurs when the surface element is directed
ing reflected or transmitted from other objects. Figure 4away from the light source. This depends only on the geome-
shows some typical effects of interreflections. The scene intry of the object and the light source. A cast shadow occurs
Fig. 4 is the same as in Fig. 2, except a wall has been addedwhen a second object blocks the view of the source from the

surface element. Figure 2 shows an example of attached and on the left side. The shadows that appeared in Fig. 1 are no



416 GLOBAL ILLUMINATION

face after reflecting from a red surface, the incident light will
be red, and the white surface itself will look slightly red. This
effect is referred to as color bleeding. If the intermediate sur-
face were white, the interreflection would simply increase the
illumination of the surface. If the intermediate interreflection
were from a specular (i.e., mirror-like) surface, the effect may
be a caustic. For example, a curved mirror or a crystal sphere
will cause the light to be focused into a small area, and the
result is a bright spot (i.e., a caustic) on the target surface.
The most time-consuming portion of global illumination solu-
tions involves finding the most important paths that affect
the illumination of a surface.

One approach for computing the paths important to the
illumination of objects in an image is ray tracing, developed
by Whitted (3). In ray tracing, rays are followed from the eye,
through the pixel and into the scene, and finally to the light
sources. For scenes dominated by specular surfaces, for which
light is reflected in just one direction, this is very efficient. It
is also efficient in the sense that it only considers paths that
will have an effect on the final image. In the ray tracing ap-
proach, shadows are computed by casting a ray from each ob-
ject in the image to each light source.

Another approach to finding the important paths through
Figure 3. A large spherical light source illuminates the same sphere the environment is to use finite element methods. These are
and plane as shown in Fig. 2. The shadow cast when the light source often referred to as radiosity methods in computer graphics,
is larger is fuzzy, since some points on the plane have a partial view and were introduced by Goral et al. (4) and Nishita and Naka-
of the light source. mae (5). In finite element methods, simultaneous equations

are formed describing the amount of light exchanged between
each pair of surfaces. Finite element approaches are efficient

longer completely black. Light has been reflected from the when environments are dominated by diffuse rather than
wall into the shadowed areas. specular surfaces. A result is computed for the entire environ-

The effect of interreflections and transmissions depends on ment, rather than for one image. This is useful for applica-
the nature of the intermediate surfaces involved. Consider a tions in which an observer wants to navigate interactively
white, diffuse (i.e., matte) surface. If light arrives at this sur- through an environment, rather than to look at one still im-

age of it. In finite element methods, shadows are accounted
for in the calculation of the coefficients of exchange between
each surface and the light sources. The geometric portion of
these coefficients is referred to as the form factor, and ac-
counts for the mutual visibility of the surfaces. These factors
are computed by any of a variety of methods, including varia-
tions of ray casting, shadow volumes, and shadow maps.

Volumes of Media

Volumes of media, rather than just solid surfaces, also affect
the paths of light in an environment. Examples of volumes of
media include smoke, fog, and dust. Volumes of media that
affect, or participate in the light transport in a scene are
sometimes referred to as participating media. Figure 5 shows
a simple scene without any participating media. The scene is
illuminated by daylight entering a window at the right. Fig-
ure 6 shows the same scene filled with a volume of a partici-
pating medium. A bright area is visible where the medium
scatters the entering daylight into the direction of the image
viewpoint. The visibility of objects in the room is slightly re-
duced by the presence of the medium.

Volumes of media may reduce the quantity of light travel-
ing along a path either by absorbing the light, or by scattering
it out of the path. This reduction of the quantity of light
causes the medium to cast full or partial shadows. VolumesFigure 4. The same scene is shown as in Fig. 2, but a large wall
of media may also increase the quantity of light traveling inhas been added on the left. Light reflected from the wall illuminates

shadowed areas on the sphere and plane. a particular direction by emitting light (i.e., volumetric light
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Figure 7. The rendering equation is expressed in terms of the light
incident on a surface from a direction (�i, �i), and leaving the surface
in direction (�o, �o.)Figure 5. A scene with no participating media. The scene is illumi-

nated by daylight coming in a window at the right.

puter graphics. It is expressed in terms of radiance, the en-
sources such a glowing gas) or by scattering light in the direc- ergy per unit time, unit solid angle and unit projected area in
tion of the path. a direction of travel. The rendering equation gives the spec-

The effects of volumes are computed by extensions of the tral radiance Lo leaving a surface location (x, y) that is visible
methods used for surfaces. Ray tracing methods can be used in the image, in the direction to the viewer (�o, �o) at a wave-
to follow the paths of light through volumes, increasing or length �. The angles (�o, �o) are measured with respect to the
decreasing light values along the path to account for absorp- surface normal, as shown in Fig. 7.
tion, scattering, and emission. Finite element methods can be The quantities that are defined for a surface when an envi-
used by discretizing volumes into small subvolumes, and com- ronment is numerically modeled are the radiance it emits,
puting the coefficient of exchange between each pair of subvo- Le(�, x, y, �o, �o), and its BRDF f r(�, x, y, �i, �i, �o, �o). The
lumes and each surface-volume pair, as well as between all emitted radiance is nonzero only for light sources. The BRDF
the pairs of surfaces. represents the light reflected in direction (�o, �o) as a result of

Both ray tracing and finite element approaches in their light incident from (�i, �i). The BRDF is not a ratio of ener-
most basic forms are very inefficient for completely computing gies, but rather a distribution function that gives the reflected
the global illumination for a scene. Many variations of each radiance divided by the incident energy flux density (energy
approach have been developed, as well as both hybrid ray per unit time and area.) Using these quantities, the rendering
tracing and finite element methods. equation is:

MATHEMATICAL FORMULATION AND SOLUTION METHODS

The equation governing the light transport required for global
illumination is referred to as the rendering equation in com-

Lo(λ, x, y, θo, φo) = Le(λ, x, y, θo, φo)

+
∫

�i

fr(λ,x, y, θi, φi, θo, φo)

Li(λ, x, y, θi, φi) cos θi dω

(1)

The equation states that the radiance leaving the surface is
equal to the emitted radiance plus the reflected radiance. The
integration on the right hand side is over the entire hemi-
sphere of incident angles �i above the surface, to account for
all light than can strike the surface and be reflected into the
direction of interest.

In an image, the quantity of light coming through each
pixel is sought, so the average value of Lo is computed for the
area Ap around the center of each pixel p:

Lp(λ) = 1
Ap

∫
Ap

Lo(λ, x, y, θo, φo) dA

Arbitrary spectral distributions can not be displayed on a
video monitor or on the printed page, so the radiance is inte-
grated to find the three primary color components X, Y, and
Z as defined by the Commission Internationale de l’ÉclairageFigure 6. The same scene as shown in Fig. 5, but filled with a partic-
(CIE). For example, the X component is computed by convolv-ipating medium. The bright area is visible as the result of the me-

dium scattering incident daylight in the direction of the viewer. ing the spectral radiance distribution Lp(�) with the CIE de-
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fined function x(�) for a standard observer: In an environment in which all objects are shiny, there is
no end to the recursive application of the equation, and ray
paths of infinite length would be followed. However the re-X p = ∫

Lp(λ)x(λ) dλ

flectance coefficients k are all less than or equal to one, so
The final image needs to be expressed in terms of the red, each successive ray followed in the path accounts for a
green, and blue (RGB) primaries of the display device. The smaller and smaller contribution to the value of Lp being cal-
values are computed using the appropriate linear transforma- culated on the image. Typically, the ray paths are cut off after
tion from XYZ to RGB for the particular spectral distributions some fixed number of interreflections, or when the contribu-
of the display pixels. The range of values computed for RGB tion of the nth reflection is less than some fixed percentage of
will be dictated by the range of radiances in the scene being the light value computed so far.
modeled. The values need to be scaled to the range of the Equation (2) is easily extended to account for transmitting
display device (typically to a range of 0. to 1. or 0 to 255) The materials that refract light, such as glass, by adding a term
final mapping of RGB values to the display values is known ktLt(�t, �t) where kt is the transmission coefficient and Lt(�t,as tone mapping.

�t) is the radiance from the refracted direction given by
Techniques for computing global illumination consist of Snell’s Law. For a transmitting surface, rather than just fol-

strategies for computing simplified discrete approximations of lowing a ray in the specular direction, a ray path is also fol-
the rendering equation. Historically, many methods for ren- lowed in the refracted direction.
dering realistic images were developed without reference to

Simple ray tracing has the disadvantage of not computingEq. (1). However, as demonstrated by Kajiya (6), all methods
much of the light transported in the scene. The effect of allthat attempt to simulate some aspect of global illumination
diffusely reflected light must be provided in the ambientcan be derived from the rendering equation.
term, and this term does not vary through the environment.
Another disadvantage is that specular reflections are purelyRay Tracing
mirror-like. Materials like brushed metals cannot be approxi-

A simple ray tracing approximation to the rendering equation mated. Another disadvantage is that the fall off of light en-
is the result of assuming that all interreflections are either ergy with distance squared that is accounted for by the solid
due to specular reflections, diffuse reflection from the light angle term in Eq. (1) is omitted in simple ray tracing.
source, or reflection of a constant ambient radiance. It is also
assumed that any light sources are isotropic point sources

Distribution Ray Tracing. Distribution ray tracing is a modi-that emit an energy flux density that does not change with
fication of simple ray tracing that accounts for effects of thedistance from the light source. Assuming that surfaces can
distributed nature of many of the variables in lighting. Specu-only reflect (not emit) light, the right-hand side of the Eq. (1)
lar reflection may not be in a single direction only, but maybecomes the sum of three simple terms:
be distributed within a cone of directions, giving reflections in
a surface a fuzzy appearance. Light sources aren’t points, butLo(θo, φo) = ksLsp(θsp, φsp) + kd cos θsoLe,so + kaLa (2)

are distributed in space, resulting in shadows with penum-
where ks, kd and ka are respectively the specular, diffuse, and bras. Originally, the method was introduced as distributed
ambient reflectance coefficients. Each reflectance coefficient ray tracing by Cook et al. (7), but it is now referred to as
ranges in value between zero and one. The three coefficients distribution ray tracing to distinguish it from parallel algo-
are a simplified expression of the BRDF. The direction (�sp, rithms that distribute ray tracing calculations over many pro-
�sp) is the direction of specular reflection, and is equal to (�o, cessors.
�o � �). The angle �so is the angle between the surface normal For distribution ray tracing Eq. (1) is approximated:
and a ray cast to the light source. The explicit dependence on
wavelength � and location (x, y) in each term has been omit-
ted for convenience. Generally, the details of the spectral dis-
tribution are disregarded, and the ray tracing approximation
is expressed in terms of RGB for typical monitor values. The
integral over the area around each pixel is often approxi-

Lo(θo, φo) = 1
�cone

∫
cone

ks(θsp, φsp)Lsp(θsp, φsp) dω

+ kd

∫
Asource

Le,so cos θso cos θfs

r2
so

dA + kaLa

(3)

mated by taking some small number of samples for each pixel
and averaging them.

where the first integral is over a cone of directions subtendingIn Eq. (2), La is just a preassigned constant for the environ-
a solid angle �cone around the direction of specular reflection,ment. Only a scalar product needs to be computed for the
and the second integral is over the area of the light source.term kaLa. The term kdcos �soLe,so requires that a ray be cast to
The coefficient ks is allowed to have nonzero values over athe light source. If there is an object along the path, the term
range of directions, rather than being a delta function in theis zero. If there is a clear path to the source, the cosine of the
mirror direction. The distance from the surface to a point onangle is computed and multiplied by the light source radi-
the light source is rso. The inclusion of the term 1/r2

so in Eq. (3)ance. The term for a single light source can be replaced by a
accounts for the fall off of energy flux density with distancesum over many point light sources, with a ray cast at each
squared that was missing in the simple ray tracing method.source. The term ksLsp(�sp, �sp) is nonzero only for specular,
The angle �fs is the angle between the normal of the lightshiny surfaces. A ray is cast from the object in the specular
source surface and the ray cast toward the source. Includingdirection, and the next object hit is found. Eq. (2) is applied
cos �fs accounts for the decrease in light received when arecursively to find the value of Lo for that object, and that

radiance is used as Lsp. source is viewed obliquely. The integrals are evaluated by
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Monte Carlo integration. The integrals are replaced by sums: The naive form of Monte Carlo path tracing results in very
large sample deviations. Excessively large numbers of sam-
ples (in the thousands) may be needed to produce a noise-
free image for some scenes. Typically, a nonlinear cumulative
distribution function is formed for selecting the direction
(�i,q) to reduce the sampling where cos �isin �i has relatively
small values. Another common technique to reduce the devia-

Lo(θo, φo) = 1
N

N∑
n=1

ks(θsp,n, φsp,n)Lsp,n

+ Aso

M

M∑
m=1

kdLe,so,m cos θso,m cos θfs,m

r2
so,m

tion is to rewrite the single summation as two summations—
one over all light sources and one over the incident hemi-where the summations are over N and M trials respectively.
sphere, excluding light directly from light sources. At eachFor the first summation, directions in the solid angle �cone are
step in the ray path, separate estimates are made of the di-sampled randomly to compute the appropriate values of ks
rect and indirect illumination contributions to L.and Lsp. For the second summation, points on the area light

As in simple ray tracing, paths can become quite long. Onesource are sampled to compute cos �so, cos �fs, rso and the visi-
strategy is to stop paths at some predefined length. This con-bility of the source. The distribution ray tracing method can
sistently underestimates L. Another strategy is to use a sto-be used to simulate many other effects. The calculations of
chastic method to determine whether to continue the path.the integral over the spectrum to compute RGB can be per-
With this strategy a reflectance coefficient k ranging fromformed by Monte Carlo integration. Motion blur can be com-
zero to one is computed for each surface by integrating theputed by integrating the value of L over a time window.
BRDF over the hemisphere. In a given trial, a uniformly dis-Because distribution ray tracing uses Monte Carlo integra-
tributed number between zero and one is chosen. If this num-tion, the resulting images may look ‘‘noisy.’’ When an insuffi-
ber is less than k, a ray is followed, and the sample value iscient number of samples are used, there is a significant error
f r(�i,q, �i,q, �o,q, �o,q)L(�i,q, �i,q)cos �i,q sin �i,q/k. If the random num-in the computed value. A group of pixels that should have
ber chosen is greater than k, the value of the sample is zero,nearly the same value, because the object visible through
and no further rays are followed. With this technique, longthose pixels has nearly uniform illumination, may have a dif-
paths are likely to be followed in high-reflectance environ-ferent amount of error at each pixel. The result is noise in the
ments, and short paths in low-reflectance environments.image, with a spatial frequency equal to the spacing of the

Many modifications have been developed to reduce thepixels in the image.
noise inherent in Monte Carlo path tracing. One widely usedBasic probability theory gives an estimate of the expected
modification is Ward’s Radiance method (8). Radiance uses adeviation after N trials. Letting the individual sample values
semi-stochastic method that limits the number of directionsbe Ln and the average of these samples after N trials be L,
sampled and the length of paths followed. Radiance storesthe expected deviation Ldev in the estimate will be:
values of irradiance (i.e., the incident illumination before it is
multiplied by the BRDF) as they are computed along paths
for use in estimating radiances in subsequent paths.Ldev =

√∑N
j=1(Lj − L)

N − 1

Backward Ray Tracing. All of the ray tracing methods that
which demonstrates that the noise in the image will decrease start with the eye have difficulty computing caustics—bright
linearly as the square root of the number of samples in- spots that are the result of one or more specular reflections
creases. from the light source to a diffuse surface that is visible in the

With adequate sampling, distribution ray tracing can pro- image. In backward ray tracing, rays are followed from light
vide a much better approximation to the rendering equation sources to specular objects to the first diffuse surface encoun-
than simple ray tracing. However, distribution ray tracing re- tered along the path. The quantity of light represented by
quires much longer to compute an image, and it still fails to that path is recorded along with the location of the end of the
account for all diffuse interreflections. path. Many such paths are recorded and simply displaying

them as bright spots would produce a noisy image. A recon-
Monte Carlo Path Tracing. A complete solution to the ren- struction filter is used to find a spatial average of the incident

dering equation can be obtained by extending the idea of dis- light energy per unit area on the portion of the surface struck
tribution ray tracing to Monte Carlo path tracing. In naive by the caustic paths. This average incident illumination is
Monte Carlo path tracing, the Eq. (1) is approximated by re- then used to compute smooth regions of caustic illumination.
placing the integral with a summation: Backward ray tracing actually follows the natural path of

light from the light source to the eye. It is referred to as
‘‘backward’’ ray tracing, however, since most ray tracing in
computer graphics starts at the eye.

Lo(θo, φo) = Le(θo, φo) + π2

Q

Q∑
q=1

fr(θi,q, φi,q, θo, φo)

Li(θi,q, φi,q) cos θi,q sin θi,q

(4)

Finite Element or Radiosity Solutions

An alternative to ray tracing for solving the rendering equa-where the samples in the summation are taken in random
directions in the incident hemisphere. Each sample in the tion is to use finite element approaches. Typically, finite ele-

ment methods in global illumination are referred to as ra-summation is calculated by casting a ray in the direction (�i,
�i) and estimating Li. If a light source is hit, Li is known. If a diosity methods. Radiosity methods were originally developed

in the fields of heat transfer and illumination engineering tononlight source is hit, Li is evaluated by applying Eq. (4) re-
cursively. compute the transfer of energy by radiation (e.g., see chapter
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8 of Ref. 9.) Unlike simple ray tracing, in which all interre- For an ideal diffuse surface with radiance L, the energy leav-
ing the surface per unit area and time is �L. The energy leav-flections are assumed to be mirror-like, in the basic radiosity

method, all interreflections are assumed to be ideal diffuse ing the surface per unit time then is �LA. The energy per unit
time leaving a surface m arriving at a surface n is �LmAmFmn.(i.e., Lambertian). The radiosity of a surface is the energy

leaving the surface per unit area and time. For an ideal dif- An equation for the energy per unit time leaving surface n
then is:fuse surface, the radiance leaving the surface is the same in

all directions, and is equal to the radiosity of the surface, di-
vided by �. The BRDF of an ideal diffuse surface is indepen- πLnAn = πLe,nAn + ρn

∑
πLmAmFmn (7)

dent of direction, and is equal to �/�, where � is the re-
flectance of the surface, that is, the ratio of reflected and The left-hand side is the energy per unit time leaving surface
incident energy flux densities. n, and the right-hand side is the energy per unit time that is

The radiance changes relatively slowly as a function of po- emitted plus the energy per unit time that is reflected. Divid-
sition on diffuse surfaces, except where there are shadow ing Eq. (7) by �An and applying the reciprocity property gives
boundaries or sudden changes in reflectance. In the basic ra- Eq. (5).
diosity method, the radiance is assumed to be constant for For environments that are well modeled as ideal diffuse,
discrete surfaces. Surfaces used to represent the scene are the major computational tasks in the radiosity method are
discretized into meshes of smaller surface elements for this meshing the surfaces, computing the form factors, and solving
assumption to hold. In the final image, surface radiances are the set of simultaneous equations, one for each surface of the
interpolated so that the mesh is not visible. form of Eq. (5).

For the radiosity method, Eq. (1) is approximated by: There are typically two steps in meshing. First, there is an
initial meshing before the solution of the simultaneous equa-
tions begins. Second, there is an adaptive meshing during theLn = Le,n + ρn

∑
surfaces

LmFnm (5)
solution. Major features that must be captured by appropriate
meshing are shadow boundaries. Simple initial calculations,

where Ln is the radiance of the surface n, Le,n is the emitted using techniques such as shadow volumes, may be done to
radiance, and �n is the reflectance. The summation is over all estimate where shadow boundaries will occur, and the sur-
other surfaces in the environment m. Lm is the radiance of faces are more finely meshed in these areas. More sophisti-
each other surface m, and Fnm is the form factor between n cated techniques for detecting where jumps in illumination
and m. The form factor Fnm is the fraction of energy leaving will occur are referred to as discontinuity meshing.
surface n that arrives on surface m, and is given by: The final model will be viewed by interpolating between

surface values to give smooth radiance distributions where
there are no illumination discontinuities. If the mesh is notFnm = (1/An)

∫
An

∫
Am

VISnm cos θn cos θm dAm dAn

πr2
nm

(6)
fine enough, high-order discontinuities in the interpolation
can be visible as Mach bands. To avoid these discontinuities,

where An and Am are the areas of the two surfaces, �n and �m the meshing is refined adaptively during the solution where
are the angles between the line between points on surface n there are surface-to-surface variations that exceed some pre-
and surface m and the surface normals, and rnm is the dis- defined threshold.
tance between the two surfaces. VISnm is equal to 1 where n A wide variety of methods have been developed for comput-
and m are visible to one another, and 0 otherwise. Figure 8 ing form factors. For small surfaces that are far apart, the
shows the geometry of the form factor. terms inside the integral are relatively constant. For these

It is counterintuitive that the factor Fnm appears in Eq. (5), cases, where r2
nm is very large compared to the areas of the

rather than Fmn. The reversal in the subscripts is a conse- two surfaces the form factor is simply approximated as:
quence of the reciprocity property of form factors:

AnFnm = AmFmn
Fnm = VISnm cos θn cos θmAm

πr2
nm

(8)

In this instance, the major computational work is determin-
ing the visibility of n to m, usually by casting a ray or rays.

For surfaces that are closer together, Eq. (6) can be approx-
imated by sampling many pairs of points on n and m. These
samples can be made regularly by subdividing n and m into
smaller pieces so that Eq. (8) holds. Or, the integral in Eq. (6)
can be approximated stochastically by evaluating the inte-
grand at random pairs of points.

Another approach to form factor calculations is a class of
methods based on Nusselt’s analogy (chapter 7 of Ref. 9.)
Methods that use this approach assume that the form factor
from n to m is approximately equal to the fraction of a unit

rnm

dAn

dAm
Am

An

mθ

nθ

circle centered on the center of surface n that is covered by
the projection of m on to the hemisphere above n, and thenFigure 8. The form factor between two surfaces depends on the
projected to the plane of n. The hemisphere above n can beangles between the surface normals and the line of sight between the

two surfaces. discretized into small sections q, for which the form factor
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Fnq is known. The form factor from n to any other surface is When the radiosity solution is computed using the hierar-
chical representation, each surface interacts with other sur-just equal to the sum of the factors Fnq for the surfaces q

through which m is visible to n. Rays may be cast through faces at the appropriate level using the links. Instead of each
small surface element interacting with every other small sur-each hemispherical section q to determine visibility. A varia-

tion of the Nusselt analogy approach is the hemicube. In the face element, most interactions occur at relatively high levels
in the hierarchy. Far fewer form factors are computed. Thehemicube algorithm, the sphere is replaced by half a cube,

and the visibility calculations are performed by using graph- hierarchical representation can be used to update radiances
in either an iterative Gauss–Seidel, or in a progressive re-ics hardware to project surfaces on each side of the hemicube.

The structure of the simultaneous equations for radiosity finement solution. To maintain a correct representation, each
time a radiance is updated at some level in the tree hierarchy,allow iterative solutions such as Gauss–Seidel. However,

viewing the results of early iterations of a traditional iterative the updated value is pulled up the tree to the root node, and
pushed down the tree to the leaf nodes.solution does not give much insight into the appearance of the

final scene. Modeling a scene is an iterative operation itself,
and a good early estimate of the illumination is needed. A Radiosity Extensions. Radiosity methods have been ex-
variation of iterative equation solving known as progressive tended in a number of different ways. An important limita-
refinement is often used instead. In a progressive refinement tion of the basic method is the limitation to ideal diffuse re-
solution, radiances are updated by ‘‘shooting.’’ Light is shot flection. One extension to include mirror-like surfaces
from high radiance surfaces (such as light sources) first. computes additional form factors that account for the ex-
When the current highest radiance surface n that has not change of energy between surfaces that are visible to each
‘‘shot’’ some portion of its radiance �Ln is identified, the radi- other via mirror reflections. A more general extension of ra-
ance of all the other patches m are updated with: diosity for arbitrary surfaces is to model the BRDF and radi-

ance of each surface as a sum of spherical harmonics.
Another limitation of the basic method is the assumption

of spatially constant radiance on each surface element, which
�Lm = ρm�LnFnm

An

Am

requires high levels of meshing to avoid artifacts in the final
interpolation. The radiosity method can be reformulated as aTypically, the form factors in a progressive refinement solu-
general finite element method with higher order (rather thantion are not precomputed. Each time a surface shoots, the
constant) basis functions representing the variation of radi-form factors from that surface are recalculated. The calcula-
ance across each surface. A wide variety of basis functionstion of factors as needed reduces the storage needed from
has been found useful in different cases, including wavelets.O(N2) to O(N) where N is the total number of patches into
The difficulty in both directional and higher order radiosity iswhich the surfaces have been discretized. Factors from sur-
that viewing the results requires nonlinear interpolation atfaces that do not contribute significantly to interreflections
display time. Since current graphics hardware displays vieware never computed.
independently colored vertices with linear Gouraud shading,
the advantages of hardware speedup for interactive naviga-

Hierarchical Methods. Even with progressive refinement tion of a scene can’t be used with higher-order methods.
methods, radiosity solutions that account for every pair of
very small surface mesh elements are computationally expen-

Hybrid Methodssive. Hierarchical methods, introduced by Hanrahan et al.
(10) avoid much of this expense by adjusting the level of Since ray tracing and radiosity methods both have advan-
meshing used based on the distance between the surfaces in tages, many hybrid ray tracing/radiosity method have been
the current calculation. While the exchange of light between developed. Most of these are multipass methods. In multipass
surface n is being computed to a surface m that is close by, it methods, the radiances are computed in many steps, with dif-
views surface m as being finely meshed. When the exchange ferent types of light transfer computed in each step.
is being computed between surface n and a surface p that is A simple two-pass method can be used for environments
far way, surface p may not be subdivided at all. The exchange with Lambertian and mirror-like surfaces. In the first pass,
of light is computed at the appropriate surface subdivision form factors and extended form factors are used in a radiosity
level. solution to account for reflections between diffuse surfaces,

In hierarchical methods, the discretized mesh for each sur- and for diffuse surfaces with one mirror-like reflection be-
face is represented as a tree. In each node in the tree, the tween them. In the second pass, ray tracing is used to render
surface is discretized more finely than in its parent node. The the final picture. The radiance calculated by the radiosity so-
leaf nodes in the tree contain the smallest mesh elements that lution is used in place of the light source and ambient contri-
represent the surface. Light exchange is computed by first butions in Eq. (2), and mirror-like reflections are followed as
considering each pair of surfaces at the top level of their hier- in basic ray tracing.
archies. If the approximate form factor between these two A variation of the two-pass method is to use the radiosity
surfaces is less than a predetermined threshold, a link is method and distribution ray tracing. A first radiosity pass is
formed between the two surfaces. If the approximate form fac- computed, but the radiance for each patch is adjusted by sub-
tor exceeds the threshold, the surfaces are compared at the tracting out the light reflected directly from light sources. In
next finer level in the hierarchy. This process is repeated re- the second pass, distribution ray tracing is used to compute
cursively until the two surfaces are linked at the appropriate specular and near specular reflections, and reflections directly
level. Surfaces for which the form factor is zero (because they from area light sources. The radiance from the adjusted ra-

diosity solution is used in place of the ambient term.do not view one another) are not linked.
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An example of a multipass method uses radiosity, Monte A common ray tracing approximation for Eq. (10) assumes
Carlo path tracing, and backward ray tracing for caustics. In a spatially uniform ‘‘linear fog’’:
the first pass, a radiance is computed for each surface using
the radiosity method. In the second pass, an image is formed
using Monte Carlo path tracing with the modification that L(s) = L(0)

T − s
T

+ La
s
Twhen a path hits a second ideal diffuse surface in succession,

the radiance from the radiosity solution is used rather than
where T is a specified thickness of the medium that totallyfollowing more rays. In the third pass, backwards ray tracing
obscures anything behind it, and La is a constant ambientis used to find bright caustics. These are added on to the radi-

ances computed in the Monte Carlo path tracing step. By ex- term that approximates the source radiance. The linear func-
cluding any Monte Carlo paths that followed a path of all tion of s is used to approximate the transmittance for compu-
specular surfaces and then hit a light source, the double tational efficiency.
counting of light is avoided. A more advanced ray tracing method is a two-pass method

that estimates scattered radiance at discrete points within
the medium in the first pass. The radiance may be estimatedExtensions to Volumes of Media
as the result of a single scatter from the light source for vol-

When there are volumes of media present, the rendering umes with a low-scattering albedo [i.e., a small value for
equation becomes an integrodifferential equation, first de-

	/(a � 	)]. The radiance for media with a high-scattering al-scribed in the context of graphics image formation by Kajiya
bedo can be found by approximating Eq. (9) with a perturba-and Von Herzen (11). The equation is expressed as the differ-
tion expansion of the albedo and by representing the radianceential change in radiance 
L as it passes through a differen-
with spherical harmonics to form a set of first-order partialtial distance in the volume 
s:
differential equations for radiance (see Ref. 11.) Once the ra-
diance is known within the medium, the radiance along a
path can be computed by performing the path integral in Eq.
(10). This method works well for media such as clouds, that
are isolated from other objects in the scene. It does not take

∂L
∂s

= a(s)Le(s) − [a(s) + σ (s)]L(s)

+ σ (s)
4π

∫
4π

Li(s, θi, φi)P(s, θi, φi) dω

(9)

into account though all of the possible interreflections be-
tween surfaces and volumes in the scene.

Here L(s) is the radiance along a path s in the direction s, A complete solution to the rendering equation in the form
Le(s) is the radiance emitted, a(s) is the fraction of light ab- of Eq. (9) can be found with a variation of Monte Carlo path
sorbed per unit length, and 	(s) the fraction scattered per unit tracing. Equation (10) can be rewritten as:
length. The function P(s, �i, �i) is the scattering phase func-
tion. P(s, �i, �i) is the ratio of the radiance incident from direc-
tion (�i, �i) that is scattered into a direction of the path, to the
radiance that would be scattered into the path by an isotropic
medium (a medium that scatters the same amount of light in

L(s) = L(0)τ (s)+ [1 − τ (s)]
∫ s

0
J(s)

τ (s − s∗)
[1 − τ (s)]

[a(s∗)+ σ (s∗)] ds∗

(11)
all directions.) The left-hand side of Eq. (9) is the change in
the radiance per unit length traveled in the medium. On the Each estimate of L begins by choosing a random number s�
right-hand side are the three terms that account for this between 0 and s, where s is the distance to the closest visible
change—the increase due to emission, the decrease due to surface. The value of �(s) is approximated by exp�
[a(s�) �
absorption and scattering out of the path, and the increase

	(s�)]s�. A second random number is selected between 0 anddue to scattering into the path. The dependence of a, 	 and P
1. If the number is less than 1, L(s) will be approximated byon the location s represents the spatial variations in the den-
the surface term L(0). L(0) is approximated by applying Eq.sity and composition of the medium.
(11) recursively. If the number is greater than one, L is esti-Equation (9) can be integrated to find the following formal
mated as the second term in Eq. (11). A random number issolution:
chosen to determine a point s� for evaluating the integrand of
the path integral. The value of J(s�) is approximated as Le

plus an estimate of the scattered light formed by selecting a
random direction in the sphere of points around s�. As with
Monte Carlo path tracing, the method can be modified to sam-
ple light sources separately, and different path ending strate-
gies can be used.

Finite element methods can also be used to solve Eq. (9)
The equivalent of the assumption of ideal diffuse reflection

L(s) = L(0)τ (s) +
∫ s

0
J(s∗)τ (s − s∗ )[a(s∗) + ω(s∗)] ds∗

J(s) = a(s)
[a(s) + ω(s)]

Le(s) + σ (s)
4π[ω(s) + a(s)]

∫
4π

Li(s, θi, φi)P(s, θi, φi) dω

τ (s) = exp
(

−
∫ s

0
[a(s∗) + σ (s∗)] ds∗

)
(10)

for surfaces is isotropic scattering for volumes. Rather than
being the total energy leaving a volume per unit area andwhere J(s) is the ‘‘source’’ radiance at a point in the medium,
time, the radiosity of a volume is only the energy leaving byand � (s) is the transmittance of the path from 0 to s. The
emission or scattering. Light that passes straight through thevalue L(0) is the radiance of the opaque surface that is visible
volume is not included in the volume radiosity. Volume ra-at the beginning of the path. The integral from 0 to s in Eq.
diosity then is just � times the source radiance J in the vol-(10) is a path integral that accounts for all of the increase

along the path due to emission and scattering. ume. The radiosity equations for a scene including volumes of
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media are: sult, since the scene can be navigated by displaying Gouraud-
shaded (or texture-mapped) polygons with precomputed radi-
ances.

An advantage of radiosity methods has been that environ-
ments with precomputed radiances can be navigated inter-
actively. However, recomputing radiances when the geometry
is altered interactively is still a challenge. Approaches to re-
computing the global illumination include modifying the pro-
gressive refinement method to shoot ‘‘negative’’ light to undo
the effects of the object that has moved in its original position.

4(σn + an)JnVn = 4anLe,nVn + σn

(σn + an)( ∑
surfaces

LjSjVn +
∑

volumes

JkVkVn

)

LwAw = EwAw + ρw( ∑
surfaces

LjSjSw +
∑

volumes

JkVkSw

)
Light is then reshot selectively to add in the effects of interre-
flection from the object in its new position. Methods have also

where SjSw, SjVn and VkVn are the surface-to-surface, surface- been explored that exploit the links developed in the hierar-
to-volume, and volume-to-volume form factors, similar in chical radiosity calculation to keep track of what radiances
form to the form factors in the basic radiosity method. The need to be updated when an object is moved.
surface-to-surface factors SjSw differ from the form factors In ray tracing approaches, bidirectional methods are being
Fjw in the original radiosity method in that they account for developed. These methods attempt to combine the advantages
the attenuation of light by any volume of media that lies be- of from-the-eye Monte Carlo path tracing with the advantages
tween the two surfaces, and they are multiplied by the area of backward ray tracing. Methods for finding the direction to
of Aj and so have units of area. trace parts of the paths most efficiently are being investi-

All of the volume sources radiances and surface radiances gated, including simulated annealing to generate the light
are found by solving a set of simultaneous equations, where paths used to compute the image.
there is one equation for each volume and one for each sur- Traditionally, ray tracing has been used only for still im-
face. The radiance for each pixel is computed using Eq. (10), ages or for animations with prespecified geometries and view
using the values of L and J from the radiosity solution. paths. Scenes were only represented as geometry, and ray

As with basic radiosity, volume radiosity methods have tracing does not compute radiances on points on the geome-
been extended for directional scattering distributions, and try, but on the image plane. However, new ways of represent-
with hierarchical approaches. ing scenes are being developed in the area of image-based

rendering. In image-based rendering, new views of an envi-
ronment are generated by interpolating between imagesADVANCED TOPICS
rather than by reprojecting geometries onto the image plane.
To perform this interpolation, additional information is storedComputing global illumination efficiently is still an active

area of research. Research topics include more efficient ra- at each pixel. In range images, the additional information
stored at each pixel is the depth or distance from the observerdiosity and ray tracing techniques, techniques for rendering

interactively, new scene representations, and techniques to at each pixel. In light fields or lumigraphs, a directional radi-
ance distribution, rather than a single radiance, is stored forexploit the properties of human perception.

Even with hierarchical radiosity, the computational com- each pixel. These new image representations are opportuni-
ties for designing ray tracing methods for navigating environ-plexity of radiosity is still of the order number of surfaces

squared. Clustering methods attempt to extend hierarchical ments in which the appearance of objects is not independent
of view.methods to hierarchies of objects, rather than just to repre-

sent an individual surface mesh as a hierarchy. Rather than An outstanding challenge for both ray tracing and ra-
diosity is the insertion of numerically defined objects into im-computing surface-to-surface interaction, interreflections are

computed cluster to cluster, where a cluster may contain a agery of existing physical scenes with consistent illumination.
Some progress has already been made by combining algo-large number of surfaces. One approach is to model clusters

of surfaces as volumes of participating media. Another ap- rithms from computer vision for extracting object geometries,
properties, and lighting information with global illuminationproach is to model clusters as points of light with directional

radiance distributions when viewed at a distance. A difficult algorithms.
Most current algorithms compute the value of radiance perissue with clustering is appropriately pushing and pulling the

light through the hierarchy. Unlike a flat surface, in which pixel. That radiance subsequently has to be scaled to be in
the range of the final display device. A typical physical sceneall of the light received by a surface is distributed to the chil-

dren of that surface, a child surface in a cluster may not re- may have radiances a factor of a hundred or more higher than
the highest radiance displayable by a video monitor. Oftenceive energy from a particular direction because it is shad-

owed by another surface within the cluster. linear scaling is used. However, not only is the absolute moni-
tor radiance limited, the displayable contrast is also limited,Another approach to reducing the complexity of radiosity

is to replace the entire interreflection calculation with a often with a ratio of 30 to one between the brightest and dim-
mest areas of the display. Nonlinear scalings are needed toMonte Carlo backward ray tracing, i.e., using Monte Carlo

path tracing from the light sources, and following and re- maintain the impression of the 1000 to one or more contrast
ratios visible in the real world. Finding appropriate tone map-cording the results from all paths (not just specular paths.)

After the path tracing is complete, reconstruction filters are ping operators to perform these scalings is an active area of
research. Furthermore, since the range of radiances computedused to estimate the radiance distribution across each sur-

face. Although the interreflections are computed by a kind of by global illumination are going to be greatly compressed in
the final display, methods to minimize the calculation of radi-ray tracing, the final result can be viewed as a radiosity re-
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ances to an accuracy that will appear on the final display are
being investigated.
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