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SPEECH PERCEPTION

The study of speech perception is concerned with the process
by which the human listener, as a participant in a communi-
cative act, derives meaning from spoken utterances. Modern
speech research began in the late 1940s, and the problems
that researchers in speech perception have focused on have
remained relatively unchanged since. They are (1) variability
in the physical signal and the search for acoustic invariants,
(2) human perceptual constancy in the face of diverse physical
stimulation, and (3) the neural representation of the speech
signal. The goal of this article is to examine how these prob-
lems have been addressed by various theories of speech per-
ception and to describe how basic assumptions about the na-
ture of the problem have shaped the course of research.
Because of the breadth of information to be covered, this arti-
cle will not examine the specifics of experimental methodology
or survey the empirical literature in the field. Detailed re-
views of speech perception can supply further background on
these topics (1–6).

The process of speech perception may be limited to the au-
ditory channel alone as in the case of a telephone conversa-
tion. However, in everyday spoken language, the visual chan-
nel is also involved as is the study of multimodal speech
perception, and spoken language processing is one of the cen-
tral areas of current research. Even though stimulus variabil-
ity, perceptual constancy, and neural representation are core
problems in all areas of perception research, speech percep-
tion is unlike other perceptual processes because the per-
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ceiver also produces spoken language and therefore has inti- in the signal can be used to enhance the perceptual process
rather than being discarded as noise (2,15,16).mate knowledge of the signal source. This relationship,

combined with the high communicative load of speech con-
strains the signal significantly and affects both perception

THE ABSTRACTIONIST/SYMBOLIC APPROACHand production strategies (7–9). Speech perception is also
TO SPEECH PERCEPTIONunique in its remarkable robustness in the face of a wide

range of environmental and communicative conditions. The
Traditional approaches to speech perception are based onlisteners remains remarkably constant in the face of a sig-
ideas that originated in information theory and have treatednificant amount of production-related variation in the signal.
the process of speech perception as distinct from word recog-Furthermore, even in the worst of environmental conditions
nition, sentence understanding, and speaker recognition. Inin which large portions of the signal are distorted or masked,
this view, the decoding of the speech signal into abstract sym-the spoken message is recovered with little or no error. As we
bolic units (i.e., features, phonemes, syllables) is the goal ofshall see, part of this perceptual robustness derives from the
speech perception, and the discrete units are then passedrichness and redundancy of information in the signal, part of
along to be used by higher-level parsers that identify lexicalit lies in the highly structured nature of language, and part
items such as morphemes or words. Listeners are hypothe-comes from the context dependent nature of spoken language.
sized to extract abstract, invariant properties of the acousticExtracting meaning from the acoustic signal may at first
signal to be matched to prototypical representations storedglance seem like a relatively straightforward task. It would
in long-term memory (17,18). In fact, most models of wordseem to be simply a matter of identifying the acoustically in-
recognition have been implemented using either the segmentvariant characteristics in the frequency and time domains of
or the syllable as the fundamental unit of processing [e.g.,the signal that correspond to the appropriate serially ordered
Refs. (19) and (20)]. Although they could in theory be imple-linguistic units (i.e., reversing the encoding of those mental
mented to work directly off of acoustic input, in current formsunits by the production process). From those units, the hearer
they implicitly assume some type of low-level recodingcan then retrieve the appropriate lexical entries from mem-
process.ory. Although stated rather simply here, this approach is

The assumption that speech is perceived in abstract ideal-based on an assumption about the process of speech percep-
ized units has led researchers to search for simple first-ordertion that has been at the core of most symbolic processing
physical invariants and to ignore the problem of stimulusapproaches (1). That is, the process involves the segmentation
variability in the listener’s environment (12). In this view,of the signal into discrete and abstract linguistic units such
variability is treated as noise. This means that much of theas features, phonemes, or syllables. Before or during segmen-
talker-specific characteristics, or indexical information, that a

tation the extralinguistic information is segregated from the listener uses to identify a particular talker, or a talkers state,
intended message and is processed separately or discarded. is removed through a process of normalization, leaving behind
For this process to succeed, the spoken signal must meet two the intended linguistic message (1). In this view, normaliza-
conditions The first condition, known as the invariance condi- tion converts the physical signal to a set of abstract units that
tion, is that there is invariant information in the signal that represent the linguistic message symbolically.
is present in all instances that correspond to the perceived The dissociation of form from content in speech perception
linguistic unit. The second condition, known as the linearity has persisted in large part despite the fact that the both
condition, is that the information in the signal is serially or- sources of information are carried simultaneously and in par-
dered so that information about the first linguistic unit pre- allel in the acoustic signal and despite the potential gain that
cedes and does not completely overlap or follow information a listener may get from simultaneously receiving contextual
about the next linguistic unit and so forth. information such as the rate of an utterance, or the gender,

It has become apparent to speech researchers over the last socioeconomic status, and mood of the talker. Following mod-
40 years that the invariance and linearity conditions are al- els of concept learning and memory, this view of speech per-
most never met in the actual speech signal (10,11). This has ception has been termed the abstractionist approach (4). Be-
led to several innovations that have achieved varying degrees cause the abstractionist approach relies on a set of idealized
of success in accommodating some of the variability and much linguistic units, it is useful to review the types of perceptual
of the nonlinearity inherent in the speech signal (12,13). How- units that are commonly used and the motivations for ab-
ever, inter- and intra-talker variability remains an intracta- stract units in the first place.
ble problem within these conceptual/theoretical frameworks. The use of abstract symbolic units in almost all traditional
Recent approaches that treat the signal holistically have models of speech perception came about for several reasons,
proven promising alternatives. Much of the variability that one being that linguistic theory has had a great impact on
researchers sought to strip away in traditional approaches speech research. The abstract units that had been proposed
contains important information about the talker and about as tools for describing patterns of spoken language, them-
the intended message. Recent approaches, while differing sig- selves a reflection of the influence of information theory on
nificantly in their view of perception, treat the signal as infor- linguistics (21), were adopted by many speech researchers
mation-rich. The information in the speech signal is both lin- (10). This view can be summed up by a quote from Halle (22):
guistic, the traditional message of the signal, and
nonlinguistic or indexical (14), supplying information about when we learn a new word we practically never remember most
the talker’s immediate physical and emotional state, about of the salient acoustic properties that must have been present
the talker’s relationship to the environment, about the social when the acoustic signal struck our ears; for example, we do not

remember the voice quality, the speed of utterance, and othercontext, and the like. Much of the variability and redundancy



SPEECH PERCEPTION 177

properties directly linked to the unique circumstances directly duce and the hearer may decode and parse a virtually un-
surrounding every utterance (p. 101). bounded number of utterances in the language. There are

many types of proposed abstract linguistic units that are re-
Even though linguistic theory has moved away from the pho- lated in a nested structure with features at the terminal
neme as a unit of linguistic description to a temporally dis- nodes and other types of units as branching nodes that domi-
tributed featural or gestural array (23,24), many researchers nate them [e.g., Refs. (24) and (29)]. The higher level units
in speech perception continue to use the phoneme as a unit include, in ascending order, phonemes, syllables, morphemes,
of perception. words, syntactic phrases, and intonation phrases.

Another reason for the use of abstract units lies in the na- Different approaches to speech perception employ different
ture of the speech signal. Because of the way speech is pro- units and different assumptions about levels of processing.
duced in the vocal tract, the resulting acoustic signal is con- Yet, there is no evidence for the primacy of any particular
tinuously changing, making all information in the signal unit in perception. In fact, the perceptual task itself may de-
highly variable and transient. This variability, combined with termine the units that hearers use to analyze the speech sig-
the constraints on auditory memory, led many researchers to nal (30). Many behavioral studies have found that human lis-
assume that the analog signal must be rapidly recoded into teners appear to segment the signal into phoneme-sized units.
discrete and progressively more abstract units (25). This pro- For example, it has been found that reaction times of English
cess achieves a large reduction of data that was thought to be listeners to phonotactically permissible consonant-vowel-con-
redundant or extraneous into a few predefined and timeless sonant (CVC) syllables (where all the sounds in isolation are
dimensions. However, even though reduction of redundancy permissible) were no faster than reaction times to phonotacti-
potentially reduces the memory load, it increases the pro- cally impermissible CV syllables indicating that the syllable
cessing load and greatly increases the potential for an unre- plays no role in spoken language processing (31). However,
coverable error on the part of the hearer (2). Furthermore, the same experiments conducted with native speakers of
there is evidence that much of the information in the signal French have found that listeners’ response times are signifi-
that was deemed extraneous is encoded and stored by the cantly more rapid to the phonotactically permissible CVC syl-
memory system and subsequently used by the hearer in ex- lable than to the CV syllables, whereas responses of Japanese
tracting meaning from the spoken signal (4,26). listeners to the CVC were significantly slower than to the CV.

An additional motivation for postulating abstract units Taken together, findings of task-specific and language-specific
comes from the phenomenon of perceptual constancy. Al- biases in the preferred units of segmentation indicate that a
though there is substantial contextual variation in the acous- particular processing unit is contingent on a number of fac-
tic signal, the hearer appears to perceive a single unit of tors. Moreover, there is a great deal of evidence that smaller
sound. For example, a voiceless stop consonant such as /t/ units like the phoneme or syllable are perceptually contingent
that is at the beginning of a word, as in the word top, is ac- on larger units such as the word or phrase (32,33). This inter-
companied by a brief puff of air at its release and a period of dependence argues against the strict hierarchical view of
voicelessness in the following vowel which together are gener- speech perception in which the smallest units are extracted
ally referred to as aspiration. When that same stop is pre- as a precursor to the next higher level of processing. Rather,
ceded by the fricative /s/, as in the word stop, the aspiration the listeners’ responses appear to be sensitive to attentional
is largely absent. Yet the hearer perceives the two very differ-

demands, processing contingencies, and available (34).
ent acoustic signals as being the same sound category /t/.
This particular example of perceptual constancy may be ex-
plained in terms of the possible lexical contrasts of English.

BASIC STIMULUS PROPERTIESEven though there are lexical distinctions that are based on
the voicing contrast, cat versus cad for example, no lexical

Understanding the nature of the stimulus is an importantdistinction in English is based on an aspiration contrast. It
step in approaching the basic problems in speech perception.should be remembered that most contextual variation that is
This section will review some of the crucial findings that arenoncontrastive in one language is often the foundation of a
relevant to models of speech perception. A large portion oflexical contrast in another language (27). Rather than being
the research on speech perception has been devoted to thehardwired into the brain at birth or being imposed on the
investigation of speech cues and some of the better knownhearer by transformations of the peripheral auditory system,
findings are discussed in four subsections: vowels, consonantthese contrastive characteristics of a particular language
place, consonant manner, and consonant voicing. In additionmust be learned. Thus, the complex process by which percep-
to the auditory channel, the visual channel is known to affecttual normalization takes place in a particular language is al-
speech perception, and we discuss some of the key findings.most entirely the result of perceptual learning and categori-
Because the speech signal is produced by largely overlappingzation.
articulatory gestures, information in the signal is distributedFinally, segmenting the speech signal into units that are
in an overlapping fashion. Nonlinearity of information in thehierarchically organized permits a duality of patterning of
speech signal is reviewed and implications for speech percep-sound and meaning (28) that is thought to give language its
tion are touched upon. Finally, although it was largely ig-communicative power. That is, smaller units such as pho-
nored in the past, variability is arguably the most importantnemes may be combined according to language-specific phono-
issue in speech perception research. This problem comes fromtactic constraints into morphemes and words, and words may
many sources; some of the most important sources of variabil-be organized according to grammatical constraints into sen-
ity in speech and the perceptual consequences are reviewedtences. This means that with a small set of canonical sound

units, and the possibility of recursiveness, the talker may pro- in the last part of this section.
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Speech Cues tant in distinguishing one vowel from another. Vowels dis-
tinctions are generally thought to be based in part on the rela-

Since the advent of modern speech research at the end of the
tive spacing of the fundamental frequency (f0) and the first

Second World War, much of the work on speech perception
three vocal tract resonances or formants (F1, F2, F3) (36). In

has focused on identifying aspects of the speech signal that
general, there is an inverse relationship between the degree

contain the minimal information necessary to convey a speech
of constriction (vowel height) and the height of the first for-

contrast. These components of the signal are referred to as
mant (35). That is, as the degree of constriction in the vocal

speech cues. The assumption that a small set of acoustic fea-
tract increases, increasing the vowel height, F1 lowers in fre-

tures or attributes in the acoustic signal provide cues to lin-
quency. The second formant is generally correlated with theguistic contrasts was the motivation for the search for invari-
backness of the vowel: the further back in the vocal tract theant cues which was central to speech perception research
vowel constriction is made, the lower the second formant (F2).from the mid-1950s up until the present time. The more the
F2 is also lowered by lip rounding and protrusion. Thus, thesignal was explored for invariant acoustic cues, the more the
formant frequencies of vowels and vowellike sounds are pro-problems of variability and nonlinearity became evident. One
duced by changes in the length and shape of the resonantsolution to this problem was to study speech using highly con-
cavities of the vocal tract above the laryngeal sound source.trolled stimuli to minimize the variability. Stimuli for percep-

In very clear speech, vowels contain steady state portionstion experiments were usually constructed using a single syn-
where the relative spacing between the formants remainsthetic voice, producing words in isolation with a single
fixed, and the f0 remains relatively constant. Words spokencontrast in one segmental context and syllable position. This
with care and speech samples from read sentences may con-approach produced empirical evidence about a very limited
tain steady state vowels. Early work on vowel perception thatset of circumstances, thereby missing much of the systematic
was modeled on this form of carefully articulated speechvariability and redundancy of information that plays a part in
found the primary cue for vowel perception was the steadyspeech perception. It also artificially removed talker-specific
state formant values (37). Figure 1 is a spectrogram illustrat-information and other extra-linguistic contextual information
ing the formant structure of five carefully pronounced non-that was later shown to be used by listeners during speech
sense words with representative vowels dVd contexts: /did/perception. Despite these shortcomings, early work on speech
(sounds like deed), /ded/ (sounds like dayed), /dad/ (soundsperception has provided valuable empirical data that must
like dodd), /dod/ (sounds like doad), and /dud/ (sounds likebe considered when evaluating the relative merits of current
dood). The first two formants, the lowest two dark bars, arespeech perception models.
clearly present and have relatively steady state portions nearThe acoustic signal is produced by articulatory gestures
the center of each word. The words /did/ and /dad/ have thethat are continuous and overlapping to various degrees; thus,
clearest steady state portions.the resulting acoustic cues vary greatly with context, speak-

In naturally spoken language, however, formants rarelying rate, and talker. Contextual variation is a factor that con-
achieve a steady state and are usually flanked by othertributes to redundancy in the signal. Although the early study
speech sounds that shape the formant structure into a dy-of speech cues sought to identify a single primary cue to a
namic time-varying pattern. For the same reasons, vowels of-particular linguistic contrast, it is improbable that the human
ten fall short of the formant values observed in careful speechperceptual system fails to take advantage of the redundancy
resulting in undershoot (35,38). The degree of undershoot is aof information in the signal. It should also be noted that many
complex function of the flanking articulations, speaking rate,factors may contribute to the salience of a particular acoustic
prosody, sentence structure, dialect, and individual speakingcue in the identification of words, syllables, or speech sounds.
style (9). These observations have led researchers to questionThese include factors that are part of the signal such as coar-
the assumption that vowel perception relies on the perceptionticulation or positional allophony and semantic factors such
of steady state formant relationships, and subsequent experi-as the predictability of a word that the listener is trying to
mentation has revealed that dynamic spectral information inrecover and whether or not the listener has access to visual
the formant transitions into and out of the vowel are suffi-information generated by the talker. The extent to which a
cient to identify vowels even in the absence of any steadylistener attends to particular information in the speech signal
state information (39).is also dependent on the particular system of sound contrasts

in his/her language. For example, while speakers of English
can use a lateral/rhotic contrast (primarily in F3) to distin-
guish words like light from words like right, many languages
lack this subtle contrast. Speakers of those languages (e.g.,
Japanese) have great difficulty attending to the relevant
speech cues when trying to distinguish /l/ from /r/. Thus, the
speech cues that are discussed in this section should not be
considered invariant or universal, instead they are context-
sensitive and highly interactive.

Vocalic Contrasts. The vocal tract acts as a time-varying /did/
“deed”

/ded/
“dayed”

/dad/
“dod”

/dod/
“doed”

/dud/
“dood”filter with resonant properties that transform frequency spec-

tra of the sound sources generated in the vocal tract (35). Figure 1. A spectrogram illustrating the formant structure of five
Movements of the tongue, lips, and jaw cause changes in the representative vowels in dVd contexts. The lowest two dark bands

are the first and second formants.resonating characteristics of the vocal tract that are impor-



SPEECH PERCEPTION 179

Although secondary vocalic contrasts are not found in En- the English /l/ is distinguished from /r/ by the relative fre-
quency of the third formant (46). English /l/ and /r/ causeglish and are not well studied in the perception literature,

they are found in many of the world’s languages in addition vowel coloring, a change in the formant structure of the adja-
cent vowels, particularly the preceding one, that may last forto vowel height and backness contrasts. A few of the more

common secondary contrasts are briefly described here; for a much of the vowel’s duration.
The transitions into and out of the period of consonant con-complete review, see Ladefoged and Maddieson (27). A sec-

ondary contrast may effectively double or, in concert with striction provide place cues for consonants that are between
vowels. In other positions, there is at most only a single setother secondary contrasts, triple or quadruple the vowel in-

ventory of a language. The most common type of secondary of formant transitions to cue place: the formant transitions
out of the consonant constriction (C to V) in word onset andcontrast, found in 20% of the world’s languages, is nasaliza-

tion (40). Nasalization in speech is marked by a partial atten- postconsonantal positions, and the formant transitions into
the consonant constriction (V to C) in word final and precon-uation of energy in the higher frequencies, by a broadening of

formant bandwidths, and by an additional weak nasal for- sonantal positions. For stops in the VC (postvoculic) position
with no audible release, formant transitions may provide themant around 300 Hz (35). Vowel length contrasts are also

commonly observed and are found in such diverse languages only place cues. Following the release of voiceless stops, there
is a brief period of voicelessness during which energy in theas Estonian (41), Thai (42) and Japanese (43). Source charac-

teristics, changes in the vibration characteristics of the vocal formants is weakened. Following the release of aspirated
stops, a longer portion or all the transition may be present infolds, may also serve as secondary contrasts. These include

creaky and breathy vowels. In a creaky vowel, the vocal fold a much weaker form in the aspiration noise. It is widely
thought that CV formant transitions provide more salient in-vibration is characterized by a smaller open-to-closed ratio re-

sulting in more energy in the harmonics of the first and sec- formation about place than VC transitions (see Ref. 47 for
discussion). When formant transitions into a stop closure (Vond formants, narrower formant bandwidths, and often more

jitter (irregular vocal cord pulse rate) (44). In breathy vowels, to C) conflict with the transitions out of the closure (C to V),
listeners identify the stop as having the place of articulationthe vocal fold vibration is characterized by a greater open-

to-closed ratio resulting in more energy in the fundamental that corresponds with the C to V transitions (48). The relative
prominence of CV transitions over VC transitions is also in-frequency, broader formant bandwidths, and often more ran-

dom energy (noise component). fluenced by the language of the listener. For example, native
Japanese-speaking listeners have been shown to be very poor
at distinguishing place from VC transitions alone, whereasConsonant Place of Articulation
native Dutch and English speakers are good at distinguishing

There are several potential sources of cues to the place of ar- place with VC transitions (49). In this case, the difference in
ticulation of a consonant, including second formant transi- performance can be attributed to differences in syllable struc-
tions, stop release bursts, nasal pole-zero patterns, and the ture between the languages. English and Dutch allow postvo-
generation of fricative noise. The strongest place of articula- calic stops with contrasting place of articulation (e.g., actor
tion cues are found in the brief transitional period between a or bad), but Japanese does not; experience with Japanese syl-
consonant and an adjacent vowel. Some speech cues are inter- lable structure has biased Japanese speakers toward relying
nal, as is the case in fricatives such as /s/ or nasals such as more on the CV transitions than VC transitions.
/n/. Other speech cues are distributed over an entire syllable
as in vowel coloring by laterals such as /l/, rhotics such as Fricative Noise. Fricatives are characterized by a narrow
/r/, and retroflex consonants such as those found in Malayam constriction in the vocal tract that results in turbulent noise
and Hindi. We briefly review several of the most important either at the place of the constriction or at an obstruction
cues to place of articulation here. downstream from the constriction (50). Frication noise is ape-

riodic with a relatively long duration. Its spectrum is shaped
primarily by the cavity in front of the noise source (51). TheFormant Transitions. The second formant (F2), and to a

lesser degree the third formant (F3), provide the listener with spectrum of the frication noise is sufficient for listeners to
recover the place of articulation reliably in sibilant fricativesperceptual cues to the place of articulation of consonants with

oral constrictions, particularly the stops, affricates, nasals, such as /s/ and /z/. However, in other fricatives with lower
amplitude and more diffuse spectra, such as /f/ and /v/, theand fricatives (45). Transitions are the deformation of the

vowels formants resulting from the closure or aperture phase F2 transition has been found to be necessary for listeners to
distinguish place of articulation reliably (52). Of these, theof a consonant’s articulation (i.e., a rapid change in the reso-

nating cavity, overlapping with the relatively open articula- voiced fricatives, as in the words that and vat are the least
reliably distinguished (53). It should be noted that this labio-tion of a flanking vowel). Because they are the result of very

fast movements of the articulators from one position to an- dental versus interdental contrast in fricatives in English is
very rare in the worlds’ languages (40). The intensity of frica-other, formant transitions are transient and dynamic, with

the speed of the transitions depending on the manner, the tion noise and the degree of front cavity shaping is expected
to affect the relative importance of the fricative noise as aplace of articulation (to a lesser degree), and such factors as

the individual talker’s motor coordination, the speaking rate source of information for other fricatives as well.
Because fricatives have continuous noise that is shaped byand style, and the novelty of the utterance.

Unlike other consonants, glides and liquids have clear for- the cavity in front of the constriction, they also convey infor-
mation about adjacent consonants in a fashion that is similarmant structure throughout their durations. Glides are distin-

guished from each other by the distance between the first and to vowels. Overlap with other consonant constrictions results
in changes in the spectral shape of a portion of the fricationsecond formant values at the peak of constriction, whereas
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Figure 2. Schematic illustration of place
cues in three VCV sequences where V is
the vowel /a/ and C is a voiceless alveolar
stop, a voiceless alveolar fricative, and an
alveolar nasal.

Stop release
burst

F2 transitions Nasal pole and zero

F3

F2
F1

Slope of formant
transitions

Fricative noise

noise, most markedly when the constriction is in front of the pole-zero pattern serves as a place cue (57). This cue is most
reliable in distinguishing /n/ and /m/, and less so for othernoise source. The offset frequency of the fricative spectrum in

fricative-stop clusters serves as a cue to place of articulation nasals (58). Listeners identify the place of articulation more
reliably from external formant transitions than from the in-of the stop (54).
ternal nasal portion of the signal (59). Figure 2 schematically
illustrates some of the most frequently cited cues to conso-Stop Release Bursts. In oral stop articulations, there is com-

plete occlusion of the vocal tract and a resulting build-up of nant place of articulation for three types of consonants: a
voiceless alveolar stop /t/, a voiceless alveolar fricative /s/,pressure behind the closure. The sudden movement away

from complete stricture results in brief high-amplitude noise and an alveolar nasal /n/. The horizontal bars represent the
first three formants of the vowel /a/, the deformation of theknown as the release burst or release transient. Release bursts

are aperiodic with a duration of approximately 5 to 10 ms. bars represents formant transitions, and the hatched areas
represent fricative and stop release noises. Table 1 summa-The bursts duration depends on both the place of articulation

of the stop and the quality of the following vowel. Velar stop rizes the consonant place cues discussed above. Although it
lists some of the more frequently discussed cues, Table 1releases (/k/ and /g/) are longer and noisier than labial and

dental stops, and both dental and velar stops show an in- should not be seen as exhaustive because there are many sec-
ondary and contextual cues that contribute to a consonantcreased noisiness and duration of release before high vowels.

Release bursts have been shown to play an important role in percept that are not listed here.
Consonants of all types have much narrower constrictionsthe perception of place of articulation of stop consonants (55).

Although the release burst or the formant transitions alone than vowels. They can be viewed as the layering of a series of
rapidly constricting movements onto a series of more slowlyare sufficient cues to place, the formant transitions have been

shown to dominate place perception (i.e., if the release burst moving transitions from one vowel to the next (23). For all
types of consonants, the changes in the vowels’ formants thatspectrum and the F2 transition provide conflicting place cues,

listeners perceive place according to the F2 transition) (56). result from the influence of the consonants narrower constric-
tion are the most robust types of cues. However, we have seenListeners show the greatest reliance on the transition in iden-

tifying velar place in stops (55). Although less studied as a that there are a number of other sources of information about
the place of articulation of a consonant that the listener maysource of cues, there are many other subtler place-dependent

differences among stops that are a potential source of infor- use in identifying consonants. This article has touched on a
few of the better known such as stop release bursts, nasalmation to the listener. For example, velar stops (/k/ and /g/)

tend to have shorter closure durations than labial stops (/p/ pole-zero patterns, and fricative noise. These are often re-
ferred to as secondary cues because perceptual tests haveand /b/), and amplitude differences may help in distinguish-

ing among fricatives. shown that when paired with formant transitions that pro-
vide conflicting information about the consonant place of ar-An additional class of sounds known as affricates are simi-

lar in some respects to stops and in other aspects to fricatives; ticulation, the perceived place is that appropriate for the for-
mant transitions. However, depending on the listeningthey have a stop portion followed by a release into a fricative

portion. In their stop portion, they have a complete closure, a conditions, the linguistic context, and the perceptual task,
these so-called secondary cues may serve as the primarybuild-up of pressure, and the resultant burst at release. The

release is followed by a period of frication longer than stop source of information about a consonants place of articulation.
aspiration but shorter than a full fricative. Both the burst and
the frication provide place cues. In English, all affricates are
palatoalveolar, but there is a voicing contrast (chug versus
jug). The palatoalveolar affricate found in English is the most
commonly found, 45% of the worlds languages have it (40),
but many other places of articulation are common, and many
languages have an affricate place contrast (e.g., /pf/ versus
/ts/ in German).

Nasal Cues. Like the oral stops, nasal consonants have an
oral constriction that results in formant transitions in the ad-
jacent vowels. In addition, nasals show a marked weakening
in the upper formants resulting from the antiresonance (zero)
and a low-frequency resonance (pole) below 500 Hz. The nasal

Table 1. Summary of Place Cues

Cue Applies to Distribution

F2 transition All VC, CV transitions
Burst spectrum Stops C-release
Frication spectrum Fricatives, affricates Internal

(esp. sibilants)
Frication amplitude Fricatives Internal
Nasal pole, zero Nasals Internal
Fricative noise Stops Fricative edge

transition
F3 height Liquids and glides Internal
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Figure 3. Schematic illustration of man-
ner cues in three VCV sequence where V
is the vowel /a/ and C is a voiceless alveo-
lar stop, a voiceless alveolar fricative, and

Stop release
burst

Abruptness and
degree of attenuation

Fricative noise Nasal pole and zero

F3

F2
F1

Slope of formant
transitions

Nasalization
of vowel

an alveolar nasal.

For example, in word initial fricative-stop clusters, the frica- Table 2 summarizes the consonant manner cues discussed
earlier. Again, Table 2 should not be seen as exhaustive theretive noise may provide the sole source of information about

the fricatives place of articulation. Even though in English are many secondary and contextual cues that contribute to a
consonant percept that are not listed here.only /s/ appears in word initial fricative-stop clusters, many

languages contrast fricative place in such clusters and many
others also have stop-stop clusters or nasal-stop clusters (see Cues to Voicing Contrasts
Ref. 47 for a description of a language that has all three types

Vocal fold vibration, resulting in periodicity in the signal, is
of clusters). Thus, it is likely that phonotactic constraints, po-

the primary cue to voicing; however, tight oral constriction
sition within sentence, position within word, position within

inhibits the airflow necessary for vocal fold vibration. In En-
syllable, background noise, and so on, must be taken into con-

glish and many other languages, voiced obstruents, especially
sideration before a relative prominence or salience is assigned

stops, may have little or no vocal fold activity. This is more
to any particular acoustic cue in the signal.

common for stops in syllable final position. In this situation,
the listener must rely on other cues to voicing. There are sev-

Consonant Manner Contrasts eral other important cues such as voicing onset time (VOT),
the presence and the amplitude of aspiration noise, and dura-All oral constrictions result in an attenuation of the signal,
tional cues. For syllable initial stops in word onset position,particularly in the higher frequencies. The relative degree of
the primary cue appears to be VOT. This is not really a singleattenuation is a strong cue to the manner of a consonant. An
cue in the traditional sense but a dynamic complex that in-abrupt attenuation of the signal in all frequencies is a cue to
cludes the time between the release burst and the onset ofthe presence of a stop. Insertion of a period of silence in a
vocal fold vibration together with aspiration noise (i.e., low-signal, either between vowels or between a fricative and a
amplitude noise with spectral peaks in the regions of the fol-vowel can result in the listener perceiving a stop (54). A com-
lowing vowels formants). VOT appears to be important evenplete attenuation of the harmonic signal together with frica-
in languages like French that maintain voicing during stoptive noise provides the listener with cues to the presence of a
closure. The relationship between VOT and voicing is, in part,fricative. A less severe drop in amplitude accompanied by na-
dependent on how contrasts are realized in a particular lan-sal murmur and a nasal pole and zero are cues to the pres-
guage. For example, for the same synthetic VOT continuum,ence of a nasal. Nasalization of the preceding vowel provides
Spanish and English speakers have different category bound-look-ahead cues to postvocalic nasal consonants (60).
aries despite the fact that both languages have a singleGlides and liquids maintain formant structure throughout
voiced-voiceless contrast (63). In Thai, there are two bound-their peak of stricture, but both attenuate the signal more
aries, one similar to English and one similar to Spanish, be-than vowels. Glides are additionally differentiated from other
cause there is a three-way voiced–voiceless–aspirated con-consonants by the relative gradualness of the transitions into
trast in the language.and out of the peak of stricture. Lengthening the duration of

Generally, a short or negative VOT is a cue to voicing, asynthesized formant transitions has been shown to change
long VOT is a cue to voicelessness, and a very long VOT is athe listener’s percept of manner from stop to glide (61). A sim-
cue to aspiration (in languages with an aspiration contrast).ilar cue is found in the amplitude envelope at the point of

transition between consonant and vowel: stops have the most
abrupt and glides have the most gradual amplitude rise time
(62).

Manner cues in general tend to be more robust than place
cues because they result in more salient changes in the sig-
nal, although distinguishing stop from fricative manner is
less reliable with the weaker fricatives (53). Figure 3 sche-
matically illustrates some of the most frequently cited cues to
consonant manner of articulation for three types of conso-
nants: a voiceless alveolar stop /t/, a voiceless alveolar
fricative /s/, and an alveolar nasal /n/. The horizontal bars
represent the first three formants of the vowel /a/, the defor-
mation of the bars represents formant transitions, the
hatched areas represents fricative and stop release noises.

Table 2. Summary of Manner Cues

Cue Applies to Distribution

Silence/near silence Stops, affricates Internal
Frication noise Fricatives, affricates Internal
Nasal pole and zero Nasals Internal
Vowel nasalization Nasals Adjacent vowel
Formant structure Liquids, glides (vowels) Internal
Release burst Stops C-release
Noise duration Stop, affricate, fricative Internal
Noise onset rise-time Stop/affricate, fricative Internal
Transition duration Stop, glide VC, CV

transitions
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For English, and presumably other languages, the relative nel may change or even override the percept of the auditory
channel alone. McGurk and MacDonald (67) produced stun-amplitude and the presence or absence of aspiration noise is

a contributing cue to voicing for word initial stops. An ning evidence, now known as the McGurk effect, of the
strength of the visual signal in the perception of speech in anadditional cue to voicing in syllable onset stops is the relative

amplitude of the release burst: a low-amplitude burst cues experiment that has since been replicated under a variety of
conditions. They prepared a videotape of a talker producingvoiced stops, whereas a high-amplitude burst cues voiceless

stops (64). two-syllable utterances with the same vowel but varying in
the onset consonants such as baba, mama, or tata. The audioThe duration and spectral properties of the preceding

vowel also provide cues to voicing in postvocalic stops and and video channels were separated and the audio tracks of
one utterance were dubbed onto video tracks of different ut-fricatives (65). When the vowel is short, with a shorter steady

state relative to its offset transitions, voicelessness is per- terances. With their eyes open, subjects perceptions were
strongly influenced by the video channel. For example, whenceived. The duration of the consonant stricture is also a cue

to both fricative and stop voicing: longer duration cues voice- presented with a video of a talker saying tata together with
the audio of the utterance mama the subjects perceived nana.lessness (65a). Figure 4 schematically illustrates some of the

most frequently cited cues to consonant voicing for two types But with their eyes closed, subjects perceived mama. This ef-
fect of cross-modal integration is strong and immediate, thereof consonants: a voiceless alveolar stop /t/, and a voiced alveo-

lar fricative /z/. The horizontal bars represent the first three is no hesitation or contemplation on the part of the subjects
who are completely unaware of the conflict between the twoformants of the vowel /a/, the deformation of the bars repre-

sents formant transitions, the hatched areas represents frica- channels. The McGurk effect is considered by many theorists
as evidence that the auditory and visual integration occurs attive and stop release noises, and the dark bar at the base of

the /z/ represents the voicing bar. Table 2 summarizes the a low level because of its automatic nature. It also reflects
limitations on the information that can be obtained throughconsonant manner cues discussed earlier. Again, Table 2

should not be seen as exhaustive because there are many sec- the visual channel. Many aspects of the speech production
process are hidden from view. These include voicing, nasaliza-ondary and contextual cues that contribute to a consonant

percept that are not listed here. tion, and many vowel and consonant contrasts.

Visual Information: Multimodal Speech Perception Nonlinearity of the Speech Signal
Much of the research on speech perception focuses on the As a result of the way in which speech is produced, much of
acoustic channel alone. In part, the concentration on auditory the information in the signal is distributed, overlapping, and
perception is related to the fact that the acoustic signal is contextually varying. In producing speech, the articulatory or-
richer in information about spoken language than the visual gans of the human vocal tract move continuously with sets of
signal. However, the visual signal may have a large impact complex gestures that are partially or wholly coextensive and
on the perception of the auditory signal under degraded con- covarying (see SPEECH PRODUCTION). The resulting acoustic
ditions. When a hearer can see a talker’s face, the gain in and visual signals are continuous and the information that
speech intelligibility in a noisy environment is equivalent to can be identified with a particular linguistic unit shows a
a 15-dB gain in the acoustic signal alone (66). This is a dra- high degree of overlap and covariance with information about
matic difference, superior to that of even the most sophisti- adjacent units (45). This is not to say that segmentation of
cated hearing aids. The relative importance of the visual sig- the signal is impossible; acoustic analysis reveals portions of
nal increases as the auditory channel is degraded through the signal that can act as reliable acoustic markers for points
noise, distortion, filtering, hearing loss, and potentially at which the influence of one segment ends or begins. How-
through unfamiliarity with a particular talker, stimulus set, ever, the number of segments determined in this way and
or listening condition. their acoustic characteristics are themselves highly depen-

When information in the visual channel is in disagreement dent on the context (67a).
with the information in the auditory channel, the visual chan- As noted earlier, because of the distributed and overlap-

ping nature of phonetic/linguistic information, the speech sig-
nal fails to meet the linearity condition (11). This poses great
problems for phoneme based-speech recognizers and, if dis-
crete units do play a part in perception, they should also be
problematic for the human listener. Yet, the listener appears
to segment the signal into discrete and linear units such as
words, syllables, and phonemes with little effort. In the act of
writing, much of the world’s population can translate a heard
or internally generated signal into wordlike units, syllablelike
units, or phonemelike units. Although this is often cited as an
argument for a segmentation process in speech perception,
the relation between the discrete representation of speech
seen in the world’s writing systems and the continuous signal

Release burst
amplitude

Vowel
duration

Stricture
duration

Periodicity

VOT

F3

F2
F1

Aspiration noise Vowel
duration

is complex and may play little role in the perceptual process.
Segmentation may be imposed on an utterance after the per-Figure 4. Schematic illustration of the voicing cues in two VCV se-
ceptual process has been completed. It is not clear that a sig-quences where V is the vowel /a/ and C is a voiceless alveolar stop

/t/ and a voiced alveolar fricative /z/. nal of discrete units would be preferable; the distributed na-
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ture of information in the signal contributes to robustness by
providing redundant look-ahead and look-back information.
Reducing speech to discrete segments could result in a system
that, unlike human speech perception, cannot recover grace-
fully from errorful labeling (2).

Informational Burden of Consonants and Vowels

From an abstract phonemic point of view, consonant pho-
nemes bear a much greater informational burden than vowel
phonemes. That is, there are far more consonant phonemes f o r m a n t

/m/-nasalization /n/-nasalization
/r/-coloring

in English than there are vowel phonemes, and English sylla-
Figure 5. A spectrogram of the word formant illustrating the infor-bles permit more consonant phonemes per syllable than vowel
mation that adjacent vowels carry about rhotics and nasals.phonemes. Thus, many more lexical contrasts depend on dif-

ferences in consonant phonemes than in vowel phonemes.
However, the complex overlapping and redundant nature of

seen in Japanese, is another form of tone-based lexical dis-the speech signal means that the simple information theoretic
tinction. Tone and pitch-accent are characterized by changesanalysis fails in its predictions about the relative importance
in voice pitch (fundamental frequency) and in some casesof consonant and vowel portions of the signal in speech per-
changes in voice quality such as creakiness or breathiness (asception.
in Vietnamese, see Ref. 69). These types of changes in theThe importance of vowels is a result of the gross differ-
source function are carried most saliently during the vowelences in the ways consonants and vowels are produced by the
portions of the signal. Although stress affects both consonantvocal tract. Consonants are produced with a complete or par-
and vowels, it is marked most clearly by changes in voweltial occlusion of the vocal tract, causing a rapid attenuation
length, in vowel formants, and in fundamental frequency ex-of the signal, particularly in the higher frequencies. In the
cursions. Prosodic information is carried by both consonantscase of oral stops, all but the lowest frequencies (which can
and vowels; however, much of it takes the form of pitch, vowelemanate through the fleshy walls of the vocal tract) are ab-
length, and quality changes. Thus, despite the relatively largesent from the signal. In contrast, vowels are produced with
information burden that consonant phonemes bear, the por-a relatively open vocal tract; therefore, there is little overall
tions in the physical signal that are identified with vowelsattenuation, and formant transitions are saliently present in
carry much more of the acoustic information in a more robustthe signal (35). This dichotomy means that the vowels are
fashion than the portions of the signal associated with themore robust in noise and that vowel portions of the signal
consonants.carry more information about the identity of the consonant

phonemes than the consonant portions of the signal carry
Invariance and Variabilityabout the vowel phonemes.

Although they are partially the result of articulator move- In addition to violating the linearity condition, the speech sig-
ment associated with consonants, the formant transitions are nal is characterized by a high degree of variability, violating
considered part of the vowel because of their acoustic charac- the invariance condition. There are many sources of variabil-
teristics. Generally speaking, the transitions have a relatively ity that may be interrelated or independent. Variability can
high intensity and long duration compared to other types of be broken into two broad categories: (1) production related
consonantal cues in the signal. The intensity, duration, and and (2) production independent. It is worth noting that even
periodic structure of the transitions make them more resis- though production-related variability is complex, it is lawful
tant to many types of environmental masking than release and is a potentially rich source of information both about the
bursts, nasal pole-zero patterns, or frication noise. Formant intended meaning of an utterance and about the talker. Pro-
transitions bear a dual burden of simultaneously carrying in- duction-independent variability derives from such factors as
formation about both consonant and vowel phonemes. In ad- environmental noise or reverberation and may provide the lis-
dition, information about whether or not a consonant pho- tener with information about the environmental conditions
neme is a nasal, a lateral, or a rhotic is carried in the vowel surrounding the conversation; it can be seen as random in its
more effectively than during the consonant portion of the sig- relation to the linguistic meaning of the utterance and to the
nal. Figure 5 is a speech spectrogram of the word formant talker. Understanding how the perceptual process deals with
illustrating the informational burden of the vowel. What little these different types of variability is one of the most impor-
information consonants carry about the flanking vowel pho- tant issues in speech perception research. In traditional sym-
nemes is found in portions of the signal that are low-intensity, bol-processing approaches that treat variation as noise, lis-
aperiodic, or transient. Therefore, it is more easily masked by teners are thought to compensate for differences through a
environmental noise. processes of perceptual normalization in which linguistic

It is well known that spoken utterances are made up of units are perceived relative to the context (e.g., the prevailing
more than the segmental distinctions represented by conso- rate of speech) (70,71) or the dimensions of the talkers vocal
nant and vowel phonemes. Languages like English rely on tract (14). Alternative nonanalytic approaches to speech per-
lexical stress to distinguish words. The majority of the world’s ception that are based on episodic memory (72) propose that
languages have some form of tone contrast, whether fixed on speech is encoded in a way that preserves the fine details of
a single syllable as in the Chinese languages, or mobile across speech-production-related variability. Although these ap-

proaches may use some types of variability in the speech per-several syllables as in Kikuyu (68). Pitch-accent, like that
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ception process, little has been said about the production-in- precursor phrase increased, the voiced–voiceless boundary
shifted to shorter VOT values. Sommers, Nygaard, and Pisonidependent variability. The following section, while not

exhaustive, is a sampling of some well-known sources of vari- (77) found that the intelligibility of isolated words presented
in noise was affected by the number of speaking rates thatability and their impact on speech perception (for a more de-

tailed review, see Ref. 2). Production-related variability in were used to generate the test stimulus ensemble: stimuli
drawn from three rates (fast, medium, and slow) were identi-speech applies both across talkers as a result of physiological,

dialectal, and socioeconomic factors, as well as within a talker fied more poorly than stimuli from only a single speaking
rate.from one utterance to the next as a result of factors such as

coarticulation, rate, prosody, emotional state, level of back-
ground noise, distance between talker and hearer, and se- Prosody. Rate-based durational variation is compounded

by many other factors, including the location of syntacticmantic properties of the utterance. A review of some of the
most important sources of variability in speech and their ef- boundaries, prosody, and the characteristics of adjacent seg-

ments (29,41,78). It is well known that lexical stress has afects on perceptual processes follows.
dramatic effect on the articulations that produce the acoustic
signal. However, lexical stress is only one level of prosodicCoarticulation. The most-studied source of within-talker

variability, coarticulation, is one source of nonlinearity in hierarchy spanning the utterance. Prosody is defined by Beck-
man and Edwards (78, p. 8) as the organizational frameworkspeech. In the production of speech, the gestures in the vocal

tract are partially or wholly overlapping in time, resulting in that measures off chunks of speech into countable constit-
uents of various sizes. Different positions within a prosodican acoustic signal in which there is considerable contextual

variation (10,45). The degree to which any one speech gesture structure lead to differences in articulations, which in turn
lead to differences in the acoustic signal. For example, vowelsis affected or affects other gestures depends on the move-

ments of the articulators and the degree of its constriction as that are in the nuclear-accented syllable of a sentence (pri-
mary sentential stress) have a longer duration, a higher am-well as factors such as rate of speech and prosodic position.

Although coarticulation is often described as a universal plitude, and a more extreme articulator displacement than
vowels in syllables that do not bear nuclear accent (78,79).physiological aspect of speech, there is evidence for talker-

specific variation in the production and timing of speech ges- Articulations that are at the edges of prosodic domains also
undergo systematic variation that result in changes in thetures and in the resulting characteristics of coarticulation

(73,74). acoustic signal such as lengthened stop closures, greater re-
lease burst amplitude, lengthened VOT, and less vowel reduc-The perceptual problems introduced by coarticulatory vari-

ation became apparent early in the search for invariant tion. These effects have been measured for word initial versus
noninitial positions and at phrase and sentence (80). Finally,speech cues. Because of coarticulation, there is a complex re-

lationship between acoustic information and phonetic distinc- the magnitude of a local effect of a prosodic boundary on an
articulation interacts in complex ways with global trends thattions. In one context, an acoustic pattern may give rise to one

percept, whereas in another context the same acoustic pat- apply across the utterance. One such trend, commonly re-
ferred to as declination, is for articulations to become less ex-tern may give rise to a different percept (101). At the same

time, many different acoustic patterns may cue a single per- treme and for fundamental frequency to fall as the utterance
progresses (81). Another global trend is for domain edge ef-cept (75).
fects to apply with progressively more force as the edges of
progressively larger domains are reached. These factors inter-Speaking Rate. Changes in speech rate are reflected in

changes in the number and duration of pauses, in durational act with local domain edge effects in a way that indicates a
nested hierarchical prosodic structure. However, the numberchanges of vowels and some consonants, and in deletions and

reductions of some of the acoustic properties that are associ- of levels and the relative strength of the effect may be a
talker-dependent factor (80).ated with particular linguistic. For example, changes in VOT

and the relative duration of transitions and vowel steady
states occur with changes in speaking rates (71). Semantics and Syntax. In addition to prosodic structure, the

syntactic and semantic structure have substantial effects onThere is now a large body of research on the consequences
of rate-based variability on the perception of phonemes. These the fundamental frequency, patterns of duration, and relative

intensities of vowels (7,82). For example, when a word is ut-findings demonstrate that listeners are sensitive to rate-
based changes that are internal or external to the target tered in a highly predictable semantic and syntactic position,

it will show a greater degree of vowel reduction (centraliza-word. The importance of token-internal rate sensitivity was
demonstrated by Miller and Liberman (76). Listeners were tion), with lower amplitude and a shorter duration than the

identical word in a position with low contextual predictabilitypresented with a synthetic /ba/–/wa/ continuum that varied
the duration of the formant transitions and the duration of (7,8). These production differences are correlated with speech

intelligibility; if the two words are isolated from their relativethe vowel. The results showed that the crossover point
between /b/ and /w/ was dependent on the ratio of the for- contexts, the word from the low-predictability context is more

intelligible than the word from the high-predictability con-mant transition duration to the vowel duration: the longer
the vowel, the longer the formant transitions had to be to text. This type of effect is hypothesized to be the result of the

talker adapting to the listener’s perceptual needs (9): theproduce the /wa/ percept. The importance of token-external
rate sensitivity was demonstrated in an experiment on the more information the listener can derive from the conversa-

tional context, the less effort a talker needs to spend main-identification of voiced and voiceless stops. Summerfield (70)
presented listeners with a precursor phrase that varied in taining the intelligibility of the utterance. The reduced speech

is referred to as hypoarticulated and the nonreduced speechspeaking rate followed by a stimulus token. As the rate of the
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is referred to as hyperarticulated. Similar patterns of vari- The importance of talker-specific variability in the percep-
tion of linguistic contrasts was first reported by Ladefogedability can be seen in many other production-related phenom-

ena such as the Lombard reflex (described later). This vari- and Broadbent (14). Listeners were presented with a precur-
sor phrase in which the relative spacing of the formants wasability interacts with other factors like speaking rate and

prosody in a complex fashion, making subsequent normaliza- manipulated to simulate established differences in vocal tract
length. The stimulus was one of a group of target words intion extremely difficult. Yet, listeners are able to extract and

use syntactic, semantic, and prosodic information from the which the formant spacing remained fixed. The listener’s per-
cepts were shifted by the precursor sentence. In a follow-uplawful variability in the signal.
experiment, a different group of listeners was presented with
the same set of stimuli under a variety of conditions and in-Environmental Conditions. Many factors can cause changes
structions (90). Even when listeners were told to ignore thein a talker’s source characteristics and in the patterns of du-
precursor sentence or when the sentence and the target wordration and intensity in the speech signal that are not directly
were presented from different loudspeakers, the vowel in therelated to the talker or to the linguistic content of the mes-
target word was reliably shifted by the formant manipulationsage. These include the relative distance between the talker
of the precursor sentence. This effect was successfully coun-and the hearer, the type and level of background noise, and
tered only by placing the target word before the sentence ortransmission line characteristics. For example, in a communi-
by having the listeners count aloud for 10 seconds betweencative situation in which there is noise in the environment or
the precursor and hearing the target word.transmission line, there is a marked rise in amplitude of the

produced signal that is accompanied by changes in the source
characteristics and changes the dynamics of articulatory DIALECTAL AND IDEOLECTAL DIFFERENCES
movements, which together are known as the Lombard reflex
(83,84). The Lombard reflex is thought to result from the talk- In addition to physiologically based differences, there are a
er’s need to maintain a sufficiently high signal-to-noise ratio number of socioeconomic and regional variables that affect
to maintain intelligibility. the production of speech. Perception of speech from a different

Because the environmental conditions and the distance be- dialect can be a challenging task. Peterson and Barney (91)
tween talker and hearer are never identical across instances found differences in dialect to be one of the most important
of any linguistic unit, it is guaranteed that no two utterances sources of confusions in the perception of vowel contrasts. Re-
of the same word in the same syntactic, semantic, and pro- search on improving communications reliability found that
sodic context will be identical. Furthermore, in natural set- training talkers to avoid dialectal pronunciations in favor of
tings, the level of environmental noise tends to vary continu- Standard English was much easier than training listeners to
ously so that even within a sentence or word, the signal may adapt to a variety of dialects (92). Differences between indi-
exhibit changes. Similarly, if the talker and listener have the vidual speaker’s styles, or idiolect, also require a certain
ability to communicate using both the visual and auditory amount of adaptation on the part of the listener. Dialectal
channels, the resulting speech signal exhibits selective reduc- and ideolectal variability have received relatively little atten-
tions such as those seen for high semantic context or good tion in the speech perception literature and are generally
signal-to-noise ratios, but when there is no visual channel treated as additional sources of noise, which are discarded in
available, the resultant speech is marked by hyper-articula- the process of normalization.
tion that is similar to that seen for the Lombard reflex or for
low-semantic predictability contexts (85). Like other types of Robustness of Speech Perception
hypo- and hyperarticulation, the variation based on access to

In everyday conversational settings, there are many differentvisual information is highly correlated with speech intelligi-
sources of masking noise and distortions of the speech signal,bility.
yet only under the most extreme conditions is perceptual ac-
curacy affected. Much of the robustness of speech comes from

Physiological Factors. Among the most commonly cited the redundant information that is available to the listener.
sources of between-talker variation are differences in the Because the main goal of speech is the communication of
acoustic signal based on a talker’s anatomy and physiology. ideas from the talker to the hearer (normally under less than
The overall length of the vocal tract and the relative size of optimal conditions), it is not surprising that spoken language
the mouth cavity versus the pharyngeal cavity determines the is a highly redundant system of information transmission.
relative spacing of the formants in vowels (35). These differ- Even though redundancy of information in a transmission
ences underlie some of the male–female and adult–child dif- system implies inefficient encoding, it facilitates error correc-
ferences in vowels and resonant consonants (75,86). More- tion and recovery of the intended signal in a noisy environ-
over, vocal tract length may also contribute to observed ment and ensures that the listener recovers the talker’s in-
differences in obstruent voicing (87) and fricative spectra (88). tended message.
Physiological differences between male, female, and child la- The redundancy of speech resides, in part, in the highly
ryngeal structure also contribute to observed differences in structured and constrained nature of human language. Syn-
the source characteristics such as fundamental frequency, tactic and semantic context play a large role in modulating
spectral tilt, and noisiness (89). Other types of physiologically the intelligibility of speech. Words in a sentence are more pre-
based differences among talkers that are expected to have an dictable than words spoken in isolation (93–95). The sentence
effect on the acoustic signal include dentition, size and dom- structure (syntax) of a particular language restricts the set of
ing of the hard palate, and neurological factors such as paral- possible words that can appear at any particular point in the

sentence to members of appropriate grammatical categories.ysis or motor impairments.
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The semantic relationships between words also aids in per- when the speech power is attenuated below 1800 Hz or when
it is attenuated above 1800 Hz (94). This finding indicatesception by further narrowing the set of words that are likely

to appear in a sentence. It has been shown experimentally that speech information is distributed redundantly across
lower and higher frequencies. However, not all speech soundsthat limiting the set of possible words aids in identification.

For example, Miller et al. (95) found that limiting the vocabu- are affected equally by frequency attenuation. Higher-fre-
quency attenuation causes greater degradation for stop andlary to digits alone results in an increase in speech intelligi-

bility. More generally, lexical factors like a word’s frequency fricative consonants, whereas lower-frequency attenuation re-
sults in greater degradation of vowels, liquids (/r/ and /l/ inof usage and the number of acoustically similar words have

been shown to have a dramatic impact on a words intelligibil- English), and nasal consonants (93). For example, the place
of articulation distinctions among fricatives are carried inity (96).

Phonological structure also constrains the speech signal large part by the fricative noise, which tends to be concen-
trated in higher frequencies. Attenuating these particular fre-and facilitates the listener’s perception of the intended mes-

sage. Prosodic structure and intonation patterns provide au- quencies results in an increase in fricative confusions and a
decrease in intelligibility.ditory cues to syntactic structure, which reduces the number

of possible parses of an utterance. The syllable structure and Speech can be distorted in a natural environment by rever-
beration. Experiments on the perception of nonsense syllablesstress patterns of a language limit the number of possible

speech sounds at any particular point in an utterance, which found that intelligibility was relatively unaffected by rever-
beration with a delay of less than 1.5 s. Reverberation with aaids in identifying words (30).

Much of the top-down information in language is contex- greater delay caused a marked drop off in intelligibility (102).
Under extremely reverberatory conditions, individual speechtual in nature and resides in the structural constraints on a

given language and not in the speech signal itself (97). How- sounds blend together as echoes overlap in a way that causes
frequency and phase distortions. Again, not all speech soundsever, because prosodic, syntactic, and semantic factors create

systematic variability in production (discussed in the varia- are equally affected by reverberation. Long vowels and frica-
tives, which have an approximately steady state component,bility section), the signal contains a significant amount of

information about the linguistic structures larger than the are much less susceptible to degradation than short vowels
and nasal and stop consonants, which are distinguished fromsegment, syllable, and word. Although the role of supra-

segmental information (above the level of the phoneme) has each other by relatively short and dynamic portions of the
signal.traditionally received less attention in the perception litera-

ture, there have been a few studies that reveal the richness Overall, the intelligibility of individual speech sounds in
running speech is in part a function of their intensity. In gen-of suprasegmental information in the speech signal.

In spectrogram reading experiments, Cole et al. (98) dem- eral, vowels are more intelligible than consonants. More spe-
cifically, those consonants with the lowest intensity have theonstrated that the acoustic signal is rich in information about

the segmental, lexical, and prosodic content of an utterance. poorest intelligibility. Of these, the least reliably identified in
English are the nonsibilant fricatives, such as those found inAn expert spectrogram reader who was given the task of tran-

scribing an utterance of unknown content using speech spec- fat, vat, thin, and this. These fricatives achieve 80% correct
identification only when words are presented at relativelytrograms alone achieved an 80 to 90% accuracy rate. This

finding demonstrates that not only are features that cue seg- high signal-to-noise ratios (93). These fricatives noises are
also spectrally similar, adding to their confusability with eachmental contrasts present in the signal, but prosodic and word

boundary information is also available. However, it is not other. English is one of the few languages that contrasts non-
sibilant fricatives (40), presumably because of their confusa-clear from these spectrogram reading experiments whether

the features that the transcriber used are those that listen- bility and low intelligibility. By contrast, the sibilant frica-
tives (for example, those found in the words sap, zap,ers use.

There are numerous other studies that demonstrate the Confucian, and confusion) have a much greater intensity and
are more reliably identified in utterances presented at lowimportance of prosodic melody in sentence and word parsing.

For example, Lindblom and Svensson (99), using stimuli in signal-to-noise ratios. The next most intelligible sounds are
the stop consonants, including /p/, /t/, and /k/ in English, fol-which the segmental information in the signal was removed,

found that listeners could reliably parse sentences based on lowed by the vocalic consonants such as the nasals and liq-
uids. Vowels are the most identifiable. The low vowels, suchthe prosodic melody alone. Prosody has been found to play a

role in perceptual coherence (1) and to play a central role in as those found in the words cot and caught, are more easily
identified than the high vowels, such as those found in peatpredicting words of primary semantic importance (100).

A second source of the redundancy in speech comes from and pit.
the fact that the physical signal is generated by the vocal
tract. As we have already noted, speech sounds are over-
lapped, or coarticulated, when they are produced, providing MODELS AND THEORIES
redundant encoding of the signal. The ability to coarticulate,
and thereby provide redundant information about the stream Theories of human speech perception can be divided into two

broad categories, those that attempt to model segmentationof speech sounds, serves to both increase transmission rate
(101) and provide robustness to the signal (47). Redundancy of the spoken signal into linguistic units (which we refer to as

models of speech perception) and those that take as input ain the acoustic signal has been tested experimentally by dis-
torting, masking, or removing aspects of the signal and ex- phonetic transcription and model the access of the mental lex-

icon (which we refer to as models of spoken word recognition).ploring the effect these manipulations have on intelligibility.
For example, connected speech remains highly intelligible Almost all models of speech perception try to identify pho-
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nemes in the signal. A few models go straight to the word static approaches adopted an element of dynamic invariance
into their approaches (104).level and thus encompass the process of word recognition as

well. These models are discussed in the section on word recog- As is noted by Nygaard and Pisoni (4), any assumption of
invariance necessarily constrains the types of processes thatnition.
underlie speech perception. Speech perception will proceed in
a bottom-up fashion with the extraction of invariant featuresModels of Human Speech Perception
or cues being the first step in the process. Invariance explic-

Most of the theories of speech perception and spoken word itly assumes abstract canonical units and the elimination of
recognition have either been formalized to the extent that the all forms of variability and noise from the stored representa-
predictions of the theory can be tested, or they have been ex- tion. This includes many sources of variation that are poten-
plicitly implemented in computational models. Many of these tially useful to the listener in understanding an utterance.
theories share general theoretical claims. For example, in For example, indexical and prosodic information is discarded
speech perception, information is extracted from the acoustic in the reduction of the information in the signal to a sequence
signal and used to identify more abstract phonological or lexi- of idealized symbolic linguistic invariants.
cal units. In spoken word recognition, this information is used Even though these approaches to speech sound perception
to pick out the target word from all other words, particularly have provided some promising candidates for extraction of in-
among those which are highly similar to and most confusable variant features from the signal and have produced invalu-
with the target. Often what differentiates these theories is able empirical data on the acoustic structure of the speech
the way they have been formalized and implemented. It is signal and its auditory transforms, they have done so for only
these differences that are the focus of our discussion. a very limited set of consonants in a very limited set of con-

texts. For example, the three places of articulation treated by
Blumstein and Stevens represent slightly less than one quar-Invariance Approaches. The most extensively pursued ap-
ter of the known consonant places of articulation in theproach to solving the variability problem is the search for in-
worlds’ languages (27). Even for the same places of articula-variant cues in the speech signal. This line of research, which
tion, the features found in English may not invariantly clas-dates back to the beginning of modern speech research in the
sify segments of other language. Furthermore, much of thelate 1940s, has revealed a great deal of coarticulatory vari-
contextual variability that is noncontrastive in English, andability. It has resulted in a series of careful and systematic
therefore removed in the invariance approach, forms the basissearches for invariance in the acoustic signal that has re-
for a linguistic contrast in at least one other language. There-vealed a wealth of empirical data. Although researchers in-
fore, the type of processing that produces invariant perceptsvestigating acoustic-phonetic invariance differ in their ap-
must be language-specific.proaches, they have in common the fundamental assumption

that the variability problem can be resolved by studying more
sophisticated cues than were originally considered (6). Early Motor Theory. One of the ways in which the perception of
experiments on speech cues in speech perception used copy- speech differs from many other types of perception is that the
synthesized stimuli in which much of the redundant informa- perceiver has intimate experience in the production of the
tion in the signal had been stripped away. In addition, acous- speech signal. Every listener is also a talker. The motor the-
tic analysis of speech using spectrograms focused only on ory and the revised motor theory (13) take advantage of this
gross characteristics of the signal. link by proposing that perception and production are related

One approach, termed static (4), is based on the acoustic by a common set of neural representations. Rather than look-
analysis of simple CV syllables. This approach focused on ing for invariance in the acoustic signal, the perceiver is hy-
complex integrated acoustic attributes of consonants that are pothesized to recover the underlying intended phonetic ges-
hypothesized to be invariant in different vowel. Based on tures from an impoverished and highly encoded speech signal.
Fant’s (35) acoustic theory of speech production, Blumstein The intended gestures of the talker are therefore assumed to
and Stevens (12) hypothesized invariant relationships be- be perceived directly via an innate phonetic module conform-
tween the articulatory gestures and acoustic features associ- ing to the specifications of modularity proposed by Fodor
ated with a particular segment. They proposed that the gross (105). The phonetic module is proposed to have evolved for the
spectral shape at the onset of the consonant release burst is special purpose of extracting intended gestures preemptively
an invariant cue for place of articulation. In labial stops (/ (101). That is, the phonetic module gets first pass at the in-
p/ and /b/), the spectral energy is weak and diffuse with a coming acoustic signal and extracts the relevant phonetic ges-
concentration of energy in the lower frequencies. For the alve- tures passing the residue on for general auditory processing
olar stops (/t/ and /d/), the spectral energy is strong but dif- (106).
fuse with a concentration of energy in the higher frequencies A variety of experiments showing that speech is processed
(around 1800 Hz). Velar stops (/k/ and /g/) are characterized differently from nonspeech provide evidence for a neural spe-

cialization for speech perception. Some of these findings haveby strong spectral energy that is compact and concentrated in
the midfrequencies (around the 1000 Hz). subsequently been shown to apply equally as well to non-

speech stimuli (5). Even though some evidence for the special-A different approach, termed dynamic (4), has been pro-
posed by Kewley-Port (103). She employed auditory transfor- ness of speech still stands, it is uncertain whether appro-

priate nonspeech controls to compare to speech have beenmations of the signal, looking for invariant dynamic patterns
in running spectra of those transformations. The dynamic ap- considered. A number of ways of creating complex signals

that are more or less acoustically equivalent to speech haveproach is promising because it can capture an essential ele-
ment of the speech signal: its continuous nature. More recent been considered; however, these experiments do not explore
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whether there are controls that are communicatively or infor- For example, the McGurk effect can be nicely accommodated
by a model that is based on perception of gestures, althoughmationally equivalent to speech.

A good example of the importance of testing the evidence direct perception (15,108) and FLMP (111) also incorporate
visual information but in very different ways. Despite the ap-with informationally equivalent stimuli can be found in a phe-

nomenon known as duplex perception (107) which has been peal of the motor theory, there remain several serious short-
comings. The proposed perceptual mechanisms remain highlycited frequently as strong evidence for a speech-specific mod-

ule (1,13). To elicit duplex perception, two stimuli are pre- abstract, making effective empirical tests of the model diffi-
cult to design. A more explicit model of how listeners extractsented dichotically to a listener wearing headphones. An iso-

lated third formant transition, which sounds like a chirp, is the intended gestures of other talkers would go far to remedy
this problem. In addition, the abstract nature of the intendedpresented in one ear while the base syllable, which is ambigu-

ous because it has had the third formant transition removed, gestures involves a great deal of reduction of information and
therefore suffers from the same shortcomings that traditionalis presented in the other ear. The isolated formant transition

fuses with the base syllable, which is then heard as an unam- phonemic reduction does: it throws away much of the inter-
and intratalker variability, which is a rich source of informa-biguous syllable in the base ear. Additionally, the chirp is per-

ceived separately in the other ear. Duplex perception was tion to the listener.
found to occur with speech stimuli but not with acoustically
equivalent stimuli. However, the informational equivalence of Direct-Realist Approach. The direct-realist approach to

speech perception (15,108) draws on Gibson’s (112) ecologicalthe stimuli was brought into question by Fowler and Rosen-
blum (108) who found that a natural sound, the sound of a approach to visual perception. Its basic assumption is that

speech perception, like all other types of perception, acts di-door slamming, patterned more like speech in a duplex per-
ception task, and differently from laboratory generated non- rectly on events in the perceiver’s environment rather than

on the sensory stimuli and takes place without the mediationspeech controls (which are complex artificial sound patterns).
A door slam is ecologically relevant because it gives the of cognitive processes. An event may be described in many

ways but those that are ecologically relevant to the perceiverhearer information about an action that has occurred in the
world (106). Speech has tremendous social significance and is are termed distal events. The sets of possibilities for interac-

tion with them are referred to as affordances. The distal eventprobably the most highly practiced complex perceptual task
performed by humans. These factors have not been ade- imparts structure to an informational medium, the acoustic

signal and reflected light in the case of visible speech, whichquately considered when explaining differences between
speech and nonspeech perception. in turn provides information about the event to the perceiver

by imparting some of its structure to the sense organsA claim of the original formulation of the motor theory was
that the percepts of speech are not the acoustic signals that through stimulation. The perceiver actively seeks out infor-

mation about events in the environment, selectively attendingimpinge directly upon the ear but rather the articulations
made by the speaker. One of the striking findings from early to aspects of the environmental structure.

In speech, the phonetically determined coordinated set ofexperiments was that there are discontinuities in the acous-
tic-to-phonemic mapping for stop onset consonants (109). movements of the vocal tract that produce the speech signal

is made up of those events that the perceiver is attending to.These discontinuities were taken as crucial evidence against
an acoustic basis for phoneme categories. However, research- In this way, the direct-realist approach is like the motor the-

ory. However, rather than assuming a speech-specific moduleers have found that for some phonemic categories the acoustic
mapping is simple whereas the articulatory mapping is com- retrieving intended gestures from an impoverished acoustic

signal, the direct-realist approach assumes an information-plex. For example, American English /r/ can be produced with
one or more of three distinct gestures, and there is intra- rich signal in which the phonetic events are fully and

uniquely specified. Because the perception is direct, the di-speaker variation in which different gestures are used (75).
The search for first-order acoustic invariance in speech has rect-realist approach views variability and nonlinearity in a

different light than most other approaches to speech percep-been largely unsuccessful, and it is now well known that the
articulatory gestures and even their motor commands are not tion, which are abstractionist in nature.

The vocal tract cannot produce a string of static and non-invariant either (110). In the revised motor theory, the articu-
latory percepts are assumed to be the speaker’s intended ges- overlapping shapes, so the gestures of speech cannot take

place in isolation of each other. Direct perception of gesturestures, before contextual adjustments and other sources of
speaker-independent variability in production (13). Thus, in gives the listener detailed information about both the ges-

tural and environmental context. This implies that the per-terms of the nature of neural representations, the motor theo-
ry’s proposed linguistic representations are extremely ab- ceiver is highly experienced with the signal, and so long as

that variation is meaningful, it provides information aboutstract, canonical symbolic entities that can be treated as for-
mally equivalent to abstract phonetic segments. Because the event. Rather than remove noise through a process of nor-

malization, variation provides the perceiver with detailed in-neither acoustic nor articulatory categories provide simple di-
mensions upon which to base perceptual categories in speech, formation about the event that includes the talker’s size, gen-

der, dialect region, emotional state, as well as prosodic andthe coherence categories of these abstractions can be based on
either articulatory or acoustic properties, or both. syntactic information. Therefore, according to this view, stim-

ulus variation ceases to be a problem of perception and be-There are several appealing aspects of the motor theory of
speech perception. It places the study of speech perception comes a problem of perceptual organization. While direct per-

ception focuses on the perceived events as gesturalin an ecological context by linking production and perception
aspects of spoken language. It also accounts for a wide variety constellations roughly equivalent to the phoneme, it is also

compatible with the theory to assume the perceived eventsof empirical findings in a principled and consistent manner.
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are words. Thus, we might also consider direct perception as Several aspects of FLMP make it an appealing model.
First, it provides an explicit mechanism for incorporatinga model of spoken word recognition. Direct perception shares
multiple sources of information from different modalities.with the exemplar models (discussed in the word recognition
This is particularly important considering the role that visualsection) the assumption that the variability in the signal is
input can play in the speech perception process. Second, itrich in information, which is critical to perception.
provides a good fit to data from a wide variety of perceptualDirect perception is appealing because of its ability to in-
experiments (111). Third, it is one of the only models ofcorporate and use stimulus variability in the signal, and be-
speech perception that is mathematically explicit, because itcause it makes the link between production and perception
is based on a precise mathematical framework. However,transparent. However, several important theoretical issues
there are several serious shortcomings to the model. The mostremain unresolved. One potential problem for a model that
severe deficiency, noted by Klatt (2) and others, is that it ispermits no mediation of cognitive processes are top-down in-
unclear that the fuzzy values are flexible enough to accountfluences on speech perception. As was noted previously, these
for the variation that is observed in the speech signal. Be-effects are extremely robust and include phoneme restoration
cause the model works with features to be matched to stored(113), correction of errors in shadowing (19), mishearings
prototypes in memory, there is still a reliance on exclusivity(114), lexical bias (33), syntactic and semantic bias (115), and
of invariant features and the dependence of features on a de-lexical frequency and density bias. Fowler (15) acknowledges
gree of normalization across the many sources of variabilitythis problem and suggests that there may be special mecha-
observed in conversational speech. Moreover, the model hasnisms for highly learned or automatic behavior and for per-
no connection to the perception–production link. Finally,ceivers hypothesizing information that is not detected in the
FLMP employs a large number of free parameters that aresignal. She suggests that even though perception itself must
deduced from the data of specific experimental paradigms butbe direct, behavior may often not be directed by perceived af-
that do not transfer well across paradigms.fordances. In this way, the direct-realist perspective departs

dramatically from other versions of event perception (112),
Models of Spoken Word Recognitionwhich have nothing to say about cognitive mediation.

Finally, Remez (116) notes that it is not clear that the per- Models of spoken word recognition can be broken down into
ceptual objects in linguistic communication are the gestures two types: those that act on a phonemic or broad phonetic
that create the acoustic signal. Even though visual perception representations and those that work directly on the acoustic
of most objects is unambiguous, speech gestures are very dif- input. Models based on a phonemic level are inspired, or
ferent in terms of their perceptual availability. Fowler pro- transparently derived, from models of alphabetic reading. Be-
poses that the perception of the articulatory gestural complex cause these models use a unitized input, they explicitly or
is the object of perception, but the articulations themselves implicitly assume access to a phonemic or featural represen-
are a medium that is shaped by the intended linguistic mes- tation. These models require either an additional prepro-
sage. As she notes herself, even though visually identified ob- cessor which recognizes phonemes, segments, or features, or
jects are perceived as such, listener’s intuitions are that they they assume direct perception of these units from information
perceive spoken language not as a series of sound-producing in the acoustic signal. Models that work on segmental or feat-
actions (i.e., gestures) but as a sequence of words and ideas. ural input are by far the most numerous and best known, and
This difference is not necessarily a problem for the model it- only a few that are representative of the diversity of proposals
self, but it is a problem for the way this approach has thus will be discussed here. These are TRACE, NAM, and SHORT-
far been employed. LIST. Models that act on the speech signal, or an auditory

transformation thereof, necessarily incorporate the speech
perception process into the word recognition process. Of theFLMP. A radically different approach to speech perception
few models of this type, two examples will be discussed: LAFSis represented by informational models that are built around
and exemplar-based models.general cognitive and perceptual processes. Most of these

models have been developed to explain phonemic perception,
The Cohort Modeland they typically involve multiple processing stages. One ex-

ample of this approach is the fuzzy logic model of perception, One of the most influential models of spoken word recognition
(FLMP) (111). FLMP was developed to address the problem is the Cohort model (19). In this model, the process of word
of integrating information from multiple sources, such as vi- recognition begins with the activation of a ‘‘word-initial co-
sual and auditory input, in making segmental decisions. The hort" based on the first segment or segments of the target
criterion for perception of a particular set of features as a word. As more segments are identified, the cohort dwindles
particular perceptual unit such as the phoneme is goodness as fewer and fewer candidates match the available informa-
of the percept’s match to a subjectively derived prototype de- tion. A crucial difference between words in the cohort model
scription in memory, arrived at through experience with the is their so-called recognition point, the point in the input
language of the listener. In acoustic processing, the speech where the target word is the only remaining candidate. The
signal undergoes an acoustic analysis by the peripheral audi- recognition point has been shown to affect performance in a
tory system. Evidence for phonemic features in the signal are variety of tasks (116a).
evaluated by feature detectors using continuous truth values The Cohort model deserves a great deal of credit for em-
between 1 and 0. Then feature values are integrated and phasizing the temporal unfolding of speech and its influence
matched against the possible candidate prototypes. Because on word recognition. However, it has been shown that word
fuzzy algorithms are used, an absolute match is not needed recognition can be achieved when word initial information is

unavailable (115) and that the dependence of recognition onfor the process to achieve a phonemic percept.
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the uniqueness point may be task dependent (116b). Thus, have top-down and bottom-up connections are too powerful,
predicting both attested and unattested results. Massaro ar-the hypotheses concerning the strict temporal processing of

lexical information in the Cohort model are too strong. gues that FLMP allows top-down bias in the perception pro-
cess, whereas TRACE’s two-way connections result in top-
down-induced changes in perceptual sensitivity. This is anTRACE. The TRACE model (117,118) is an example of an

interactive activation/competition connectionist model. The open issue in need of further research.
most widely discussed version of TRACE takes allophonic-
level features as their input. An early form of the model took The Neighborhood Activation Model. The neighborhood acti-

vation model, or NAM (96) shares with TRACE the notionthe speech signal as its input and relied on feature detectors
to extract relevant information; however, this version was that words are recognized in the context of other words. A

pool of word candidates is activated by acoustic/phonetic in-quite limited, being built around only nine CV syllables pro-
duced by a single talker. put. However, the pool of activated candidates is drawn from

the similarity neighborhood of the word. A similarity neigh-TRACE is constructed of three levels representing fea-
tures, phonemes, and words. The featural level passes activa- borhood is the set of words that is phonetically similar to the

target word. Relevant characteristics of the similarity neigh-tion to the phonemic level, which in turn passes activation to
the word level. Within each level, the functional units are borhood are its density and neighborhood frequency. The den-

sity of a word is the number of words in a neighborhood. Thehighly interconnected nodes each with a current activation
level, a resting level, and an activation threshold. There are neighborhood frequency of a word is the average frequency of

words in the neighborhood. There is a strong frequency biasbidirectional connections between units of different levels and
between nodes within a level. Connections are excitatory be- in the model which allows it to deal with apparent top-down

word frequency effects without positing explicit bidirectionaltween units at different levels that share common properties
(e.g., among voice, place, and manner features and a particu- links. Rather than unfolding over time, similarity in NAM is

a static property of the entire word. NAM is least developedlar consonantal phoneme). Connections among units within a
level may be inhibitory; for example, as one place feature at as a general model of word recognition because it assumes not

only a phonemic level but word segmentation as well (see Ref.one time slice is activated, it will inhibit the activation of
other place features. Connections among units within a level 120 for a revisions that resolve some of these problems).

Moreover, NAM has been implemented only for monosyllabicmay also be excitatory; for example, a stop consonant at one
time slice will facilitate segments that can precede or follow words. NAM can account for a specific set of lexical similarity

effects not treated in other models and is attractive becauseit, such as /s/ or a vowel (depending on the phonotactic con-
straints of the language). it is grounded in a more general categorization model based

on the Probability Choice Rule (121).The excitatory and inhibitory links in TRACE have impor-
tant implications for the types of processing operations within
the model. Because of the inhibitory links within a level, SHORTLIST. SHORTLIST (122) parses a phonemic string

into a set of lexical candidates, which compete for recognition.TRACE acts in a winner-takes-all fashion. Moreover, the ex-
citatory links provides a mechanism for the contribution of SHORTLIST can be seen as an evolutionary combination of

both the TRACE and Marslen-Wilson’s Cohort model (19). Atop-down information to the perception of speech sounds.
TRACE contrasts with traditional symbolic invariance ap- small set (the shortlist) of lexical candidates compete in a

TRACE-style activation/competition network. The phonemicproaches because it treats coarticulatory variation as a source
of information rather than a source of noise; the inhibitory string is presented gradually to the model, but candidates

with early matches to the string have an advantage becauseand facilatory links between one time slice and the next allow
for adjacent segments to adjust the weighting to a particular of their early activation, much like the original cohort model.

However, as Cutler (119) notes, SHORTLIST avoids the cog-feature or phoneme in a given context.
Despite these advantages, there are two major problems nitive implausibility of TRACE’s temporal architecture, which

effectively duplicates the network at each time slice. SHORT-with TRACE. The first is that, although it can use the coarti-
culatory variation in segmental contexts as information, it is LIST also avoids the cohort models overdependence on word

initial information. The model takes phonemic information asunclear how the model would incorporate other sources of
lawful variation such as prosody, rate, or differences among its input and strictly bottom-up information determines the

initial candidate set. The candidate set is determined by com-talkers. The second is that TRACE’s multiple instantiations
of the network across time are considered to be neurally and paring whole words but with each strong (i.e., stressed) sylla-

ble acting as a potential word onset. This use of prosodic in-cognitively implausible (119). More recent connectionist mod-
els have proposed recurrent neural networks as a way of rep- formation sets this model apart from others and gives

SHORTLIST the ability to parse words from a phrase or ut-resenting the temporal nature of speech (118).
Connectionist models such as TRACE are similar to FLMP terance represented as a string of phonemes and allophones.

because they rely on continuous rather than discrete repre-
sentations. Continuous activation levels allow for varying de- LAFS. Lexical Access From Spectra (2), or LAFS, is a

purely bottom-up model of word recognition, which comparesgrees of support for competing perceptual hypotheses. Con-
nectionist models also allow for the evaluation and the frequency spectrum of the incoming signal to stored tem-

plates of frequency spectra of words. The stored templates areintegration of multiple sources of input and rely on general-
purpose pattern-matching schemes with a best-fit algorithm. context-sensitive spectral prototypes derived from subjective

experience with the language and consist of all possible di-But the connectionist models and the FLMP differ in the de-
gree to which top-down influences can affect low-level pro- phone (CV and VC) sequences and all cross-word boundaries

in the language, resulting in a very large decoding network.cesses. Massaro (111) claims that connectionist models that
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Thus, LAFS addresses the problems of contextual variability Exemplar-Based Models of Word Recognition. Like LAFS, ex-
emplar-based models bypass the reduction of the speech sig-by precompiling the coarticulatory and word boundary varia-

tions into stored representations in an integrated memory nal to featural and segmental units in the word identification
process. However, unlike LAFS, exemplar models are in-system. The model attempts to address interspeaker and

rate-based variability by using a best-fit algorithm to match stance-based; they do not rely on precompiled prototypes
stored in memory. In exemplar models, there are no abstractincoming spectra with stored spectral templates. LAFS fully

bypasses the intermediary featural and segmental stages of categories (whether learned prototypes or innate features and
phonemes). Instead, the set of all experienced instances of aprocessing; the perceptual process consists of finding the best

match between the incoming spectra and paths through the category form the basis for the category. The process of cate-
gorization, therefore, involves computing the similarity of thenetwork.

The advantages of such a strategy are numerous and have stimulus to every stored instance of every category (125). Al-
though this type of model behaves as if it works on idealizedbeen discussed in detail by Klatt (2). Rather than discarding

allophonic and speaker-specific detail through reduction to an prototype categories, categorization is a result of computa-
tions and the decision process rather than stored prototypesabstract symbolic representation such as features or seg-

ments, the input spectra are retained in full detail. This frees of the stimulus. Exemplar models of perception and memory
are fairly widespread in cognitive psychology, but they havethe model from dealing with problems of acoustic invariance

across contexts. LAFS does not make segmental phonemic- only rarely been applied to speech perception and spoken
word recognition (for further background on exemplar modelslevel decisions because it performs recognition at the word

level; consequently, there is less data reduction than in tradi- in speech perception, see Ref. 72).
As discussed at the beginning of this chapter, one of thetional phonemic-based models. More information can be

brought to bear on the lexical decision, thereby reducing the motivations for proposing that the speech signal is reduced to
abstract categories such as phonemes and features has beenprobability of error and increasing the ability of the system

to recover from error (122a). Because the stored prototypes the widespread belief that memory and processing limitations
necessitate data reduction. However, more recent empiricalare based on subjective learning, there can be local tuning,

and there is less chance of overgeneralization. The perceptual data suggest that earlier theorists largely overestimated
memory and processing limitations. There is now ample evi-process is explicit, being based on a distance/probability met-

ric (123) and the scoring strategy is uniform throughout the dence in speech perception and word recognition literature of
long-term preservation of instance-specific details about thenetwork.

Despite the power of the approach, there are several prob- acoustic signal. Goldinger (72) discusses in detail the motiva-
tion for exemplar models and cites evidence of episodic mem-lems with the LAFS strategy that Klatt (2) acknowledges and

some that have been raised since then. The most serious is ory for such language-relevant cases as faces, physical dy-
namics, modality of presentation, exact wording of sentences,that, even though LAFS is constructed to accommodate coar-

ticulatory and word-edge variability, it is unlikely that the and talker-specific information in spoken words. Taken to-
gether, this recent evidence has inspired some psycholin-distance metric is powerful enough to accommodate the full

range of variability seen in spoken language. Furthermore, it guists and speech researchers to reconsider exemplar based
approaches to speech perception and spoken word recognition.is nearly impossible to preprocess and store in memory all the

sources of variability cited in the preceding variability sec- Although limited, one of the more explicitly implemented
models has been proposed by Johnson (16), which is based ontion. Finally, much of the stimulus variability in speech

comes not in spectra alone but in timing differences as well Kruschke’s (126) connectionist ALCOVE model.
In a description of his model, Johnson (16) discusses sev-(Klatt cites the example of variable onset of prenasalization),

and LAFS is not built to accommodate much of the temporal eral potential problems that an exemplar approach to speech
perception must address to be a realistic model of human spo-nature of speech variation. LAFS is obviously constructed to

model a fully developed adult’s perception process and con- ken word recognition. Because most exemplar models have
been developed for the perception of static images, these mod-tains some developmentally implausible assumptions (but see

Ref. 124 for a developmentally oriented adaptation of LAFS els must be revised and elaborated upon to take into account
the time-varying nature of spoken language. This problem iscalled WRAPSA). Its structure involves a priori knowledge

about all possible diphones in the language and all cross-word addressed by considering the role of short-term auditory
memory in the processing of speech. The incoming signal isboundary combinations; different languages have varying in-

ventories of speech sounds and different constraints on how sliced into auditory vectors in both the frequency and time
domains. As the signal is processed and encoded, the spectralthese sounds can combine within and across words, yet the

model depends on these being precompiled for speech percep- vectors in the short-term auditory buffer are matched to all
stored vectors, and matches are activated adding to previoustion and word identification to proceed. Cutler (119) notes

that the redundancy inherent in precompiling all word bound- activation levels thereby representing a veridical short-term
memory of the signal. Introducing time in this way, permitsaries for every possible word pair separately is psychologically

implausible. In addition, recent phonetic research has found the modeling of temporal selective attention and segmenta-
tion strategies. For example, language specific segmentationdifferent boundary effects at multiple levels of the prosodic

hierarchy. Requiring precompiled boundaries at the foot, into- strategies such as those that inspired the SHORTLIST model
might be modeled by probing the matrix cyclically for bound-nation phrase, and possibly other levels adds to the psycho-

logical implausibility of the model. Finally, because the model ary-associated acoustic events.
A second problem that must be addressed if exemplar mod-is explicitly bottom-up, it cannot properly model the top-down

factors like lexical, prosodic, and semantic bias in the lexical els are to be considered cognitively plausible is that of mem-
ory limitations. Although there is now a great deal of evidencedecisions.
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that much fine detail about specific instances of spoken lan- CONCLUSION
guage is encoded and stored in memory, it is implausible that

Research on human speech perception has shown that theeach experienced auditory pattern is stored at a separate loca-
perceptual process is highly complex in ways beyond our cur-tion in the brain or that these instances can be retrieved.
rent understanding or theoretical tools. Speech perception re-Both Goldinger (72) and Johnson (16) use vector abstractions
lies on both visual and auditory information which are inte-of spoken words to reduce the amount of stored data. Vector
grated as part of the perceptual process. Near-perfectrepresentations also represent the encoding of words in a
performance is achieved despite an enormous amount of vari-multidimensional similarity space, a feature common to many
ability both within and across talkers and across a wide vari-other models of word recognition. The explicit use of a similar-
ety of different environmental conditions. In the early days ofity space also provides another level of data reduction. Differ-
speech research, it was believed that the perceptual processent words which have the same value on some dimensions
relied on a few invariant characteristics of the segments thatare combined in that location. Johnson’s model uses a few
differentiated larger linguistic units like words and utter-dimensions that are tied to the acoustic–phonetic characteris-
ances. Even though we may yet find higher-order relationaltics of the words. Thus, this model is an exemplar-based
invariants that are important features for defining the lin-model which focuses on speech perception. Goldinger’s model
guistic categories in language, it has already been demon-uses more dimensions, which include segmental, semantic,
strated that listeners use the lawful variability in the acousticvoice, and context information at a more abstract level. Gold-
signal when perceiving speech. Variability cannot be re-inger’s model thus focuses more on spoken word recognition.
moved, discarded, or normalized away in any psychologicallyTop-down influences on speech perception pose problems
plausible model of speech perception. Some of the approachesfor fully bottom-up processing models. It might seem that an
discussed here, which rely on more elaborate notions of per-exemplar model would leave no room for lexical or semantic
ceptual categories and long-term encoding, incorporate thebias in the decision process. However, usage frequency, re-
variability and nonlinearity inherent in the speech signal di-cency, and contextual factors can be modeled with base-acti-
rectly into the perceptual process. These new approaches tovation levels and attention weights. For example, a high-fre-
speech perception treat the speech signal as information-richquency lexical item would have a high base-activation level
and use lawful variability and redundant information ratherthat is directly tied to the frequency of occurrence with a time
than treat these properties of speech as extraneous noise todecay factor. Because syntactic and semantic conditions in-
be discarded. We believe that these new approaches to thecrease the predictability of a set of words, the base activation
traditional problems of invariance and nonlinearity provide arises. Attention weights can be adjusted to model selective
solution to the previously intractable problem of perceptualattention exhibited by the shrinking and expanding of the
constancy despite variability in the signal.perceptual space (125). One example of such perceptual dis-

tortion is the perceptual magnet effect where the perceptual
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