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ACOUSTO-OPTICAL SIGNAL PROCESSING

Acousto-optical interaction, or the interaction between sound
and light, was first predicted by Brillouin in 1922 (1) and the-
oretically characterized by Raman and Nath in 1935 to 1936
(2–5). Almost 80 years have past since the first experimental
verification of the acousto-optical effect by Debye and Sears
in the United States (6) and by Lucas and Biquard in France
(7). Today, acousto-optical technology has developed to the ex-
tent that it is the most mature electrical-to-optical transducer
technology available. Furthermore, there has been rapid de-
velopment in other optical component technologies such as la-
sers, detectors, integrated optics, fibers, and passive optics.
This simultaneous maturing of optical technologies has led
to realizing practical and powerful analog and digital signal
processing systems for implementing certain computationally
intensive operations that are otherwise difficult to achieve us-
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ing alternative hardware technologies. For example, applica- whose one end is bonded to a piezoelectric transducer. A
band-limited RF electronic signal s(t) centered at frequencytions include spread spectrum communications, radar, and

electronic warfare surveillance (8). f 0 is applied to the transducer of the cell. In order to avoid
nonlinear, second harmonic intermodulation terms, the band-A general acousto-optical signal processing system consists

of four basic components, namely, light sources, light modula- width of the signal must be less than B � 2f 0/3, corresponding
to an octave bandwidth centered at f 0. The transducer is typi-tion devices, passive optics, and light detection devices. The

goal of the system designer is to combine the best features of cally designed to have a resonant octave bandwidth centered
at f 0. The RF signal applied to the transducer launches anthe available optical components to realize a compact, robust,

high speed computing system that implements the desired acoustic wave replica of the signal s(t) that lies within the
transducer’s octave bandwidth. The acoustic wave travelssignal processing operation. In this article, we will highlight

several acousto-optical systems for signal processing applica- with a velocity va along the crystal length X, and it is repre-
sented along the x direction by the expressiontions such as radio-frequency (RF) spectrum analysis and ra-

dar range-Doppler processing. This article describes the un-
derlying principles and techniques that are used to construct
these acousto-optical systems. First, we shall introduce the
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simple acousto-optical device model that is used in system
analysis thoughout the article. Next, other system compo- where
nents are described, and important performance issues are
highlighted from a designer’s point of view. In addition, opti-
cal processing techniques are introduced that are used to per- rect
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form the desired signal processing transformations.

An important device parameter is the acoustic delay time Ta

THE ACOUSTO-OPTICAL DEVICE MODEL that corresponds to the acoustic signal travel time across the
finite window of the crystal. The product of the device delay

Basic acousto-optical devices exist in three different interac- Ta with the device bandwidth B gives the maximum number
tion geometries defined by the value of the parameter a � of resolvable analog samples that can be stored at any instant
(��0/�a), the ratio of divergence angles of the optical beam �0, in the device. This product TaB, also called the time band-
and the acoustic beam �a. In the limit a � 1 the device acts width product of the Bragg cell, is an important system de-
as a optical beam deflector, while with a � 1 the device func- sign parameter.
tions as a modulator. Furthermore, for the limit a � 1, the The acoustic signal induces a traveling wave volume index
device performs as an optical filter. In this article the acousto- perturbation via the photoelastic effect in the crystal, causing
optical deflector (AOD), or Bragg cell, will be stressed in the a phase modulation along the crystal length that can be ap-
optical processing systems to be described later. The name proximately represented as an optical transmittance function
‘‘Bragg cell’’ derives from the particular Bragg angle incidence given by
operation of the acousto-optical device, where the long inter-
action length between the acoustic and optical waves pro-
duces a volume diffraction effect allowing only one sideband
of the diffracted beam to be produced. The analysis to follow
gives a simple device model for the Bragg cell. This model is

t(x, t) = e jεs(t−x/va )rect
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adequate for initial system analysis when designing acousto-
optical systems. For a more in-depth study of the acousto-

where � is the modulation index that depends on the acousticoptical interaction and devices, the reader is referred to arti-
signal amplitude and the photoelastic interaction efficiency.cles in the optics literature (9–19).
For small diffraction efficiencies, the higher-order terms ofFigure 1 shows the typical device geometry of a Bragg cell.
the phase modulation expansion can be neglected, giving onlyThe device consists of a transparent photoelastic crystal
the first-order traveling wave acoustic signal term s(t �
x/va). The real signal s(t) can be expressed as its upper and
lower sideband complex conjugate terms, because the analytic
signal expansion gives s(t) � [s̃(t) � s̃*(t)]/2. The transmit-
tance of the Bragg cell can be rewritten as

t(x, t) =
[
1 + jε

2
s̃(t − x/va) + jε

2
s̃∗(t − x/va)

]
rect
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Similarly, the signal spectrum can be written as a purely neg-
ative frequency sideband S̃( f) � �0

�� s(t)e�j2�ft dt, and a purely
positive frequency sideband can be given by S̃*( f) � ��

0
s(t)e�j2�ft dt. When collimated light from a coherent source
such as a laser operating at a wavelength � and temporal
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frequency v � c/� is incident as a tilted plane wave at the
negative midband Bragg angle � � ���B�, where ��B� �Figure 1. Device geometry of an acousto-optical Bragg cell.
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sin�1(�/2
0) � �/2
0 with respect to the acoustic propagation nal s(t). Dropping the z propagation term for simplicity, the
diffracted optical field for an input signal s(t) at midband fre-direction x, with the incident optical field expressed as
quency f 0 can be expressed as

a(x, z, t) = Re
[
Ae− j2π [vt−sin θBx/λ+cos θBz/λ]

]
(5)

d(x, t) = A
jε
2

e− j2π [vt− f0x/2va]s̃(t − x/va)rect
[

x − X/2
X

]
(8)

the incident light is efficiently coupled into the upshifted sin-
gle sideband of the first-order diffracted wave. In other words,

This is the basic modulation introduced by a Bragg cell,when the optical field is incident at the negative Bragg angle
where the diffracted optical field is a windowed traveling-on the thick index perturbation, with the x component of opti-
wave replica of the single sideband of the octave bandwidthcal field counterpropagating with respect to the acoustic wave
input signal s(t). This diffracted field experiences a temporaldirection, the last term in Eq. (4) produces negligible diffrac-
frequency shift equal to the signal frequency and is spatiallytion, and the optical field is said to undergo �1-order diffrac-
deflected by an angle proportional to the signal frequency.tion represented by the purely negative sideband of the sig-
These two properties of the Bragg cell form the basic opticalnal. This purely negative frequency sideband is responsible
modulation techniques that are used to accomplish variousfor a Doppler upshifting of the optical carrier, because the
signal processing tasks throughout this article. A simpleranalytic representation of the optical carrier is chosen as a
model of the Bragg cell drops the optical carrier term, alongnegative temporal frequency. When the incident optical field
with the multiplicative constants, and the optical axis isis incident at the positive Bragg angle, the first signal term
aligned with the input signal direction. This gives the dif-in Eq. (4) gives negligible diffraction, and the diffracted opti-
fracted field from the Bragg cell:cal field from the last term in Eq. (4) is downshifted. Thus,

the light modulated by the Bragg cell can be approximately
expressed as the product of the incident optical field with the d(x, t) = s̃(t − x/va)rect

[
x − X/2

X

]
(9)

appropriate single sideband transmittance of the Bragg cell.
For a �1-order upshifted Bragg geometry, the emerging opti-

In general, this expression will be used in the analysis ofcal field is given by
acousto-optical systems to be described in this article. Some-
times, it is convenient to reference the window function at the
center of the AOD. In this case, the diffracted field is ex-
pressed as

d(x, t) = s̃(t − x/va − Ta/2)rect
[ x

X

]
(10)

b(x, z, t) = a(x, z, t)t+(x, t)

≈ Ae− j2π [vt−sin θB x/λ+cos θBz/λ]
[
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where Ta/2 is the acoustic time delay from the transducer endwhere the explicit notation of the real part of the coherent
of the device to the center of the cell.optical field has been dropped for analysis purposes in this

From coupled mode theory of the Bragg interaction in thearticle. The expression in Eq. (6) consists of (1) an undif-
thick isotropic acousto-optical medium (17), we can expressfracted term that propagates along the input angle ��B and
the diffracted field amplitude Ad(�) normalized by the incident(2) a Doppler upshifted first-order diffracted term centered
field amplitude Ai asaround the midband angle ��B. Here the midband acoustic

wavelength 
0 equals va/f 0, where f 0 is the midband frequency
of the Bragg cell. To see the effect of Doppler upshifting, as
well as beam deflection, let’s consider a single-tone input sig-

Ad(ν)

Ai
= − j

cν
|cν| sin(|cν|L) (11)

nal at the frequency f . For s(t) � cos(2�ft) � [ej2�ft � e�j2�ft]/2,
the diffracted field is given by where � is the applied acoustic signal voltage, L is the interac-

tion length in the crystal, or the transducer width, and c is
the coupling constant per unit applied voltage, which depends
on parameters such as crystal photoelastic constant and pi-
ezoelectric coupling efficiency (9,19). Figure 2(a) shows the be-
havior of the normalized diffracted field amplitude with ap-
plied acoustic voltage as expressed in Eq. (11). Note that for
small diffraction efficiencies (�10%), the optical field ampli-
tude varies linearly with the applied acoustic signal ampli-
tude. This property of the device permits its use in imple-

df(x, z, t) = Ae− j2π [vt−sin θB x/λ+cos θB z/λ] jε
2

e− j2π f (t−x/va )

rect
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e− j2π [(v+ f )t+( f − f0/2)x/va+cos θB z/λ]

rect
[

x − X/2
X

]
(7)

menting linear electrical to optical signal transformations.
The diffraction efficiency based on the ratio of the diffractedwhere the device has been Bragg-matched for the midband
light intensity to the incident light intensity is given byfrequency f 0 with the ��B � sin�1(�f 0/2va) � (�f 0/2va). Note

that the temporal frequency of the field has increased by an
amount equal to the input temporal frequency, resulting in a
positive Doppler shift. Also, the angular spatial frequency of

Id(ν)

Ii
= sin2

(|cν|L) ≈ (|cν|L)2 (12)

diffraction is linearly related to the input signal frequency.
Thus, the diffracted optical field emerging from the Bragg cell and is plotted against applied acoustic power in Fig. 2(b).

Here, the diffracted light intensity varies linearly with acous-has been temporally and spatially modulated by the input sig-
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versus acoustic amplitude curve (19,20). Certain drawbacks
of this bias-dependent intensity modulation scheme include
small modulation depth, large bias signal requirements, and
large acoustic power-related problems such as nonlinear
acoustic effects in the crystals.

Commercially available Bragg cells come in a variety of
specifications. Typical materials used for the crystals include
fused silica, tellurium dioxide, gallium phosphide, and lith-
ium niobate. Devices exist in large-aperture, high-resolution,
high-diffraction-efficiency designs, as well as in wide-band-
width designs (21–23). For example, devices exist with band-
widths ranging from 30 MHz at f 0 � 50 MHz to 2 GHz at
f 0 � 3 GHz. Typical device storage capability or space band-
width product is around 2000 for large-aperture cells. Apart
from single-channel cells, certain companies are providing
multichannel Bragg cells. For instance, a 32-channel, f 0 � 400
MHz multichannel device is available (22). Recently, a two-
dimensional (2-D), single element, acousto-optical beam de-
flector has been introduced (21,24). Unlike one-dimensional
(1-D) AOD, this 2-D AOD is capable of deflecting laser beams
in 2-D space. The acousto-optical devices described to this
point have been bulk devices, as an unguided acoustic wave
travels though a thick crystal. Another sister technology not
discussed in this article, called the surface acoustic wave
(SAW) device technology, exists along side the bulk technol-
ogy. The basic principles of the SAW technology are similar
to the bulk technology and are described in detail in the liter-
ature (25,26). In SAW devices, the acousto-optical interaction
is in a 2-D planar geometry, and not in a three-dimensional
(3-D) volume. This results in miniaturization of the acousto-
optical device. Today, many robust, vibration-resistant inte-
grated optical SAW-based signal processors have been re-
ported (27–29).

ACOUSTO-OPTICAL SYSTEM COMPONENTS AND ISSUES

Typical sources used in acousto-optical processing systems in-
clude semiconductor laser diodes, gas lasers, and semiconduc-
tor light-emitting diodes (LEDs). Small physical size (300 �m
� 10 �m � 50 �m), direct pumping by low-power electric cur-
rents (15 mA at 2 V), high electrical-to-optical conversion ef-
ficiency (�20%), direct light modulation capability exceeding
10 GHz rates, and monolithic integration with other III–V
semiconductor optical and electronic devices to form optoelec-
tronic circuits make semiconductor laser diodes the most at-
tractive light source for practical acousto-optical processing
systems (30). Compared to LEDs that have a large light-emit-
ting area (�1 mm2) and a broad spectral width (�50 nm),
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laser diodes typically have 1 nm to 5 nm spectral widths, with
a higher light directivity, allowing for applications in coherentFigure 2. Plots show different acousto-optical device response
optical processing, where temporal and spatial coherence ofcurves: (a) Behavior of the normalized diffracted field amplitude with
the light source plays an important role in system perfor-applied voltage. (b) Behavior of the normalized diffracted light inten-

sity with applied acoustic power. (c) Behavior of the normalized dif- mance (30–34). Nevertheless, LEDs are very inexpensive,
fracted light intensity with applied acoustic voltage. highly reliable, visible/infrared, incoherent light sources that

are used in incoherent, intensity-based optical processing
(35).

The laser diode can also be used in a pulsed mode, wheretic power for small diffraction efficiencies corresponding to
small arguments of the sine function. Another approach to an appropriately biased narrow pulse signal drives the diode

junction. This approach is used in some acousto-optical spec-obtaining linear intensity modulation is shown by the curve
in Fig. 2(c), where the desired modulating signal amplitude is trum analysis processors, where the pulsing action of the la-

ser diode is used to freeze the traveling acoustic signal in thebiased around the linear region of this diffracted intensity
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AOD while simultaneously freezing heterodyne signal fre-
quency components to baseband (36,37). Unfortunately, the
pulsing action adversely affects the temporal coherence of the
laser diode. This problem is mainly due to interpulse modal
hopping and frequency drifting and can be reduced by biasing
the laser just below threshold, with the drive signal rise time
and pulse amplitude carefully adjusted (38). Optical detection
in acousto-optical systems is typically achieved by semicon-
ductor high-speed point detectors and 1-D/2-D charge coupled
devices (CCDs) (30,31). The present CCD technology is ma-
ture, with devices like the Tektronix CCD, which has 2048 �
2048 pixels (39). Important system issues associated with op-
tical detection devices include optical signal-to-noise ratio of
the detected image, noise from driving electronics, spectral
responsivity, rise time/bandwidth, pixel size, and photo re-
sponse linearity (40–42).

Apart from using acousto-optical devices as spatial and
temporal light modulators in optical processing systems,
other device technologies such as liquid crystals, magneto-
optics, photorefractives, and micromirrors are also being in-
corporated into various acousto-optical processing architec-
tures (43). For instance, the application of optical disk and
photorefractive technologies has been investigated for
acousto-optical spectrum analysis (44,45). In this case, the
high storage density and angular motion of the optical disk is
used for reference signal generation in optical spectrum anal-
ysis. Also, the application of photorefractive crystals as time-
integrating bias removers in interferometric acousto-optical
correlators has been studied (46).
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Figure 3. (a) Optical space processing. (b) Spherical lens as a two-
dimensional spatial Fourier transformer. (c) Lens as an imaging/in-Optical processing techniques can be divided into three main
terconnection device.

categories. Space processing shown in Fig. 3(a) involves the
mapping of light from one spatial region A at z � z0 along the
optic axis z, to another spatial region B at z � z�0. Typical ing spatial frequency multiplexing of the input Fourier plane
mappings include spatial Fourier transforming, imaging, and data (48). In addition, Fourier plane spatial filtering can be
free space Fresnel transformations. The classic space pro- accomplished to alter or remove certain input signal spatial
cessing element is the space integrating spherical lens (47). features (49). Figure 3(c) shows the imaging operation, an-
When used in the appropriate configuration, the spherical other powerful linear 2-D spatial transformation by a spheri-
thin lens can be used as a powerful 2-D spatial Fourier trans- cal lens (33). Here, with the imaging condition, 1/di � 1/d0 �
former, as shown in Fig. 3(b), or as an imaging/interconnec- 1/F, satisfied, the output plane contains an inverted, scaled,
tion device, as displayed in Fig. 3(c). The architecture in Fig. diffraction limited replica of the input image. This operation
3(b) forms the basic building block of 2-D space-integrating is readily used to Schlieren image the acoustic traveling
spectrum analysis (47). When an input with amplitude trans- waves in a Bragg cell to other processing planes. In addition,
mittance f (x, y) is placed at the front focal plane of a spherical the imaging operation is also used for interconnecting points
lens of focal length F, the back focal plane produces the coher- in the input image plane to certain points in the output image
ent 2-D spatial Fourier transform of f (x, y). In other words, plane. The lens has been used extensively in numerous
the lens implements the linear transformation: acousto-optical space processing architectures for signal and

image processing (27,50–58), and it has recently been used in
neural network processors (59–62).

From the linearity of the free space wave equation, light
F(u, ν) =

∫ +∞

−∞

∫ +∞

−∞
f (x, y)e− j(2π/λF )(xx′+yy′ ) dx dy (13)

propagation in a coherent optical system can be modeled as a
where � is the wavelength of the coherent light, x and y are linear system represented by the superposition integral:
the spatial coordinates of the input plane, and u � x�/�F and
� � y�/�F are the output plane spatial frequency coordinates.
The ability of a lens to map spatial frequency components at

E(x′, y′) =
∫ +∞

−∞

∫ +∞

−∞
h(x′, y′; x, y)E(x, y) dx dy (14)

the input Fourier plane to spatially separated frequency com-
ponents at the output Fourier plane makes possible certain where E(x, y) is the input plane optical field, h(x�, y�; x, y) is

the free space impulse response for optical propagation, andspatial operations. For example, input spatial data can be
spatially separated into parallel output plane channels by us- E(x�, y�) is the output plane optical field after light propagates
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a distance z in the optical system. For the special Fresnel times. This approach has been used in continuous-wave opti-
cal-disk-based spectrum analyzers (44). Unfortunately, opti-diffraction case, we have
cal detectors react to light intensity, which is a positive quan-
tity. This makes it necessary to represent bipolar signals with
a bias term, making the DC bias an unwanted, yet necessary,

h(x′, y′; x, y) = e jkz

jλz
exp

[
j

k
2z

[(x′ − x)2 + (y′ − y)2]
]

(15)

term in time-integrating processors. In the past, two elec-
tronic techniques have been employed for bias removal. Theywhere h(x�, y�; x, y) � h(x� � x, y� � y) is a linear, shift-invari-

ant impulse response, and the wave number k equals 2�/�. involve either (a) two CCDs or computer-based bias substrac-
tion (71) or (b) electronic carrier demodulation and filtering.This linear shift-invariant property of the Fresnel propaga-

tion allows the optical system designer to use Fourier domain Photorefractive crystals can also be used for bias removal in
interferometric acousto-optical systems (72).frequency analysis techniques associated with linear time-in-

variant systems theory (33). In this article, a variety of differ- The unavailability of high-quality, fast, 2-D spatial light
modulators, along with the presence of the highly mature, 1-ent space processing techniques will be used to accomplish

the desired linear transformations. D, real-time, acousto-optical spatial light modulator technol-
ogy, has led to the concept of 2-D optical processing using 1-Apart from the 2-D coordinate space that is available to an

acousto-optical system designer, time provides another impor- D devices (73). The spatial dimension of the acousto-optical
device, coupled with time as the other orthogonal dimension,tant degree of freedom to the system architect. Time can be

used to optically process information in discretized steps or is used to transduce very large time bandwidth product sig-
nals such as images and long 1-D signals into the optical pro-continuously. Over the years, a variety of temporal processing

schemes have been devised (63). Here, we will briefly high- cessing system. This real-time, simultaneous, time- and
space-processing technique allows for multidimensional opti-light some of these time-processing techniques. For instance,

repetitive pulsing of a light source can be used to divide a cal processing. In particular, time- and space-integrating
(TSI) optical architectures have been combined to providelong time signal into smaller duration signals, which can be

represented in the finite window of an acousto-optical system. wideband, high-resolution, 2-D optical spectrum analysis of
large time bandwidth product signals (74–78). The hybridThus, this repetitive pulsing technique converts an otherwise

large time bandwidth product signal into a smaller space time- and space-processing approach combines some of the
best features of both space processing and time processing,bandwidth product signal that exists as a space–time rast-

ered signal in the optical system. Pulsing can also be used respectively. For example, space processing provides an ex-
tremely high instantaneous data throughput, while time pro-to heterodyne temporal signal spectrums to baseband via the

Nyquist limited aliasing phenomenon. In addition, pulsing is cessing allows for very large processing windows. These attri-
butes of time and space processing allow for wide-bandwidth,used to freeze acoustic signals in Bragg cells for Schlieren

imaging. This repetitive signal freezing and imaging results high-resolution, optical spectrum analysis.
in a temporally modulated spatial light distribution. This
technique is used to implement the discrete Fourier trans-
form (DFT) algorithm using spatial optics and time RADIO-FREQUENCY SPECTRUM ANALYSIS

USING ACOUSTO-OPTICAL DEVICES(44,64,65). Because Bragg cells represent continuously travel-
ing acoustic waves in time, continuous time processing plays

Although incoherent light has been used in acousto-opticalan important role in a certain class of processors. For exam-
ple, in time-integrating acousto-optical correlators, the con- signal processing (35), most acousto-optical systems have

been built with coherent sources such as laser diodes and gastinuous nature of the operation allows for an almost unlim-
ited correlation time window, finally limited by the dynamic lasers. Hence, we will highlight coherent light-based acousto-

optical systems.range of the time-integrating detector (66).
Optical detectors play an important role in time pro- So far, most work using acousto-optical devices has been

conducted for the wide instantaneous bandwidth RF spec-cessing, and they can be utilized in a variety of modes. An
optical detector can be used to continuously collect spatially trum analysis operations (79,80). The most common acousto-

optical spectrum analyzer is the Bragg mode acousto-opticalprocessed light for further temporal integration over a desired
coherent frame time. For instance, a time-integrating 2-D power spectrum analyzer shown in Fig. 4(a) that is a space-

integrating architecture. Here, the RF signal to be analyzedCCD array can be used to implement the DFT algorithm to
complete the 2-D space–time Fourier transform operation feeds an AOD that is oriented so it is Bragg-matched to the

incident collimated light of wavelength � from a coherent(67). The CCD can also be used in a special time-delay and
integrate (TDI) or scrolling mode where integrated charge is source such as a laser. This acousto-optical spectrum analyzer

design takes advantage of the acousto-optical drive-fre-sequentially shifted and added to previously accumulated
charge along a CCD dimension (68). This type of TDI CCD quency-dependent beam deflection property of the Bragg cell

and the space-integrating property of a lens. Essentially, thephotodetector has been used to implement incoherent correla-
tion operations (69). Another light-detecting element is the Bragg diffracted beam undergoes an angular deflection rela-

tive to the incident collimated beam where the deflectionhigh-speed photodetector that produces an electric current
that is modulated by the intensity-modulated signal incident angle is linearly proportional to the acousto-optical drive fre-

quency f . By placing a lens one focal length F in front of theon the detector photosensitive surface. This type of high-
speed optical detection is used in acousto-optical phased array Bragg cell, the Fourier plane of the lens a distance 2F from

the acousto-optical device contains the spatially distributedradar processors (70). Also, the current generated from these
high-speed point detectors can be collected in an external temporal spectral components of the input RF signal. Typi-

cally, a light intensity detector spatially resolves these fre-charging circuit to implement longer signal-processing frame
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quency components and provide a snapshot of the instanta-
neous power spectrum of the input RF signal. At the detector
plane, the distance between the focused undiffracted beam
spot and the diffracted spectral spot is approximated, given
by (F�f )/v.

The acousto-optical power spectrum analyzer (PSA) suf-
fered from limited dynamic range (25 dB to 35 dB) because of
(1) the squaring operation on the instantaneous spectrum of
the input signal and (2) the inherent limited dynamic range
of the photodetectors. Later, an interferometric technique was
introduced that greatly increased the system dynamic range
because the interferometric output signal was proportional to
the instantaneous magnitude of the signal spectrum (81).
Nevertheless, this system had a limitation because the inter-
ference output signal is generated on a rather high frequency
that varies as a function of the input signal frequency. This
put a high bandwidth requirement on the photodetectors. In
1981, Vander Lugt introduced an interferometric spectrum
analyzer (ISA) [see Fig. 4(b)] that uses a spatially and tempo-
rally modulated reference beam to generate a much-lower-fre-
quency interferometric signal that remains fixed in frequency
over the entire signal spectrum (82). This system has received
considerable attention, and many working models have been
built with increased dynamic range (e.g., 58 dB) (83–85). Nev-
ertheless, this Mach–Zehnder design (82) ISA had optical ef-
ficiency and mechanical stability limitations. Another ISA de-
sign is the compact, in-line architecture implemented by M.
D. Koontz and shown in Fig. 4(c) (86). In principle, this sys-
tem is similar to the Mach–Zehnder design, except the input
laser beam is split into two beams that travel along the same
direction, separated by a fixed distance. Here, the two Bragg
cells are placed in a common plane along the optical path, and
the diffracted light signals are combined and made collinear
by a beam combiner. If we assume the same optical parame-
ters as for the Mach–Zehnder system components, the Koontz
in-line ISA has the same overall system optical efficiency, al-
though with improved compactness and mechanical stability.
Note that for both these ISA systems, depending on the beam
combining ratio, almost half the available processed light
power can be lost at the output beam combiner. Later, N. A.
Riza introduced an in-line high optical efficiency ISA (87)
shown in Fig. 4(d). The key feature of this architecture was
its efficient use of the diffracted and undiffracted light signals
from the Bragg cells, along with the removal of beam splitters
and beam combiners that were required in earlier designs.
Here, the AODs perform the beam splitting and beam combin-
ing. This results in a system with higher overall optical effi-
ciency, leading to a more optimum use of the limited laser
power. Other works in acousto-optical spectrum analysis are
described in Refs. 88–97.
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Correlation is a fundamental operation in signal processing,
with applications in radar, communications, and pattern rec-Figure 4. (a) The Bragg-mode acousto-optical power spectrum ana-
ognition. Over the years, various optical architectures for 1-Dlyzer. (b) The basic Vander Lugt Mach–Zehnder interferometric spec-
correlation using acousto-optical devices have been proposedtrum analyzer. (c) The compact in-line additive Koontz interferomet-
and demonstrated (72,98–107). In addition, 1-D acousto-opti-ric spectrum analyzer. (d) The high-optical-efficiency in-line additive

Riza interferometric spectrum analyzer. cal correlators have also be used to perform 1-D signal spec-
trum analysis using the Chirp-Z algorithm (108). Reference
109 gives an excellent, up-to-date account of the develop-
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ments in the field of acousto-optical signal processing, partic- acousto-optical space-integrating spectrum analyzer that uses
a Fourier transform lens for separating the Fourier compo-ularly acousto-optical space- and time-integrating correlators.

The motivation for developing acousto-optical-device-based nents of the input signal. Such systems have been built using
both bulk acousto-optical devices and integrated SAW devicescorrelation systems was in the real-time, wide instantaneous

bandwidth nature of acousto-optical devices that could give and are well-characterized in the literature. We highlight
three time-integrating acousto-optical correlator designs thatlarge (e.g., 106) time-bandwidth product real-time correlations

of wide instantaneous bandwidth (e.g., 500 MHz) signals. have been the subject of considerable investigation.
One correlator design is by Montgomery (101) [see Fig.Before we begin, its useful to describe the correlation oper-

ation, and how the Chirp-Z algorithm is used for signal spec- 5(a)] that uses two back-to-back, counterpropagating signal
orientation, Raman–Nath mode operation acousto-optical de-trum analysis. For real signals s1(t) and s2(t) and, the cross-

correlation function S12(�) has the form vices placed in an intensity imaging architecture using a spa-
tial filter in plane P to remove undesired bias and cross-prod-
uct terms. The time-integrated cross-product intensity terms
at the output plane of the processor produce the desired corre-

S12(τ ) =
∫ +∞

−∞
s1(t − τ )s2(t) dt (16)

lation result between the input signal and reference.
Another time-integrating correlator design [see Fig. 5(b)]which in terms of the analytic signals s̃1(t) and s̃2(t) can be

proposed by Sprague and Koliopoulos (102) uses only onewritten as the real value of the complex correlation function,
acousto-optical device operated in the Bragg mode, with thethat is,
device producing a linear intensity modulation for the input
signal such as a radar return. The reference signal is used to
intensity-modulate a point modulator such as a laser diode.

S12(τ ) = 1
2

Re
{∫ +∞

−∞
s̃∗

1(t − τ )s̃2(t) dt
}

(17)

Again, imaging of the acousto-optical device onto the time-
integrating detector array is used to produce the correlationwhere s1(t) � Re�s̃1(t)� and s2(t) � Re�s̃2(t)�, and Re stands for
operation.real value. When a time-integrated correlation is imple-

More recently, N. A. Riza proposed a variant of the twomented using AODs, the variable � is a function of the AOD
acousto-optical-device time-integrating architecture wherespatial coordinate x and the acoustic velocity va; for instance,
the use of the two acousto-optical devices in an interferomet-� � (2x/va), with x also being the output detector spatial coor-
ric design allows for linear phase and amplitude modulationdinate (perhaps with optical magnification or demagnifica-
of the signal and reference waveforms, without requiring biastion). In a radar ranging application, for instance, the position
level signals (110). Previous correlator designs required theof a correlation peak on the detector array corresponds to a
bias levels in the modulating signals because they used inten-particular range delay of the target echo signal.
sity modulation of light source and/or acousto-optical devices.The time-integrated correlator can also be used to imple-
This newer correlator architecture shown in Fig. 5(c) opti-ment time-integrating signal spectrum analysis via the
mizes the required minimum bias level in the output correla-Chirp-Z algorithm, which is based on a reformation of the
tion signal, thus increasing the useful dynamic range of theFourier transform integral S( f) given by
processor. Various applications of this in-line architecture
have been reported in the literature (111–118).

S( f ) =
∫ +∞

−∞
s(t) exp(− j2π f t) dt (18)

Two-Dimensional Signal Processing Using
If we write 2ft � f 2 � t2 � (t � f )2, S( f) can be rewritten as One-Dimensional Acousto-optical Devices

Since the mid-1970s, various acousto-optical processors have
been proposed for a variety of 2-D signal processing opera-
tions (104,106,119–136). These processing operations include

S( f ) = exp(− jπ f 2)

∫ +∞

−∞
s(t) exp(− jπt2) exp( jπ(t − f )2) dt

(19)
ambiguity functions, triple correlations, raster format signal
spectrum analysis, synthetic aperture radar image formation,Thus, to get the Fourier transform of the input signal s(t),
and range-Doppler processing. Acousto-optical devices in par-first we premultiply the input signal with a chirp signal
allel 2-D optical architectures were employed in these sys-exp(�j�t2) [or a linear frequency modulation (FM)], then cor-
tems because acousto-optical devices have the potential to de-relate the product with a second chirp exp(�j�t2), and finally
liver real-time, wide-bandwidth, processing capabilitiespostmultiply the result with a third chirp exp(�j�f 2). This se-
required in high-performance radar and communication sys-quence of operation (which includes the important correlation
tems. Early work concentrated on using the Mach–Zehnderoperation used for chirps) gives us the Fourier transform of
interferometer to form coherent high-dynamic-range pro-the input signal s(t). Using, for instance, a two acousto-opti-
cessors such as the triple-product operation systems. Later,cal-device-based correlator design, it is possible to implement
improved mechanical stability incoherent-light in-line archi-the Chirp-Z transform by (1) intensity-modulating the pro-
tectures were proposed for the triple-product operation. Re-cessor light source with the signal to be Fourier-transformed
cently, focus has shifted to coherent in-line processor designsand (2) feeding the same chirp signals to the acousto-optical
such as using two-beam interference.devices to form counterpropagating chirps in space, thereby

Figure 6(a) shows how basically 1-D acousto-optical de-implementing the required correlation of chirps. The main ad-
vices are arranged in space to implement 2-D signal pro-vantage of the time-integrating acousto-optical spectrum ana-
cessing transforms. Each acousto-optical device acts as an en-lyzer is its appreciably better (e.g., 100-fold improvement) sig-

nal analysis frequency resolution when compared to an try port for a signal waveform that requires processing or is
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Figure 5. (a) Montgomery two-counter-
propagating-acousto-optical-device-based
time-integrating correlator design with
acousto-optical devices operating in the Ra-
man–Nath mode. To implement the Chirp-
Z transform for spectrum analysis, the light
source is intensity-modulated by the signal
to be analyzed. (b) Sprague and Koliopoulos
single-acousto-optical-device-based time-in-
tegrating correlator design where both the
light source and the Bragg cell are inten-
sity-modulated. (c) Riza coherent interfero-
metric time-integrating correlator design
that uses a Dove prism for image inversion
and spatial carrier control. Both acousto-
optical devices operate in the Bragg mode.
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needed to implement a transform using optics. Note that range location while the other orthogonal coordinate provides
the target Doppler information.these four acousto-optical devices can also be combined with

a modulated light source to provide the system designer other One common 2-D signal processing operation in radar is
ambiguity function processing. Ambiguity function generationmodulation options. Also, the physical orientation of the

acousto-optical devices in the x–y coordinate system can be is useful in applications where signals are in a dynamic envi-
ronment, such as when the received signal can have unknownused to generate various output plane coordinates that suit

a particular signal processing operation. Typically, acousto- Doppler shifts and time delays with respect to a transmitted
signal. Two key applications for ambiguity function pro-optical cells are positioned orthogonally to generate inde-

pendent x and y output plane coordinates for two separate cessing are synchronization of pseudorandom sequences in
communication receivers and radar target range and velocitysignal-processing operations such as one to give a target
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Figure 6. (a) Basic form of the acousto-
optical triple-product processor showing
how the signals to be processed are fed to
the various acousto-optical devices. (b)
Two-dimensional acousto-optical range-
Doppler processor.
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determination. The cross-ambiguity function shown in its where I0 is the bias term, m0 is a modulation index, r(t) is the
symmetric form for signals r(t) and s(t) is defined as reference waveform, T is the time aperture of the Bragg cells,

� is the chirp rate, and f 1 and f 2 are carrier frequencies for
Bragg cells AOD1 and AOD2, respectively.

The �1 diffracted-order optical field from AOD1 is given
A(τ , fd) =

∫ +∞

−∞
s(t + τ/2)r∗(t − τ/2) exp(− j2π fdt) dt (20)

by
where � is the time delay and f d is the Doppler shift between
the two signals.

One such 2-D acousto-optical ambiguity function processor A1(x, t) = √
η1e j(α/2)(t−T/2−x/v)2

e j2π f1 (t−T/2−x/v) (22)

design proposed for range-Doppler processing is shown in Fig.
6(b) and uses an in-line interferometric design based on Kos- where �1 is the diffraction efficiency for AOD1, and v is the
ter prisms, two crossed Bragg cells, and an intensity-modu- acoustic velocity in AOD1.
lated laser (128). This time-integrating processor uses a 2-D Similarly, the �1 diffracted order coming from AOD2 in
CCD for time integration. The Chirp-Z transform is used the spatially orthogonal part of the interferometer is given by
along one output axis for temporal Fourier tranform analysis
to produce Doppler information, while the other processor or-
thogonal axis implements a time-integrating correlation to A2(y, t) = √

η2s∗
�

t − T
2

− y
v

�
e− j2π f2 (t−T/2−y/v) (23)

produce range data or time delay information. The more de-
tailed mathematical treatment of this processor is as follows.

where �2 is the diffraction efficiency for AOD2, and s*(t) is theThe intensity-modulated light from the laser diode is given
complex conjugate of the input radar return signal.by

When we consider unity imaging from the two acousto-
optical cells to the CCD plane and taking into account the
beam tilt corrections introduced by the two predesigned
wedge prisms (seen alongside the Bragg cells), the intensity

I(t) = I0

[
1 + m0Re

{
r
�

t − T
2

�
e j2π ( f1 + f2 )(t−T/2) e j(α/2)(t−T/2)2

}]
(21)



ACOUSTO-OPTICAL SIGNAL PROCESSING 167

pattern is given by ACKNOWLEDGMENT

The author would like to acknowledge the assistance provided
by graduate student Sarun Sumriddetchkajorn during the

I(x, y, t)

= I(t)|A1(x, t)e j2π f1 (x/v) + A2(y, t)e− j2π f2 (y/v)e j2π fs (y/v)|2 (24) preparation of this article.
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