
FLEXIBLE SEMICONDUCTOR MANUFACTURING

Modern high-tech industry is characterized by a number
of trends that affect the way in which manufacturers pro-
duce finished products. In today’s environment, manufac-
turers achieve competitive advantage by offering a vari-
ety of product types, a high level of product quality, and
short lead times for customers (i.e., the time from which
an order is placed until the product is received). In addi-
tion, there is constant pressure to innovate and customize
product designs, thus resulting in compressed product life
cycles and the need for new facilities to create the “next
generation” of product. These trends contrast significantly
with the traditional paradigm of mass production, which
placed its emphasis on efficient production of high volumes
of a standardized and relatively stable product type.

The semiconductor industry is a prime example of
such trends. Manufacturers produce a variety of types of
semiconductor-based products, or integrated circuits (e.g.,
memory chips or processors). At the same time, product
quality is a critical consideration. In a manufacturing
context, product quality translates to the ability to pro-
duce a given product design without defects. Semiconduc-
tor material is sensitive to the slightest contamination;
hence, manufacturers employ extensive automation to en-
sure contamination-free, or “clean room,” environments. To
meet customer lead time demands, manufacturers focus on
reducing cycle time, i.e., the time that it takes to produce a
finished product once the raw material has been released
for production, and its variability. From a planning per-
spective, reduced customer lead times and increased sys-
tem responsiveness requires the continuous (re-)alignment
of the planned production activity to externally imposed
demand. Finally, manufacturers are faced with the con-
stant challenge of having to adapt and produce new types
of integrated circuits, given the rapid pace of technological
advancement in product design.

The key question is how to handle the complexity asso-
ciated with producing different product types, maintain an
ability to adapt existing facilities and processes to manu-
facture new products, and still meet reasonable customer
lead times. In producing multiple product types, a man-
ufacturer must contend with a limited set of production
resources and must allocate these resources to the produc-
tion of each product type. The resource allocation problem
can be a difficult one to solve, and the manufacturer often
must make trade-offs in deciding which product has high-
est priority for a given set of resources. At the same time, a
manufacturer must plan ahead to ensure that equipment
to be purchased will be able to produce not only today’s
semiconductor products, but also tomorrow’s.

In the modern manufacturing environment, these chal-
lenges typically are addressed through the concept of flex-
ibility, or more specifically, flexible automation. In general,
flexibility means the ability to adapt to new or different sit-
uations. A piece of equipment is said to be flexible if it can
perform a number of different operations. A factory layout
is said to be flexible if it can be reconfigured easily to ac-
commodate changing production requirements. Likewise,
a factory is said to be flexible if it can accommodate pro-

duction of a variety of product types, or if it can switch to
produce the next generation of product.

FLEXIBLE AUTOMATION AND SEMICONDUCTOR
MANUFACTURING

In the early 1980’s, manufacturers introduced the flexible
manufacturing system as a way to enable efficient produc-
tion of multiple product types, each having low-to-medium
volumes of production. A flexible manufacturing system
(FMS) is characterized by a number of automated process
centers, or workstations, each of which performs transfor-
mation processes on a unit of material. These process cen-
ters are linked via an automated material handling system
that is responsible for moving material between process
centers. In general, the automated material handling sys-
tem is flexible in that it does not require a fixed routing
of material through the set of workstations. For example,
it might be a robot that can move material between any
two given workstations, or an automated guided vehicle
network. In addition, an FMS may have a set of tempo-
rary storage buffers, where units of material may be stored
between process operations, and containers that are used
to transport material. Containers provide a standardized
unit size and shape for handling by the automated material
handling system. The whole system operates under a sig-
nificant level of computerized control. The control system
coordinates the various activities occurring in the system,
with human operators needed only for a sub-set of activi-
ties (e.g., loading a new part into the system for processing).
In general, this type of control is not trivial and requires ex-
tensive effort for successful implementation. Further infor-
mation about flexible manufacturing systems is contained
in Refs 1 and 2.

The flexible manufacturing concept was applied first to
metal-cutting operations performed by stand-alone numer-
ically controlled machines. A numerically controlled ma-
chine is flexible for two reasons – it can be programmed
to perform different operations with the same cutting tool,
and it can load a new tool to perform a different operation.
The FMS concept extends machine flexibility by enabling a
number of routings of material through a given set of work-
stations. An FMS can be a fairly large operation, with auto-
mated cells devoted to raw materials storage, fabrication,
assembly and inspection. Each cell has an automated ma-
terial handling system for transport within the cell, while
cells are linked via another automated material handling
system.

Flexible automation is well-suited to semiconductor
manufacturing. Automation already is needed for intricate
material processing requirements and for clean room pro-
duction. Flexible automation is desirable due to the com-
plex nature of the manufacturing operation. In semicon-
ductor manufacturing, there are two major sub-systems:
(1) wafer fabrication and probe and (2) device assembly and
test. In wafer fabrication and probe, semiconductor wafers
are made from raw material, and a variety of processes are
performed on these disc-shaped wafers. These processes
build up layers of integrated circuitry on the wafers. All
told, a wafer may undergo several hundred processing op-
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Figure 1. Representation of a small-scale version of a re-entrant
flow line commonly found in semiconductor manufacturing. The
figure illustrates material flow within a semiconductor fab, where
wafers undergo a sequence of processes and then are sent back
through the same processes. It should be noted that the wafers
might not return though exactly the same sequence of processes,
e.g., some processes might be skipped.

erations. These include such processes as surface clean-
ing, epitaxy, thermal oxidation, diffusion, ion implantation,
photolithography, etching and deposition (3, 4). Moreover,
the processing steps repeat, in that a wafer is sent through
a sequence of process steps that build up a single layer of
circuitry; then, it is sent back through the same set of op-
erations to build the next layer. This type of material flow
is called a re-entrant flow, and it introduces a great deal of
complexity into the control of the material flow through the
factory. Figure 1 shows a re-entrant flow through a set of
operations. Between operations, wafers are transported in
containers called cassettes. A cassette may hold up to 100
wafers, usually all of the same type. Wafer cassettes may
be batched together during transport. Some processes are
performed on batches of wafers, while others are performed
on individual wafers.

In device assembly and test, the semiconductor wafers
are sliced into smaller integrated circuit chips. Then they
are assembled and packaged into electronic devices, and
these devices are tested.

The primary emphasis in this article is on the fabri-
cation system, often termed a semiconductor fab. In this
environment, flexible automation is important for a num-
ber of reasons. First, a variety of wafer types may be in
production, and wafers may revisit the same workstation,
but need a slightly different process operation performed
there. Hence, there is a need for equipment to exhibit flexi-
bility in processing capability. Second, the industry is shift-
ing from production of 200mm diameter wafers to 300mm
wafers to gain improved chip yield from each wafer. Primar-
ily for ergonomic reasons, the material handling system
must be automated (i.e., 300mm wafer cassettes are too
heavy for manual material handling). Moreover, these au-
tomated material handling systems must be flexibly auto-
mated to support re-entrant flows and to support routing a
cassette to alternate workstations. Redundancy from mul-
tiple workstations performing the same function is typical,
due to the high demand for semiconductor products and
the corresponding need for high throughput. Third, equip-
ment in a semiconductor plant is capital intensive. It is es-
timated that equipment costs comprise 75% of the invest-
ment cost for a new factory (5). A typical factory today costs

several billion dollars. Therefore, there is a need to keep
equipment utilized to the greatest extent possible. This
can be achieved through flexibly automated material han-
dling systems, which generally are more reliable than man-
ual material handling. Fourth, technological innovation in
product design means that factories must be prepared to
manufacture new product designs. Moore’s Law (6) pro-
vides ample evidence for the rapid pace of new product
design. It is desirable that processing equipment, material
handling systems and factory layouts be flexible enough to
adapt to new production requirements. Finally, the com-
puterized control applied by flexible automation creates
the opportunity for computerized tracking and manage-
ment of wip inventory. This is a crucial element needed to
ensure that production is aligned to externally imposed de-
mand and that product cycle times are minimized, to avoid
lengthy customer lead times.

To a great extent, flexible automation has been enabled
by advances in processing equipment and material han-
dling hardware capabilities, open architecture controllers,
and communications technology. At the same time, flexi-
bly automated systems are complex to manage, due to (1)
the large number of events occurring in the system, (2)
the large state space associated with a factory, (3) the ran-
domness associated with the factory (e.g., random machine
failures), and (4) the difference in time scales associated
with the various decisions needing to be made in the plan-
ning and scheduling of the factory. A key element needing
to be addressed is the design of generic and easily recon-
figurable frameworks and policies for flexible automation
that ensure logically correct and near-optimal system per-
formance.

THEORY AND CURRENT INDUSTRY PRACTICE

Production Objectives and System Performance

Semiconductor manufacturers are concerned with a num-
ber of specific measures that characterize the perfor-
mance of the factory. Relevant measures have tended
to focus on the quantity of finished product produced,
but more recently on-time deliveries have become impor-
tant. This is due to rapid declines in value for commod-
ity semiconductor-based products when improved products
(e.g., faster, more powerful) enter the market.

Historically, most of the improvements in system per-
formance have been due to technological innovations. For
example, decreased size of chip features enables an in-
creased number of integrated circuits to be produced per
wafer. There is some concern in the industry that increases
in technological innovations associated with circuit design
cannot by themselves sustain the current rate of perfor-
mance improvement. Hence, manufacturers increasingly
are looking to concepts such as flexible automation to im-
prove overall factory performance.

Equipment utilization is a traditional measure of fac-
tory performance. Equipment utilization simply is the per-
centage of time spent by a piece of equipment in produc-
tion. It excludes the amount of time spent (1) in a non-
operational state (e.g., machine failure), (2) idle due to lack
of material to process or lack of an operator to load mate-
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rial (i.e., the equipment is starved), (3) idle due to inability
to unload material that has finished processing (i.e., equip-
ment is blocked), and (4) setting up (i.e., changing configu-
rations for a new process to be performed). A manufacturer
typically desires high utilization to justify the large capital
investment in automated equipment. Often, high utiliza-
tion is achieved by having large amounts of wip inventory,
which helps avoid starving.

Whereas utilization is a process-oriented measure, cy-
cle time and throughput are product-oriented measures.
As the industry has become more competitive, cycle time
and throughput have eclipsed utilization as primary per-
formance measures. Cycle time for a given batch of mate-
rial is defined as the elapsed time between its release to
the system and its completion. The minimum theoretical
cycle time - typically used as a first-order approximation
- is simply the sum of all processing times over the com-
plete set of process steps. The actual cycle time may be
an order of magnitude greater, due to waiting and trans-
port times. Throughput is defined as the amount of finished
product produced per unit time. In a wafer fab, this cor-
responds to the number of wafers produced per shift, for
example. Closely related to these concepts are customer
lead times, which also may be expressed as due dates. A
customer order, represented by a batch of material in the
system, may be assigned a due date. Failure to complete
the batch of material by the due date results in a penalty,
although this may be difficult to quantify. Predictability
in lead times is important. Therefore, there is a large fo-
cus on reducing the variance of cycle times, in addition to
reducing the mean. Finally, the amount of wip inventory
itself is a performance measure. It was recognized in the
1980’s that high levels of wip inventory tied up money that
could be used elsewhere by a firm. To minimize this oc-
currence, manufacturers seek to avoid unnecessary WIP.
Furthermore, in today’s time-competitive manufacturing,
it is recognized that reduced WIP levels can also enhance
the system responsiveness, since they imply smaller batch
cycle times, and faster switches of the production activity
to different product types.

Even though the last remark implies a synergy between
the objectives of reducedWIP and increased system respon-
siveness, it is still possible that the system performance
measures described above can conflict with one another.
For example, high levels of wip can help ensure good equip-
ment utilization and good throughput. However, they are
undesirable, and they also can cause congestion in the fac-
tory. Such congestion can lead to increased cycle times and
cycle time variances, and the inability to meet due dates.
Flexible automation, through appropriate management of
wip inventory and flexible production capabilities to ensure
balancing of production among equipment and to handle
unexpected contingencies, can in theory create simultane-
ous improvement in several performance measures. For a
simple example, consider a case in which two workstations
can perform the same operation needed next by wafers in
a cassette. Under a flexible routing scheme, the cassette
could be taken to the one that is least utilized, hence avoid-
ing a potential bottleneck at the other, reducing cycle time,
and increasing utilization of the non-bottleneck worksta-
tion. There is great interest in application of flexible au-

tomation to semiconductor manufacturing.

Design of Flexibly Automated Production Systems

Often, for purposes of discussing a complex manufacturing
system, the design and configuration aspects of the system
are decomposed from the operation and control aspects. De-
sign and configuration aspects encompass such things as
factory layout, equipment selection and capacity determi-
nation, buffer space allocation and material handling sys-
tem design. Operation and control encompass such things
as production planning, order release, scheduling, real-
time control, WIP inventory tracking, and operator task
performance.

Layout and Material Handling System Design. Factory lay-
out is tied closely to the material flow expected through a
facility. The idea is to minimize the distance traveled by
material between production processes. In doing so, ma-
terial transport times should be minimized – leading to
a possible reduction of the production cycle times - and
material handling system (MHS) costs should be reduced.
Traditionally, in the problem of aggregate layout, the fac-
tory is to be divided into a set of known departments, each
of which performs a particular manufacturing function or
process. The concept of departments is consistent with tra-
ditional practice in semiconductor manufacturing. Many
processes are sensitive to contamination from other pro-
cesses and hence must be isolated from them. Thus, semi-
conductor manufacturers have used a bay arrangement. In
this type of layout, equipment devoted to the same type of
process is situated in a large bay (i.e., department), which
has a controlled environment and input and output cham-
bers for entry and exit of wafer cassettes. Wafer cassettes
travel between bays via an automated MHS, usually an
overhead monorail system.

The layout problem initially is attacked through devel-
opment of a block layout of departments within the factory.
A block layout is judged by the material flow distances be-
tween departments.

Material flow distances are calculated using a from-to
matrix that captures an estimate of the amount of mate-
rial to be transported between each pair of departments.
For example, fij would be the flow from department i to de-
partment j. This estimate is calculated from the expected
routing of material between departments and the amount
of material to be produced (i.e., that would travel between
two departments). The distance dij between departments i
and j often is assumed to be the distance between depart-
ment centroids. Thus, the total material flow distances can
be calculated as

This composite material flow distance provides a met-
ric by which different layouts can be judged. However,
there are other considerations to judging a layout. Depart-
ment shape is an important consideration, for example.
This aspect strongly affects the detailed configuration of
the material-handling activity, and the validity of the de-
partmental “centroid” distances as a valid measure of it.
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Indeed, in semiconductor fabs, where material-flow paths
are known in significant detail, knowing the detailed shape
and lay-out of the different departments can lead to much
more accurate estimates of the expected traveling times.
Flexibility for future expansion or reconfiguration is an-
other important issue to be considered during the design
of these environments.

Traditionally, there are two primary styles of bay layout
and interbay material handling system design (7). The first
is a perimeter configuration in which the monorail system
traverses the perimeter of the facility. The bays are orga-
nized so that each faces onto the perimeter, and each has
one or more pickup and deposit locations there where the
monorail can load and unload cassettes. Typically, there
are two monorail loops, one traversing clockwise and the
other counter-clockwise. Additionally, the monorails have
crossover turntables at certain points where a cassette can
be transferred from one loop to another. The second one,
more common now, is a spine configuration in which the
monorail loop traverses in a narrow aisle through the cen-
ter of the facility. Bays are located on either side of the
loop, and each bay must face onto the loop. The monorail
in a spine configuration usually has only one travel direc-
tion, but also has crossover turntables so that cassettes
can change direction. Both systems promote the concept of
routing flexibility in that, under computerized control, the
monorail can deliver a cassette between any two bays as
required.

Within a bay, the material handling systems are in-
creasingly automated with the shift to 300mm production.
The first component of an automated system typically is a
stocker crane with a set of buffer locations for cassettes.
These buffer locations accommodate WIP inventory. The
stocker crane serves as the interface between the interbay
MHS and the intrabay MHS. The crane receives cassettes
delivered to the bay and delivers them to the intrabay MHS
for wafer processing. Likewise, it receives cassettes whose
wafers have been processed and delivers them to the in-
terbay MHS for delivery to the next processing step. The
intrabay MHS usually consists of person-guided track ve-
hicles or an automated guided vehicle system. Both these
types of systems support flexible routings of wafer cas-
settes through a series of process steps.

Flexible automation is starting to have a major impact
on layout through the introduction of the integrated mini-
environment, or cluster tool. A cluster tool is a flexible cell
that combines two or more different processes in a con-
trolled environment. Typically a robot inside the main-
frame (i.e., an enclosing environment) transfers wafers be-
tween processes, which are housed in chambers. The clus-
ter tool has one or more load-lock chambers through which
wafer cassettes are loaded and unloaded. After cassette
loading, the cluster tool performs a pump-down procedure.
Then, wafers are sent through a set of single-wafer pro-
cesses. Finally, after the wafers are placed back into the
cassette, the cluster tool performs a pump-up procedure so
that the cassette can be unloaded.

There is only one transfer of the wafer cassette through
an input/output chamber. This has the effect of reducing
cycle times due to (1) no need for multiple passes through
input/output chambers, and (2) no need for long material

Figure 2. Schematic of a cluster tool. A cluster tool combines
several processes into a single piece of equipment. The figure de-
picts a set of process chambers attached to an environmentally
controlled mainframe. This mainframe houses a robot that moves
individual wafers between process chambers. The particular types
of processes assigned to chambers are determined by the needs of
the semiconductor manufacturer.

transport times between processes. The second point is
very important, due to the dramatic increase in the num-
ber of processing steps needed for wafers in recent years.
Cluster tools have a significantly smaller footprint that the
equipment arrangement used in the typical bay layout, and
hence will have a major impact in reducing facility require-
ments. Also, cluster tools are a significant advance in flex-
ible automation because they support process flexibility.
The equipment manufacturer can attach specific process
chambers to the mainframe to meet a semiconductor man-
ufacturer’s needs. Finally, the robot is programmable to
allow for routing flexibility within the cluster tool. Figure
2 shows a schematic of a cluster tool.

Equipment Selection and Capacity Planning. Equipment
selection is a critical element of system design. In terms
of flexible automation, it is important to select equipment
that can be adapted to perform processing operations for
new designs of material. Much of the time, this is accom-
plished by use of masks for equipment such as photolithog-
raphy. A mask imparts a particular pattern to a wafer. Dif-
ferent masks can be used on the same piece of equipment
to perform different operations, though in the same process
category.

Another important consideration in selecting equip-
ment is how well it integrates with other types of equip-
ment. In terms of hardware, this means the degree to which
two or more pieces of equipment can be interfaced with one
another for purposes of material transfer. A recent trend in
this area is standardization, led by trade associations such
as Semiconductor Equipment and Materials International
(SEMI). To ensure that equipment provided by different
vendors is compatible, SEMI has developed a number of
standards for such things as wafer cassette transfer cham-
bers, etc. These types of standards truly enable flexible au-
tomation from a hardware perspective.
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Equipment capacity refers to the amount of equipment
available for processing operations. Too little capacity for
a given process can result in that process becoming a bot-
tleneck; too little capacity for the entire system can mean
that desired throughput levels are not achieved. On the
other hand, too much capacity can result in low utilization
and unneeded expense for equipment. Flexibly automated
equipment can reduce the amount of specialized process-
ing equipment needed, hence reducing the overall amount
of equipment.

Another type of capacity to be determined for the sys-
tem is the amount and location of buffer space. Buffers are
where cassettes are stored in between operations, when
they are not being transported by the material handling
system. The storage locations of the stocker crane, de-
scribed in the previous section, is a more concrete example
of a semiconductor manufacturing system buffer. However,
some limited buffering capacity might also exist at each
separate process of a bay area or at a cluster tool cham-
ber. In fact, the presence of a certain buffering capacity be-
tween any two processing stages is deemed desirable, since
it decouples the operation of these processes, and prevents
the effects of variability and operational contingencies to
propagate throughout the entire system. In other words,
the provision of limited buffering capacity between the sys-
tem processes has a stabilizing effect. The detailed amount
and configuration of the employed buffer space should be
computed on the basis of cost and timing attributes of the
system, and its estimation in the semiconductor manufac-
turing context constitutes a generalization of the more tra-
ditional “line balancing” problem (8). In an automated sys-
tem, buffer space configuration and management is fur-
ther complicated for two reasons: First, it must be speci-
fied precisely due to the hardware requirements needed for
unattended operation; this enables an automated material
handling system to effectively store and retrieve cassettes.
Second, since there is a finite amount of buffer space that
can be provided in each area, it falls to the control system
to manage this finite set of buffers to ensure that they are
not congested. In this context, and if used properly, buffer
space can also support the flexibility required by the sys-
tem operation. For example, high priority wafer cassette
might be expedited to its next piece of equipment, while a
lower priority could be stored in a buffer.

Process Planning. Each type of wafer has a sequential
set of processing operations that must be performed on
it to transform it from raw materials to a fully processed
wafer ready for assembly and test. This set of operations is
called the process plan, or the process log, or the recipe of
the wafer. The process plan governs the routing of wafers
through the system, as each operation can be performed
only on equipment specified for that operation. To provide
for flexible routing, the operations in the process plan must
be supported by more than one workstation.

Development of a process plan for a given wafer type
involves a number of steps. Given a set of existing equip-
ment, an engineer must allocate processes to be performed
to equipment. In doing so, the goal typically is to ensure
some sort of balancing, so that one type of equipment is
not over-utilized.

Metrology. Product quality is a key attribute needed by
semiconductor manufacturers. Thus, wafers are subject to
a number of inspection and measurement processes. In
general, these procedures are called metrology. Metrology
is performed by specialized equipment that measures, for
example, the thickness of films that are deposited onto
wafers during processing to ensure that they are within
specified tolerances. Wafers not meeting tolerances may
be sent back into the system for rework, or they may be
scrapped.

In rework, wafers are sent back to previous sequence of
processes, where a layer of circuitry is stripped off and then
reapplied. An entire cassette of wafers may be judged de-
fective and sent back for rework, or only some of the wafers
may need rework. Flexible automation can enable this pro-
cess to occur in an automated fashion, since flexibility is re-
quired to take the defective wafers back for reprocessing.
If only some are to be reworked, it is left as an operational
decision as to whether to split the contents of the cassette
into two separate cassettes, or to hold the non-defective
wafers at there current location until the defective ones
have been reworked.

Operation and Control of Flexible Automation

The goals behind operation and control are to achieve
good system performance in terms of cycle time, through-
put, equipment utilization, etc. The type of control here is
discrete-event control of logistics and systems, rather than
continuous control of individual processes. In flexibly au-
tomated systems, the control problem is quite complex due
to randomness in the system, the different time scales at
which events occur, and the sheer size of the system state
space, expressed by the operational condition of machines
and amount of wip inventory. The typical approach is to de-
compose the overall problem of operation and control into
a more manageable set of problems through hierarchical
decomposition based on time scales.

Production Planning. Production planning is the prob-
lem of determining aggregate requirements for material
to be released into a system and for labor, given a cer-
tain demand for finished goods. The standard approach to
production planning is known as Manufacturing Resource
Planning (MRP II). Traditionally, this methodology uses a
series of calculations – known as MRP explosion - to de-
termine order times and amounts of raw materials and re-
lease times and amounts. These calculations cascade from
the desired factory output back through the various sub-
systems comprising the overall production system. They
are based on the expected demand of finished goods, cur-
rent WIP and finished goods inventory levels, and the bill
of materials (i.e., the set of raw material required to make
a finished good). In semiconductor manufacturing, an MRP
system starts with the demand for integrated circuits and
computes production requirements for assembly and test,
and then for wafer fabrication and probe.

It should be noticed that the MRP explosion is an iter-
ative process, performed on a “rolling-horizon” basis, i.e.,
production plans are computed and revised over a given
time-window. In the past, this time window has typically
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been in the order of weeks or months. Currently, the in-
creased emphasis on system responsiveness tends to com-
press this time frame to the order of days. From a more
theoretical perspective, the minimum theoretical estimate
of the production cycle time(s), introduced in our discus-
sion on system performance measures, establishes a lower
bound for the allowable MRP planning horizons.

A critical component in the “MRP explosion” calcula-
tions is the system capacity, i.e., its ability to produce the
needed products. Traditional MRP systems typically did
not include a model of this finite capacity; however, more
current MRP systems are starting to include it. Leachman
(9) discusses production planning for the semiconductor
industry in extensive detail. Flexible automation can im-
prove effective capacity, for example by increased through-
put due to flexible routing on WIP through the system. In
addition, flexible automation motivates the need for a flex-
ible workforce – operators who are cross-trained on several
types of equipment. This reduces the overall need for labor.
Flexible automation can have a major impact on produc-
tion planning by reducing inefficiencies, if estimates for in-
creased effective capacity and reduced labor requirements
can be captured in the production planning model.

Real-Time System Control. Once production require-
ments are set, factory management must determine a more
detailed factory schedule to ensure that they are met. It
is well known that the problem of computing an optimal
production schedule for a job-shop or re-entrant flow envi-
ronment is NP-hard (10). In practical terms, this means
that computing such a schedule is intractable because,
for all known algorithms, the computational time grows
exponentially with the size of problem (number of wafer
cassettes and number of machines). Scheduling is further
complicated due to the highly stochastic nature of semi-
conductor manufacturing. Given a schedule (e.g., in Gantt
chart format), it is impossible to know exactly the re-
quired makespan, since in this environment, processing
and transportation times are characterized by significant
variability. In fact, there are a number of events that could
render such a pre-computed schedule infeasible. For ex-
ample, a piece of equipment could fail or could require re-
calibration. Likewise, a “hot lot” could be introduced into
the system. A hot lot is a batch of wafers that require ex-
pedited processing because it is part of a very important
and time-critical customer order whose expedited process-
ing might delay other wafers. Finally, two other types of
disturbances have an impact: rework and engineering test
jobs. If a wafer or set of wafers is found to be defective, it
may be sent back for rework rather than being scrapped.
An engineering test job is a wafer or set of wafers sent
through a limited set of processes to test process capabil-
ity (e.g., to determine if the processes need recalibration).
At the same time, though, they use capacity that could be
used by other wafers.

The generation of an effective and efficient production
schedule for contemporary fabs is further complicated by
the flexibility and the extensive levels of automation that
are inherent in their operations. More specifically, the prod-
uct and routing flexibility aspired for the contemporary fab
operations can give rise to material flows with conflicting

requirements and intricate behavioral patterns, like the
so called manufacturing system deadlock, where a set of
parts in order to proceed to require the allocation of re-
source currently held by some other part(s) in the set. On
the other hand, the automated mode of the fab operations
necessitates the a priori resolution of all these potential
conflicts. This class of problems can be systematically ad-
dressed through the formal modeling, analysis and even-
tually control of the fab behavior in the context of Discrete
Event Systems (DES) theory (11). Using formal modeling
frameworks like Finite State Automata (FSA) and Petri
Nets (PN), DES theory seeks to formally characterize the
entire set of plausible behaviors generated by the plant,
and eventually synthesize the necessary control logic that
will restrain the system to an admissible behavioral space,
which is free from any problematic behavioral patterns.
Furthermore, this behavioral analysis and the ensuing con-
trol logic must be integrated into the applied scheduling
policies, in order to ensure effective and efficient opera-
tion. This line of research has seen a number of advances
in recent years (c.f., for instance, the work presented in (12,
13)); however, considerable work is needed to migrate the
currently available theoretical results to the factory shop
floor.

Hence, given the difficulties in computing a global pro-
duction schedule and the current limitations of the rel-
evant theory, manufacturers typically use a more prag-
matic approach. First of all, they adopt operational pat-
terns that tend to limit the underlying operational flexi-
bility but are much simpler to analyze and control from a
logical/qualitative standpoint. In other words, they tend
to trade some of the plant efficiencies and productivity
for operational simplicity and convenience. Moreover, they
use simple scheduling policies, known as dispatching rules,
that resolve conflict locally at each workstation, in a heuris-
tic manner. Typically, these rules rely on an attribute of
particular wafer batches (e.g., due date) or on the type of
wafer to sequence jobs.The dynamic nature of the dispatch-
ing rule-based scheduling can make it more responsive to
the various contingencies arising in the plant operation.
On the other hand, it is recognized that, due to their more
localized nature, distributed approaches might be subop-
timal, i.e., they might fail to materialize the maximum
throughput(s) that can be possibly supported by the sys-
tem. Some important and practical considerations in semi-
conductor scheduling and dispatching are discussed in (14)
and (15).

It is clear from the above that the support of effective
and efficient semiconductor scheduling in the context of
flexible automation is an open and challenging research
issue. From a more technological standpoint, a major step
in the direction of implementable efficient computerized
control at the factory level is the Manufacturing Execution
System (MES). Commercially available through a number
of software vendors, MES provides a number of features
such as tracking of wip inventory, scheduling of equipment
maintenance, reporting of equipment failures, etc. In many
implementations, the MES is implemented as an inter-
mediate control level between production planning (MRP)
and equipment-level control. Real-time tracking of wip in-
ventory and equipment status, in particular, is a key part
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of flexible automation because it provides the information
necessary for effective decision-making in flexible environ-
ments. For example,a decision in a flexible routing environ-
ment requires knowledge of the state of the workstations
to which a wafer cassette might be routed (e.g., current
utilization, calibration status, etc.).

Supervisory Control. Supervisory control at the equip-
ment level is critical, not only for process monitoring, but
also to ensure that the system is fully integrated. One prob-
lem is that manufacturing process equipment is developed
by a number of different equipment vendors, and each ven-
dor uses different communications protocols and control
standards. Thus, it has been a major challenge to semi-
conductor manufacturers to integrate equipment as ex-
pected for an MES or other factory control system. This has
led to the Generic Equipment Model (GEM), SEMI Equip-
ment Communications Standard (SECS/SECS II) and the
Computer Integrated Manufacturing (CIM) Framework,
all available from SEMI. These create standardized inter-
faces to link equipment with the factory control system.

Although control is computerized to a great extent in
200mm fabs, there remain many tasks left to the responsi-
bility of human operators. For example, human operators
must load and unload material from much of the existing
processing equipment. Additionally, human operators are
responsible to a large extent for process monitoring. The
automated material handling of 300mm fabs is likely to
reduce or eliminate physical activities performed by oper-
ators. However, operators may be involved in some higher
level supervisory control (e.g., job expediting to ensure due
dates are met). Useful operator interfaces for these activi-
ties will need to be developed.

DESIGN METHODOLOGIES AND PERFORMANCE
EVALUATION

As discussed previously, there are a host of problems en-
countered in the design and operation of flexibly automated
semiconductor manufacturing systems. This section dis-
cusses several engineering methodologies that can be ap-
plied to solve these problems. Typically, these methodolo-
gies are supported by software packages that allow the
engineer to develop models and perform analysis using a
computer.

Optimization

Optimization methodologies have proven useful in facil-
ity layout and production planning. An optimization model
seeks to maximize or minimize an algebraic objective func-
tion, subject to a set of algebraic constraints. For example,
the objective function might be a cost or profit function. The
constraints might be finite resource constraints. Both ob-
jective functions and constraints are functions of decision
variables, which characterize the solution. Once the model
is formulated, an algorithm is applied to perform the op-
timization. Algorithms are iterative in nature and may or
may not provide optimal results. A good introduction to
Optimization theory is provided in (16).

Facility layout, where the goal is to minimize material
flow, is one application area. Constraints are in the form of
department shapes and sizes and also could include that
certain departments not be located near one another. These
constraints are difficult to formulate as a set of linear, al-
gebraic functions without resorting to requiring that some
decision variables be binary or integer. Except in special
cases, model formulations with this requirement (termed
integer programming problems) are difficult to solve, i.e.,
there is no optimal algorithm that has a tractable compu-
tational time. Hence, engineers use heuristic algorithms to
provide (hopefully) near-optimal solutions for facility lay-
out. The decision variables from the formulation charac-
terize the resulting layout.

Another area of application for optimization is produc-
tion planning. In aggregate production planning, an op-
timization model can be formulated as a maximization
of profit or revenue, or minimization of operational costs,
subject to finite capacity constraints (e.g., material, labor,
equipment) and demand constraints (e.g., produce at de-
mand level). The decision variables characterize the quan-
tity of products to be produced (in most cases in each period
of a multi-period term), the amount of labor and material
assigned to each, etc. Here, the integer requirement for de-
cision variables often can be avoided. Most typically, the
resulting formulations fall into the broad category of lin-
ear programming (9), for which there exist a number of
algorithms that can produce an optimal solution within
a reasonable computational time. Furthermore, a variety
of software is available to solve linear programming and
integer programming problems, and packages more cus-
tomized to the specific application of production planning
have also been developed.

Queueing Network Analysis

Queueing network analysis is based on the fundamental
abstractions of servers, customers and queues, and it is
the study of properties of a network of queues. Customers
arrive at random intervals to a queue, where they wait
for service by the server. Queueing analysis studies such
properties as queue length, number of customers in the
system, customer time in the system and time spent wait-
ing for service. The characteristics of a queue are customer
interarrival times, service times, queueing discipline (e.g.,
first-come-first-served) and number of parallel servers. A
queueing network is a network of servers with queues,
where there is a routing pattern between servers. This
routing pattern is expressed as a set of routing probabil-
ities rij dictating the probability that a customer leaving
service at server i goes to server j, or possibly leaves the
system. Customer interarrival times to the system and ser-
vice times typically are random variables from a specified
probability distribution. The classic distribution that sup-
ports closed-form solutions for system properties is the ex-
ponential distribution. For a comprehensive discussion of
queueing network theory and its application to manufac-
turing, the reader is referred to (17).

In the semiconductor manufacturing context, customers
of the generic queueing network structure can be used to
represent wafer lots (in carriers or pods),and servers can be
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used to represent workstations. The routing probabilities
represent the routings of wafer lots through the system.
Routing flexibility can be modeled at an aggregate level via
the routing probabilities. For example, if a wafer lot can go
to one of two workstations for its next process (depending
on whether rework needs to be done), the routing probabil-
ities can be set accordingly. Flexibility also can be modeled
by multi-class queueing networks, in which each customer
belongs to a class (which represents a wafer product at a
particular step in its manufacturing process).

Queueing network analysis provides rough cut esti-
mates of various system properties and performance mea-
sures, mostly in the form of averages. This type of analy-
sis can be used to determine buffer capacity (based on an
average queue length). Also, it can be used to determine
processing capacity at a workstation. If a queue for a given
workstation is over-run, then the designer should increase
its capacity. Estimates are rough cut because the typical
queueing analysis assumes exponential service times, in-
finite buffer capacity for queues, and simple dispatching
rules (e.g., first-come-first-served). In automated semicon-
ductor manufacturing, process times rarely are exponen-
tial, and there is a limited amount of buffer space. Addi-
tionally, queueing network analysis does not account for
automated material handling systems. There are software
packages available that provide numerical analysis for sys-
tems that do not meet these assumptions. Presently, their
modeling capabilities are rather limited.

More recently, manufacturing systems have been repre-
sented by stochastic processing networks, which are gen-
eralizations of queueing networks (18). Stochastic process-
ing networks allow for a variety of shared resources such as
equipment, operators, reticles (i.e., a mask used to etch pat-
terns onto a wafer that can be shared among similar work-
stations) and other fixtures. A hierarchy of approximate
models is used to analyze such systems. In particular, fluid
approximations and heavy traffic (also known as Brownian
motion) approximations have produced important insights
in understanding how the performance of stochastic pro-
cessing networks depends on different design and control
parameters.

Discrete-Event Simulation

System complexity often requires detailed analysis that
cannot be achieved through analytic approaches such as
queueing network analysis. The typical approach used in
this case is simulation modeling, which uses a more de-
tailed model of system behavior. In simulation-based ap-
plications, specific events, such as routings between ma-
chines, are not modeled at an aggregate level, but rather
at the level of the individual job. At this level, randomness
is not modeled by the statistics of a probability distribution
(e.g., mean and variance), but by the operational dynamics
of a (computerized) random number generator. Execution
of a simulation model occurs as a computer program that
traces through a specific series of events (job movements,
machine starts and completions, etc.) to determine esti-
mates for overall system performance. Since a simulation
model essentially is a computer program, the modeler can
calculate any desired performance measure for a particu-

lar model execution.
Because of this, simulation modeling does not support

closed-form or numerical approaches to determining esti-
mates for system properties or performance. Rather, the
modeler builds a simulation model and then performs a
series of experiments to get performance estimates. The
set of experiments usually requires multiple model execu-
tions (or replications) to ensure that the particular ran-
dom numbers generated for one do not result in atypical
results, and the experiments also are used to compare per-
formance estimates for different system configurations or
control policies. Due to the detailed level of modeling, the
modeler is obligated to validate a simulation model, or in
other words, to demonstrate that it is an accurate repre-
sentation of the real system’s behavior. This is a critical,
but sometimes overlooked, activity in simulation model-
ing. Improperly validated models might lead to erroneous
results, and expensive mistakes in system design. A good
introduction on (discrete-event) simulation and its proper
practice is provided in (19).

There are a number of commercially available lan-
guages for discrete-event simulation. Most of them use a
process-oriented view of system behavior. This formalism
uses a network of queues with customers as its underlying
basis, but it adds additional constructs for the modeler to
use. These additional constructs are helpful in modeling
flexibility. For example, rather than routing probabilities,
most languages provide a construct that allows the modeler
to specify a specific rule that governs how flexible routing
and dispatching occur in the real system. Customers (or
jobs) can be assigned attributes that specify wafer type, so
this data can be used in the routing and dispatching rules.
Most simulation languages support explicit modeling of
different material handling systems via specialized mod-
eling abstractions. This is an important element needed to
support modeling of flexible automation; however, explicit
modeling of material handling systems is computationally
expensive.

Simulation models can be time-consuming to develop,
and they can also be time-consuming in execution (espe-
cially considering that multiple replications are needed).
To address these limitations, one trend implemented in
simulation packages is to separate the modeling of the fac-
tory production resources from the material handling re-
sources. For rough-cut analysis, a less detailed simulation
comprising just the production resources can be developed
and executed, requiring less time than one integrated with
the material handling system. Then, the material handling
system can be added for more detailed analysis later. An-
other way to address these limitations is to model only the
bottleneck resources (i.e., those whose design and perfor-
mance matter most), and to represent the rest of the factory
as a “black box.”

One area in which simulation languages tend to be weak
is their representation of integrated factory control (i.e.,
control beyond the level of a dispatching or routing rule for
a single job).
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Table 1. Semiconductor Trade Associations and Consortia Involved with Flexible Automation

International Sematech
Web address: www.sematech.org
International Technology Roadmap for Semiconductors (ITRS)
Web address: www.itrs.net
Semiconductor Equipment and Materials International (SEMI)
Web address: www.semi.org
Semiconductor Industry Association (SIA)
Web address: www.sia-online.org
Semiconductor Research Corporation (SRC)
Web address: www.src.org

Table 2. Trade Journals and Other Resources for Flexible Semiconductor Manufacturing

Modeling and Analysis of Semiconductor Manufacturing Laboratory
Arizona State University
Web address: www.fulton.asu.edu/∼ie/research/labs/masm/
MIT Semiconductor Subway
Massachusetts Institute of Technology
Web address: www-mtl.mit.edu/semisubway/semisubway.html
Semiconductor Fabtech Online
Web address: www.fabtech.org
Semiconductor International
Web address: www.reed-electronics.com/semiconductor/
Solid State Technology
Web address: sst.pennnet.com/home.cfm

EVALUATION AND FUTURE RESEARCH

When the concept of flexibly automated production systems
was first introduced, it was realized that the micropro-
cessor and the emerging information technologies offered
tremendous power for massive real-time analytical compu-
tation and data-processing. Indeed, considerable progress
has been made regarding the processing capabilities of
shop-floor equipment, as well as the supporting communi-
cation networks. Currently, it is possible to (re-)configure
system workstations remotely through appropriate tool-
ing and software so that they meet a variety of produc-
tion requirements with small switching/set-up times, while
computerized monitoring platforms known as Manufactur-
ing Execution Systems (MES) provide (almost) real-time
tracking of the shop-floor activity.

However, the manufacturing community still lacks the
control paradigm that will master the complexities under-
lying the effective deployment and management of the op-
erational flexibility provided by the aforementioned tech-
nological infrastructure. Hence, while the advantages and
benefits of manufacturing flexibility have been understood,
described and advertised at a conceptual level (20, 21), an-
alytical characterizations that will allow the operational-
ization and evaluation of flexibility on the shop floor are
missing. As a result, a number of past attempts to exten-
sive deployment of flexible automation have failed (e.g.,
IBM Quick Turn Around Time (QTAT), (22)), and (most of)
the current installations are operated in a very stiff and
inflexible way (23, 24).

These problems are also imminent to the semiconduc-
tor manufacturing community. Among the efforts to ad-
dress them, the most outstanding and long-lasting one is
the work of the Modular Equipment Standardization Com-

mittee (MESC), a SEMI-sponsored group. MESC seeks to
develop standardized, open-system architectures for inte-
grated processing equipment and cluster tools. However,
its work is focused mainly at the equipment control level,
seeking to successfully interface components coming from
many different vendors, through hardware and communi-
cation software standardization. Hence, while “multipro-
cessor control systems for cluster tools are an important
step towards the ‘island of automation’ concept of com-
puter integrated manufacturing (CIM)” (25), there are still
a number of standing issues that must be addressed, in
order to materialize the full potential of these environ-
ments in terms of operational flexibility and productivity
enhancement. The rest of this section outlines these issues
and it highlights the state of art and future directions of
the relevant research.

Domain Analysis, Object-Oriented Simulation and
Distributed Simulation

Like all major attempts to extensive automation, the start-
ing point for effective modeling and analysis for flexibly au-
tomated production systems is the effective and rigorous
characterization of the system components/entities and
their behavior(s). These models must be detailed enough to
capture all the relevant aspects of the system behavior and
the entailed complexity, yet generic to allow for systematic
analytical treatment of emerging control problems.

The emerging paradigm of object-oriented simulation
(26), together with supporting software engineering tech-
niques (e.g., domain analysis) provides a promising frame-
work for the formal definition of the flexibly automated
semiconductor fab. Enhanced with the capabilities of vir-
tual reality technologies, object-oriented simulation plat-
forms can provide a powerful tool for the systematic study
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of system behavior, as well as the evaluation and testing of
existing or emerging operational policies and system de-
signs. Such software product is often referred to as the
“Virtual Factory.” Object-oriented simulation platforms are
useful because they provide extensive detail of system com-
ponents and their real-time behavior, and they are remark-
ably close to the modeling abstractions typically used for
mathematical analysis of Discrete Event System behav-
iors.

These models are being extended from modeling the
factory itself, to modeling the entire supply chain. Such
models represent factories, distribution centers, customers
and transportation systems, and they often rely on dis-
tributed simulation technology (e.g., High-Level Archi-
tecture) to link sub-models together that physically ex-
ecute on different computers (27). Such models may be
built using commercially available simulation languages
or using open-source simulation libraries developed in a
high-level programming language such as JavaTM. To ad-
dress problems with model execution speed, research into
event-scheduling approaches to simulation, as opposed to
process-oriented approaches, is finding methods that exe-
cute more quickly for models of highly congested systems
such as semiconductor manufacturing (28). Other major
challenges include using simulation for real-time problem-
solving, developing plug-and-play interoperability for sim-
ulation models and supporting software, and convincing
management to use simulation more extensively (29).

Resource Allocation and Structural Control of the
Semiconductor Fab

The integrated processing (mini-)environments of semicon-
ductor manufacturing can support, in principle, the auto-
mated concurrent handling of a number of wafer types
through a set of reconfigurable processing tools, while
maintaining consistently high throughputs and reduced
cycle-times, and successfully coping with a number of oper-
ational contingencies. To address these requirements suc-
cessfully requires logically correct and robust behavior of
the system. The emerging control paradigm dealing with
this class of problems is known as structural control (12,
30).

Within the scope of structural control for integrated pro-
cessing environments, a primary issue is the resolution of
the manufacturing system deadlock (31, 32). Specifically,
due to the arbitrary routing of jobs through the system,
and the finite buffering capacity of the system chambers,
it is possible that a set of jobs becomes entangled in a circu-
lar waiting situation, in which each job is waiting for some
buffering space on a workstation currently held by some
other job(s) in this set. The formal modeling of the problem
perceives the manufacturing system as a Resource Allo-
cation System (RAS), where the system resources are the
buffering capacity of the clustered chambers and material
handlers. The applied analytical techniques are borrowed
from the Qualitative Modeling and Analysis of Discrete
Event Systems, with predominant approaches being based
on Finite State Automata and Petri Net theory.

In fact, deadlock resolution and avoidance in flexibly au-
tomated production systems has been extensively studied

in the past decade, with a richness of formal results. More
specifically, the problem of designing maximally permis-
sive deadlock avoidance policies for sequential resource al-
location systems has been shown to be NP-hard in its gen-
eral formulation (33, 34), but it has also been shown that,
for a considerably large subclass of these systems with very
practical implications for flexibly automated production
and semiconductor manufacturing, maximally permissive
deadlock avoidance can be obtained polynomially through
one-step lookahead (35–37). Furthermore, for the remain-
ing cases computationally efficient and provably correct
policies have been developed (31,34,38). Additional work
has sought to accommodate on-line routing flexibility in
the policy design, and to exploit this capability for the ef-
fective response to operational contingencies (39), like ma-
chine outages and the appearance of “hot lots.” The reader
is referred to (12, 13) for a comprehensive discussion of the
relevant theory, its current state of art, and directions of
future research.

Regarding the implementation of the aforementioned
set of results in the semiconductor manufacturing context,
currently the main bottleneck is their dissemination in the
relevant community and their integration in the emerging
control software and practice. This is a non-trivial proposi-
tion since it implies that this community must accept the
potential benefits to be materialized by a more flexible op-
eration of the underlying production (mini)environments,
and be willing to abandon its current conservative atti-
tude on this issue (c.f. the relevant discussion in the sec-
tion on real-time control of flexible automation). Beyond
the complications arising from the human psychology and
its inherent resistance to change, such a change of atti-
tude is also a financially risky proposition, given the ex-
tremely high cost of modern fabs. Hence, the specification
and successful implementation of some carefully chosen
pilot projects seems to be the most natural next step re-
garding the aforementioned developments.

Performance Analysis and Control of Semiconductor Fabs

Given the high cost of a semiconductor fab, and the com-
plexity of the material flow, it follows that the establish-
ment of efficient resource allocation, in terms of through-
put, resource utilizations and production cycle times, is of
paramount importance.

The currently used distributed scheduling policies can
be further divided in two broad classes: (1) dispatching
rules that myopically sequence jobs waiting for some re-
source on the basis of some job attribute (e.g., remaining
workload, due date, externally defined priority, etc.) (40,
41) and (2) policies based on tracking of “optimal” target
rates, with the latter being computed through some opti-
mizing “fluid” relaxation models (42, 43). The acceptance
of all these policies is based on: (1) their relatively easy
implementation, (2) their rather consistently good perfor-
mance in current manufacturing settings and/or simula-
tion studies, and (3) the emergence of a series of theoretical
results establishing some robustness/stability properties
(44–46). For an overview of the methodology pertaining to
the design and evaluation of the aforementioned policies
the reader is referred to (47).
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An interesting open issue is the integration of the afore-
mentioned policies with the structural control paradigm
discussed in the previous section. More specifically, from
an operational standpoint, popular dispatching rules and
even target rate tracking policies can be easily adjusted
to accommodate the logic of the applied deadlock avoid-
ance policies. However, from a more theoretical standpoint,
all the past results regarding the efficiency and the rele-
vant performance of the aforementioned scheduling poli-
cies have been developed without taking into considera-
tion the complications and tenements of the underlying
structural control problem. Yet, this is an aspect that can
have a strong impact on the resulting performance of the
various policies. This issue was pertinently demonstrated
recently in (46), where it was shown that bounding of the
system WIP through a KANBAN mechanism can destabi-
lize policies which appear to be stable under the assump-
tion of infinite capacity buffers. A similar result regard-
ing the (in-)stability of the Last Buffer First Serve pol-
icy in structurally controlled environments is reported in
(48). This policy has been shown to be stable in the con-
text of re-entrant lines with infinite buffering capacity
(44, 45).

It follows, then, that the effectiveness of different dis-
tributed policies must be reconsidered in the context of
structurally controlled flexibly automated discrete-part
manufacturing environments. Popular dispatching rules
and/or fluid models can be employed for the scheduling and
dispatching modules, but the overall performance of the re-
sulting scheme and the underlying system dynamics is an
open research question. Simulation-based analysis mak-
ing use of the Virtual-Factory platform(s) might be a good
starting point for this analysis. From a more theoretical
standpoint, the scheduling of the structurally controlled
fab can be formally addressed in the analytical framework
of Markov Decision Processes (MDP) (49). However, the
super-polynomial size of the involved state spaces implies
that this line of analysis can offer valuable qualitative in-
sights but it is inherently limited in terms of providing
practically computable and implementable policies. These
practical complications can be potentially addressed in the
context of the emerging paradigm of approximate dynamic
programming. Generally speaking, approximate dynamic
programming seeks to overcome the aforementioned com-
plexities of the MDP theory by adopting a compact approx-
imation of the value function that characterizes the op-
timal policies, which is built through simulation or other
more computationally efficient approaches, like (approxi-
mate) linear programming. The reader is referred to (50)
for a study that initiates the application of these ideas in
the context of fab scheduling.

(Approximate) MDP theory can also be useful for char-
acterizing the performance of any given scheduling policy.
Furthermore, starting with the work of (51) on the perfor-
mance evaluation of multi-class queueing networks, a the-
ory for the generation of computationally efficient perfor-
mance bounds has been developed. The reader is referred
to (47) for its basic characterization and a more extensive
listing of these results. It remains, however, to further val-
idate and assess the quality of the obtained bounds, and
their ability to effectively resolve the relative performance

of the different policies. Also, the effective integration of
this capability in the overall decision-making process is
another practical issue that needs to be addressed.

A final issue concerns the effective modeling of the pro-
cessing times involved in all the aforementioned analyses.
In their basic characterization, most of the aforementioned
theories assume exponentially distributed event times.Yet,
it is well known that in most practical cases, the process-
ing times experienced in the manufacturing shop-floor will
not adhere to this assumption. Especially, in the highly
automated environments of contemporary fabs, processing
times tend to be more deterministically distributed. A typ-
ical approach to circumvent this complication is the ap-
proximation of the actual processing time distributions by
Erlangs with an appropriate number of stages. The main
question for this approach is whether a reasonably low
number of stages would provide significant improvement
on the model accuracy, compared to that obtained through
the exponentiality assumption. The issue can be studied
empirically, by comparing the analytically obtained results
to those extracted through simulation.

Higher-Level Planning in Structurally Controlled
Semiconductor Manufacturing

We envision the future semiconductor fab as a set of “uni-
versal”processors (processing tools), at each time point con-
figured for a certain production run by the specific sets
of tools/masks loaded in their magazines. Given that each
station can hold a finite number of tools at each time, the
problem that naturally arises is how to compute a time-
phased reconfiguration plan that will allow the system to
trace externally imposed demands for different products
in the most efficient way (e.g., minimum inventory costs
while attaining specific service levels). Notice that any so-
lution addressing this problem automatically answers all
the “classical” tactical planning problems formulated in
(52). Also, any efficient algorithm addressing this problem
can be effectively used for replanning system operations
in the face of contingencies. Finally, resolving the problem
of tactical planning from such a perspective would allow
for the explicit consideration of all different modes of flex-
ibility in the system operation (e.g., machine, routing, op-
erations, volume, etc.) since the capability to reconfigure
qualitatively and quantitatively the processing capacity of
the different workstations is the main attribute on which
these flexibilities are established.

The benefits of effectively exploiting system flexibilities
and the open problems resulting from this requirement
are extensively discussed in (53). Also, an initial effort to
address the tactical (re-)planning problem in the simpler
flow line setting is presented in (54). These problems must
be revisited and re-modeled once the lower-level/real-time
aspects of the system operation have been resolved. Cur-
rently, we are not aware of any research results along these
lines. Traditional hierarchical planning and commercial
MRP-like frameworks fail to address many of the real-time
operational aspects of the flexibly automated shop-floor,
and therefore, their results are characterized by infeasi-
bility and/or considerable inefficiencies. Bridging the gap
between real-time control and tactical and strategic plan-
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ning units in tomorrow’s flexibly automated semiconductor
manufacturing remains a major research challenge.

ADDITIONAL INFORMATION

Table 1 lists some trade associations and consortia that
have involvement in flexible automation in the semicon-
ductor industry. Due to the large number of semiconduc-
tor manufacturers and equipment vendors, these are not
listed. The items in Table 1 will provide information about
manufacturers and equipment vendors. Table 2 lists trade
journals and other resources of interest.
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