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NETWORK RELIABILITY AND FAULT-TOLERANCE

When we make a telephone call, the call is connected through
a communication network to the receiving party. Similarly,
when we send an e-mail using the Internet, the message is
sent through a communication network to the recipient. Such
communication networks are made up of nodes and links that
connect the nodes by hardware as well as the software compo-
nents that allow for the functionality to communicate through
such networks. Network reliability refers to the reliability of
the overall network to provide communication in the event of
failure of a component or components in the network. The
term fault-tolerant is usually used to refer to how reliable a
particular component (element) of a network is (e.g., a switch
or a router.) The term fault-tolerant network, on the other
hand, refers to how resilient the network is against the fail-
ure of a component.

Communication network reliability depends on the sus-
tainability of both hardware and software. A variety of net-
work failures, lasting from a few seconds to days depending
on the failure, is possible. Traditionally, such failures derived
primarily from hardware malfunctions that result in down-
time (or ‘‘outage period’’) of a network element (a node or a
link). Thus, the emphasis was on the element-level network
availability and, in turn, the determination of overall network
availability. However, other types of major outages have re-
ceived much attention in recent years. Such incidents include
accidental fiber cable cut, natural disasters, and malicious at-
tack (both hardware and software). These major failures need
more than what is traditionally addressed through network
availability. For one, these types of failures cannot be ad-
dressed by congestion control schemes alone because of their
drastic impact on the network. Such failures can, for example,
drop a significant number of existing network connections;
thus, the network is required to have the ability to detect a
fault and isolate it, and then either the network must re-
connect the affected connections or the user may try to re-
connect it (if the network does not have reconnect capability).
At the same time, the network may not have enough capacity
and capability to handle such a major simultaneous ‘‘re-
connect’’ phase. Likewise, because of a software and/or proto-
col error, the network may appear very congested to the user
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(1–3). Thus, network reliability nowadays encompasses more average network blocking in voice telephone networks (cir-
cuit-switched networks) is typically the measure for grade-of-than what was traditionally addressed through network

availability. service (GoS). A common value of GoS is 1% blocking under
the normal operational mode, but under a specific outage, thisIn this article, we will use the term network reliability in

a broad sense and cover several subtopics. We will start with may increase to more than 10% blocking; similarly, in a
packet-switched network, the average packet delay may in-network availability and performability and then discuss sur-

vivable network design, followed by fault detection, isolation, crease by an order of magnitude during a major failure com-
pared to under the normal circumstances. Thus, the networkand restoration as well as preplanning. We will conclude with

a short discussion on recent issues and literature. failure performability addresses the performance of the net-
work under various failure states. Consider a network with
m elements that can each be either in operational or in a com-

NETWORK AVAILABILITY AND PERFORMABILITY
pletely failed state; then, the total number of states is 2m. The
performability measure P is given by

Network availability refers to some measure of the reliability
of a network. Thus, network availability analysis considers
the problem of evaluating such a measure. [Note that in cur-
rent literature, this is often termed as the network reliability

P =
2m∑
k=1

Pr(k)X (k) (2)

analysis (4)]. Moore and Shannon did early work in this area
where Pr(k) is the probability of state k, and X(k) is the mea-(5). We discuss network availability through an example. Fig-
sure (e.g., network blocking in circuit-switched networks orure 1 shows that two telephones are connected by distribution
average delay in packet-switched networks) in state k. Again,segments (A) to local switches (S), while the switches are con-
we face the issue of the exponential number of states. Thisnected by the facility (B). The following allocation of outage/
can, however, be bounded by considering most probable tdowntime percentage is assumed for the different elements:
states as was first shown by Li and Silvester (6). Often, withS 0.01%; A, 0.01%; B, 0.03%. Then, the availability of this
the proper choice of t, the performability measure can be quiteconnection is (1 � 0.0001)4(1 � 0.0003) � 99.93%; this trans-
accurately computed. For example, if in a network, multiplelates to the maximum downtime of 368 min per year.
simultaneous link failure scenarios are extremely unlikely,In general, network availability computation addresses the
then the most probable states are the failure of each link in-availability of a network in operational states, and discrete
dependently. Accordingly, one may limit the computation toprobability models are often used in analysis. Let E denote
these states.the set of elements of a network (for examples all the nodes

and links). Each element may be in up or down state, where
up refers to fully operational and down refers to total loss of SURVIVABLE NETWORK CAPACITY DESIGN
the element. Let pe denote that probability that element e �
E is up—this is also referred to as the availability of element While network availability and performability address impor-
e. Now consider the subset Ei of E consisting of the up ele- tant measures for evaluating the reliability of a network, de-
ments of state i. Then, the probability that the network is in signing the networks for survivability is extremely important
up state Ei is given by for overall network reliability. In this section, we address this

topic for the capacity design problem using separate examples
for circuit-switched networks and packet-switched networks.Pr(Ei) =

∏
e∈Ei

pe

∏
e∈E \Ei

(1 − pe) (1)

Circuit-Switched Traffic Networks Example
Note that there are 2�E � possible states (where �E � denotes

Consider the three-node circuit-switched network (Fig. 2) forthe cardinality of the set E ); thus, usually network availabil-
which we are given that the availability of each link is 99.9%.ity computation needs to deal with the problem of this expo-
We assume that the network has symmetric offered traffic (ornential growth in states. A variety of algorithms for efficient
load) and capacity. Offered load in circuit-switched networkscomputation have been developed over the years for different
is given in erlangs; this load is the product of the average callavailability measures; the interested reader is directed to Ref.
arrival rate and the average call holding time. For example,4 and the references therein for additional information.
if the average call arrival rate is 200 calls/h and the averageA related issue to availability is the performability. Most
call holding time is 3 min, then the offered load is 10 erlangsavailability measures deal only with the connectivity aspect
(�3 � 200/60).of the network; for example, what is the availability of a path

For the symmetric three-node network, offered load be-from a source node to a destination node. However, when a
tween any pair of nodes is assumed to be 10 erlangs, and thefailure occurs, the network may not be able to perform at the
link capacity on each link is given to be 21 trunks (or circuits).same level as when there were no failure. For example, the
We assume that the traffic between each pair of nodes is
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Figure 1. Network view for availability example. Figure 2. Three-node network.
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routed on the direct link that connects the end nodes of the is usually given by the average packet arrival rate (packets
per second, pps in short). If the average packet arrival rate topair, and we would like to know the call-blocking probability.

For an offered load of a erlangs, and c trunks, and under the a network link is � and follows a Poisson process, the average
packet size is exponentially distributed with mean 1/�̂ kilo-assumption that call arrival follows a Poisson process, Er-

lang-B loss formula can be used for computing the blocking bits, and the link speed is C kilobits per second (kbit/s), then
the average packet delay (caused by the queueing phenome-probability, which is given by
non) can be obtained from the M/M/1 queueing system and is
given byE(c,a) = ac/c!∑c

k=0 ak/k!
(3)

Thus, in our example, we have E(21, 10) � 0.000889 � 0.001. T(λ,C, µ̂) = 1
µ̂C − λ

(4)
That is, the network is providing a service quality (grade-of-
service) of 0.1% blocking. (In actuality, the blocking for each

For the three-node example, we assume unit mean packetpair of nodes is slightly different because any traffic blocked
size (i.e., �̂ � 1), in addition to assuming that the averageon the direct link can try the alternate route.)
arrival traffic between each pair of nodes is 10 packets perNow, suppose that the link 2–3 fails; in this case, the net-
second and that the capacity of each link is 30 kbit/s. If allwork is still connected because node 1 is connected to node 3
traffic between each node-pair is routed on the direct link,via node 2. Assuming that the network still has the same
this provides an average delay of T(10, 30, 1) � 0.05 s, or 50amount of offered load, the load between node 2 and node 3
ms. Now suppose that the link 2–3 fails, then the traffic be-is now required to be routed through node 1; thus, the load
tween node 2 and node 3 is routed through node 1; this in-offered to each link is 20 erlangs, whereas the capacity on
duces an offered traffic of 20 pps on each remaining link.each link is still 21 trunks. Thus, the blocking seen by traffic
Thus, the average delay on each link (1–2 and 1–3) is 100 mson each link is E(21, 20) � 0.13144, and the blocking seen by
which is observed by traffic between nodes 1 and 2 and be-pair 2–3 traffic going through node 1 is even higher. Under
tween nodes 1 and 3. On the other hand, the traffic betweenthe link independence assumption, the blocking on a path
nodes 2 and 3 will go over two links and will thus experienceconsisting of two links is given by 1 � (1 � b)2, where b is the
a delay of 2 � 100 � 200 ms; this delay is four times morelink blocking probability. Thus, in our example, the blocking
than under the no-failure situation.for traffic between 2–3 going through node 1 is 1 � [1 �

If the network goal is to provide the average delay for anyE(21, 20)]2 � 0.24558.
pair to be less than or equal to 50 ms under a single linkThus, we can see that, under no failure, the network pro-
failure, then to meet this condition we need link capacity Cvides a grade-of-service of 0.1%, whereas under a single link
such that 2 T(20, C, 1) � 2/(C � 20) � 0.05 which impliesfailure, the worst traffic pair blocking is 24.558%, although
that C needs to be 60 kbit/s on each of the remaining links.the network connectivity is still maintained. Recall that the
Similarly, if we consider the independent failure of a differentlink availability was assumed to be 99.9%; this means that
link, then the other two links will require 60 kbit/s to providethe link can possibly be down for as long as 8 hours in a year.
the same level of service. Thus, in this network, we see thatIf we assume one event per link per year, then this link could
we need to double the capacity to provide the same level ofconceivably be down for up to 8 hours straight! In some net-
service obtained under a single-link failure.works, this may be unacceptable given that the worst traffic

pair blocking jumps to 24.558% from 0.01%. If we assume
Discussionthat the network should still provide a 0.1% blocking grade

even under a single failure for every traffic pair, then to ac- We can see from these examples that if the network is not
commodate for the worst path blocking, we need link blocking provided with additional capacity, then the traffic blocking
on each of the remaining links to be b such that the path can be very high in circuit-switched networks, which can re-
blocking for traffic between node 2 and node 3 using links 2–1 sult in excessive retry by users, or the packet backlog (queue)
and 1–3 needs to satisfy 1 � (1 � b)2 � 0.001; this translates can build up in packet-switched networks. Thus, a transient
to b � 0.0005 for each link. Because, now we have an offered effect can take place. From these two examples for two differ-
load of 20 erlangs on each link, we need to find the smallest ent networks, we can also see that, in some circumstances,
c such that E(c, 20) � 0.0005. Solving for integral c, we find the network capacity needs to be 80% to 100% more to provide
that c needs to be at least 36 (i.e., we need to have 36 units the same level of service under a single link failure. This of
of capacity on links 1–2 and 1–3 each). By the same argu- course depends on the network objective (in our examples, we
ment, if we consider the failure of a different link indepen- have used the objective that worst-pair traffic blocking or de-
dently, then the other two links each need 36 trunks. Thus, lay is minimized). In some networks, this near doubling of
to cover for failure of each link independently, each link needs capacity can be cost-prohibitive; thus, the network perfor-
36 trunks to provide the same level of blocking as was origi- mance requirement under failure may be relaxed. For exam-
nally wanted for the network in the nonfailure mode. In other ple, under a single-element failure, it may be acceptable to
words, the network needs 80% more capacity to cover for a have 5% blocking under a single link failure for the circuit-
link failure compared to the no-failure case although network switched network case, or the average delay is acceptable to
availability requirement was met. be 100 ms for the packet-switched network case. It is easy to

see that this will reduce the additional capacity requirements
Packet-Switched Networks Example in both cases.

Even though additional capacity can meet GoS require-Consider this time a three-node packet-switched network. We
will use Fig. 2 again. In packet networks, the offered traffic ment under a failure, the actual network topology layout and
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routing are also critical for survivable design (7). Thus, we tional capacity. If the additional capacity is provided so that
even after failure the quality of service is met, then from thealso need to understand the network connectivity require-

ment for the purpose of survivability. For instance, a network user’s viewpoint, the failure is not perceived! Thus, a way of
‘‘restoring’’ the network is through additional capacity in theneeds to be minimally two-edge connected to address a single-

link failure; this means that there must be two links con- network (although, in actuality, the fault is not physically re-
paired yet). As we have already seen, to address for a singlenected to each node so that if one of them fails, a node can

still be connected to the rest of the network through the other failure, the network may need twice the capacity, which may
be sometimes cost prohibitive. Thus, the network may be pro-link; this avoids isolation of a node or a part of a network

from the rest of the network. If a network is prone to multiple vided with less than full spare capacity to address for a fail-
ure. In such cases, if the network has adaptive routing capa-link failures at a time, this would require the network to have

a higher degree of connectivity, which, in turn, would usually bility, then some of the traffic can be rerouted around the
failure; thus, the users may not perceive the full impact ofmean more network resource requirement to address for such

failure situations. Survivable design for different node and a failure.
Sometimes, the spare capacity can be provided in a differ-edge connectivity level is extensively discussed in Ref. 8; the

interested reader is directed to this reference for additional ent layer in the network because of cost and technological
considerations. In the simplest architectural view of the com-information.

Going back to the three-node examples, recall that the munication network infrastructure, services such as voice or
Internet are provided over logical switched or router-basedrouting choice was limited to taking the only two-link path in

the event of a failure. In a larger network, usually multiple networks; the capacity required for these logical networks is
then provided over the physical transmission network, whichroutes between each origin and destination nodes are avail-

able; in the event of a failure, traffic can be sent on any of the may be connected by the digital cross-connect systems or SO-
NET (Synchronous Optical Network) rings. For example, if aunaffected paths. However, the actual flow on each path

would depend on the actual routing rule in place as well as network is equipped with fast automated digital cross-connect
system and/or SONET self-healing ring capability at thethe availability of network capacity. Thus, it is not hard to

see that the actual capacity requirement to address a failure transmission network, the network where the services are
provided may not perceive any failure because of fast auto-in the network depends also on the actual routing schemes

available in the event of a failure. mated restoration (11,12). At the same time, the transmission
network level restoration schemes do not address failuresIn any case, the overall network survivability and reliabil-

ity depends on a number of issues. Network capacity design such as a line card failure, or a switch or router failure; thus,
restoration at the logical network level also needs to be trig-for survivability, as we see from these examples, plays an im-

portant part. In the next section, we discuss fault detection gered; this may include rerouting and automatic reconnection
of affected connections. It is clear from this discussion that toand isolation as well as network restoration—another key

piece in network reliability. restore from a failure, the network should be equipped with
capacity as well as the proper network management system
and software components to detect, isolate, and recover from
a failure.FAULT DETECTION, ISOLATION, AND RESTORATION

Other types of failures such as a software attack or a proto-
col operation failure cannot be addressed through the restora-Usually, different elements in a network are equipped with

alarm generation capability to indicate the occurrence of any tion process discussed earlier. An example is the SYN attack
(2) in transmission control protocol (TCP), which severely af-abnormal condition, which may cause the reduction or com-

plete loss of the element. This abnormal condition is some- fected an Internet service provider (TCP is the transport layer
protocol on which services such as email, file transfer and webtimes labeled as a fault. When an actual failure occurs, de-

pending on the triggers set by various elements in the browsing are provided in the Internet). In this case, the mech-
anism is needed to identify where such attacks are comingnetwork, multiple alarms may be generated by a number of

network elements—this is the fault-detection phase. Then, from so as to stop such attacks.
the network management system that monitors the network
needs to determine the root cause of the fault. Fault isolation

ADVANCED PREPARATION FOR NETWORK RELIABILITYis the process of identifying the root cause of the fault. Thus,
an issue that first needs to be addressed is correlation of

To provide network reliability, it is also important to do pre-alarms (9) to determine and isolate the actual point of failure
planning and/or advanced preparation. Of course, one way isin the network. Such fault-detection systems are needed to
to have additional spare capacity in the network. However,determine the cause of a fault quickly so that appropriate ac-
there can be a failure in the network that can actually taketion can be taken. It is easy to see the relation of fault isola-
away the spare capacity if the network is not designed prop-tion to network reliability. The longer it takes to detect the
erly because of dependency between the logical network andcause of a fault, the longer it takes to fix it, and thus, conceiv-
the physical network (7). Thus, it is necessary to audit theably the network is affected for a longer period of time, which
network and find the vulnerable points in the network anddecreases the performability of the network. Rule-based and
then to equip the network with additional capabilities tomodel-based systems are used for fault isolation. Both cen-
avoid such vulnerabilities. For example,tralized and distributed fault localization can be used; see

Ref. 10 for a survey of different techniques.
Along with the fault-isolation phase, the restoration/repair 1. The network may be provided with transmission-level

diversity so that for any transmission link failure therephase begins. First, the network may be provided with addi-
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is at least another path not on the path of the failure. ing explored to determine if an attack has occurred. Also, we
need to see more work that helps us understand how severely2. A redundant architecture at network nodes can be built
the network will be affected in terms of network performanceto address for a node component or nodal failure; this
if a software attack or protocol failure occurs and how to re-may include dual- or multihoming to provide for multi-
cover from this anomaly. Also, the network architectureple access and egress points to and from the core
should be revisited to identify if there are ways to reconfigurenetwork.
the network after an attack so that parts of the network re-
main operational.

To address for failures due to a software or protocol opera-
tions error or a software attack, different types of prepara-
tions are necessary. Several software errors that have oc-
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