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MULTIPLE ACCESS SCHEMES

Communication channels are major components of computer
communication networks. They provide the physical mediums
over which signals representing data are transmitted from
one node of the network to another node. Communication
channels can be classified into two main categories: point-to-
point channels and shared channels. Typically, the backbone
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of wide area networks (WAN) consists of point-to-point chan- whereas ring networks generally use distributed control
based on token-passing mechanisms. It is important to notenels, whereas local area networks (LAN) use shared channels.

Point-to-point channels are dedicated to connecting a pair that idle nodes consume their portion of the shared channel
when conflict-free schemes are used. The aggregate channelof nodes of the network. They are usually used in fixed topol-

ogy networks, and their cost depends on many parameters portion of idle nodes becomes significant when the number of
potential nodes in the system is very large to the extent thatsuch as distance and bandwidth. An important characteristic

of these channels is that nodes do not interfere with each conflict-free schemes might become impractical.
When contention-based schemes are used, it is essential toother; in other words, transmissions between a pair of nodes

has no effect on the transmissions between another pair of devise algorithms that resolve conflicts when they occur, so
that messages are eventually transmitted successfully. Con-nodes, even if a node is common to the two pairs.

Shared channels are used when point-to-point channels flict-resolution algorithms can be either adaptive or nonadap-
tive (static). Static resolution can be deterministic using someare not economical or not available or when dynamic topolog-

ies are preferable. In a shared channel, called also a broadcast fixed priority that is assigned to the nodes, or it can be proba-
bilistic when the transmission schedule for interfered nodeschannel, several nodes can potentially transmit and/or re-

ceive messages at the same time. Shared channels appear is chosen from a fixed distribution as is done in Aloha-type
schemes and the various versions of carrier-sensing multiplenaturally in radio networks, satellite networks, and some lo-

cal area networks (e.g., Ethernet). Their deployment is usu- access (CSMA) schemes. Adaptive resolutions attempt to
track the system evolution and exploit the available informa-ally easier than point-to-point channels. An important charac-

teristic of shared channels is that transmissions of different tion. For example, resolution can be based on time of arrival,
giving highest (or lowest) priority to the oldest message in thenodes interfere with each other; specifically, one transmission

coinciding in time with another may cause none of them to be system as is done in some tree-based algorithms. Alterna-
tively, resolution can be probabilistic but such that the statis-received. This means that the success of a transmission be-

tween a pair of nodes is no longer independent of other trans- tics change dynamically according to the extent of the inter-
ference. This category includes estimating the multiplicity ofmissions.

To have successful transmissions in shared channels, in- the interfering nodes and the exponential back-off scheme of
the Ethernet standard. Note that when the population of po-terference must be avoided or at least controlled. The channel

allocation among the competing nodes is critical for proper tential nodes in the system increases beyond a certain
amount and conflict-free schemes are useless, contention-operation of the network. This article focuses on access

schemes to such channels known as multiple access schemes. based protocols are the only possible solution.
The goal of this article is to survey typical examples ofThese schemes are nothing more than channel allocation

rules that determine who goes next on the channel, aiming at multiple access schemes. These examples include TDMA,
FDMA, Aloha, polling, and tree-based schemes. The allocatedsome desirable network performance characteristics. Multiple

access schemes belong to a sublayer of the data link layer space for the topic of multiple access schemes in the encyclo-
pedia (which is yet another shared resource) is just too tinycalled the medium access control layer (MAC), which is espe-

cially important in LANs. to include all the ingenious multiple access schemes that have
been designed by researchers over the years. Interested read-Multiple access schemes are natural not only in communi-

cation systems but also in many other systems such as com- ers should refer to books on the subject (e.g., Rom and Sidi
(23), Hammond and O’Reilly (22), and to the internationalputer systems, storage facilities, or servers of any kind, where

resources are shared by a number of nodes. In this article we journals that have published papers on the subject).
mainly address shared communication channels.

One way to classify multiple access schemes is according
to the level of contention that is allowed among the nodes of BASIC MODEL
the network. On the one hand, there are the conflict-free
schemes that ensure that each transmission is successful, When multiple access schemes are devised, a collection of

nodes that communicate with each other or with a centralnamely, it will not be interfered with by any other transmis-
sion. On the other hand, there are the contention-based node via a single shared channel is considered. In general,

the ability of a node to hear the transmission of another nodeschemes that do not guarantee that a transmission will be
successful, namely, it might be interfered with by another depends on the transmission power used, on the distance be-

tween the two nodes, and on the sensitivity of the receiver attransmission.
Conflict-free transmissions can be achieved by allocating the receiving node. We assume single-hop topologies in which

all nodes hear one another, and whenever messages arethe shared channel in an adaptive or nonadaptive (static)
manner. Two common static allocations are the time division transmitted successfully they arrive at their destinations.

The shared channel is the medium through which data aremultiple access (TDMA), where the entire available band-
width is allocated to a single node for a fraction of the time, transferred from their sources to their destinations. The total

transmission rate possible in the channel is C bits/s. We con-and the frequency division multiple access (FDMA), where a
fraction of the available bandwidth is allocated to a single sider an errorless collision channel. Collision is a situation in

which, at the receiver, two or more transmissions overlap innode for all the time. Adaptive allocations are usually based
on demands so that nodes that are idle use only little of the time wholly or partially. A collision channel is one in which

all the colliding transmissions are not received correctly andshared channel, leaving the majority of their share to other
more active nodes. Adaptive allocations can be done by vari- must be retransmitted until they are received correctly. We

assume that nodes can detect collisions. The channel is error-ous reservation schemes using either central or distributed
network control. Polling algorithms illustrate central control, less in the sense that a single transmission heard at a node
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is always received correctly. Other possible channels include The important performance measures of multiple access
schemes are their throughput and delay. The throughput ofthe noisy channel in which errors may occur even if only a
the channel is the aggregate average amount of data that issingle transmission is heard at a node; furthermore, the chan-
transported successfully through the channel in a unit ofnel may be such that errors between successive transmissions
time. The throughput equals the fraction of time in which theare not independent. Another channel type is the capture
channel is engaged in the successful transmission of nodechannel in which one or more of the colliding transmissions
data and will be denoted by S, and it is obvious that S � 1.captures the receiver and can be received correctly. Yet an-
In conflict-free access schemes, the throughput is also the to-other case is a channel in which coding is used so that even
tal or offered load on the shared channel. However, in con-if transmissions collide the receiver can still decode some or
tention-based access schemes, the offered load on the sharedall of the transmitted information.
channel includes transmissions of new packets as well as re-The basic unit of data generated by a node is a message.
transmissions of packets that collide with each other. The of-It is possible, though, that because of its length, a message
fered load is denoted by g (measured in packets per second)cannot be transmitted in a single transmission and must
and, obviously, g � �. The normalized offered load [i.e., thetherefore be broken into smaller units called packets, each of
rate (per packet transmission time) packets are transmittedwhich can be transmitted in a single channel access. A mes-
on the channel] is denoted by G � g � T and, obviously, G �sage consists of an integral number of packets, although the
S.number of packets in a message can vary randomly. Packet

Delay is the time from the moment a message is generatedsize is measured by the time required to transmit the packet
until it arrives successfully across the shared channel. Hereafter access to the channel has been granted. Typically, all
one must distinguish between the node and the system mea-packets are of equal size, say L bits.
sures because it is possible that the average delay measuredThe number of nodes that share the channel is denoted by
for the entire system does not necessarily reflect the averageM. When M becomes very large, the population of nodes is
delay experienced by any of the nodes. In ‘‘fair’’ or homoge-referred to as infinite population. Only contention-based
neous systems, we expect these to be almost identical. Theschemes can cope with an infinite node population. The aggre-
average delay is denoted by D seconds, and its normalizedgate arrival process of new packets is assumed to be Poisson
version, grouped into units of packet transmission times, iswith rate � packets/s. When the population is finite, the ar-
denoted by D (i.e., D � D/T � D � C/L).rival rate to each node is � � �/M packets/s.

Another important performance criterion is system stabil-Nodes are generally not assumed to be synchronized and
ity. Unfortunately, some schemes’ characteristics may be suchare capable of accessing and transmitting their messages on
that some message-generation rates, even smaller than thethe shared channel at any time. Another important class of
maximal transmission rate in the channel, cannot be sus-systems is that of slotted systems in which there is a global
tained by the system for a long time. Evaluation of those in-clock that marks discrete intervals of time called slots whose
put rates for which the system remains stable is therefore es-length is usually the time required to transmit a packet (i.e.,
sential.

T � L/C s). In these systems, transmissions of packets start
only at slot starts. The slot length is therefore T � L/C s.

Ideal Access SchemeOther operations, such as determining activities on the chan-
nel, can be done at any time. Before introducing the various multiple access schemes, let us

In some models, nodes can tell if the shared channel is in consider an ideal scheme to use the shared channel. Ideally,
use before trying to use it. If the channel is sensed as busy, transfer of the channel from one node to another can be ac-
no node will attempt to use it until it goes idle in order to complished instantaneously, without cost. Furthermore,
reduce interference. Naturally, additional hardware is re- whenever a node has data to transmit, some ingenious central
quired at each node to implement the sensing ability. In other controller knows this instantaneously and assigns the chan-
models, nodes cannot sense the channel before trying to use nel to that node in case the channel is idle. If the channel is
it. They just go ahead and transmit according to their access busy, packets that arrive at the nodes are queued. For our
scheme. Only later can they determine whether or not the purposes, the order in which packets of different nodes are
transmission was successful via the feedback mechanism. served is not important. The performance of the ideal scheme
Feedback in general is the information available to the nodes serves as a bound to what can be expected from any practical
regarding activities on the shared channel at prior times. This access scheme.

The way the ideal scheme operates is identical to the oper-information can be obtained by listening to the channel, or by
ation of a single queue that is served by a single server, be-explicit acknowledgment messages sent by the receiving node.
cause packets do not interfere and because no time is wastedFor every scheme, there exist some instants of time (typically
in transferring the channel use from one node to another. Be-slot boundaries or end of transmissions) in which feedback
cause arrivals of new packets are according to a Poisson pro-information is available. Common feedback information indi-
cess and time is slotted, the performance of the ideal schemecates whether a message was successfully transmitted or a
is that of an M/D/1 queue. The throughput of an M/D/1 queuecollision took place or the channel was idle. Feedback mecha-
is just the utilization factor of the server as long as S � 1 (thenisms do not consume the shared channel sources because
stability condition), and it equals the offered load, in otherthey usually use a different channel or are able to determine
words,the feedback locally. Other feedback variations include indica-

tion of the exact or the estimated number of colliding trans-
missions, or providing uncertain feedback (e.g., in the case of
a noisy channel).

S = G = �T = λ · M · L
C

(1)
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The normalized average delay of an M/D/1 queue is given by messages are required. An additional advantage of FDMA is
its simplicity—it does not require any coordination or syn-(as long as S � 1)
chronization among the nodes because each can use its own
frequency band without interference. However, both FDMA
and TDMA are wasteful, especially when the load is momen-

D = 1 + S
2(1 − S)

= 2 − S
2(1 − S)

(2)

tarily uneven, because when one node is idle, its share of the
The unit in the expression D is the normalized transmission channel cannot be used by other nodes. Another drawback of
time of a packet, whereas S/[2(1 � S)] is the normalized wait- FDMA and TDMA is that they are not flexible; adding a new
ing time of a packet until being transmitted. node to the network requires equipment or software modifi-

No access scheme can achieve throughput higher than S cation in every other node. In addition, both waste some por-
given in Eq. (1), and no access scheme can provide normalized tion of the channel to ensure no overlap (either in time or in
average delays lower than D given in Eq. (2). These quanti- bandwidth) in the transmissions of different nodes. FDMA
ties will serve as yardsticks in the sequel. uses guard bands between the subchannels, and TDMA uses

guard times to separate the nodes.
Neglecting the channel waste resulting from guard bandsCONFLICT-FREE SCHEMES

or times, the throughput of FDMA and TDMA is identical to
that of the idealized schemes, because packets are neverConflict-free schemes are designed to ensure that a transmis-
transmitted more than once. Therefore, we have for bothsion, whenever made, is not interfered with by any other

transmission and is therefore successful. This is achieved by
allocating the channel to the nodes without any overlap be- S = G = �T = λ · M · L

C
tween the portions of the channel allocated to different nodes.
An important advantage of conflict-free access protocols is the The delay characteristics of FDMA and TDMA are differ-
ability to ensure fairness among nodes and the ability to con- ent. With FDMA the transmission rate of each node is C/M
trol the packet delay—a feature that may be essential in real- bits/s; therefore, the time to transmit a packet is M � L/C sec-
time applications. onds. Each node can be modeled as an M/D/1 queue with ar-

We consider both fixed-assignment schemes and dynamic rival rate � � �/M and service time M � L/C. The normalized
schemes that guarantee no conflicts. In fixed-assignment average delay is, therefore,
schemes the channel allocation is predetermined (typically at
network design time) and is independent of the demands of
the nodes in the network. The most well-known fixed-assign- D = M

[
1 + S

2(1 − S)

]
= M

2 − S
2(1 − S)

ment schemes are the frequency division multiple access and
the time division multiple access. For both FDMA and TDMA, which is M times larger than the normalized average delay of
no overhead, in the form of control messages, is incurred. the ideal scheme.
However, because of the static and fixed assignment, parts of With TDMA the transmission rate of each node is C bits/
the channel might be idle even though some nodes have data s, and the time to transmit a packet is L/C seconds. Each
to transmit. Dynamic channel allocation schemes attempt to node can be modeled as an M/D/1 queue with arrival rate
overcome this drawback by changing the channel allocation � � �/M, but service is granted to the node only once a frame,
based on the current demands of the nodes. These schemes namely every M � L/C seconds. The normalized average delay
use some kind of reservation strategies based on either cen- is therefore
tralized or distributed polling.

Fixed Assignment
D = 1 + M

2(1 − S)

Both FDMA and TDMA are the oldest and most understood Comparing the throughput delay characteristics of FDMA
access schemes, widely used in practice. They are the most and TDMA, we note that
common implementation of fixed-assignment schemes.

With FDMA the entire available frequency band is divided
into bands, each of which is used by a single node. Every node D FDMA = D TDMA + M

2
− 1

is therefore equipped with a transmitter for a given, predeter-
mined frequency band and a receiver for each band (which We thus conclude that for any reasonable parameters, the

TDMA-normalized average delay is always less than that ofcan be implemented as a single receiver for the entire range
with a bank of band-pass filters for the individual bands). FDMA and the difference grows linearly with the number of

nodes and is independent of the load. The difference stemsWith TDMA the time axis is divided into time slots, preas-
signed to the different nodes. Every node is allowed to trans- from the fact that the actual transmission of a packet in

TDMA takes only a single slot, whereas in FDMA it lasts themit freely during the slot assigned to it; that is, during the
assigned slot the entire shared channel is devoted to that equivalent of an entire frame. This difference is somewhat

offset by the fact that a packet arriving at an empty node maynode. The slot assignments follow a predetermined pattern
that repeats itself periodically; each such period is called a need to wait until the proper slot when a TDMA scheme is

employed, whereas in FDMA transmission starts right away.frame. In most TDMA implementations, every node has ex-
actly one slot in every frame. It must be remembered, though, that at high throughput the

dominant factor in the normalized average delay is inverselyThe main advantage of both FDMA and TDMA is that each
transmission is guaranteed to be successful and no control proportional to (1 � S) in both TDMA and FDMA; therefore,
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scheme that selects one of these nodes to transmit in the slot.
Both the information collection and the arbitration can be
achieved using centralized control or distributed control.

A representative example of schemes that use centralized
control are polling schemes. The basic feature of polling
schemes is the operation of a central controller that polls the
nodes of the network in some predetermined order (the most
common being round-robin) to provide access to the shared
channel. When a node is polled and has packets to transmit,
it uses the whole shared channel to transmit its backlogged
packets. With an exhaustive policy, the node empties its back-
log completely, whereas with a gated policy it transmits only
those packets that reside in its queue upon the polling in-
stant. The last transmitted packet contains an indication that
the central controller can poll the next node. If a polled node
does not have packets to transmit, the next node is polled. In
between polls, nodes accumulate the arriving packets in their
queues and do not transmit until polled.
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The control overhead of polling schemes is a result of the
time required to switch from one node to the next. The switch-Figure 1. TDMA and FDMA performance.
ing time, denoted by w, includes all the time necessary to
transfer the poll (channel propagation delay, transmission
time of polling and response packets, etc.). We let ŵ � w/T

the ratio of the normalized average delays between the two
denote the normalized switching time.

schemes approaches unity when the load increases. Figure 1
The throughput of a polling scheme is identical to that of

depicts the delay-throughput characteristics for TDMA and
an ideal scheme and is given by Eq. (1). The normalized aver-

FDMA and the ideal access scheme for 50 users.
age delay is given by

Further Reading. Many texts treating FDMA and TDMA
are available [e.g., Martin (1) and Stallings (2)]. A good analy-
sis of TDMA and FDMA can be found in Ref. 3. A sample path D = 1 + S

2(1 − S)
+ Mω̂(1 − S/M)

2(1 − S)
comparison between FDMA and TDMA schemes is carried out
in Ref. 4 where it is shown that TDMA is better than FDMA

We note that the first two terms are just the normalized aver-
not just on the average. A TDMA scheme in which the packets

age delay of the ideal scheme and the third term reflects the
of each node are serviced according to a priority rule is ana-

overhead resulting from the switching times from one node to
lyzed by De Moraes and Rubin (5). The question of optimal

the next.
allocation of slots to the nodes in generalized TDMA (in which

As an example of a distributed dynamic conflict-free
a node can have more than one slot in a frame) is addressed

scheme we use the mini slotted alternating priority (MSAP)
in Itai and Rosberg (6), where the throughput of the network

scheme (9). The MSAP scheme allows the nodes to determine
is maximized (assuming single buffers for each node), Hofri

in a distributed manner the order in which they’ll use the
and Rosberg (7), where the expected packet-delay in the net-

shared channel, assuming the nodes are ordered according to
work is minimized. Message delay (as opposed to packet de-

some priority rule. Either the priority rule can be static or it
lay) for generalized TDMA is analyzed by Rom and Sidi (8).

can change in a round-robin manner in each slot.
MSAP is based on distributed reservations. To describe its

Dynamic Assignment
operation, we need to define the slot structure. Let � (seconds)
denote the maximum system propagation delay, that is, theStatic conflict-free protocols such as FDMA and TDMA

schemes do not use the shared channel very efficiently, espe- longest time it takes for a signal emitted at one end of the
network to reach the other end. The quantity � plays a crucialcially when the network is lightly loaded or when the loads of

different nodes are asymmetric. The static and fixed assign- role in multiple access schemes. Its normalized version is de-
noted by a � �/T. Let every slot consist of initial M � 1 reser-ment in these schemes cause portions of the channel to re-

main idle even though some nodes have data to transmit. Dy- vation minislots, each of duration �, followed by a data trans-
mission period of duration T, followed by another minislot.namic channel allocation schemes are designed to overcome

this drawback. With dynamic allocation strategies, the chan- Only those nodes wishing to transmit in a slot take any ac-
tion: a node that does not wish to transmit in a given slotnel allocation changes with time and is based on current (and

possibly changing) demands of the various nodes. The better remains quiet for the entire slot duration. Given that every
node wishing to transmit knows its own priority, they behaveand more responsive use of the shared channel achieved with

dynamic schemes does not come for free; it requires control as follows. If the node of the highest priority wishes to trans-
mit in this slot, then it starts immediately. Its transmissionoverhead that is unnecessary with fixed-assignment schemes

and consumes a portion of the channel. consists of an unmodulated carrier for a duration of M � 1
minislots followed by a packet of duration T. A node of theTo ensure conflict-free operation, it is necessary to reach

an agreement among the nodes on who transmits in a given ith priority (2 � i � M) wishing to transmit in this slot will
do so only if the first i � 1 minislots are idle. In this case, itslot. This agreement entails collecting information as to

which nodes have packets to transmit and an arbitration will transmit M � i minislots of unmodulated carrier followed
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The bit-map scheme requires synchronization among the
nodes that is somewhat more sophisticated than the MSAP
scheme, but the overhead paid per transmitted packet is less
than the overhead for MSAP. Another variation of a reserva-
tion scheme has been described by Roberts (14). There, every
node can make a reservation in every minislot of the reserva-
tion preamble, and if the reservation remains uncontested,
that reserving node will transmit. If there is a collision in the
reservation minislot, all nodes but the ‘‘owner’’ of that min-
islot will abstain from transmission. Altogether, this is a stan-
dard TDMA with idle slots made available to be grabbed by
others. Several additional reservation and TDMA schemes
are also analyzed by Rubin (4). One of the most efficient reser-
vation schemes is the broadcast recognition access method
(BRAM) (15). This is essentially a combination between the
bit-map and the MSAP schemes. As with MSAP, a reserva-
tion preamble serves to reserve the channel for a single node,
but unlike the MSAP the reservation preamble does not nec-
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essarily contain all M � 1 minislots. The idea is that nodes
start their transmission with a staggered delay not beforeFigure 2. Dynamic access.
they ensure that another transmission is not ongoing
[Kleinrock and Scholl (9) also refers to a similar scheme]. Un-
der heavy load BRAM reduces to regular TDMA.by a packet of duration T. The specific choice of the minislot

duration ensures that when a given node transmits in a mini-
slot all other nodes know it by the end of that minislot CONTENTION-BASED SCHEMES
allowing them to react appropriately. The additional minislot
at the end allows the data signals to reach every node of the With the conflict-free schemes discussed earlier, every sched-
network. This is needed to ensure that all start synchronized uled transmission is guaranteed to succeed. With contention-
in the next slot, as required by the reservation scheme. based schemes success of a transmission is not guaranteed in

The fraction of slots in which transmissions take place is advance because whenever two or more nodes are transmit-
�T. Because a fraction of M�/(T � M�) of every slot is over- ting on the shared channel simultaneously, a collision occurs
head, we conclude that the throughput of this scheme is and the data cannot be received correctly. This being the case,

packets may have to be transmitted and retransmitted until
eventually they are correctly received. Transmission schedul-S = �T

T
T + Mτ

= �T
1

1 + Ma ing is therefore the focal concern of contention-based schemes.

The normalized average delay is obtained by using standard Pure and Slotted Aloha
analysis of priority queues, and it is given by

The Aloha family of schemes is probably the richest family of
multiple access protocols. First of all, its popularity is the re-
sult of seniority because it was the first contention-based

D = (1 + Ma)

{
1 + 1

2[1 − (1 + Ma)S ]

}

scheme introduced (16). Second, many of these schemes are
so simple that their implementation is straightforward. ManyFigure 2 depicts the delay-throughput characteristics for the

dynamic-access schemes for 50 users. local area networks of today implement some sophisticated
variants of this family of schemes.Further Reading. The variants of polling schemes are nu-

merous. Reference 10 contains the analysis of most of the ba- The pure Aloha scheme is the basic scheme in the family
and it is very simple (16). It states that a newly generatedsic schemes with a long list of references that is comple-

mented in Ref. 11. In Ref. 12 more advanced schemes are packet is transmitted immediately upon generation, hoping
for no interference by others. If two or more nodes transmitdescribed along with some optimization considerations in the

operations of polling schemes, such as the determination of so that their packets overlap (even partially) in time, interfer-
ence results, and the transmissions are unsuccessful. In thisthe poll order of the nodes.

The MSAP scheme described previously represents an en- case every colliding node, independently of the others, sched-
ules its retransmission to a random time in the future. Thistire family of schemes that guarantees conflict-free transmis-

sions using distributed reservation. All these schemes have randomness is required to ensure that the same set of packets
does not continue to collide indefinitely.a sequence of preceding bits serving to reserve or announce

upcoming transmissions (this is known as the reservation The Aloha scheme is very well suited to bursty traffic be-
cause a node does not hold the shared channel when it haspreamble). In MSAP there are M � 1 such bits for every

transmitted packet. An improvement to the MSAP scheme is no packets to transmit. The drawback of this scheme is that
network performance deteriorates significantly as a result ofthe bit-map protocol described by Tanenbaum (13). The idea

is to use a single reservation preamble to schedule more than excessive collisions at medium and high traffic intensities.
The Aloha scheme is a completely distributed scheme thata single transmission; using the fact that all participating

nodes are aware of the reservations made in the preamble. allows every node to operate independently of the others.
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The exact characterization of the offered load to the chan- stability requires S � �T. Larger values of � clearly cannot
result in stable operation. Note, however, that even fornel for the pure Aloha scheme is extremely complicated. To

overcome this complexity, it is standard to assume that the smaller values of � there are two values of G to which it cor-
responds—one larger and one smaller than ��. The smaller oneoffered load forms a Poisson process (with rate g, of course).

This flawed assumption is an approximation (as has been is (conditionally) stable, whereas the other one is condition-
ally unstable, meaning that if the offered load increases be-shown by simulation) that simplifies the analysis of Aloha-

type schemes considerably and provides some initial intuitive yond that point the system will continue to drift to higher
load and lower throughput. Thus, without additional mea-understanding of the ALOHA scheme. Consider a packet (new

or retransmitted) whose transmission starts at time t. This sures of control, the stable throughput of pure Aloha is 0 (17).
It is appropriate to note that this theoretical instability ispacket will be successful if no other packet is transmitted in

the interval (t � T, t � T) (this period of duration 2T is called rarely a severe problem in real systems, where the long-term
load, including, of course, the ‘‘off-hours’’ load, is fairly small,the vulnerable period). The probability of this happening, that

is, the probability of success Ps is the probability that no although temporary problems may occur.
The delay characteristic of the Aloha scheme can be ap-packet is transmitted in an interval of length 2T. Because the

transmission points correspond to a Poisson process, we have proximated as follows. For each packet, the average number
of transmission attempts until the packet is transmitted suc-
cessfully is G/S � e2G. Thus, the average number of unsuc-Ps = e−2gT

cessful transmission attempts is G/S � 1 � e2G � 1. If a colli-
Now, packets are scheduled at a rate of g per second, of which sion occurs, the node reschedules the colliding packet for
only a fraction Ps are successful. Thus, the rate of successfully some random time in the future. Let the average rescheduling
transmitted packets is gPs. When a packet is successful, the time be B (seconds). Each successful transmission attempt re-
channel carries useful information for a period of T seconds; quires T seconds and each unsuccessful transmission attempt
in any other case, it carries no useful information at all. Be- requires T � B seconds on the average. Therefore, the aver-
cause the throughput is the fraction of time that useful infor- age delay is given by
mation is carried on the shared channel, we have

D = T + (G/S − 1)(T + B) = T + (e2G − 1)(T + B) (3)
S = gTe−2gT = Ge−2G

and in a normalized form
This relation between S and G is typical to many Aloha-type
schemes. For small values of G (light load), the throughput is D = 1 + (e2G − 1)(1 + B/T )
approximately the offered load. For large values of G (heavy
load), the throughput decreases rapidly because of excessive With pure Aloha, even if the overlap in time between two
amount of collisions. For pure Aloha we note that for G � ��, transmitted packets is very tiny, both packets are destroyed.
S takes on its maximal value of 1/2e � 0.18. This value is The slotted Aloha variation overcomes this drawback, and it
referred to as the capacity of the pure Aloha channel. Figure is simply pure Aloha with a slotted channel. Thus, two (or
3 depicts the load-throughput characteristics for the Aloha- more) packets can either overlap completely or do not overlap
type schemes. at all, and the vulnerable period is reduced to a single slot. In

We recall that for a system to be stable the long-term rate other words, a slot will be successful if and only if exactly one
of input must equal the long-term rate of output meaning that packet is transmitted in that slot. Therefore,

S = gTe−gT = Ge−G

This relation is very similar to that of pure Aloha, except of
increased throughput. Channel capacity is 1/e � 0.36 and is
achieved at G � 1. These results were first derived by Roberts
(14). Similar to the pure Aloha scheme, the normalized aver-
age delay for the slotted Aloha scheme is

D = 1 + (eG − 1)(1 + B/T )

Carrier-Sensing Protocols

The Aloha schemes exhibit fairly poor performance, which can
be attributed to the ‘‘impolite’’ behavior of the nodes, namely,
whenever one has a packet to transmit it does so without con-
sideration of others. It is clear that in a shared environment
even little consideration can benefit all. Consider a listen-be-
fore-talk behavior wherein every node, before attempting any
transmission, listens whether somebody else is already using
the channel. If this is the case, the node will refrain from
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transmission to the benefit of all; its packet will clearly not
be successful if transmitted; furthermore, disturbing anotherFigure 3. Throughput of Aloha and slotted Aloha.
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node will cause the currently transmitted packet to be re- Beside the ability to sense the carrier, some local area net-
works (such as Ethernet) have an additional feature, namely,transmitted, possibly disturbing yet another packet.
that nodes can detect interference among several transmis-The process of listening to the shared channel is not that
sions (including their own) while transmission is in progressdemanding. Every node is equipped with a receiver anyway,
and abort transmission of their collided packets. If this canand every node can monitor the channel because it is shared.
be done sufficiently fast, then the duration of an unsuccessfulMoreover, to detect another node’s transmission does not re-
transmission would be shorter than that of a successful one,quire receiving the information; it suffices to sense the carrier
thus improving the performance of the scheme. Together withthat is present when signals are transmitted. The carrier-
carrier sensing, this produces a variation of CSMA that issensing family of schemes is characterized by sensing the car-
known as CSMA/CD (Carrier Sensing Multiple Access withrier and deciding according to it whether another transmis-
Collision Detection). The operation of all CSMA/CD schemession is ongoing.
is identical to the operation of the corresponding CSMACarrier sensing does not yield conflict-free operation. Sup-
schemes, except that if a collision is detected during transmis-pose that the channel has been idle for a while and that two
sion, the transmission is aborted and the packet is schedulednodes concurrently generate a packet. Each will sense the
for transmission at some later time. For Ethernet networkschannel, discover that it is idle, and transmit the packet to
this random delay is doubled (at most 16 times) each timeresult in a collection. ‘‘Concurrently’’ here does not really
the packet collides—a scheme known as binary exponentialmean at the very same time; if one node starts transmitting
backoff. To ensure that all network nodes indeed detect a col-it takes some time for the signal to propagate and arrive at
lision when it occurs, a consensus reenforcement procedure isthe other node. Hence concurrently actually means within a
used. This procedure is manifested by jamming the channeltime window of duration equal to signal propagation time.
with a collision signal for a duration of �cr seconds, which isThe maximum propagation time in the network is �, and its
usually much larger than the time necessary to detect a colli-normalized version is a, an important parameter that affects
sion. We let � � �cr/�.the performance of carrier sensing schemes. The larger this

The analysis of the throughput of CSMA schemes is ratherquantity is, collisions are more likely and the performance
complicated. It is based on computations of average lengthsbecomes worse.
of idle and transmission periods. For NP-CSMA we haveAll the carrier sensing multiple access schemes share the

same philosophy: when a node generates a new packet, the
channel is sensed, and if found idle the packet is transmitted
without further ado. When a collision takes place, every S = gTe−gτ

g(T + 2τ ) + e−gτ
= Ge−aG

G(1 + 2a) + e−aG

transmitting node reschedules a retransmission of the col-
lided packet to some other time in the future (chosen with

For slotted NP-CSMA, we havesome randomization to avoid repeated collisions) at which
time the same operation is repeated. The variations on the
CSMA scheme are caused by the behavior of nodes that wish
to transmit and find (by sensing) the channel busy. Most of

S = aGe−aG

1 − e−aG + a
the basic variations were introduced and analyzed by
Kleinrock and Tobagi (18–20). For 1P-CSMA, we have

In the nonpersistent versions of CSMA (NP-CSMA) a node
that generated a packet and found the channel busy refrains
from transmitting the packet and behaves exactly as if its
packet collided [i.e., it schedules (randomly) the retransmis-
sion of the packet to some time in the future]. With NP-
CSMA, there are situations in which the channel is idle al-

S = gTe−g(T+2τ )[1 + gT + gτ (1 + gT + gτ/2)]
g(T + 2τ ) − (1 − e−gτ ) + (1 + gτ )e−gT+τ

= Ge−G(1+2a)[1 + G + aG(1 + G + aG/2)]
G(1 + 2a) − (1 − e−aG) + (1 + aG)e−G(1+a)

though one or more nodes have packets to transmit. The 1-
persistent CSMA (1P-CSMA) is an alternative to NP-CSMA

For slotted 1P-CSMA, we havebecause it avoids such situations by being a bit more greedy.
This is achieved by applying the following rule. A node that
senses the channel and finds it busy persists to wait and
transmits as soon as the channel becomes idle. Consequently,

S = Ge−G(1+a)[1 + a − e−aG]
(1 + a)(1 − e−aG) + ae−G(1+a)

the channel is always used if there is a node with a packet.
With the 1-persistent scheme, a collision may occur not only For nonpersistent CSMA/CD, we have
because of nonzero propagation delays but also when two
nodes become ready to transmit in the middle of another
node’s transmission. In this case, both nodes will wait until
that transmission ends and will begin transmission simulta-

S = Ge−aG

Ge−aG + γ aG(1 − e−aG) + 2aG(1 − e−aG) + 2 − e−aG

neously, resulting in a collision.
For slotted operation, CSMA schemes use time slot of du- For slotted nonpersistent CSMA/CD, we have

ration � seconds, which is usually much smaller than the slot
size of duration T seconds, used with slotted Aloha. However,
like slotted Aloha, all nodes using slotted CSMA schemes are
forced to start transmission at the beginning of a slot.

S = Ge−aG

Ge−aG + γ aG(1 − e−aG − aGe−aG) + (2 − e−aG − aGe−aG)
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Looking into the philosophy behind the schemes, it is obvious
that there is no sincere attempt to resolve collisions among
packets as soon as they occur. Instead, the attempts to resolve
collisions are always deferred to the future, with the hope
that things will then work out, somehow, but they never do.

Another type of contention-based schemes with a different
philosophy are collision resolution schemes (CRS). In these
schemes the efforts are concentrated on resolving collisions as
soon as they occur. Moreover, in most versions of these
schemes, new packets that arrive to the network are inhibited
from being transmitted while the resolutions of collisions is
in progress. This ensures that if the rate of arrival of new
packets to the system is smaller than the rate at which colli-
sions can be resolved (the maximal rate of departing pack-
ets—throughput), then the system is stable. The basic idea
behind these schemes is to exploit in a more sophisticated
manner the feedback information that is available to the
nodes in order to control the retransmission process so that
collisions are resolved more efficiently.
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The most basic collision resolution scheme is called the bi-
nary-tree CRS (or binary-tree scheme) and was proposed byFigure 4. Throughput of CSMA versions.
Capetanakis (36), Hayes (37), and Tsybakov and Mikhailov
(38). According to this scheme, when a collision occurs, in slot
k say, all nodes that are not involved in the collision waitFigure 4 depicts the load-throughput characteristics for the
until the collision is resolved. The nodes involved in the colli-CSMA-type schemes.
sion split randomly into two subsets, by (for instance) eachFurther Reading. Numerous variations on the environment
flipping a coin. The nodes in the first subset, those thatunder which the Aloha and CSMA schemes operate have been
flipped 0, retransmit in slot k � 1, whereas those that flippedaddressed in the literature (see, e.g., Refs. 3, 13, and 21–23).
1 wait until all those that flipped 0 transmit their packetsFor instance, various packet length distributions were consid-
successfully. If slot k � 1 is either idle or contains a successfulered by Abramson (24) and Ferguson (25) for Aloha and by
transmission, the nodes of the second subset (those thatTobagi and Hunt (26) and for CSMA.
flipped 1) retransmit in slot k � 2. If slot k � 1 contains an-The assumption that, whenever two or more packets over-
other collision, then the procedure is repeated (i.e., the nodeslap at the receiver, all packets are lost is overly pessimistic.
whose packets collided in slot k � 1 flip a coin again andIn radio networks the receiver might correctly receive a
operate according to the outcome of the coin flipping, and sopacket despite the fact that it is time-overlapping with other
on). A node having a packet that collided (at least once) istransmitted packets. This phenomenon is known as capture
backlogged.and it can happen as a result of various characteristics of ra-

The operation of the scheme can also be described by adio systems. Most studies (27,28) considered power capture
binary-tree in which every vertex corresponds to a time slot.(the phenomenon whereby the strongest of several transmit-
The root of the tree corresponds to the slot of the originalted signals is correctly received at the receiver). Thus, if a
collision. Each vertex of the tree also designates a subset (per-single high-powered packet is transmitted, then it is correctly
haps empty) of backlogged nodes. Vertices whose subsets con-received regardless of other transmissions. Hence, channel
tain at least two nodes indicate collisions and have two outgo-use increases.
ing branches, corresponding to the splitting of the subset intoReservation schemes that allow contentions are designed
two new subsets. Vertices corresponding to empty subsets orto have the advantages of both the Aloha and the TDMA ap-
subsets containing one node are leaves of the tree and indi-proaches. Examples of reservation schemes appear in Ref. 29,
cate an idle and a successful slot, respectively. For instance,where the knowledge of the number of users is needed, or in
consider a collision that occurs in slot 1. At this point it isRefs. 14 and 30, where they do not require this knowledge.
neither known how many nodes nor who are the nodes thatApproximate analysis of a reservation Aloha protocol can be
collided in this slot. Each of the colliding nodes flip a coin,found in Lam (31).
and those that flipped 0 transmit in slot 2. By the rules ofApproximate analysis of the delay was presented by Fergu-
the scheme, no newly arrived packet is transmitted while theson (32) for Aloha and by Beuerman and Coyle (33) for CSMA
resolution of a collision is in progress, so that only nodes thatschemes. Instability issues of the Aloha protocol were first
collided in slot 1 and flipped 0 transmit in slot 2. Anotheridentified by Carleial and Hellman (34) and Lam and
collision occurs in slot 2, and the nodes involved in that colli-Kleinrock (35). Later, similar issues were identified for the
sion flip a coin again. In this example, all the colliding nodesCSMA family of protocols by Tobagi and Kleinrock (20).
of slot 2 flipped 1 and therefore slot 3 is idle. The nodes that
flipped 1 in slot 2 transmit again in slot 4, resulting in an-
other collision and forcing the nodes involved in it to flip aCOLLISION RESOLUTION SCHEMES
coin once more. One node flips 0 and transmits (successfully)
in slot 5 causing all nodes that flipped 1 in slot 4 to transmitThe original Aloha scheme and its CSMA derivatives are in-

herently unstable in the absence of some external control. in slot 6. In this example, there is one such node, and there-
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fore slot 6 is a successful one. Now that the collision among able collisions by letting the users that flipped 1 in slot 2 in
all nodes that flipped 0 in slot 1 has been resolved, the nodes the preceding example, flip coins before transmitting in slot
that flipped 1 in that slot transmit (in slot 7). Another colli- 4. Consequently, the slot in which an avoidable collision
sion occurs, and the nodes involved in it flip a coin. Another would occur is saved. In this case, fair coins yield a stable
collision is observed in slot 8, meaning that at least two nodes system for arrival rates smaller than 0.375, and biased coins
flipped 0 in slot 7. The nodes that collided in slot 8 flip a coin increase this number up to 0.381.
and, as it happens, there is a single node that flipped 0, and When the obvious access is employed, it is very likely that
it transmits (successfully) in slot 9. Then, in slot 10, transmit a CRI will start with a collision among a large number of
the nodes that flipped 1 in slot 8. There is only one such node, packets when the previous CRI was long. When the system
and its transmission is, of course, successful. Finally, the operates near its maximal throughput, most CRIs are long;
nodes that flipped 1 in slot 7 must transmit in slot 11. In this hence collisions among a large number of packets must be
example, there is no such node; hence slot 11 is idle, complet- resolved frequently, yielding nonefficient operation. Ideally, if
ing the resolution of the collision that occurred in slot 7 and, it were possible to start each CRI with the transmission of
at the same time, the one in the first slot. exactly one packet, the throughput of the system would have

It is clear from this example that each node, including been 1. Because this is not possible, one should try to design
those that are not involved in the collision, can construct the the system so that in most cases a CRI starts with the trans-
binary-tree by following the feedback signals corresponding to mission of about one packet. There are several ways to
each slot, thus knowing exactly when the collision is resolved. acheive this goal by determining a first-time transmission
A collision is resolved when the nodes of the network know rule (i.e., when packets are transmitted for the first time).
that all packets involved in the collision have been transmit- One way, suggested by Capetanakis (36), is to have an esti-
ted successfully. The time interval starting with the original mate on the number of packets that arrived in the previous
collision (if any) and ending when this collision is resolved CRI and divide them into smaller groups, each having an ex-
is called collision resolution interval (CRI). In the preceding pected number of packets on the order of one and handling
example the length of the CRI is 11 slots. each group separately. Another way, known as the epoch

The binary-tree protocol dictates how to resolve collisions mechanism has been suggested by Gallager (40) and Tsyba-
after they occur. To complete the description of the protocol, kov and Mikhailov (41). According to this mechanism, time is
one must specify when newly generated packets are transmit- divided into consecutive epochs each of length � slots. The
ted for the first time. One alternative, which is assumed all ith arrival epoch is the time interval [i�, (i � 1)�]. Packets
along (known as the obvious-access scheme), is that new that arrive during the ith arrival epoch are transmitted for
packets are inhibited from being transmitted while a resolu- the first time in the first slot after the collision among packets
tion of a collision is in progress. That is, packets that arrive that arrived during the (i � 1)st arrival epoch is resolved. The
to the system while a resolution of a collision is in progress, parameter � is chosen to optimize the performance of the sys-
wait until the collision is resolved, at which time they are tem. When � � 2.68, the system is stable for arrival rates up
transmitted. In the example above all new packets arriving

to 0.429 if slots of sure collisions are not saved, and up toto the system during slots 1 through 11 are transmitted for
0.462 if they are. A final enhancement of the epoch mecha-the first time in slot 12.
nism is to start a new epoch each time a collision is followedLet Ln be the expected length of a CRI that starts with the
by two successful transmissions. This guarantees that eachtransmission of n packets. From the operation of the scheme,
CRI will start with an optimal number of packets, and itit is clear that as long as the arrival rate of new packets into
yields the highest stable throughput known for multiple ac-the system is smaller than the ratio n/Ln (for large n), the
cess systems—0.487.system is stable. When fair coins are used for splitting the

Further Reading. Numerous variations of the environmentusers upon collisions, one can show that for every n,
under which collision resolution protocols operate have been
addressed in the literature and excellent surveys on the sub-Ln ≤ 2.886n + 1
ject appear in Refs. 42 and 43. Books by Bertsekas and Gal-
lager (21) and Rom and Sidi (23) are also excellent sourcesyielding stable system for arrival rates that are smaller than
on collision resolution protocols. Considerable effort has been0.346.
spent on finding upper bounds to the maximum throughputThe performance of the binary-tree protocol can be im-
that can be achieved in an infinite population model withproved in two ways. The first is to speed up the collision reso-
Poisson arrivals and ternary feedback. The best upper boundlution process by avoiding certain, avoidable, collisions. The
known to date is 0.568 and is the work of Tsybakov and Lik-second is based on the observation that collisions among a
hanov (44). Practical multiple access communication systemssmall number of packets are resolved more efficiently than
are prone to various types of errors. Collision resolution proto-collisions among a large number of packets. Therefore, if most
cols that operate in the presence of noise errors, erasures, andCRIs start with a small number of packets, the performance
captures have been studied in Refs. 45–49. Collision resolu-of the protocol is expected to improve.
tion protocols yielding high throughputs for general arrivalConsider again the example above. In slots 2 and 3 a colli-
processes (even if their statistics are unknown) were devel-sion is followed by an idle slot. This implies that in slot 2 all
oped by Cidon and Sidi (50) and Greenberg et al. (51). Theusers (and there were at least two of them) flipped 1. The
expected packet delay of the binary-tree protocol has been de-binary-tree protocol dictates that these users must transmit
rived by Fayolle et al. (52) and Tsybakov and Mikhailov (38).in slot 4, although it is obvious that this will generate a colli-
Bounds on the expected packet delay of the algorithm withsion that can be avoided. The modified binary-tree protocol

was suggested by Massey (39), and it eliminates such avoid- the epoch mechanism have been obtained in Refs. 41 and 53,
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22. J. L. Hammond and P. J. P. O’Reilly, Performance Analysis ofand bounds on the packet delay distribution have been ob-
Local Computer Networks, Reading, MA: Addison-Wesley, 1986.tained in Refs. 54 and 55.

23. R. Rom and M. Sidi, Multiple Access Protocols; Performance and
Analysis, New York: Springer-Verlag, 1990.
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