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CHANNEL CODING are the possible message errors that might be caused by these
different disturbances. To overcome these problems, ‘‘good’’

The general term channel coding implies a technique by encoders and decoders need to be designed to improve the per-
formance of these channels. Figure 2 shows the block diagramwhich redundancy symbols are attached to the data by a

channel encoder of the system. These redundancy symbols are of a typical error handling system.
In an ideal system, the symbols that are obtained from theused to detect and/or correct and/or interpolate erroneous

data at the channel decoder. Channel encoding is achieved by channel (or storage medium) should match the symbols that
originally entered the channel (or storage medium). In anyimposing relations on the information data and redundancy

symbols of the system. These restricting relations make it practical system, there often are occasional errors, and the
purpose of channel coding is to detect and possibly correctpossible for the decoder to correctly extract the original source

signal with high reliability and fidelity from a possibly cor- such errors.
The first stage in Fig. 2 is concerned with encoding for er-rupted received or retrieved signal.

Channel coding is used in digital communication systems ror avoidance and the use of redundancy. This includes, for
example, such processes as precoding data for modulation,for several possible reasons: (1) to increase the reliability of

noisy data communications channels or data storage systems; the placing of digital data at an appropriate position on the
tape for certain digital formats, the rewriting of a read-after-(2) to control errors in such a manner that a faithful reproduc-

tion of the data can be obtained; (3) to increase the overall write error in a computer tape, and error-correction and de-
tection encoding. Following these moves, the encoded data aresignal-to-noise energy ratio (SNR) of a system; (4) to reduce

the noise effects within a system; and (5) to meet the commer- delivered to the modulator in the form of a signal vector or
code. Then the modulator transforms the signal vector into acial demands of efficiency, reliability, and a high performance

of an economically practical digital transmission and storage waveform that matches the channel. After being transmitted
through the channel, the waveform often is disturbed bysystem. All of these objectives must be tailored to the particu-

lar application. Therefore, channel coding is also called error- noise. The demodulation of this waveform can produce cor-
rupted signal vectors, which in turn cause possible errors incontrol coding, error-correction, or detection coding.
the data. On receipt of the data, errors are first detected. The
detection of an error then requires some course of action. For

ERROR-HANDLING PROCESSES AND
example, in a bi-directional link a retransmission might be

ERROR-CONTROL STRATEGIES
requested. Finally, the correctable error patterns can be elim-
inated effectively by an error-correction engine.

Figure 1 shows a physical layer coding model of a digital com-
The error-control strategy for the error-handling system

munication system. The same model can be used to describe
shown in Fig. 2 depends primarily on the application. That

an information storage system if the storage medium is con-
is, such a strategy depends on the channel properties of the

sidered to be the channel.
particular communication link and the type of error-control

The source information is usually composed of binary or
codes to be used.

alphanumeric symbols. The encoder converts the information
Without the feedback line, shown in Fig. 2, communication

messages into electrical signals acceptable to the channel.
channels are one-way channels. The codes in this case are

Then these signals are sent to the channel (or storage me-
mainly designed for error-correction and/or error-conceal-

dium), where they may be disturbed by noise. Next, the out-
ment. Error control for a one-way system is usually accom-

put of the channel is sent to the decoder, which makes a deci-
plished by the use of forward error correction (FEC), that is,

sion to determine which message was sent. Finally, this
by employing error-correcting codes that automatically cor-

message is delivered to the recipient data (sink).
rect errors which are detected at the receiver. Communication

Typical transmission channels are twisted-pair telephone
systems frequently employ two-way channels, a fact that

lines, coaxial cable wires, optical fibers, radio links, micro-
must be considered in the design of an error-control system.

wave links, satellite links, and so forth. Typical storage media
With a two-way channel, both error-correction and error-de-

can be semiconductor memories, magnetic tapes and discs,
tecting codes can be used. When an error-detecting code is

compact discs (CDs), optical memory units, or digital video
used and an error is detected at one terminal, a request for a

discs (DVDs). Each of these channels or media is subject to
repeat is given to the transmitting terminal.

various types of noise disturbances. For example, the distur-
There are examples of real one-way channels in which the

bance on a telephone line may come from impulsive circuit
error probabilities can be reduced by the use of an error-cor-

switching noise, thermal noise, crosstalk between lines, or a
recting code but not by an error detection and retransmission

loss of synchronization. The disturbances on a CD often are
system. For example, with a magnetic-tape storage system,

caused by surface defects, dust, or a mechanical failure.
usually too much time has passed to ask for a retransmission

Therefore, the problems a digital communication system faces
after the tape has been stored for any significant period of
time, say a week or sometimes just a day. In such a case,
errors are detected when the record is read. Encoding with
FEC codes is usually no more complex than it is with error-
detecting codes. It is the decoding that requires sophisticated
digital equipment.

On the other hand, there are good reasons for using both
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error detection and retransmission for some applications
when possible. Error detection is by its nature a much simplerFigure 1. A physical layer model of a communication or storage

system. computational task than error correction and requires much
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Figure 2. The major processes in an er-
ror-handling system.
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less complex decoding equipment. Also, error detection with the qk different possible messages, there are qk different possi-
retransmission tends to be adaptive. In a retransmission sys- ble codewords at the encoder output. This set of qk codewords
tem, redundant information is utilized only in the retransmit- of length n is called an (n, k) block code. The code rate of an
ted data when errors occur. This makes it possible, under cer- (n, k) block code is defined to be R� k/n. If q� 2, the codes
tain circumstances, to obtain better performance with a are called binary block codes and can be implemented with a
system of this kind than is theoreticaly possible over a one- combinational logic circuit.
way channel. Error control by the use of error detection and The encoder for a convolutional code accepts k-bit blocks of
retransmission is called automatic repeat request (ARQ). In an an information sequence and produces an encoded sequence
ARQ system, when an error is detected at the receiver, a re- of n-bit blocks. (In convolutional coding, the symbols are used
quest is sent to the transmitter to repeat the message. This to denote a sequence of blocks rather than a single block.)
process continues until it is verified that the message was However, each encoded block depends not only on the corre-
received correctly. Typical applications of ARQ are the proto- sponding k-bit message block, but also on the m previous mes-
cols for many fax modems. sage blocks. Hence, the encoder is said to have a memory of

There is a definite limit to the efficiency of a system that order m. The set of encoded sequences produced by a k-input
uses simple error detection and retransmission alone. First, and n-output encoder of memory of order m is called an
short error-detecting codes are not efficient detectors of er- (n, k, m) convolutional code. Again, the ratio R� k/n is called
rors. On the other hand, if very long codes are used, retrans- the code rate of the convolutional code. Since the encoder con-
mission must be done too frequently. It can be shown that a tains memory, it is implemented with a sequential logic
combination of both the correction of the most frequent error circuit.
patterns along with detection and retransmission of the less The basic principle of error-control coding is to add redun-
frequent error patterns is not subject to such a limitation. dancy to the message in such a way that the message and its
Such a mixed error-control process is usually called a hybrid redundancy are related by some set of algebraic equations.
error-control (HEC) strategy. In fact, HEC is often more effi- When a message is disturbed, the message with such con-
cient than either a forward error correction system or a detec- strained redundancy still can be decoded by the use of these
tion and retransmission system. Many present-day digital relations. In other words, the error-control capability of a code
systems use a combination of forward error correction and de- comes from this relational redundancy which is added to the
tection with or without feedback. message during the encoding process.

If the error rate demanded by the application cannot be To illustrate the principle of error-control coding, an exam-
met by the unaided channel or storage medium, some form of ple of a binary block code of length 3 is discussed. There are
error handling may be necessary. a total of eight different possible binary 3-tuples: (000), (001),

(010), (011), (100), (101), (110), (111). First, if all of these 3-
tuples are used to transmit messages, one has the example ofBASIC PRINCIPLES OF ERROR-CONTROL CODES
a (3,3) binary block code of rate 1. In this case, if a one-bit
error occurs in any codeword, the received word becomes an-We have seen that the performance of an error-handling sys-
other codeword. Since any particular codeword may be atem relies on error-correction and/or detection codes that are
transmitted message and there are no redundancy bits in adesigned for the given error-control strategy. There are two
codeword, errors can neither be detected nor corrected.different types of codes that are commonly used today: block

The error detection and correction processes are closely re-and convolutional codes. It is assumed for both types of codes
lated and will be dealt with presently. The actual correctionthat the information sequence is encoded using an alphabet
of an error is simplified tremendously by the adoption of bi-set Q of q distinct symbols, called a q-ary set, where q is a
nary codes. There are only two symbols, 0 and 1, in this case.positive integer.
Hence, to correct a symbol it is sufficient to know that theIn general, a code is called a block code if the coded infor-
symbol is wrong. Figure 3 shows the minimal circuit neededmation sequence can be divided into blocks of n symbols and
for correction once the bit in error has been identified. Theeach block can be decoded independently. The encoder of a
exclusive-OR (XOR) gate shows up extensively in error correc-block code divides the information sequence into message
tion circuits, and the figure also demonstrates its truth table.blocks of k information symbols each. A message block, called
One way to remember the characteristics of this useful devicethe message word, is represented by the k-tuple m�
is that there always is an output ‘‘1’’ when the inputs are(m0, m1, . . ., mk�1) of symbols. Evidently, there are a total of
different. Inspection of the truth table shows that there is anqk different possible message words. The encoder transforms
even number of 1’s in each row and, as a consequence, theeach message word m independently into an n-symbol

codeword c� (c0, c1, . . ., cn�1). Therefore, corresponding with device is also called an even parity gate.
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error. For further understanding of convolutional codes, read-
ers may refer to Refs. 1 and 2.

LINEAR BLOCK CODES

In the previous section, it was shown for a binary block code
that the positions of the failed bits can be determined by the
use of more parity bits. If these parity bits are generated by
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a linear combination of message bits, the code is called a lin-
Figure 3. Exclusive-OR Gate. ear block code. Some important concepts of a linear block code

are introduced next by an example of the Hamming code.
Consider a binary linear block code of length 7 and rate

Parity is a fundamental concept in error detection. In the R � 4/7. A four-bit message word m� (m0, m1, m2, m3) is used
previous example, let only four of the 3-tuples, (000), (011), to compute three redundancy bits and to make a seven-bit
(101), (110), be chosen as codewords for transmission. These codeword c� (c0, c1, . . ., c6) from the following set of equa-
are equivalent to the four 2-bit messages, (00), (01), (10), (11), tions:
with the third bit in each 3-tuple equal to the XOR of its first
and second bits. This is an example of a (3,2) binary block
code of rate 2/3. If a received word is not a codeword, i.e., the
third bit does not equal the XOR of the first and second bits,
then an error is detected. However, this code cannot correct

ci = mi, i = 0, 1, 2, 3

c4 = m0 + m2 + m3

c5 = m0 + m1 + m2

c6 = m0 + m1 + m3any error. To illustrate what can happen when there are er-
rors, suppose that the received word is 010. Such an error

These equations provide the parity-check equations in thecannot be corrected even if there is only one bit in error since,
matrix form, cHT � 0, wherein this case, the transmitted codeword has three possibilities:

(000), (011), (110).
To achieve error correction, more redundancy bits need to

be added to the message words for transmission. Suppose
only the two 3-tuples (000), (111) are chosen as codewords.

H =

�
1 0 1 1 1 0 0
1 1 1 0 0 1 0
1 1 0 1 0 0 1

�
This is a (3,1) binary block code of rate 1/3. The codewords
(000), (111) are encoded by duplicating the source bits 0, 1 is called the parity-check matrix of the code and ‘‘T’’ denotes
two additional times, that is, two redundancy bits in each matrix transpose. The codewords are generated by c�m �G,
codeword. If this codeword is sent through the channel, and where
one- or two-bit errors occur, the received word is not a
codeword. Errors are detected in this scenario. If the decision
(rule of the decoder) is to decide the original source bit as the
bit which appears as the majority of the three bits of the re-
ceived word, a one-bit error is corrected. For instance, if the

G =

�
1 0 0 0 1 1 1
0 1 0 0 0 1 1
0 0 1 0 1 1 0
0 0 0 1 1 0 1

�
received word is (010), this decoder would say that 0 was sent.

Consider next the example of a (2,1,2) binary convolutional is called the generator matrix of the code.
code. Let the information sequence be m � (m0, m1, . . ., In the Hamming code, four message bits are examined in
m6) � (1011100) and the encoded sequence be c � (c(1)

0 c(2)
0 , turn, and each bit that is a ‘‘1’’ causes the corresponding row

c(1)
1 c(2)

1 , . . ., c(1)
6 c(2)

6 ) � (11,10,00,01,10,01,11). Also assume the of G to be added to an XOR sum. For example, if the message
relations between the components of vectors m and c are word is (1001), the top and bottom rows of G are component-
given by wise XORed. The first four columns of G form a submatrix,

which is known as an identity matrix. Therefore, the first four
data bits in the codeword are identical to the message bits
that were to be conveyed. This is useful because the original

c(1)

i = mi−2 + mi−1 + mi

c(2)

i = mi−2 + mi

message bits are encoded in an unmodified form, and the
check bits are simply attached to the end of the message towhere m�2 �m�1 � 0 and ‘‘�’’ means sum modulo 2. Suppose

the third digit of the received sequence is in error. That is, let construct the so-called systematic codeword. Almost all chan-
nel block coding systems use systematic codes.the received sequence begin with c� (11,00,00, . . .). The fol-

lowing are the eight possible beginning code sequences The redundancy or parity bits are calculated in such a
manner that they do not use every message bit. If a message(00,00,00, . . .), (00,00,11, . . .), (00,11,10, . . .), (00,11,01,

. . .), (11,10,11, . . .), (11,10,00, . . .), (11,01,01, . . .), bit is not included in a parity check, it can fail without affect-
ing the outcome of that check. For example, if the second bit(11,01,10, . . .). Clearly, the sixth path, which differs from

the received sequence in but a single position, is intuitively of a codeword fails, the outcome of the parity-check equation
given by the first row of H is not affected. However, the out-the best choice. Thus, a single error is corrected by this obser-

vation. Next, suppose digits 1, 2, and 3 were all erroneously comes of other parity-check equations, given by the second
and third rows of H, are affected. The position of the error isreceived. For this case, the closest code sequence would be

(00,00,00, . . .) and the decoder would make an undetectable deduced from the pattern of these successful and unsuccessful
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checks in the parity-check matrix. This pattern is known as a drome corresponds to one and only one error vector if the
number of errors satisfies e� (d� 1)/2. Another simpler de-syndrome defined by the matrix equation s� r �HT, where

r� c� e and e is a seven-bit error vector. coding method, called syndrome decoding, can be shown to be
equivalent to the minimum distance decoding rule:In the previous example of the Hamming code, let a failed

second bit be assumed in a received word r, i.e., e1 � 1, and
1. Compute the syndrome s of the received word r.ei � 0 for i � 1. Because this bit is included in only two of the

parity-check equations, there are two 1’s in the failure pat- 2. Determine the error vector e that corresponds to the
tern, namely, 011. Since considerable care was taken in the syndrome s by a lookup table.
design of the matrix pattern for generating the check bits, the 3. Decode r by choosing the corrected codeword to be
syndrome, 011, is actually the address (i.e., [011]T is the first r� e.
column of H) of the error bit. This is a fundamental feature
of the original Hamming codes, due to Richard Hamming in

CYCLIC CODES1950.
It is useful at this point to introduce the concept of Ham-

The implementation of the encoder of a Hamming code can beming distance. This is the number of positions in which two
made very fast by the use of the parity-check equations. Suchsequences of length n differ. The minimum (Hamming) dis-
an implementation is ideal for some applications, such astance d of a block code is by definition the least Hamming
computer memory protection, which requires short codes anddistance between any two distinct codewords of this code.
a fast access time. However, in many other applications, theThat is, the minimum distance of a binary code equals the
messages are transmitted and stored serially, and it is desir-minimum number of bits that needs to be changed in order to
able to use relatively large data blocks to reduce the memorychange any codeword into any other codeword. A linear code
storage devoted to preambles, addressing, and synchroniza-of length n, dimension k, and minimum distance d is often
tion. Where large data blocks are to be handled, the use ofdenoted by the notation (n, k, d).
simple parity-check equations for encoding has to be aban-If errors corrupt a codeword so that it is no longer a
doned because it would become impossibly complex. However,codeword, it is definitely detectable and possibly correctable.
the principle of the generator and the parity-check matricesIf errors convert one codeword into another, it is impossible
can still be employed for the encoder, but now these matricesto detect. Therefore, the minimum distance d indicates the
usually are generated algorithmically. For the decoder, thedetection and correction capacities of the code. For the Ham-
syndromes are used to find the bits in error not by using aming code example it can be found by a direct verification for
simple lookup table, but by solving algebraic equations.the 24 � 16 codewords that the minimum distance of the

A subclass of linear block codes, called cyclic codes, canHamming code is 3. This coincides with the fact that two or
provide long codes that have the required encoding and decod-fewer bit errors in any codeword of the Hamming code pro-
ing structures. A linear code C of length n is said to be cyclicduce a noncodeword. Hence two bit errors are always de-
if every cyclic shift of a codeword c is also a codeword, that is,tectable.

Correction is also possible if the following minimum dis-
tance rule is used: Correction (decoding) with the minimum c = (c0, c1, . . ., cn−1) ∈ C ⇒ cπ = (cn−1, c0, c1, . . ., cn−2) ∈ C

distance rule decodes each received word r to the codeword
When messages can be accessed serially, simple circuitry canthat is closest to it in Hamming distance. For example, if the
be used for the encoder since the same gate can be used forreceived word from the Hamming code is r� (1111100) and
many XOR operations. Unfortunately, the reduction in com-an error occurs in the second bit [i.e., e� (0100000)], the min-
plexity of the encoding process is paralleled by an increase inimum distance rule always correctly decodes r to the
the difficulty of explaining what takes place. The methodologycodeword c� (1011100). It can be shown that the Hamming
described so far about how an error-correction system workscode is able to correct all single-bit errors. Associated with
is mainly in engineering terms. However, it can be describedthis fact is the important theorem for a linear block code
more mathematically so that the encoding and decoding ofgiven next.
long codes can be accomplished in a more efficient manner.

Toward this end, codewords of a cyclic code can be repre-Theorem A linear block code (n, k, d) has the following min-
sented by the use of polynomials in the following way:imum distance decoding:

1. If d� e� 1, then the code can detect e errors.
c = (c0, c1, . . ., cn−1) ∈ C ⇒

c(x) = c0 + c1x + · · · + cn−1 xn−1 ∈ C(x)
2. If d� 2t� 1, then the code can correct t errors.
3. If d� t� e� 1 for e� t, then the code can correct t er- where C(x) represents the set of polynomials that is associ-

rors and simultaneously detect e errors. ated with the set of all codewords of C. The term c(x) is called
a code polynomial. It is clear that c�(x)� x � c(x)� cn�1 � (xn �
1) � C(x), that is, c�(x) � x � c(x) mod(xn � 1). Let Rn[x]�Intuitively, item (2) of this theorem can be explained as

follows: If a codeword c is transmitted and errors occur in GF(2)[x]/(xn � 1) denote the polynomial ring of degree at
most n� 1 over the finite (or Galois) field GF(2) of two ele-�t positions, then the received word r clearly resembles the

transmitted codeword c more than any other codeword. ments. Let g(x) be the unitary polynomial of smallest degree
in C(x). Then the degree of g(x) equals n� k, and every poly-It has been shown for the Hamming code that the syn-

dromes s are the addresses of the error bits. This concept can nomial c(x) � C(x) can be represented as c(x)�m(x)g(x) for
some m(x) � Rn[x].be generalized to all linear block codes. That is, each syn-
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only if the received polynomial r(x) is a code polynomial. This
very useful fact is often employed to design the efficient error-
detecting circuits of most cyclic codes.

m(x)

c(x)

The results discussed in this section are easily generalized
to codes constructed over any finite field GF(q), where q isFigure 4. An encoder of the (7,4,3) cyclic Hamming code.
some power of a prime number p.

Therefore, a cyclic code encoder can be conceived to be a BCH CODES
polynomial multiplier that can be implemented by the use of
what is called a shift register. For example, the cyclic Ham- One class of cyclic codes was introduced in 1959 by Hocquen-
ming code has the generator polynomial g(x)� x3 � x� 1. ghem, and independently in 1960 by Bose and Ray-Chaudh-
Hence, one implementation of the encoder of this code is the uri. The codes are known as BCH codes and can be described
shift register device shown in Fig. 4. The register of the en- by means of the roots of a polynomial g(x) with coefficients in
coder is initially set to zero. Then let the message word, a finite field. A cyclic code of length n over GF(2) is called a
m(x)�m0 �m1x�m2x2 �m3x3, be the input in sequence from BCH code of designed distance � if its generator g(x) is the
m3 to m0. After shifting seven times, a codeword c(x)� c0 � least common multiple of the minimal polynomials of
c1x� � � � � c6x6 is the sequential output of the bits c6 to c0. �l, �l�1, . . ., �l���2 for some l, where � is a primitive nth root

Many other methods for encoding cyclic codes can be im- of unity. If n� 2m � 1, i.e., � is a primitive element of
plemented by the use of shift register circuits. The most use- GF(2m), then the BCH code is called a primitive BCH code.
ful of these techniques is the systematic encoding method. The performance of a BCH code is specified by its designed
Encoding of an (n, k) cyclic code in systematic form consists of distance using the following fact: the minimum distance of a
three steps: (1) multiply the message polynomial m(x) by xn�k; BCH code with designed distance � is at least �. This fact is
(2) divide xn�km(x) by g(x) to obtain the remainder b(x); and usually called the BCH bound. A primitive BCH code of de-
(3) form the codeword c(x)� b(x)� xn�km(x). signed distance � has the minimum distance d� 2�� 1.

Recall that in the decoding of a linear code, the first step To decode BCH codes, let’s once again consider a BCH code
is to compute the syndrome vector s from r by s� r �HT. If of length n over GF(2) with designed distance �� 2t� 1 and
the syndrome is zero, the decoder accepts r as a codeword. If let � be a primitive nth root of unity in GF(2m). Consider a
the syndrome is not equal to zero, r is not a codeword and the codeword c(x) and assume that the received word is
presence of errors is detected. For a cyclic code in systematic
form, the syndromes are computed easily. The received word r(x) = r0 + r1x + · · · + rn−1xn−1

r is treated as the polynomial of degree n� 1 or less, i.e.,
r(x)� r0 � r1x� r2x2 � � � � � rn�1xn�1. A polynomial division of Let e(x)� r(x)� c(x)� e0 � e1x� � � � � en�1xn�1 be the error
r(x) by the generator polynomial g(x) yields r(x)� a(x)g(x)� vector. Now, define the following:
s(x), where the remainder s(x) is a polynomial of degree n �
k � 1 or less. The n� k coefficients of s(x) form the syndrome M� �i�ei � 0� is the set of positions where errors occur.
s. Therefore, s(x) is called the syndrome polynomial of the cy- e� �M� is the number of errors.
clic code.

The polynomial 
(z)��i�M (1� �iz) in z is called the error-In general, the decoding of cyclic codes for error-correction
locator polynomial.consists of the same three steps used for decoding any linear

Also, let �(z)��i�M ei�iz�j�M��i� (1� �jz) be what is knowncode: syndrome computation, association of the syndrome
as the error-evaluator polynomial.with the error pattern, and error correction. However, the

limit to this approach is the complexity of the decoding circuit
It is clear that if one can find 
(z) and �(z), then the errorsthat is needed to determine the error word from the syn-
can be corrected. In fact, an error occurs in position i if anddrome. Such procedures tend to grow exponentially with code
only if 
(��i)� 0, and in that case the error is given by ei �length and the number of errors that need to be corrected.
��(��i)�i/
�(��i), where 
�( � ) denotes the derivative. AssumeMany cyclic codes have considerable algebraic and geometric
that the number of errors e� t (if e� t, one does not expect toproperties. If these properties are properly used, then a sim-
be able to correct the errors). Observe thatplification in the decoding process is usually possible.

Cyclic codes are well suited to error detection, and several
have been standardized for use in digital communications.
The most common of these have the following generator poly-
nomials:

ω(z)

σ (z)
=
X

i∈M

eiβ
iz

1 − β iz
=
X

i∈M

ei

∞X

l=1

(β iz)l

=
∞X

l=1

zl
X

i∈M

eiβ
li =

∞X

l=1

zle(β l )
x16 + x15 + x2 + 1 (CRC − 16)

x16 + x12 + x5 + 1 (CRC − CCITT )

where all of these calculations use the operations of what is
known as a formal power series over the finite field GF(2m).These codes can detect many combinations of errors, and the

implementation of both the encoding and error-detecting cir- For 1� l� 2t, one gets e(�l)� r(�l), i.e., the receiver knows
the first 2t coefficients on the right-hand side of the equation.cuits is quite practical. Since every codeword of a cyclic code

can be computed from its generator polynomial g(x) as the Therefore, �(z)/
(z) is known as mod z2t�1. It is claimed that
the receiver must determine polynomials 
(z) and �(z) in suchproduct c(x)� d(x)g(x), it is clear that s(x) � 0 mod(g(x)) if and
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a manner that deg[�(z)]� deg[
(z)] with deg[
(z)] being as
small as possible under the condition,

ω(z)

σ (z)
≡

2tX

l=1

zlr(β l )(mod z2t+1)

In practice, it is very important to find a fast algorithm that
actually determines 
(z) and �(z) by solving these equations.
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Two commonly used algorithms are the Berlekamp–Massey

Figure 5. Coded system on an additive noise channel.
decoding algorithm introduced by E. R. Berlekamp and J.
Massey, and the Euclidean algorithm. Interested readers may
refer to (1,3–5). Figure 5 shows a block diagram of a coded system for an

additive noise channel. In such a system, the source output
m is encoded into a code sequence (codeword) c. Then c is
modulated and sent to the channel. After demodulation theREED–SOLOMON CODE
decoder receives a sequence r which satisfies r� c� e, where
e is the error sequence and ‘‘�’’ usually denotes component-A very useful class of nonbinary cyclic codes is called the
wise vector XOR addition. The final decoder output m̂ repre-Reed–Solomon (RS) code. RS codes were first discovered by I.
sents the recovered message.S. Reed and G. Solomon in 1958. An RS code is defined over

The primary purpose of a decoder is to produce an esti-GF(pm) with length pm � 1 and minimum distance d � n �
mate m̂ of the transmitted information sequence m that isk � 1. Its generator polynomial is g(x) � (x � �u)(x � �u�1)
based on the received sequence r. Equivalently, since there is� � � (x � �u�d�2), where � is a primitive element in GF(pm) and
a one-to-one correspondence between the information se-where u is some integer. Since RS codes are cyclic, they can
quence m and the codeword c, the decoder can produce anbe encoded by the product of g(x) and the polynomial associ-
estimate ĉ of the codeword c. Clearly, m̂�m if and only ifated with the information vector, or by a systematic encoding.
ĉ � c. A decoding rule is a strategy for choosing an estimatedFor example, the RS code of length n � 7, dimension k �
codeword ĉ for each possible received sequence r. If the5, and minimum distance d � 3 where p � 2 is specified by
codeword c was transmitted, a decoding error occurs if andthe generator polynomial g(x) � (x � �3)(x � �4) � x2 � �6x �
only if ĉ � c. On the assumption that r is received, the condi-1, where � is a root of the irreducible polynomial x3 � x� 1
tional error probability of the decoder is defined byand is a primitive element of the finite field GF(23).

In the RS codes, data bits are assembled into words, or P(E rrr) = P(ĉ �= ccc rrr) (1)
symbols, which become elements of the Galois field upon
which the code is based. The number of bits in the symbol The error probability of the decoder is then given by
determines the size of the Galois field, and hence the number
of symbols in a codeword. A symbol length of eight bits is
commonly used because it fits in conveniently with modern

P(E) =
X

r

P(E rrr)P(rrr) (2)

byte-oriented computers and processors. The Galois, or finite,
where P(r) denotes the probability of receiving the codewordfield with eight-bit symbols is denoted by GF(28). Thus, the
r and the summation is over all possible received words. Evi-RS codes defined over GF(28) have a length of 28 � 1� 255
dently, P(r) is independent of the decoding rule used since rsymbols. As each symbol contains eight bits, the codeword is
is produced prior to the decoding process. Hence, the optimum255 � 8 � 2040 bits long. A primitive polynomial commonly
decoding rule must minimize P(E�r)� P(ĉ � c�r) for all r.used to generate GF(28) is g(x)� x8 � x4 � x3 � x2 � 1. The de-
Since minimizing P(ĉ � c�r) is equivalent to the maximizationcoders of RS codes are usually implemented by the Euclidean
of P(ĉ� c�r), P(E�r) is minimized for a given r by choosing ĉalgorithm and the Berlekamp–Massey algorithm.
to be some codeword c that maximizes

NOISY CHANNEL CODING THEOREM P(ccc rrr) = P(rrr ccc)P(ccc)
P(rrr)

(3)

Several important classes of codes have been discussed in the That is, ĉ is chosen to be the most likely codeword, given that
previous sections. In this section the performance to be ex- r is received. If all codewords are equally likely, i.e., P(c) is
pected from channel coding is discussed briefly. Some com- the same for all c, then maximizing Eq. (3) is equivalent to
monly used quantities for measuring performance improve- the maximization of the conditional probability P(r�c).

If each received symbol in r depends only on the corre-ment by channel coding include the error probabilities from
sponding transmitted symbol, and not on any previouslythe decoder, such as the bit-error rate of the system, the prob-
transmitted symbol, the channel is called a discrete memory-ability of an incorrect decoding of a codeword, and the proba-
less channel (DMC). For a DMC, one obtainsbility of an undetected error. In the physical layers of a com-

munication system, these error probabilities usually depend
on the particular code, the decoder, and, more importantly,
on the underlying channel/medium error probabilities.

P(rrr ccc) =
Y

i

P(ri ci ) (4)



CHANNEL CODING 193

since for a memoryless channel each received symbol depends positive functions of R for R�C and are completely deter-
mined by the channel characteristics.only on the corresponding transmitted symbol. A decoder that

chooses its estimate to maximize Eq. (4) is called a maximum It is shown in (2) and (6) that the complexity of an imple-
mentation of ML decoding algorithm called the Viterbi algo-likelihood decoder (MLD).

One of the most interesting problems in channel coding is rithm is exponential in the constraint length, i.e., K� � e(m�1)nR.
Thus, the probability of error is again only an algebraic func-to determine for a given channel how small the probability of

error can be made in a decoder by a code of rate R. A complete tion of its complexity, as follows:
answer to this problem is provided to a large extent by a spe-
cialization of an important theorem, due to Claude Shannon P(E) ≤ K̂−Ec (R)/R (8)
in 1948, called the noisy channel coding theorem or the chan-

Both of the bounds Eq. (5) and Eq. (7) imply that an arbi-nel capacity theorem. Roughly speaking, Shannon’s noisy
trarily small error probability is achievable for R�C eitherchannel coding theorem states: For every memoryless channel
by increasing the code length n for block codes or by increas-of capacity C, there exists an error-correcting code of rate
ing the memory order m for convolutional codes. For codes toR � C such that the error probability P(E) of the maximum
be very effective, they must be long in order to average thelikelihood decoder for a power-constrained system can be
effects of noise over a large number of symbols. Such a codemade arbitrarily small. If the system operates at a rate R �
may have as many as 2200 possible codewords and many timesC, the system has a high probability of error, regardless of
the number of possible received words. While an exhaustivethe choice of the code or decoder. The capacity C of a channel
ML decoding still conceptually exists, such a decoder is im-defines the maximum number of bits that can be reliably sent
possible to implement. It is very clear that the key obstacle toper second over the channel.
an approach to channel capacity is not only in the construc-
tion of specific ‘‘good’’ long codes, but also in the problem of
its decoding complexity.CODING PERFORMANCE AND DECODING COMPLEXITY

Certain simple mathematical constructs enable one to de-
termine the most important properties of ‘‘good’’ codes. EvenThe noisy channel coding theorem states that there exist
more importantly, such criteria often make it feasible for the‘‘good’’ error-correcting codes for any rate R�C such that the
encoding and decoding operations to be implemented in prac-probability of error in an ML decoder is arbitrarily small.
tical electronic equipment. Thus, there are three main aspectsHowever, the proof of this theorem is nonconstructive, which
of the channel coding problem: (1) to find codes that have theleaves open the problem of the search for specific ‘‘good’’ codes.
error-correcting ability (this usually demands that the codesAlso, Shannon assumed exhaustive ML decoding that has a
be long); (2) a practical method of encoding; and (3) a practicalcomplexity that is proportional to the number of words in the
method of making decisions at the receiver, that is, per-code. It is clear that long codes are required to approach ca-
forming the error correction process. Interested readerspacity and, therefore, that more practical decoding methods
should refer to the literature (1–9).are needed. These problems, left by Shannon, have kept re-

searchers searching for good codes for almost 50 years until
the present time. BIBLIOGRAPHY
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