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MEDICAL IMAGE PROCESSING

Medical image processing is a broad and general term used to refer to the application of image processing and
analysis techniques to medical data [X rays, computer tomography (CT), nuclear medicine, and ultrasound]
for visualization or quantification purposes, or both. It is a relatively new field that is evolving in response
to the increasing widespread availability of good medical image acquisition systems. Clinicians can now “see
inside” the human body. Medical image processing deals with making measurements on these (usually digital)
pictures and interpreting the measurements in a clinically meaningful way. Medical image processing now
plays a regular part in diagnosis and treatment in many areas of medicine, including breast cancer, cardiac
disease, diseases of the brain, and orthopedics, and for automating tasks such as image-guided surgery and
surgery planning.

Early work in this area mainly involved the direct application to medical data of two-dimensional (2-D)
image-processing algorithms developed for analyzing 2-D static visual images. The limitations of this approach
were soon realized, as noise and signal properties of medical images can be quite different from those of
visual images. As a result, research is moving towards developing approaches that make use of knowledge of
anatomical geometry and physical properties of tissues to interpret medical imagery. Another recent trend is
the increased use of three-dimensional (3-D, volumetric) images and image sequences in the medical domain.
This presents new challenges in terms of visualization needs and processing speed.

This article is divided into three main sections. The following section consers specific aspects of data
processing that are relevant to processing medical images for visualization and display, reconstructing an object
from multiple image slices, and medical image enhancement and segmentation. The section after considers the
tasks of interpreting and analyzing medical images. Medical image registration (bringing two data sets into
spatial alignment), medical shape representations and analysis, and medical image tracking and analysis are
discussed. Some medical image application areas are outlined in the final section.

Data Processing

Visualization and Display. Image processing is the focus of this entry. However, one of the most
important roles it plays is to preprocess data so that information of interest can be visualized in a clinical
meaningful way. This is particularly important for 3-D and 3-D + time data. Here we restrict the discussion to
visualizing volumetric data. For an illustration of medical visualization in practice, see, for example, 1.

One of the simplest ways to visualize a 3-D data set is using planar reformatting. This involves treating
the scan data as a volume and mathematically defining a cutting plane through the volume. The intensity
of the voxels traversing this plane is mapped as pixels into a 2-D image (the slice plane or cross-sectional
image). This technique is particularly useful for visualizing anatomy in directions that are more intuitive than
those provided by the data acquisition process. Another method of visualizing 3-D data is using a technique
known as maximum-intensity projection (MIP), which has proved especially popular for visualizing magnetic
resonance angiography (MRA) data (2). An example is shown in Fig. 1. (3). The main idea is to create an “X-ray”
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Fig. 1. (a) a maximum-intensity projection (MIP) and (b) a surface rendering of an MRA volume of a brain aneurysm (3).
Note how the surface visualization gives a better indication of three-dimensionality by the use of shading.

projection image of the 3-D data set, that is, to project a ray from a point source (usually positioned at infinity
so that parallel projection geometry is assumed) through the volume. The maximum intensity of all voxels
encountered in this traversal is displayed in the resulting 2-D image. MIP images are typically generated from
a number of viewing angles about a rotary axis, and the resulting image sequence displayed as a movie. The
key advantage of this method is its computational simplicity. Its key disadvantage is the loss of 3-D information
in the projection process; also, because only the maximum intensity is retained, in some cases low-intensity
structures are not seen. Variants of the standard projection technique have been proposed to deal with this,
including depth-sensitive MIP and multifeature-extraction ray tracing (3,4).

The two main techniques used for visualizing medical data in three dimensions are surface rendering and
volume rendering (5,6). These methods use spatial information about objects in three dimensions, shadowing,
and perspective to create a 3-D impression of the data volume (a displayable), which is projected on a 2-D
screen.

In surface rendering a surface is first extracted from a data set, typically using an intensity threshold
operation (isovalue selection), reconstructed as a mathematical model, and then rendered using standard
computer graphics techniques such as raycasting (7). One of the classic methods of reconstruction, called the
marching cubes algorithm, converts the thresholded data set into polygonal surface patches (8). Much of the
original information content of the image volume is thus lost, leaving a clear representation of the surface in
question. This makes surface rendering especially useful for displaying anatomical data such as CT images of
bone. The main advantages of surface rendering include the relatively rapid speed of rendering and reduced
storage requirements once the surface has been determined. The disadvantages include that for some data
types (e.g., ultrasound data) it may prove difficult to segment a good surface, and this approach can handle
small features incorrectly (9,10).

In volume rendering, shading and perspective are determined by spatial position and the relative intensity
difference in the original data. This is an important difference between surface and volume rendering. In
the former case you effectively create a mathematical model of the surface in terms of geometric primitives
such as points, lines, and polygons and render the object assuming that it is opaque (no light is transmitted
through it). The interior of the object is not described. Volume rendering assumes the object is transparent.
It produces an image without generating an intermediate geometric description. Clearly, from the medical
visualization perspective this is more powerful, because you can look inside an object and visually inspect
different tissue regions. Thus it is typically used for displaying soft tissue structures such as cerebral tumors
or other soft tissue lesions. However, introducing transparency makes basic ray-casting (a fundamental step
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in all rendering techniques) computationally impractical unless some sort of acceleration method is used to
improve performance. This is because the entire 3-D data set must be used for each new viewpoint. This has
limited the practical application of volume rendering until quite recently.

The surface and volume rendering techniques described above all aim to give the appearance of three-
dimensionality in a planar image (a 2-D display device). True 3-D display or stereo rendering can be achieved
by exploiting binocular parallax (11). There are a variety of ways to do this, including generating lenticular
photographic prints, using a polarized filter projection system (as used in 3-D movie presentations), and using
liquid-crystal shutter glasses or virtual reality (VR) heads-up displays (as used for viewing computer-generated
images or video games) (5). The basic idea is to generate two images of a scene taken from slightly different
viewpoints and to use special optical processing, equipment, or glasses to create a stereoscopic effect, similar
to the way in which the human visual system perceives 3-D information. This can be particularly useful to
determine the relative depth of close objects in a scene (e.g., vascular structures) and for visualizing textured
or translucent objects, such as tumors, which do not have regular shapes or clearly defined boundaries and
which are not readily seen in 2-D slice visualization (12).

The advantages of using true 3-D display over using surface or volume rendering in medical applications
are strongly dependent on the application and are much debated. For instance, head displays have the advan-
tage of being portable and interactive, but are inconvenient for a surgeon to use in an operating room. For
diagnostic needs, clearly, bulkiness is not an issue, but then you might prefer a method that could be readily
used for documentation (such as lenticular photographic prints). Limiting factors in the end are cost and image
quality.

Reconstruction. Here we define the term reconstruction to mean postprocessing of two or more 2-D
images acquired from a medical imaging system to generate a 3-D representation of an object or volume in
space. Thus we do not consider, for example, how to construct a magnetic resonance image from its k -space
representation, or a computed tomography image from radiographs (X-ray projections). See the separate entries
on individual medical imaging modalities for discussions on these methods.

With this definition, reconstruction methods can be classified as volumetric-based versus sparse-view-
based, or alternatively intensity-based versus feature-based. We consider the former classification.

Volumetric methods involve using a dense set of 2-D scans to reconstruct an object volume. The simplest
example of this type of approach involves interpolating between a series of parallel cross-sectional MR or X-ray
CT scans. A common variant of this idea is called spatial compounding. It involves mapping into a volume
the intensities of pixels in a 2-D slice that is located at a known position and orientation in 3-D space. When
two (or more) 2-D slices intersect at a voxel location, the intensity is taken as the average intensity of the
two values. Spatial compounding is used in 3-D freehand ultrasound imaging, where a number of 2-D B scans
(ultrasonic reflection images) are acquired in rapid succession (a sweep), possibly from different look directions
(acquisition angles), and processed to give a visualisation of 3-D anatomy (13,14). By imaging from a variety of
look directions the effects of noise (speckle) and imaging artifacts can be significantly reduced. However, spatial
compounding requires very accurate slice registration, which has proved difficult to achieve with ultrasound
data because localizing image features accurately in noisy ultrasound data is difficult. This has limited the
clinical application of 3-D freehand ultrasound to date. It may prove that recent advances in multimodality
image registration (see “Registration and Matching” in the next section) will provide a solution to this problem
in the near future (15).

Sparse-view methods differ from volumetric methods in that they use a small number of 2-D images to
reconstruct a 3-D object or scene and the images are typically acquired at a large angular separation. This is
the classical stereo vision setup, and many of the methods used in sparse view medical object reconstruction
have been borrowed from the computer vision and photogrammetric literature. Sparse view reconstruction
has proved especially popular in 3-D reconstruction of coronary arteries from X-ray images (angiograms). In
these applications it is typically possible to only acquire four to eight views, so that classical X-ray reconstruc-
tion methods based on, for example, filtered backprojection cannot be employed. In the conventional biplane
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angiographic imaging system set-up, two images are simultaneously acquired at 90◦ to each other; the center
points of vessels or bifurcations (junctions) are extracted in both views, either manually or using semiautomatic
methods; these features are matched between views; and then triangulation is used to find the location of the
vessels in three dimensions. Having reconstructed the essential global geometric structure, it is possible to
estimate the size and the shape of blood vessels from X-ray intensities and assumptions about vessel shape
(15,16,17). This approach has not proved so successful for cerebral vessel reconstruction, due to the increased
complexity of and variability in the cerebral vasculature branching pattern, which makes establishing corre-
spondences difficult. Although there has been some progress in this area using model-based techniques that
employ a 3-D preoperatively acquired model of vessel structure to guide correspondence matching (18), the
general problem of 3-D reconstruction from a few projection angiograms using geometric methods remains
unsolved.

Finally, there has been some recent work investigating variants of the iterative algebraic reconstruction
technique (ART) (19) to reconstruct cerebral vessels and pathologies such as aneurysms and arteriovenious
malformations from few-view data (20,21). Classical ART and its multiplicative equivalent (MART) do not work
well on limited-view data, because the optimization problem is underconstrained. To overcome this, regular-
ization can be used to favor a smooth reconstruction result. This approach has produced promising results and
may find application in interventional neuroradiology procedures and for angiographic examinations performed
prior to radiotherapy. In this case, full volumetric CT reconstruction is not feasible, due to acquisition-time
constraints or limitations of equipment that cannot rotate at the high speeds required for 3-D acquisition.

Image Enhancement and Segmentation. Much effort in medical image processing is dedicated
to enhancing the visibility of structures of interest in an image (such as tumors or vessels) and reducing
imaging noise and the effects of imaging artifacts, as a preprocessing step prior to image measurement and
interpretation. The process of producing an image where features of interest are more clearly visible is called
image enhancement. Although general- purpose image-processing filters such as Gaussian and median filtering
can improve image appearance, the danger is that the application of such methods can make lesions less easy
to locate or, worse still, remove them. Thus the most successful approaches to image enhancement are methods
that aim to model the physics of image formation or make use of prior knowledge about object properties
such as shape. Thus image enhancement is very much a modality- and application-dependent task. Here we
highlight some examples in different domains.

By modeling the mammographic imaging process Highnam et al. (22), show that it is possible to transform
a mammographic X-ray image into an image (representation) of breast tissue where principal degradation ef-
fects and “uninteresting” structure have been removed. Orkisz et al. (23) developed a matched-filter algorithm
for enhancing small vessels in magnetic resonance angiographic images based on anisotropic diffusion (see
below), which favors improving the contrast of line-like features. To correct for intrascan intensity inhomo-
geneities due to RF coils in MR scans, the bias field, Wells et al. (24), developed an adaptive algorithm that
classifies pixels according to their most probable tissue type. This approach assumes a parametrized model for
the intensities in the image data (in this case they used a Gaussian mixture model) and uses the expectation
maximization (EM) algorithm (25), to estimate the model parameters (see below for further discussion of the
EM algorithm and its application in segmentation). Related ideas have been used, for example, to fit intensity
models to multispectral MR images (26), and MRA data (27) so as to identify tissue regions.

The general goal in medical image segmentation is to partition a raw 2-D or 3-D image into regions
corresponding to anatomically meaningful structures as a precursor to geometric reasoning or interpretation.
For example this might involve identifying vessels in a MRA, classifying tissue in brain MR images, or detecting
and characterizing lesions in breast X-ray images. This task differs from image enhancement in that in image
enhancement the output is another image. In image segmentation the output is a set of image features
(regions, edges, corners), which may subsequently be grouped, prior to being used as input to a measurement or
visualization. The segmentation approach adopted is clearly application-dependent and may involve modeling
and extracting static or dynamic edges or textured regions, or using local matched filters (e.g., wavelets).
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Many of the algorithms in the literature are adaptations of algorithms developed for analyzing visual
images. Straightforward methods borrowed from the 2-D image-processing literature—such as thresholding,
mathematical morphological operators, or Canny edge detection—can be defined in three dimensions (28), and
can be applied to segment sufficiently clean low-textured CT and MRI data. However, these approaches do not
always work well on highly textured and noisy data such as ultrasound and brain MR images. This is because
in these cases boundaries are not necessarily well modeled by a straight (1-D) step edge [Canny’s model (29)],
and the assumption that object regions are associated with image regions of constant intensity corrupted with
additive noise is not valid.

To overcome these difficulties a number of generic, model-driven medical image segmentation methods
have evolved. We mention three of the key types of algorithm here. These all make use of geometric models or
models of image physics to help guide image segmentation. Two of these model-based approaches make use
of a combination of geometric and intensity knowledge rather than local intensity information only; they are
based on deformable models (30), and anisotropic diffusion (31), and make use of a combination of geometric
and intensity knowledge. A third, EM segmentation (24), is a statistical approach that has its foundations in
statistical stochastic theory.

Deformable model segmentation combines a priori knowledge of the shape of a geometric structure
(typically represented parametrically as a 2-D contour spline or a 3-D surface) with constraints derived from the
image in an energy minimization functional, which can be accomplished iteratively using numerical algorithms
based on, for example, finite element methods. For instance, in two dimensions, the energy functional E(x, y)
of a deformable contour model could be represented by

Here, S(x, y) is the internal energy characterizing the deformation of the contour, and P(x, y) is a scalar
potential derived from image measurements. For example, the contour will be attracted to intensity edges in
an image I(x, y) if P(x, y) = c|grad I(x, y)|, where c is a weighting factor. Numerous applications of deformable-
model-based segmentation have appeared in the medical image analysis literature for automatically or semi-
automatically segmenting. 2-D and 3-D anatomical structures (see the extensive review in see the extensive
review in Ref. 32). This approach does, however, require a good initialization, and the user is usually left to
decide when the process has converged. The traditional approach does not take into consideration changes in
topology, which are particularly important for vessel segmentation, but there has been some recent research
aimed at extending the deformable model concept to accommodate this need, as in Ref. 33.

A variant of the general idea is a dynamic deformable model that replaces Eq. (1) by a functional that
describes the shape and motion of an object. This allows the quantification of shape evolution (deformation)
over time. See the subsection “Intrepretation” below on motion and tracking.

Anisotropic diffusion was introduced by Perona and Malik as a method for performing edge-preserving
smoothing prior to edge detection (31). This is a particularly attractive feature in medical applications because
of their low signal-to-noise ratio and weak edges. The original idea was to smooth homogeneous regions while
preserving the boundaries according to the anisotropic diffusion equation

Here It represents the image, and c(x, y, t) is a conductance function that is monotonic in the image gra-
dient. The conductance function defines the manner in which diffusion occurs across an edge. For example, one
might penalize smoothing at edges with a high gradient (which are assumed significant) but allow smoothing
at edges with a low gradient (assumed spurious). Various authors have investigated different forms of the
conductance function to incorporate knowledge of expected geometric structure or image physics. For instance,
Steen and Olstad (34), integrated anisotropic diffusion with an ultrasound signal model, Gerig et al. applied
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Fig. 2. Example of anisotropic diffusion: (a) original image; (b) classic Perona–Malik anisotropic diffusion; (c) knowledge-
based anisotropic diffusion (37).

the approach to multichannel MR data (35), Krissian et al. constrained smoothing of 3-D vascular images
according to an analysis of local differential structure (36), and Sanchez-Ortiz et al. defined the conductance
function as a product of a function of the image gradient and a (cylindrical) shape function to segment cardiac
cine MR images (37) (see Fig. 2).

The EM algorithm provides a method for estimating the distribution parameters of a data set given an
appropriate model for the distribution by maximizing the likelihood of the distribution. Having estimated the
parameters, each data point can subsequently be labeled as belonging to the class for which the conditional
probability of belonging to the class is maximized. This approach has been successfully applied to identify
cerebral tissues from MR image data with (24), and without (26,38) bias field correction, and to segment
vascular structures (27). An attraction of the method is that classification is fully automatic and that different
models for the intensity distributions can be readily introduced to accommodate statistical variations in the
data.

Finally, due to the wide variety of image types and image quality, it is frequently not possible to automat-
ically segment an image. Thus there is a role for interactive tools for image segmentation where a manually
placed approximate contour is adjusted using an iterative minimization process to find an optimal boundary.
Snakes or active contour algorithms and live-wire segmentation (39), are examples of this type of approach.

Image Understanding, Analysis, and Interpretation

Although one use of medical image processing is to provide better visualization, its prime use is for quantifi-
cation, that is, to provide clinical meaningful measurements to improve diagnosis and treatment. Much of the
work in this area involves the application of geometric methods to solve general computer vision problems
such as registration and matching, shape analysis, and motion and tracking. In some cases this has led to the
development of new concepts and new techniques that go beyond the boundaries of computer vision (e.g., in
the areas of medical image registration and, increasingly, medical motion analysis).

Registration and Matching. Medical image analysis frequently involves integrating information from
multiple modalities. For example, in radiotherapy treatment, it is useful to be able to register a MR scan (which
gives better delineation of tumor tissue) with a CT scan (which is needed to estimate radiation dosage). It is
also frequently desired to integrate anatomical and functional modalities. Registration of time sequences of
images of the same modality is also important, to monitor treatment and disease progression for example. The
process of bringing the modalities into spatial alignment is referred to as registration. This is one of the most
successful areas where medical image processing has been applied in clinical practice to date. Most work has
focused on the 2-D–3-D and 3-D–3-D rigid registration of two images (no time involved).



MEDICAL IMAGE PROCESSING 7

Fig. 3. Example of 3-D–2-D feature-based registration: (a) 3-D skeleton of a 3-D MRA segmentation scan like Fig. 1(b);
(b) initial approximate alignment (white dots) of projected 3-D skeleton model (black dots) on 2-D X-ray view; (c) best-fit
3-D–2-D registration of projected model to image data (45).

For recent surveys of registration methods the reader is referred to Refs. 40 and 41. In Ref. 41, registration
methods are classified according to nine criteria: dimensionality; nature of registration basis (extrinsic or
intrinsic); nature of transformation (rigid, affine, projective, or curved); domain of transformation; degree of
interaction; optimization procedure; modalities involved; subject (intrasubject, intersubject, or image-to-atlas);
object type (part of the body). We will briefly consider the second criterion to highlight some of the popular
state-of-the-art methods.

Extrinsic registration involves placing markers (fiducial objects) on a patient that are designed to be
readily visible and detectable in each modality. Correspondence between the data sets is established manually
or automatically, and the parameters of the transformation determined using for example linear or nonlinear
least-squares fitting. A commonly used fiducial object utilized in neurosurgery is a stereotactic frame that is
screwed rigidly to a patient’s skull (42). Noninvasive markers glued to the skin are also popular. This type of
approach is relatively simple and fast to use, but is often restricted to rigid transformations (translations and
rotations)—clearly, the markers cannot move between acquisitions.

Intrinsic methods utilize image content and can be divided into two types: feature-based and voxel-based.
Feature-based registration (43,44,45) utilizes salient feature points (landmarks), contours, or surfaces derived
via some segmentation process as features for matching (see Fig. 3). These features might for example be
anatomically significant points located interactively by a user, or automatically localized points of extrema in
curvature or object surface points. Optimization algorithms are then used to optimize measures such as the
average distance ( L2 norm) between each landmark and its closest counterpart (the Procrustean metric) or the
iterated minimal landmark distance. Optimization of the latter using the iterative closest point (ICP) algorithm
and its variants has proved especially popular(43,46,47), gradient measures (49), or mutual information (50,
51,52) (see also Ref. 53). These methods are being actively researched at the current time. They tend to be
computationally expensive but are automatic and, with the increased speed of computers, are now usable in
clinical practice for applications such as rigid or affine 3-D–3-D registration of head images. However, they
have not yet been successfully applied to time-constrained tasks such as intraoperative 2-D–3-D registration.

Most of the methods currently in clinical use perform rigid-model registration. However, there is also
great interest in using deformable models to deform one image elastically to another. This type of approach
finds application in intrasubject matching or atlas registration as well as for tracking objects, such as heart
chambers, over time. Typically a template is constructed from one image and is then deformed to fit a segmented
structure in the second using an interative process. The demon algorithm (54), and the ICP algorithm (43), have
been used for this purpose. The success of the approach depends on the choice of deformation model (elasticity
constraint) and auracy of the segmentation process. Registration algorithms using nonpoint features such as
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special curves and special points on those curves are also being investigated (55,56). The motivation is that
richer feature descriptors enable the quality of match to be defined more robustly, which should lead to more
powerful methods of registering medical images. However, the need to extract reproducible geometric features
for multimodality registration, and reliable features in noisy data has limited the practical use of this approach
to date.

Interpretation.
Shape Representations and Analysis. The representation of 2-D and 3-D shape and expected shape

across a population is a very important problem in medical image analysis. For instance, many medical objects
do not have any identifying characteristics (such as color or texture) other than shape. Shape parameters (such
as area, eccentricity, axes of symmetry) and their variances can provide a natural way to describe properties of
an anatomical object for detection or classification purposes. Further, the definition of a parametrized model of
shape enables model-based (so-called top-down) segmentation and registration methods to be employed, which
are more robust to image measurement error than pure image-based (so-called bottom-up) techniques.

Most work in medical shape analysis deals with the statistical analysis of landmarks, that is, sets of
specially selected points (57,58). A prime reason for this is that the statistical analysis of point sets is well
understood and that measures such as the Euclidean distance metric between two points and the covariance of a
point set can be defined. Higher-level shape primitives, such as boundary points (points with direction normals),
curves, medial loci (points on loci of symmetry), and surfaces, appear less frequently in the literature. These
provide more powerful features for registration and matching. However, the statistical analysis of nonpoint
primitives is still being developed (59), and they are typically more difficult to extract from image data.

A popular method to describe a medical object is as an eigenshape model (60,61,62). An eigenshape model
is a statistical shape model that represents the variability of a set of examples (the training set) in a compact
and statistically robust way. The model is constructed by representing each example in the training set as
a vector in a high-dimensional vector space and performing principal component analysis (PCA) upon the
resulting set of vectors (63). PCA determines the modes of variation of the data as the eigenvectors of the data
set with largest eigenvalues. If the variability is well represented by a few modes, then the dimensionality of the
data can be reduced. Typically three to eight modes capture 95% of the total variability. When the eigenshape
model is constructed from a set of closely spaced points along the boundary of an object, it is sometimes called
a point distribution model (PDM) (62). PDM s and the related concept of an active shape model (ASM) which
combines a model of shape and gray-level appearance, have been successfully applied to a variety of medical
problems, for instance, to locate structures in noisy images (64), to learn normal and abnormal left-ventricle
“average”-shape models (65), and to detect abnormal instances of 2-D biological shapes (62). One key issue in
eigenspace analysis is how to select suitable corresponding features on the training-set examples. In most cases
this is done by hand, which requires expert knowledge of the objects being analyzed and is time-consuming, and
the problem of how to do this in three dimensions is unsolved. Further, the individual modes do not typically
describe shape variation in a clinically meaningful way. However, in spite of these limitations, eigenshape
decomposition remains one of the most powerful and convenient ways to simplify the description and shape
analysis of medical objects.

Another way to describe shape is in terms of medial (skeletal) primitives. Here the essential idea is
to summarize a shape by the loci of points that lie medially between its boundaries and their distance to the
boundary. The work has been largely restricted to two dimensions and has focused on extracting skeletons from
objects rather than the applications of the representation. Pizer et al. develop a related medial representation
of shape, called the core, that is extracted directly from image intensities rather an (already extracted) object
boundary. Cores can be defined in three dimensions and, unlike classical skeletonization, are insensitive to
small image disturbances (66,67).

A skeleton or core characterizes shape in terms of constituent parts. An alternative view is to characterize
a shape via a sequence of transformations (or deformations) from a simple shape. Koenderink’s theory on
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Fig. 4. 2-D echocardiogram model-based tracking: (a) tracking using a simple (affine) motion model; (b) tracking using a
motion model learnt from some training data. The latter enables the actual motion to be followed more accurately; this is
most clearly seen by comparing frames 4 to 6 in (a) and (b) (75).

dynamic shape (68), and Kimia’s reaction–diffusion-space theory (69) fall into this category, but neither has yet
been shown to be usable for computational image analysis.

Finally, there is a whole subfield of applied statistics, called morphometrics that deals with multivariate
analysis of shape (70,71). In this approach the emphasis is on analyzing landmark sets (point sets), which
are sets of anatomically significant features located on the object of interest. It is assumed that these have
been identified in each image instance of the object by some mean (usually manual selection). The key idea is
to define a distance (the Procrustes distance), or metric, that is a least-squares formula used to describe the
distance between a pair of shapes. This then enables measures such as an average shape to be defined and
classical linear multivariate analysis to be performed to test group differences and the like. Bookstein suggested
using a thin-plate spline to warp one average shape onto another as a way to visualize shape differences as
patterns in the deformation grid. Such techniques are being used, for example, in studies of schizophrenia to
understand whether the shape characteristics of a schizophrenic’s brain, as measured from MR brain scans,
differ statistically from those of a normal human brain.

Motion and Tracking. There has been considerable interest in developing tracking and deformation
analysis methods for nonrigid objects, motivated primarily by the need to develop techniques for assessing
the dynamical behavior of a heart, and in particular the left ventricle. Much effort has been undertaken to
automate the tracking and analysis of heart chamber movement from 2-D echocardiographic image sequences
using, for example, methods based on optic-flow computation (72) or snakes (73,74). Heart movement can be
complex, and ultrasound measurements are noisy, with the net result that a classical snake can wander from
the object of interest. To increase tracking robustness, Cootes et al. propose to constrain the allowable contour
deformation to lie within the bounds of a shape model learnt from a large training set (62). Jacob et al. develop
a Kalman-filter-based tracker whose system model is a motion model whose parameters have been learnt from
observing normal heart motion (75) (see Fig. 4).
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Fig. 5. Wireframe model showing the trajectories of selected points on the left ventricle endocardial and epicardial walls.
The model was derived by best-fitting a 4-D (3-D + T) heart model to tagged MR volume data (79).

Two-dimensional ultrasound analysis has the advantages that is relatively cheap and can be performed
rapidly and is the most widely accepted method of cardiac image analysis in clinical practice today. It is
however limited in that slice analysis does not enable 3-D motion to be characterized—the socalled through-
plan problem—with the result that ultrasound scan view directions have to be carefully chosen. With the
recent advances in 3-D cardiac imaging technology [especially nuclear-medicine SPECT or positron emission
tomography (PET) imaging, tagged-MR imaging, and 3-D ultrasound], 3-D heart image analysis may soon
become a reality. To date, the focus in 3-D cardiac image analysis has been in two areas: 3-D heart reconstruction
and tracking, and shape modeling (76,77,78,79). Two general approaches to tracking have evolved. The first
approach, suitable for MR, SPECT or PET data, performs a segmentation and surface fit on each volume
frame and then computes the motion field between model fits in pairs of successive frames (76,77). The second
approach, used in tagged-MR image analysis, finds features (usually manually extracted points) in each frame,
establishes the frame-to-frame correspondence of features, and then fits some model to the features (78,80). The
first approach involves extensive volume processing and is too slow for practical use. The principal difficulty in
the second approach is reliable feature detection.

The end goal of left ventricle tracking is to provide intuitive parameters that describe characteristic
normal and abnormal heart chamber motions, but how model parameters correlate to clinical conditions is
still an active area of research. The superquadric model of Ref. 78, which describes basic heart motion in
terms of a contraction, elevation, and twist, and the 4-D polar transformation of Ref. 79, which adapts this to
incorporate parameters describing regularity and periodicity (Fig. 5), are perhaps the most developed methods
at the current time.

Some Applications

Image processing is now utilized in many areas of medicine to help improve diagnosis and treatments, and a
complete list of applications falls outside the scope of this review. Here we highlight a few of the areas:

• Atlas Matching. This is a special case of registration where a brain image acquired from a patient is
compared with an “average” or statistical brain image, or template, obtained from imaging of many subjects.
Any statistically significance different local or global shape change is attributed to abnormal growth or
development. The key issue is how to develop an average representation of neuroanatomy that captures
the normal variability and structural and functional differences of the brain observed across a healthy
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population; methods based on deformable templates (81,82) and probabilistic techniques (83,84) have
been applied to solve this problem. Brain atlases are used to help understand pathological states such as
Alzheimer’s disease as well as to guide neurosurgical procedures.

• Orthopedic and Craniofacial Surgery. Image processing is increasingly being used in the planning and
execution of orthopedic surgery, for example, to register real-time intraoperative fluoroscopy images with
3-D preoperative CT images in spine surgery or to guide a robot in hip replacement surgery (85). Here,
imaging is used in presurgical planning and to provide in vivo measurements to improve the accuracy and
precision of surgical execution. Similar needs have led to the application of 3-D imaging in craniofacial
surgical reconstruction (86). 3-D CT-based modeling and visualization can be used to develop a very precise
3-D computer model of a custom implant, typically using a mirror image of the normal side of the face as
the template for the prosthesis. During the execution of surgery, the preoperative model can be registered
to the patient’s skull (using a number of optical beacons placed on the bone-fragments to act as landmarks)
and be used to guide cutting and bone-fragment repositioning. Medical image processing is also starting to
be used for orthopedic surgery simulation and in related clinical areas (87,88).

• Neurosurgery. Neurosurgery provided one of the earliest application domains for 3-D medical imaging
in clinical practice and remains one of the dominant successful areas of application of 3-D medical image
processing. One of the basic requirements in neurosurgical operations is to be able to register a preoperative
3-D image (typically a CT and/or MR scan) to a patient as they are seen during surgery in order to guide
a surgeon to the target of interest. Thus the main problem is one of 3-D-to-2-D (MR or CT to video image)
registration. Conventional stereotaxy, in which a rigid frame is attached to the patient’s skull before
preoperative scanning and left in place for surgery to provide a common frame of reference, was used in
early work. It was cumbersome and found to be suitable only for a small of operations in practice. The general
trend has been to move to frameless registration which does not use an attached frame or landmarks, but
relies on techniques borrowed from visual image object recognition to register a preoperative 3-D model to
real-time video images (89,90). For instance, Grimson et al. at MIT and Brigham and Women’s Hospital,
Boston, have developed a system that performed a 3-D-to-3-D surface registration between a preoperative
MR (or CT) scan and a laser range scan of the patient’s skull in the operating room, and then determined
the relationship between a video camera and the patient by matching video images of known points on the
table to the actual 3-D laser data of the same features. The registered 3-D model is then transformed into
the frame of reference of the video image, so that the surgeon sees the model superimposed on the video
image (89). Colchester et al. at Guy’s Hospital, London, have independently developed a similar system,
VISLAN. This system initially performs a registration to the skin surface, but has the capability to update
this initial registration in the event of patient movement using a point-based method that uses markers
affixed to the skull at the beginning of surgery (90). Variants of both systems are now used regularly in
clinical practice. More recent research includes work aimed at increasing the accuracy of the guidance
process by using multiple video images (91), and the development of registration methods that relax the
rigid-body assumption to enable tissue deformations (such as brain swelling) to be accommodated (92,93)
in order to maintain the registration during a surgical procedure.

• Mammography. Mammographic image processing primarily deals with processing X-ray images of a breast
(X-ray mammograms) to diagnose breast cancer. One of the earliest reports on mammographic image
processing by 94. Since this time therhas been much research in this area, motivated by the need to
support the growing size of national screening programs (25 million woman are screened annually in the
EC at a cost of approximately US $3 billion a year) and the desire to introduce computer-assisted methods
to reduce the cost and improve the accuracy of diagnosis. Mammographic image processing represents a
tough challenge to image processing because the images typically have a low signal-to-noise ratio, in the
5 dB to 6 dB range, and many of the abnormalities that one wants to detect, such as microcalcifications,
appear as quite subtle and irregular changes in intensity. Highnam and Brady provide an excellent up-
to-date review on the field (95). Research has addressed issues such as understanding noise properties
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Fig. 6. X-ray mammogram (a) before and (b) after physics-based enhancement (95).

of images (96), image enhancement (22), developing mammographic feature extraction methods (97), and
quantification (98). Some work has also been done to match two X-ray views of the same breast to try
to infer 3-D information (such as the volume extent of a suspected mass, and more precise locations
of microcalcifications) that cannot be inferred from a single X-ray view (99). Finding reliable features
turns out to be the limiting factor here that has prevented the successful application of this idea to date.
Highnam and Brady (95) argue that successful mammographic image processing has to be firmly based on
a physics-based approach that takes into consideration how the image is formed. In their approach they
go through an image enhancement step to construct what they called an hint image which is a measure
of breast tissue (rather than intensity) at each image location, from a conventional X-ray image. All
further image measurement and interpretation are based on the hint image. (see Fig. 6.) Today, most of
the successful algorithms that are used in clinical practice are individual techniques designed to assist a
radiographer in diagnosis. However, the ultimate goal is to develop fully automatic procedures that could,
at a minimum, reduce the large volume of mammograms viewed by a radiographer to a small number of
“suspect” cases. Fully automatic microcalcification detection and classification schemes and quantification
are active subjects of current research (100,101,102,103). The idea of embedding information provided by
image processing into an AI-based clinical decision-making system to aid trained radiographers in the
interpretation of mammograms is another interesting area under investigation (104).

• Cardiology. Most medical image-processing research in cardiac analysis has focused on the problem of
tracking left-ventricle boundary motion to provide global heart function measurements such as the ejection
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fraction (ratio of minimum volume to maximum volume) as outlined in the preceding section. As noted there,
2-D echocardiograpy is the most widely used cardiac imaging technique in clinical partice. Commercial echo
systems have a relatively limited image-processing capability, consisting perhaps of acoustic boundary
detection, simple linear or area measurement, and intensity profiling tools. Automated image analysis
systems are still at the laboratory stage of development (75,105,106). Recent advances in ultrasonic imaging
technology such as second-harmonic imaging, and the use of contrast agents, together with the introduction
of digital and 3-D ultrasound technology, have created renewed interest in this area. 3-D SPECT imaging is
used routinely to provide 3-D density maps of blood perfusion. Image processing is used to register stress and
rest images and to quantify the extent of diseased tissue (myocardial infarction) (107,108,109). Techniques
for measuring 3-D heart motion based on tagged MR are also being actively developed. However, tagged-MR
and nuclear-medicine cardiac imaging are currently only available in large research laboratories.

Further Reading

For further information about current research in medical image processing refer to the leading journals in
the field, such as Medical Image Analysis (Oxford University Press) and the IEEE Transactions on Medical
Imaging, or to specialized journals on medical imaging modalities, the appropriate clinical fields, or computer
vision and image processing journals. The journals referenced below should provide a good starting point.
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