
WATTMETERS

The wattmeter is an instrument which measures the av-
erage power P0 entering a one-port. Under periodic condi-
tions, P0 is defined according to the following relationship:

P0 = 1
T1

∫ tA

tA−T1

v(t)i(t)dt (1)

where i(t) denotes the instantaneous current entering the
port, v(t) represents the instantaneous voltage across the
port, and T1 the period of the instantaneous power p(t) =
v(t)i(t). Under non-periodic conditions, Eq. (1) can be gen-
eralized by introducing the limit for T1 tending to infinity.
Equation (1) suggests a method for measuring the aver-
age power P0 by applying the product of the input signals
v(t) and i(t) to a linear time invariant (LTI) circuit whose
impulse response h(t) is shown in Fig. 1-a (1). Recalling
the modulus of the Fourier transform H( fT1) of h(t) (Fig.
1-b), when the condition fT1 = k, with k integer, is sat-
isfied, only the direct component P0 of the instantaneous
power is present at the output and it can be measured eas-
ily. In order to avoid this synchronisation requirement, a
low pass filter (LPF) that properly attenuates all the alter-
nate spectral components is normally used instead of the
circuit with impulse response h(t). The input conditioning
circuits are necessary in order to convert the input signals
both in type and amplitude so that they can be compatible
with the multiplier to optimize the multiplier performance
and to insulate the operator from the measurement section
when needed. These circuits, together with the multiplier
and the LPF, characterize the sensitivity, the bandwidth
and the accuracy of the instrument; accuracy and sensitiv-
ity are also influenced by the instrument which measures
P0.

The electrodynamic wattmeter is an electromechanical
implementation of the block diagram of Fig. 2. In fact, the
instantaneous operating torque of the moving system is
proportional to the product of the instantaneous currents
in the fixed and moving coils. The effect of the couples

Figure 1. Impulse response (a) and its Fourier transform in mod-
ulus (b).

Figure 2. Block diagram of the wattmeter.

that oppose the motion (the restoring torque, the mechani-
cal and electromagnetic damping torques, and the inertial
torque of the moving system) is equivalent to a low-pass
filter with a natural frequency on the order of 1 Hz. This
instrument is particularly suitable for ac power measure-
ments at line frequency and usually has an uncertainty
of 0.5% at full scale. Precision electrodynamic wattmeters,
having an uncertainty lower than 0.01% at line frequency,
are also available, along with wideband wattmeters char-
acterized by a frequency range up to a few kilohertz and un-
certainty of 0.1%. Other techniques of multiplication were
recently introduced (2) and some of them have been imple-
mented in these instruments. One of them is the quarter-
square technique. When both the quantities at the output
of the conditioning circuits are currents, P0 can be derived
by measuring two root mean square (rms) values. In fact,
by recalling the relationship:

i1i2 = 1
4

[(i1 + i2)2 − (i1 − i2)2] (2)

when the currents i1 and i2 to be multiplied are a function
of the quantities that the instantaneous power depends
on, the average power can be deduced from the difference
of the rms values at the output of two thermal convert-
ers to which the quantities (i1 + i2) and (i1 − i2) are applied
to (3–5). However, the most common multiplier technique
used in average power measurement is time-division (6–
10). Both accuracy and bandwidth featured by commercial
instruments using this technique do not substantially dif-
fer from those of the best electrodynamic instruments; the
dc output is normally applied to a digital voltmeter in order
to obtain a digital output.

The integral in Eq. (1) can be approximated by a
weighted sum of the product of successive N samples of
v(t) and i(t):

ª
Pk =

N−1∑
i=0

aiv(tk−i)i(tk−i) (3)

where the integer k identifies a generic discrete output ªPk,
tk−iis the ith sampling instant and ai the value of the weight-
ing function (11, 12). This equation leads to a power me-
ter implemented according to the block diagram of Fig. 3:
the outputs of the two input conditioning circuits are si-
multaneously sampled through a sampling time genera-
tor (STG), digitized and latched; the acquisition process is
controlled by a digital signal processor (DSP). The two dig-
ital values are then acquired by the DSP to estimate the
average power in real time. In a digital environment the
multiplication does not present particular accuracy prob-
lems when a 32 bit floating-point DSP is used; therefore the
measurement accuracy is influenced by both the adopted
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Figure 3. Block diagram of the sampling wattmeter.

sampling strategy and the filtering algorithms, along with
the characteristics of the S/H-ADC (sample/hold, analog to
digital converter) circuits, in particular by the frequency
response of the S/Hs when they operate in the sample mode
and by the resolution of the ADCs. The adopted sampling
strategies are either of an equally spaced type (which can
be divided into synchronous, quasi-synchronous and asyn-
chronous) or a random asynchronous one. The latter repre-
sents a convenient solution when a large bandwidth and a
high resolution are both required and relatively long mea-
surement times are acceptable. The errors arising from the
sampling strategy and the filtering procedures will be dealt
with in the following sections separately from those asso-
ciated with the input conditioning circuits.

Clearly, a power instrument based on Eq. (1) or (3) can
also be used to implement the measurement of the rms
value of each input signal.

The instruments described by the previous block dia-
grams can be also defined as transmission-type wattmeters
since they are designed to be connected between a source
and a load. Another type of wattmeter is the absorption
type, which utilizes a power sensor to terminate the trans-
mission line in a prefixed load (usually 50 �) and convert
the dissipated power into a dc value which is then mea-
sured. Absorption-type wattmeters can be classified ac-
cording to the type of power sensor (thermistor, thermocou-
ple or diode) (13). These instruments can measure power
values ranging from less than one nW up to some tens of
W in the frequency range from dc up to some tens of GHz.

EQUALLY-SPACED SAMPLING WATTMETERS

If the N samples of Eq. (3) are taken at equally spaced
instants Ts we can write:

tk−i = τ0 + (k − i)Ts (4)

where τ0 is the shift between the initial sampling instant
and the time origin of both v(t) and i(t). The minimum value
of the time interval Ts depends on which is the greater be-
tween the acquisition time of the S/H-ADC devices and the
processing time of the digital hardware. Since the uncer-
tainty arising from digital multiplication can be neglected,
Eq. (3) can be rewritten as follows:

ªPk =
N−1∑
i=0

ai p(tk−i) (5)

The periodic instantaneous power p(t) can be repre-
sented by the Fourier series:

p(t) =
+∞∑

q=−∞
Pqe j2πq f1t = P0 +

+∞∑
q = −∞
q �= 0

Pqe j2πq f1t (6)

where f1 = 1/T1, P−q = P∗
q (P∗

q being the conjugate of Pq),
and P0 is the mean value of p(t), i.e. the value of the mea-
surand. By substituting Eqs. (6) and (4) into Eq. (5) we can
write:

ª
Pk =

+∞∑
q=−∞

Pq

N−1∑
i=0

aie j2πq f1tk−i

= P0

N−1∑
i=0

ai +
+∞∑

q = −∞
q �= 0

Pqe j2πq f1(τ0+kTs)H(q f1Ts) (7)

where:

H( fTs) =
N−1∑
i=0

aie− j2πi fTs (8)

is the frequency response of the finite impulse response
(FIR) filter. The filter has a periodic response of period
fs; moreover, for fTs = u, with u an integer, it results in

H( fTs) =
N−1∑
i=0

ai. In order to obtain a unity scale factor in

Eq. (7), the sum of the N coefficients ai must be unity.
Plainly, the coefficients ai must be selected to obtain a fre-
quency response which adequately attenuates the contri-
bution to ªPk of each spectral component of p(t). By as-
suming ai = 1/N (i.e. a rectangular window) we obtain the
well-known Dirichlet-Kernel formula:

H( fTs) = e− jπ fTs(N−1) sinc(N fTs)
sinc( fTs)

, (9)

where the sinc function is defined as follows: sinc(x) =
sin(πx)/(πx). The frequency response of the FIR filter used
is therefore a periodic function that assumes a unity value
for fTs integer and null values for fTs = r/N, r being an
integer which is not a multiple of N. Fig. 4 shows the shape
of |H( fTs)| when N = 10 (this low value of N was chosen
only for the sake of simplicity). Therefore, if a synchronous
sampling strategy is used in which f1Ts coincides with one
of the zeroes of H( fTs), it follows that:

f1Ts = r

N
(10)
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Figure 4. Frequency response in modulus of a rectangular win-
dow FIR filter with N = 10.

where r is a positive integer with no common submultiple
with N, and only the spectral components of p(t) whose
harmonic order is an integer multiple of N contribute to
the output (14–16). In fact, when q = zN (z integer) in Eq.
(7), we obtain:

ª
P0 = P0 +

+∞∑
z = −∞

z �= 0

(−1)zr(N−1)PzNe j2πzN f1τ0 . (11)

The output ªP0 is a constant and therefore becomes inde-
pendent of k. The instrument bandwidth, referred to p(t),
becomes equal to (N − 1) f1; in fact, the first spectral com-
ponent of p(t) that gives a contribution to ªP0 is the N f1

one (z = 1). The quantities Ts and N in Eq. (10) can be
independently selected provided that both signals are un-
der steady-state conditions in the observation (or summa-
tion) interval NTs. This interval, in which the N samples
are taken, is also called the response time of the instru-
ment. According to Eq. (10), this interval must be equal
to an integer number of periods T1 (NTs = rT1); therefore
one of the input signals must drive the sampling time gen-
erator in order to synchronize the sampling time inter-
val Ts with the period T1. This is the most common so-
lution adopted in commercial digital wattmeters. The fre-
quency bandwidth (from dc to some hundreds of kHz) is
obviously much greater than that of the traditional instru-
ments based on the analog multiplication, and the accuracy
is usually less than 0.1%.

If instead of the synchronization condition (Eq. 10) the
following one is imposed:

|H(q f1Ts)| ≤ 1
N

(12)

for any q �= zN, the contribution to ªPk of the each corre-
sponding spectral component qf1 is not zero, as occurs in
the synchronous sampling, but can be neglected if N is ad-
equately high. Since Eq. (11) is still approximately valid,
this sampling strategy is called quasi-synchronous (17). It
can be shown (18) that, on the hypothesis of f1Ts < 0.5, Eq.
(12) is verified when:

|NTs − r1T1| ≤ Ts for f1Ts < 0.5 (13)

where r1 is the nearest integer to NTs/T1. In the quasi-
synchronous case the value of N must therefore be adjusted

so that the observation interval NTs results close enough
to an integer number of periods T1 in order to satisfy Eq.
(13). A prototype implementing this procedure featured an
uncertainty of less than ±50 ppm in the frequency range
50 Hz to 1 kHz (19).

On the contrary, in the asynchronous case the product
fTs can assume any value; therefore the bandwidth is lim-
ited by the periodicity of the function H( fTs), i.e. fs, and
the FIR filter must be selected in such a way to minimize
|H( fTs)| within this interval (20).

RANDOM SAMPLING WATTMETERS

The need for synchronization to overcome the bandwidth
limitations of the equally spaced sampling strategy may re-
strict the possible applications of the wattmeters. In fact,
synchronisation can be conveniently used only when deal-
ing with strictly periodic waveforms, while many applica-
tions of practical interest must dealt with almost periodic
“multitone” signals, which are characterized by a discrete
spectrum with nonharmonically related frequencies of the
spectral components. Asynchronous sampling may also be
more convenient in strictly periodic cases whenever syn-
chronisation is a difficult task, either because the signals
have a very broad spectrum or because the period is rel-
atively long. The bandwidth of a wattmeter based on an
asynchronous equally spaced sampling strategy is limited
by the conversion time of the ADC; on the other hand,
high resolution and short conversion time are two oppo-
site requirements of an ADC. To build an asynchronous
wattmeter whose bandwidth is not limited by the sam-
pling frequency, two different random strategies (or more
precisely pseudo-random since the mean sampling time is
constant) have been proposed. The first one is defined by
the expression (20):

tk−i = τ0 + (k − i + Xk−i)Ts (14)

where any sampling instant tk−i is given by the sum of a pe-
riodic component (k − i)Ts (k and i are integers) and a ran-
dom one Xk−iTs (Fig. 5-a); the previously introduced quan-
tity Ts (Eq. 4) is not correlated with any spectral component
of the instantaneous power (i.e. this sampling strategy is
of an asynchronous type), while Xk−iis the (k − i)th of a set
of random independent variables having a continuous uni-
form distribution in the interval 0 to ±b. It is noteworthy
that Eq. (14) includes, as a special case, the equally spaced
sampling strategy (Eq. 4). Under the assumption of b = 0.5,
the successive sampling instants are distributed in consec-
utive non overlapping intervals equal to Ts. Since the dis-
tance between two consecutive sampling instants can be
small without limitation, while the time interval between
the first and the last of a consecutive triplet of samples can
never be smaller than Ts, this strategy has the drawback
of requiring a pair of S/H-ADC for each input channel.

In the other random strategy, called recursive random
sampling strategy (21), every sampling instant tk−i is ob-
tained by adding to the preceding one tk−i−1 a predeter-
mined constant lag Ts plus a random increment Xk−iTs (Fig.
5-b):

tk−i = tk−i−1 + (1 + Xk−i)Ts (15)
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Figure 5. Sampling instants of a non-recursive (a) and a recur-
sive (b) random sampling technique.

where Xk−iis the (k − i)th of a set of random independent
variables having continuous uniform distribution in a pre-
fixed interval 0 to b. The lag Ts has been devised so that
the time interval between two successive samples is never
smaller than Ts. Therefore, if its value is not less than the
maximum data acquisition and processing time of the dig-
ital hardware used, a real time instrument can be realized
by using only one S/H-ADC for each channel.

PERFORMANCE ANALYSIS OF THE SAMPLING
WATTMETERS

By substituting Eqs. (14) or (15) and (6) into Eq. (5), we
obtain the output quantity ªPk(τ0, Xk), which is a function
of the index k marking any output state of the instrument,
of the shift τ0 between the initial sampling instant and
the time origin of p(t), and of the vector of the successive
N sampling random variables Xk = {Xk, Xk−1, . . . Xk−N+1}.
The incidental quantities k and τ0 occur as nuisance pa-
rameters because they locally condition the evaluation of
ªPk(τ0, Xk) by restricting it to the choice of a particular pair
of values of k and τ0. To eliminate the influence of these
nuisance parameters, we can follow the Bayesian approach
(22) by regarding any pair of possible values (k, τ0) as a real-
ization of a bivariate random variable (k, τ0), with “a priori”
probability distribution which must be selected by their in-
trinsic relationship to the prior information available. As
far as k is concerned, it should be considered that every
output state of the instrument has an equal chance of be-
ing selected; therefore, the enumerable sets of the labels,
in general with 2h + 1 values, which mark the sequence
of the output states of the instrument can be treated as a
discrete random variable, uniformly distributed within the
whole time interval in which these states are available. As
far as τ0 is concerned,we must distinguish between the syn-
chronous sampling techniques and the asynchronous ones.
In the asynchronous cases, the sampling time generator of
Fig. 4 is not controlled by any input signal; therefore any
realization of τ0 is independent of the instantaneous power
p(t) and, since it is strictly related to the turn-on instant of
the instrument, it belongs to a continuous set of possible
equiprobable values distributed within any time interval.
In the synchronous sampling technique, τ0 depends on the
synchronizing circuit that generates the sequence of the
sampling instants as a function of one of the input signals;
as a consequence, τ0 is a function not only of the synchro-

nizing circuit used but also of p(t). If we want to take into
account all possible states of τ0, we should have to fore-
see all the possible synchronizing operations for the same
unknown signal and establish the possible functional rela-
tions which connect τ0 to the signal itself. Obviously, this
is practically utopian and it is convenient to simulate an
equivalent configuration in which τ0 may be assumed as a
realization of a continuous set of values distributed within
some time interval T. To sum up, the “a priori” ignorance
concerning the nature of the parameter τ0 can be overcome
in both techniques by postulating a uniform distribution
in a generic time interval T (23, 24).

An appropriate characterization of the output uncer-
tainty of the sampling wattmeters can be obtained by eval-
uating the statistical parameters of the output ªPk, i.e. the
mean value E{ªPk} and the mean square error E{(ªPk −
P0)2}. To incorporate all the possible a priori chances and
also to avoid the influence of the conventional time origin
on the instrument performance, the number 2h + 1 of the
output states, and the excursion T of the initial shift must
be sufficiently large and theoretically must tend to infinite.
Therefore we consider the asymptotic statistic parameters,
i.e. the asymptotic mean:

P = lim
h → ∞
T → ∞

E{ ª
Pk} (16)

and the asymptotic mean square error:

e2 = lim
h → ∞
T → ∞

E{( ª
Pk − P0)2} (17)

It can be shown (20–24) that the output of the instru-
ments set up with one of the previously described sampling
strategies is asymptotically unbiased (P = P0) and, conse-
quently, the asymptotic mean square error coincides with
the asymptotic variance e2 = σ2 whose final expression can
always be expressed as follows:

σ2 = 2
∞∑

q=1

|Pq|2W2(q f1Ts) (18)

According to the superposition principle, this equation
shows that the contribution of the squared RMS value
2|Pq|2 of each harmonic component of the instantaneous
power to the asymptotic variance is weighted by the coeffi-
cient W2(q f1Ts). The sequence of the weighting coefficients
W2( f1Ts), W2(2 f1Ts), . . . can be derived from a continuous
weighting function W2( fTs) by determining its values at
the successive occurrence points f1Ts, 2 f1Ts, i.e. the prod-
ucts between each instantaneous-power spectral frequency
and the constant lag Ts. Since Eq. (18) is always valid,
we can conclude that a corresponding weighting function
can be associated with any sampling strategy, recursive or
non-recursive, random or equally-spaced, asynchronous or
synchronous. Hence the behavior of the weighting function
W2( fTs) as a function of fTs and the possible occurrence
points at which the weighting coefficients are evaluated
completely describe the performance of any selected sam-
pling strategy with the associated filtering algorithm.
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By considering an N-point rectangular window to real-
ize the FIR filter, it can be shown that the weighting func-
tion for the sampling strategy defined by Eq. (14) can be
expressed as follows:

W2( fTs) = 1
N

+ sinc2(2b fTs)[|H( fTs)|2 − 1
N

] (19)

where |H( fTs)| is the modulus of the frequency response
of the rectangular window (Eq. 9). When f = 0 it results
W2(0) = 1. For b = 0, i.e. an equally spaced sampling, we
obviously obtain W2( fTs) = |H( fTs)|; therefore all the pre-
vious considerations on this sampling strategy can be de-
duced also considering the weighting function. For b > 0
and fTs ≥ 1, the shape of W2( fTs)depends significantly on
the given value of b. By selecting b = 0.5, i.e. when the ran-
dom sampling is distributed within an interval equal to the
time constant Ts, we obtain:

W2( fTs) ∼= 1
N

for fTs ≥ 1 (20)

The shape of the weighting functions for b = 0 and
b = 0.5 are represented in Fig. 6-a on the hypothesis of
N = 10; this very low value of N has been chosen only to
show the shape of the weighting function more clearly. We
can therefore conclude that the bandwidth of this random
sampling strategy with b = 0 is not limited by the average
sampling frequency fs = 1/Ts, but solely by that of the S/H
circuit used. It has been shown that these theoretical find-
ings strongly agree with the experimental ones (25).

The weighting function for the sampling strategy de-
fined by Eq. (15) is the following (26):

W2( fTs) = 1
N

+ 2
N2

N−1∑
r=1

(N − r)cos[2πr(1 + b

2
) fTs]sincr(b fTs)

(21)

The plot of this function for different values of b
(b = 0.5, 1, 2) and for N = 10 is reported in Fig. 6-b. For
f = 0 we obtain W2(0) = 1, while for f → ∞ it results
W2( fTs) → 1/N; the shape of this weighting function dif-
fers from that of the non-recursive one only for the pres-
ence of a ripple around 1/N whose amplitude decreases as
b, i.e. the range of the random increments Xk−i in Eq. (15),
increases. Clearly, the overshoot above 1/N must not exceed
an acceptable threshold in order to contain the contribu-
tion of each spectral component to the asymptotic variance
through the corresponding weighting coefficients; on the
other hand, higher values of b increase the mean response
time of the wattmeter, and consequently b must be selected
as small as possible. An optimum value is b = 1.5, but in
any case the value of b is not critical. The theoretical study
has been confirmed by the experimental results with a pro-
totype implementing this sampling strategy (27).

It is interesting to note that the standard error as-
sociated with the sampling strategy and filtering algo-
rithm of both these asynchronous random strategies re-
sults 1/

√
Nwhile that of the quasi-synchronous equally-

spaced one is 1/N; therefore a large bandwidth in an asyn-
chronous sampling can be obtained only with a decrease
in accuracy. Since the bandwidth of the proposed asyn-
chronous random strategies is not limited by the sampling

Figure 6. Comparison between the weighting functions of the
equally spaced sampling strategy and the random one defined in
Eq. (14) with b = 0.5 and N = 10 (a); weighting function of the
random recursive one defined in Eq. (15)(b)

frequency but only by the bandwidth of the S/H, a high
resolution ADC can be adopted in order to implement a
wattmeter characterized both by a large bandwidth and a
high resolution. A prototype based on the strategy defined
by Eq. (4) was used to evaluate the power losses in elec-
tronic devices used in switching converters. Modern power
devices are characterized by low losses and high switch-
ing speed. Therefore, the instrument required to measure
their power losses must have a bandwidth from dc to sev-
eral MHz and a resolution so high that its performance is
still acceptable when the power factor is of a percent order.
The accuracy of the experimental results was of some per-
cent in comparison with that of the calorimetric method
(28).

TIME-JITTERED EQUISPACED SAMPLING WATTMETERS

The random fluctuations with respect to the nominal sam-
pling instants are commonly called time-jitter; since they
are present both in the voltage and current channels, the
effect of time-jitter on the performance of the wattmeter
must be considered (29). For instance, the unpredictable
temporal variations of the aperture delay of each channel
S/H produces different random effects in the sampling in-
stants; the noise associated with the clock generator can
instead cause common random independent fluctuations
in the sampling instants. Therefore, the effect of time-jitter
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Figure 7. Weighting function of an equally spaced sampling tech-
nique with a common time-jitter in the two channels on the hy-
pothesis of b = 0.05 or b = 0.1 and N = 10.

must be analyzed by considering the sampling instants of
the two channels separately and each of them can be deter-
mined by adding to the right side of Eq. (4) two quantities:
Xk−iTs, common to the two channels, and X′

k−iTs for the volt-
age channel or X′′

k−iTs for the current channel respectively:

t′k−i = τ0 + (k − i + Xk−i + X′
k−i)Ts (22)

t′′k−i = τ0 + (k − i + Xk−i + X′′
k−i)Ts (23)

Obviously, t′k−i and t′′k−i are mutually interdependent due
to the common component Xk−i. Each of the three random
variables Xk−i, X′

k−i and X′′
k−i is the ith element of three in-

dependent sets of random variables having a continuous
distribution with mean value equal to zero. The two vari-
ables X′

i and X′′
i can be assumed to be characterized by the

same distribution.
In the special case of only common time-jitter having

a uniform distribution in a certain interval ±b, the effect
of time-jitter can be evaluated by considering the random
sampling strategy defined by Eq. (14). Therefore Eq. (19)
also represents the weighting function for this case when
b has a small value. The shape of the weighting functions
W2( fTs) of an equally spaced sampling strategy with a jit-
ter uniformly distributed within ±b = ±0.1, or ±b = ±0.05,
and N = 10 are shown in Fig. 7 (18). This figure shows that
time-jitter leads to values of the relative minima increasing
with frequency and values of the relative maxima decreas-
ing with frequency. Therefore, in the presence of time-jitter,
the contribution of the spectral components that meet the
condition q �= zN must also be investigated in order to limit
the asymptotic mean square error. By imposing a maxi-
mum value on the weighting function, the upper limit of
the wattmeter frequency caused by a given time-jitter can
be deduced from Eq. (19) or Fig. 7.

Separate time-jitters for the current a voltage channels
generate an asymptotic bias which, under the assumption
of periodic input signals and a uniform distribution of the
random variables in the interval ±b1, can be expressed as
follows (29):

Bias
→

=
+∞∑

m = −∞
m �= 0

VmI∗
m(1 − sinc2(2b1m f1Ts)) (24)

Figure 8. Plots to evaluate the bias (a) and the normalized vari-
ance (b) of the wattmeter output in presence of different time-
jitters in the two channels on the hypothesis of b = 0.5 or b = 0.1.

where Vm and Im with V−m = V ∗
m, I−m = I∗

m are the spectral
components in the exponential form of the input signals
and m f1 the corresponding frequencies. By Parseval the-
orem, the average power P0 can be expressed as a sum of
the average power associated with each individual Fourier
component of the input signals:

P0 =
+∞∑

m = −∞
m �= 0

VmI∗
m (25)

Therefore the asymptotic bias can be obtained by
weighting the contribution of each spectral component
with the average power and summing over the whole
spectrum. Figure 8-a shows the plot of the weight (1 −
sinc2(2b1 fTs)) in Eq. (24) as a function of fTs for ±b1 =
±0.05 or ±b1 = ±0.1. Therefore, the bias introduces an-
other bandwidth limitation when it becomes comparable
with the instrument’s accuracy.

The expression of the asymptotic mean square error in
the presence of both common and separate time-jitters is
rather complex. A more simple result can be deduced when
the effect of the common time-jitter is negligible and un-
der the assumption of two sinusoidal input signals at fre-
quency m f1. In this case the asymptotic variance can be
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expressed as follows (28):

2
σ
→

= 2|VmI∗
m|2{ 2

N
(1 − sinc4(2b1m f1Ts))

+sinc4(2b1m f1Ts)|H(2m f1Ts)|2}+
+ P2

0

2
{ 1
N

[sinc2(4b1m f1Ts) − sinc4(2b1m f1Ts)]}
(26)

Figure 8-b shows the shape of the normalized quantity

σ2
N

→
= 2

σ
→

/2|VmI∗
m|2 for in-phase input signals as a function of

fTs under the assumption of sampling instants uniformly
distributed over the interval ±b1Ts with ±b1 = ±0.05 or
±b1 = ±0.1, N = 10. The shape of this function is very sim-
ilar to that of the weighting function in the presence of only
common time-jitter (Fig. 9); therefore a further bandwidth
limitation is introduced.

In conclusion, the effect of time-jitters in an equally
spaced time sampling must be evaluated since it introduces
an asymptotic variance and, if different time-jitters exist in
the two channels, it also introduce a bias. The instrument
bandwidth must therefore be adequately limited in order
to make these effects negligible. When one of the two previ-
ously described random sampling strategies is considered
instead [Eqs. (14) and (15)], only the different time-jitters
introduce a further bandwidth limitation.

INPUT CONDITIONING CIRCUITS

The conditioning circuits of Fig. 2 must convert the volt-
age and current, which the power to be measured depends
on, into signals acceptable by the multiplier. When the line
voltage is hazardous for the operator, these circuits must
also ensure insulation between the instrument and the
power system.

The input signals of the multiplier must be of the same
type, i.e. either current or voltage, according to the multi-
plier operating principle. As a consequence, voltage to cur-
rent (V-I) and current to voltage (I-V) transducers are nec-
essary. The multiplier input signals must also have proper
amplitude. This calls for current to current (I-I) and voltage
to voltage (V-V) transducers.

All the above transducers could easily be implemented
by means of impedances. In this case, the V-I and I-V
transducer transfer functions depend on an admittance
or an impedance, respectively; while the transfer function
of I-I and V-V transducers depend on the ratio between
impedances. It is worth recalling that it is easier to know
and keep constant the value of an impedance ratio than
the value of an impedance. I-I and V-V transducers can be
also implemented by means of instrument transformers,
which is the most common solution when electrical safety
is the main requirement. Broadband thermal rms/dc con-
verters based on thermocouples are used in wattmeters
implementing the quarter square technique. However, the
frequency bandwidth of such instruments is limited at sev-
eral orders of magnitude below that of these converters
because of the analog circuits that provide the currents
(i1 + i2) and (i1 − i2) appearing in Eq. (2).

Power measurement accuracy depends on the character-
istics featured by all the signal conditioning chain; hence,
also those of the transducers external to the instrument

must be considered.
The choice of a transducer depends on both magni-

tude and bandwidth of the input quantity. The frequency
bandwidth depends on the wattmeter application. For in-
stance, in many industrial processes, where large amounts
of power at high currents and voltages are utilized, the
active power is substantially transmitted at industrial fre-
quency, even under nonsinusoidal conditions. Indeed, the
difference (P − P1) between the active power P and that
at industrial frequency is usually lower than a few parts
per thousand of P1 (30); in particular, the active power as-
sociated with the direct voltage and current components
can be neglected. In these cases, the use of passive instru-
ment transformers can therefore be quite satisfactory. In
other industry applications power measurements may re-
quire transducers featuring wider frequency bandwidths
(31), also including the direct component.

Resistors

Resistors are a simple and cheap solution for the imple-
mentation of the above variety of transducers. Their fre-
quency bandwidth includes the direct component and may
range up to about hundred MHz. This means that the out-
put of a resistor based transducer may feature a phase shift
of about 0.1 mrad at 10 kHz. The frequency bandwidth is
limited by the nominal power of the resistor. Indeed, if the
thermal drift is stressed to remain constant, the component
sizes must increase as the dissipated power increases, and
this increases the resistor time constant. The power dis-
sipation also sets a limit for the use of resistors in self
contained instruments. For this reason, external series re-
sistors have been used in electrodynamic wattmeters to
extend the voltage range.

The stray parameters may significantly affect the time
constants of the resistive voltage divider components.
When the two sections of a divider are characterized by dif-
ferent time constants, its transfer function differs from the
dc ratio. This is described by means of the ratio and phase-
angle errors. The time constants can be compensated by
means of capacitors, thus making the division ratio inde-
pendent of frequency.

Resistor based transducers do not ensure electrical in-
sulation between the power system and the instrument.
They involve the use of insulation amplifiers that degrade
the transducer metrological performance, which in the case
of noninductive shunts would be excellent as for bandwidth
and linearity.

Current and voltage transformers

Passive instrument transformers have frequency band-
width that does not include the direct component and is
limited by the stray capacitances. Hence, a current trans-
former (CT), even for high voltage applications, features
a wider frequency bandwidth than a voltage transformer
(VT). Usually CTs show satisfactory frequency response in
the audio frequency range, while ferrite core CTs may fea-
ture upper cut off frequencies of tens of MHz. Broadband
I-V transducers can therefore be implemented by means of
CTs with resistive burden. Their output, contrary to that
of shunt resistors, does not require amplification.
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Table 1. Characteristics of two I–V wide bandwidth transducers

Transducer type Full-scale input (A) Full.scale output (V) Cut–off frequencies Accuracy (%)
Non-inductive shunt resistor 100 0.1 1.5 MHz ±0.1
CT with resistive burden 65 6.5 1 Hz to 20 MHz −0/+1

Table 1 compares some characteristics of two commer-
cial I-V transducers of similar price. The upper cut off fre-
quency of the VTs depends on their nominal voltage and is
usually lower than 1 kHz. A VT can also be implemented
by using a CT having nominal input in the order of some
mA, suitable resistors in series with the input and a re-
sistive burden. This way, the VT bandwidth can be greatly
increased at the cost of a reduction of about one order of
magnitude of the nominal input voltage. Both the nomi-
nal voltage and the upper cut-off frequency of this solu-
tion, which is commonly used to implement active VTs, are
mainly limited by the resistor performance.

Active instrument transformers are used when the in-
put signal bandwidth includes the direct component. They
contain a sensing element which is usually based on the
Hall effect; commercial devices having a saturable inductor
as sensing element are also available. In comparison with
the instrument transformers based on Hall effect, those
using saturable inductors and having similar nominal in-
put ensure higher bandwidth (up to close 1 MHz instead
of several kHz, in the case of VTs), better accuracy and
linearity.

The ratio error (it is expressed in percent of the nomi-
nal input) and the phase-angle error, both defined in the
frequency domain, are the parameters characterizing the
accuracy of CTs and VTs. Very often data sheets do not give
information on the phase-angle error exhibited by active
instrument transformers.

Through-type CTs are widely used in industry; their use
is necessary when high current values have to be mea-
sured. The values of both the ratio and phase-angle errors
are influenced if the conductor, which acts as primary turn,
is not centered in the transducer window. This detrimental
effect is enhanced in the case of through-type CTs contain-
ing a flux sensor (the position of the primary conductor
with respect to the core joints and the sensor greatly in-
fluences the transducer performance). It is greatest in the
case of split-core CTs, which allow the current measure-
ment without disconnecting the primary conductor, where
the secondary turns are wound on only one leg of the core.

Rogowski coils

Rogowski coils are used to measure currents up to hun-
dreds of kA. A Rogowski coil essentially consists of a
toroidal coil placed round the conductor carrying the cur-
rent to be measured, thus ensuring insulation between the
instrument and the power system. The electromotive force
induced in the coil is proportional to the time derivative of
the current and to the mutual inductance of the coil and
the conductor. The current to be measured is obtained by
integrating the coil output voltage and by scaling it by the
reciprocal of the value of the mutual inductance. The volt-
age value produced by a Rogowski coil is in the order of 1
µV/Hz for 1 A current flowing in the conductor; this may

therefore require amplification.
Specifications of these transducers commonly available

on the market are here given by way of example: measuring
range up to 10 kA; bandwidth 10 Hz to 100 kHz; accuracy
in rms reading not greater than 1%, phase-angle error at
50 Hz: not lower than some tens of mrad; linearity 0.2%.

Given that Rogowski coils have no ferromagnetic ma-
terial in their core, they cannot be driven into satura-
tion. Therefore, these transducers both have good linearity
and are able to measure alternating components of cur-
rents having a direct component. Rogowski coils designed
to measure alternating components superimposed to a dc
of several kA are available.

Coil thickness and width give rise to a contribution to
uncertainty depending on the conductor position in the coil
cross section. This contribution can be minimized by mak-
ing the coil turns of an identical cross-sectional area and
by uniformly distributing them around a circular path. A
split Rogowski coil features a better performance than a
split-core CT: a misalignment of the joining coil ends only
affects the uncertainty in the current amplitude, not the
phase angle error.

Capacitive dividers

Capacitors are the passive components that best approach
the ideal behaviour over a wide frequency bandwidth,
which is limited by stray resistances and inductances. Ca-
pacitive voltage dividers are often used to extend the am-
plitude range of the multiplier on alternating voltages. The
phase shifts exhibited by capacitive dividers depend on the
difference between the capacitor loss angles and may be
less than 0.1 mrad up to hundreds of kilohertz. At fre-
quencies sufficiently lower than the resonance frequency
f0 depending on the stray inductance, the capacitance of
a capacitor is a linear function of the squared ratio of the
frequency to f0. Therefore, if the capacitors possess differ-
ent resonance frequencies, the voltage division accuracy
depends on frequency. Moreover, for direct voltages and for
alternating voltages at very low frequency, capacitive di-
viders cannot be used because of stray phenomena. The dc
voltage division is independent of the capacitance values of
the two sections and is determined only by their equivalent
parallel resistances. At low frequency the voltage division
can also be affected by the occurrence of interfacial polar-
ization.

Like all impedance dividers, capacitive dividers do not
ensure the isolation of the instrument from the power sys-
tem; however, high voltage transducers based on them are
usually built, given that voltage transformers are too ex-
pensive for voltage values greater than about 150 kV. Since
the divider output voltage commonly ranges between 5 and
20 kV, they are coupled with a VT that therefore limits the
frequency response of the whole conditioning chain.
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WATTMETERS CALIBRATION

Calibration is the process of deducing or checking the in-
strument’s accuracy. It can be performed by using either
a dedicated calibration equipment (direct comparison) or
a similar test instrument of known accuracy used as ref-
erence (indirect comparison). The calibration procedure
must meet the traceability condition; this means that the
individual measurement results must be referred to na-
tional standards through an unbroken chain of calibration.
Wattmeter calibration is performed at cos(ϕ) = 1 for differ-
ent amplitude and frequency values; in addition, power fac-
tor effects must be taken into account. For the latter effect
at least four operating conditions are tested: unity, 0.5 (lead
and lag) and zero power factors. For the intercomparison
of the results of wattmeter calibration between different
Bureaus of Standards, more complex approaches are fol-
lowed. They provide an estimate of three error coefficients
related to the magnitude and phase errors of the voltage
and current circuits, and also of zero offset (32).

The first method for calibration (direct comparison) re-
quires synchronized sources of ac voltage and current. To
this end voltage and current should be known in ampli-
tude and phase; moreover an adequate range of voltages,
currents and phase angle values at different frequencies
must be available (33, 34). A single instrument may re-
place the complex combinations of individual voltage and
current sources. If the current and voltage circuits of the
wattmeter are supplied by separate sources (phantom load-
ing), the source must provide only the power dissipated
into the instrument under test. In order to generate accu-
rate reference signals and separated voltage and current
channels, synthesized generators are normally used. A fre-
quency range from 20 Hz up to 10 kHz and a best long
term accuracy of less than 100 ppm referred to the appar-
ent power are normally provided in commercial calibrators.

The second method (indirect comparison) compares the
readings of the unit under test with those of a reference
unit. Also in this case it is preferable that the current and
voltage circuits of the wattmeter are supplied from sepa-
rated sources (phantom loading). If only one power source
is available, the calibration can be performed by connect-
ing the voltage channels of the two wattmeters in parallel
and connecting the current channels in series with a short-
term stable load.

The issues related to electric-power quality have in-
creased the interest in harmonic-power analyzers. Their
calibrators offer accuracy and frequency ranges lower than
those of the above-mentioned wattmeter calibrators. For
instance, a calibration system characterized by an uncer-
tainty of 500 ppm over a frequency bandwidth of about 2
kHz was described in Ref. 35.

POWER QUALITY ANALYZER

The availability of sampled values of the input signals al-
lows further quantities to be computed. The most part of re-
cent digital wattmeters, also in their basic version, provide
the measurement of active (average), reactive and appar-
ent power, power factor, energy, frequency and, of course,

rms values of current and voltage. As optional function,
many of them propose harmonic analysis suites. This op-
portunity allows several additional parameters to be esti-
mated: harmonic components (magnitude and phase) and
total harmonic distortion factor (THD) of both voltage and
current and harmonic power, i.e. the contribution of each
harmonic component of voltage and current to the active
power. Moreover, it must be underlined that, according to
the above considerations, the trend is to produce multifunc-
tion instruments for the measurement of electrical quan-
tities. Such instruments are usually referred to as power
quality analyzers or power quality meters. In addition to
the previous parameters, they measure a wide variety of
power-quality related quantities: flicker severity, voltage
dips and swells, overvoltage, voltage unbalance, short and
long interruptions of the voltage are only examples. Some
instruments also provide an alert signal and store the data
when a certain parameter does not fulfill the limit endorsed
by power-quality standards.
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