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surements such as radio astronomy and gravitational wave
detection.

Many different types of electronic noise have been studied
and characterized. Some types are fundamental in nature and
can be derived from basic physical principles. Other types of
noise may be classified as technical and are the result of the
electronic configuration of the read-out system of the detec-
tion or measurement process. To reduce the interference from
fundamental noise sources, the physical principle should be
understood so that the particular detection scheme may be
optimized to minimize the noise. To reduce the interference
from technical noise calls for good electronic design that
maintains the linearity and stability of the electronic read-
out across the dynamic range of operation and the required
frequency band.

A common figure of merit that is used when detecting a
signal is known as the signal-to-noise ratio. It is defined as
the ratio of the signal power to the noise power over the fre-
quency band of the detection system. Filtering techniques ex-
ist to maximize the signal-to-noise ratio and are known as
optimum filtering. This technique relies on knowing the form
of the signal and biases the detection data at the frequencies
in which the signal is strongest. However, this article focuses
on the common types of electronic noise and the measurement
and characterization techniques. Thus, the ways of maximiz-
ing the signal-to-noise ratio via filtering techniques will not
be discussed, for further information on these methods see
Refs. 1–4.

To measure the noise characteristics in an electronic sys-
tem accurately, we usually use a device that can be referred
to as a null instrument. Classic devices include a bridge cir-
cuit based on a mixer, the Dicke microwave radiometer, and
the Michelson optical interferometer. These devices nominally
have zero output and are highly sensitive to changes in the
power level or phase delay; thus, they are able to make very
sensitive measurements of either the power or phase fluctua-
tions in the system. Modern applications of these instruments
to state-of-the-art physical experiments include the study of
the cosmic microwave background radiation (COBE project)
(5), as well as the use of advanced microwave bridge tech-
niques and large-scale optical interferometers for the search
for gravitational waves from astrophysical sources (NIOBE,
LIGO, and VIRGO projects) (6,7).

Electric noise measurements may be done in the presence
or absence of a carrier signal. Modern communication systems
make use of carrier signals to transmit information. For ex-
ample, mobile telephone systems typically operate at a fre-

ELECTRIC NOISE MEASUREMENT quency around 1 GHz. The voice frequencies modulate the
carrier frequency as shown in Fig. 1, then the signal is trans-

The pursuit of extremely sensitive electronic measurements mitted through the atmosphere by the carrier at 1 GHz. At
the receiving end, the signal is demodulated back to audiois a common goal among modern scientists and engineers.

The limit to the signal energy that may be detected is a result frequencies. The audio signal competes with the noise in the
system, and as long as the signal power is much larger thanof the noise energy that competes with the signal in a detec-

tion scheme. Thus, the measurement and accurate determina- the noise power, the signal can be heard at the receiver end.
There is more than one way to characterize the noise in suchtion of the noise energy is of crucial importance when design-

ing or assessing any signal detection system. Noise may be a system. When there is a carrier signal present, it is common
to measure the noise with respect to the carrier power as adefined as an unwanted disturbance superimposed upon a

useful signal, which tends to obscure the signal’s information ratio. This means just a relative measurement with respect
to the carrier is made, which is comparatively easy to cali-content. Electronic noise limits the signal detection sensitiv-

ity of a wide range of systems such as radar, ground based brate. If no carrier is present, then it is necessary to measure
the absolute noise energy present. This requires a bit moreand satellite communication, cellular phones, and guidance

and tracking systems, as well as ultrasensitive physical mea- effort in calibration. It is usual to equate the noise energy
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be encoded with respect to the phase or amplitude of the car-
rier signal, and are known as phase modulation (PM) or am-
plitude modulation (AM). These two ‘‘quadratures’’ of modula-
tion are ideally orthogonal and, thus, are independent and
may exhibit vastly different levels of noise. When noise is
present in the phase quadrature, it is known as phase noise;
when noise is present in the amplitude quadrature, it is
known as amplitude noise. Technical noise sources usually
modulate the carrier with a constant fraction of phase or am-
plitude independent of the carrier power. Thus, if the carrier
power is increased, both the signal sidebands and the noise

Noise sidebands

fc – fs fc + fsfc

Signal
sidebands

Frequency

Carrier signal

sidebands increase, with the signal-to-noise ratio remaining
Figure 1. Spectral representation of a carrier signal with signal side- constant. This is why it is useful to characterize the phase or
bands modulating the carrier in the presence of noise sidebands. fC amplitude noise in the presence of a carrier signal by a powerrepresents the carrier frequency and f s represents the band of audio

ratio. However, it is not the purpose of this article to dwell onfrequencies that modulate the carrier.
AM and PM signal encoding and noise measurement tech-
niques. More on these topics can be found in the article on
MEASUREMENT OF FREQUENCY, PHASE NOISE AND AMPLITUDE NOISE.EN to an effective noise temperature TN via Boltzmann’s con-

stant, EN � kBTN. For a system in equilibrium, this gives the In this article, the focus is on the measurement and charac-
terization of the small signal component noise, such as thefundamental relationship between the associated tempera-

ture and the energy. Basically, the more energy inside any more physically fundamental electric noise sources—thermal
noise and shot noise—in the absence of a carrier signal.system, the hotter it is. Likewise, when we characterize the

electronic noise in a system, the higher the level of noise en- Manufacturers of microwave components usually classify
the noise performance in terms of the noise figure or tempera-ergy in the system, the higher the system effective noise tem-

perature. ture in the absence of a carrier (it is much harder to charac-
terize the nonlinear flicker component in the presence of aMany individual components make up a modern system.

These include amplifiers, attenuators, mixers, and phase carrier). Measurements of this kind are thus commonplace,
and commercial noise figure test sets are available. High ac-shifters. Each component can add to the overall system noise

temperature. The common figure of merit that defines the curacy is available when characterizing modular components
based on coaxial or waveguide input and outputs. However,performance of a component is the noise figure, which is equal

to the ratio of the output noise density of an input source and the electronics industry has moved toward miniaturizing com-
ponents, and many microwave circuits are produced not inthat added by the component divided by the source alone (a

full mathematical definition is given later). This type of noise modular form but rather are manufactured as part of one in-
tegrated circuit collectively called a wafer. Accurate charac-characterization only characterizes the component in its

small signal input regime (i.e., when no carrier signal is pres- terization techniques of components ‘‘on-wafer’’ remains a
principal concern of the metrology community and industry.ent). If a significant carrier signal is present, then the input

power may be considered large, and the noise temperature It is apparent that the accurate determination of the level
of noise in a system is very important. Measurements of theand figure become functions of carrier power and offset fre-

quency from the carrier. This is because many devices are noise temperature have become an art as many standards
laboratories around the world strive to make their measure-nonlinear, and nonlinear up-conversions of the signal can

cause a frequency dependence known as flicker noise, which ments of the absolute noise more accurate. The advent of the
Dicke radiometer has made this possible (10). This article willcan also be power-dependent. If a minimum noise tempera-

ture is essential, then we must determine the restriction to focus only on the principles of noise types and measurements.
To understand the principles of the radiometer the reader isthe input power that is required to maintain small signal

noise performance (8). referred to the article on RADIOMETERS . Recently, in the quest
for more accurate measurements, an international compari-If a communication system is designed well and is not lim-

ited by technical noise, then it usually will be limited by the son of noise temperature measurements has been undertaken
between 2 GHz and 12 GHz. The institutes that took part innoise temperature of the components in the system. The noise

power in this regime is independent of the carrier power. this comparison were: the National Institute of Standards
and Technology, Boulder, Colorado, United States; the Labor-Thus, if the carrier power can be increased without creating

any noise, the signal-to-noise ratio will increase as a result of atoire Central des Industries Electriques, Fontenay-aux
Roses, France; the National Physical Laboratory, Teddington,the associated increase of signal power. Recently new inter-

ferometric techniques have allowed the detection of noise in United Kingdom; the Physikalisch-Technische Bundesans-
talt, Braunschweig, Germany (11). The reader is also referredthe presence of a microwave carrier to be measured at high

carrier powers close to a watt, with a noise performance still to the home page of these institutes for more details of state-
of-the-art measurement techniques (12–15).governed by the system noise temperature (8,9). This tech-

nique has allowed for a factor of 10,000 improvement in sensi-
tivity of noise energy measurements in the presence of a car-
rier and is expected to have a significant impact on radar and MATHEMATICAL REPRESENTATIONS OF NOISE
metrology design for the future.

A carrier signal is a sinusoidal tone of single frequency fC Noise is a fluctuating quantity that is described statistically
by a random variable representing a fluctuating current, volt-with phase and amplitude. Thus the signal frequencies fS may
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age, or power with time. When defining a random variable noise is white; at small values of Fourier frequencies, system
noise is flicker. The frequency at which the transition occursX(t), it is important to have a measure of the extent of the

fluctuations. A quantity that achieves this is known as the is known as the flicker corner, which is typically but not nec-
essarily about 105 Hz.variance of X. To define the variance, the mean of the fluctu-

ating quantity is first defined as �X � (it is common to use
Signal-to-Noise Ratioangle brackets to represent the mean of a quantity). Then a

new variable representing the fluctuation about the mean can In general, the signal-to-noise ratio (SNR) in a system is de-
be defined, �X � X � �X �. Taking the mean square of this fined as the ratio of available signal power to available noise
quantity defines the variance ��X 2�. To calculate this quan- power present in the system over the bandwidth of detection
tity, we must know the probability density function h(X ) that and is given simply by
describes the process. If h(X ) and thus the mean and variance
are independent of time, the process is known as stationary.

For our purposes, the time domain representation given SNR = Signal power
Noise power

(3)
previously has limited use, and it is informative to introduce
the Fourier method and represent X(t) as a spectral density In general, this value is dependent on the detection band-
in the frequency domain. The relation between the frequency width. For example, if we detect a sinusoidal frequency of root
and time domains is given by the well-known Wiener– mean square (rms) power S in the presence of white noise
Khintchine theorem (16,17). Many undergraduate textbooks with a power spectral density of SN (W/Hz), then the signal-
deal with this important theorem; for more details see Refs. to-noise ratio is given by
1, 18, and 19. The main result for our purposes is a particular
case of the Wiener–Khintchine theorem that gives

SNR = S
BSN

(4)

〈X 2〉 = 〈�X 2〉 =
∫ ∞

0
Sx( f ) d f (1)

where B is the detection bandwidth. Thus, the larger the
bandwidth, the larger the detected noise power, which de-

for an independent stationary random process. Here, Sx( f) is grades SNR. In general, the signal might consist of more than
defined as the single-sided spectral density of the random one frequency and be more complicated than a single sinusoid
variable, and we refer to f as the Fourier frequency. Equation frequency. To optimize the SNR, a standard result in signal
(1) assumes that �X � � 0, which is true for a sinusoidal vari- detection theory states that the signal-to-noise ratio is opti-
able. This term represents a direct current (dc) term and is mized by a filter that has a transfer function proportional to
not measured with a modern spectrum analyzer. In effect, the the complex conjugate of the signal Fourier transform divided
spectrum analyzer will set �X � to zero even if it is not. by the total noise spectral density (1). This technique accepts

Equation (1) gives an important result because it means frequencies where the signal is large and the noise is low and
that the spectral density of electronic noise may be measured filters out frequencies where the signal is low and the noise
very easily in principle. This can be done with a quadratic is large. Thus, it is prudent to know the signal bandwidth
detector and a narrow band amplifier centered at the particu- when designing a detection system.
lar frequency f 0. Assuming that the bandwidth of the ampli-
fier Br is small in comparison to the variation in frequency of Noise Temperature
the spectral density, a constant value of Sx( f0) can be as-

From the equi-partition theorem, a gas molecule possesses asumed. From Eq. (1), the quadratic detector will measure a
mean energy of kBT/2 J/DOF and applies also to electronics,voltage at the output of the amplifier equivalent to
where T is the equilibrium temperature and kB is Boltzmann’s
constant. Assuming that an electronic circuit has two degrees〈v2〉 = GSx( f0)Br (2)
of freedom (i.e., amplitude and phase or resistance and re-
actance), then the mean noise energy in a passive circuit isand the spectral density is easily determined. Here, G is the
kBT J. Because thermal noise is white, we may express thispower gain of the amplifier, and Br is defined as the resolution
noise energy as a power spectral density given by SN( f) �bandwidth of the spectrum analyzer.
kBT W/Hz over all Fourier frequencies. Thus, the noise tem-
perature at a selected frequency and reference point in the

DEFINITIONS circuit may be defined as

Flicker and White Noise TN = SN( f )/kB (5)

White noise is a random noise with a flat frequency spectral
where SN( f ) is the noise power spectral density measured ordensity over the Fourier frequency range of interest. This
calculated at the circuit reference point and frequency. For atype of noise is usually produced in the laboratory for testing
resistor, the noise temperature is approximately the actualpurposes. For example, white noise generators such as hot or
temperature, whereas that observed by a diode or a transistorcold resistors are used as calibrated noise sources to calibrate
may be significantly larger than the absolute temperature.noise measurement systems. In general, noise in system cir-

cuits is not white and has a frequency dependence. An exam-
Standard Reference Temperature

ple of a nonwhite noise is flicker noise, which has a spectrum
proportional to 1/f and is prevalent in many circuit systems. The standard reference temperature TS for noise measure-

ments is 290 K. This is an arbitrary choice; however, histori-Generally, at large values of Fourier frequencies, system
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cally this has been chosen because it is close to room temper-
ature.

Noise Figure

The spot noise figure (or narrow band noise figure) is defined

jX( f )

V( t)

R

as the ratio of the total noise power spectral density delivered
to the output of the system divided by that caused by the Figure 3. Model of a resistor connected in series with a reactance at
source alone, when the source is at the standard reference temperature T. The voltage generator represents the internal John-
temperature of 290 K. Assuming that the gain of the system son noise supplied by the passive circuit.
is G (which may be fractional if the system has an overall
attenuation), then the noise figure at a particular frequency
is defined as (see Fig. 2)

in Fig. 3. It is known that V(t) is a white noise source, and
thus its spectral density Sv( f) will be constant. From the Wie-
ner–Khitchine theorem and linear circuit theory, the relation

F( f ) = SN( f )out

GkBTS
(6)

between the voltage and current spectral densities is given by

To calculate the overall noise figure F, the spot noise figure is
averaged over the frequency response of the system and is
given by (18)

Si( f ) = Sv

R2 + X ( f )2
(8)

Assuming X( f) is inductive (we can also assume that it is ca-
pacitive and achieve the same result) and equal to 2�fL,
where L is the inductance, it can be shown from Eqs. (8) and
(1) that

F =

∫ ∞

0
F( f )G( f ) df∫ ∞

0
G( f ) df

(7)

Here G( f ) is now the system transfer function. 〈i2〉 =
∫ ∞

0
Si( f ) df = Sv

∫ ∞

0

df
R2 + 4π2 f 2L2 = Sv

4RL
(9)

If a device is noiseless, then SN( f )out � GkBTS, and both F
and F( f ) are unity. However, for an active or dissipative de-
vice, there is some associated noise, and the noise figure is Now the equipartition theorem is invoked. It states the mean
usually greater than unity. It is usual to compare noise fig- energy stored in an inductor (a similar equation governing
ures in decibels (10 log10 [F ]); this is especially useful if the the energy stored in a capacitor exists) is given by (19)
noise figures are close to unity.

1
2

L〈i2〉 = 1
2

kBT (10)

NYQUIST’S THEOREM
By combining Eqs. (10) and (9), Nyquist’s theorem is derived:

When a resistor is at a finite temperature, a fluctuating cur-
rent will occur as a result of random thermal motion of elec- Sv = 4kBTR (11)
trons in the resistor, which will in turn will give rise to a
fluctuating electromagnetic force (emf). This is the electrical

This derivation gives only the classical solution and is notanalogue to dissipative Brownian Motion giving rise to a
general for low temperatures and high frequencies. Whenfluctuating force. A detailed description of these principles are
�� � kBT, there is a quantum correction and takes the formgiven in Ref. 19. This fluctuating emf was predicted by Ein-
(18,19,22)stein (20) and first discovered by Johnson [it is known as

Johnson noise (21)]. Later, the physics was explained by Ny-
quist and is known as Nyquist’s theorem (22).

To illustrate Nyquist’s theorem, first we consider a resis- Sv = 4�ωR
e�ω/kB T − 1

(12)

tance R in series with an arbitrary reactance X( f), as shown

where � is Planck’s constant. When T is large Eq. (12) col-
lapses back to the form given by Eq. (11).

EQUIVALENT CURRENT AND VOLTAGE NOISE GENERATORS
k B TS SN( f )out

G

The noise at the output of a two-terminal (or one-port) net-
work can be represented as either a noise current generatorFigure 2. Schematic of a two-port device under test with the associ-

ated input and output. in parallel with its admittance or a noise emf in series with
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its impedance. The equivalent networks are shown in Fig. 4. resent a diode or resistive noise source. If a device has more
ports or terminals associated with its structure, then moreFrom Nyquist’s theorem, the thermal noise of a resistance R

at temperature T, measured in a frequency bandwidth �f , can than one noise generator must be considered when calculat-
ing the noise parameters. One such example is a transistorbe represented by the voltage generator �4kBTR �f in series

with a resistance R, as shown in Fig. 4(b). Likewise, the noise that is a three-terminal device. For example, a bipolar tran-
sistor has an emitter, base, and collector. In general, threemay be equally represented by the current generator

�4kBTg �f in parallel to the resistance R � 1/g, where g is noise generators between each terminal must be considered
along with any correlated components. This article does notthe conductance. Thus, the equivalent noise resistance or

equivalent noise conductance of a device at temperature T0 discuss this problem, and the reader is referred to Ref. 18 for
more details. For our considerations, the noise added by amay be written as
two-port system will be described by the noise figure and
noise temperature concept and is discussed in more detail
later.

Rn = 〈v2〉
� f

1
4kBT0

= Sv( f )

4kBT0
, gn = 〈i2〉

� f
1

4kBT0
= Si( f )

4kBT0
(13)

Thus, from a measure of the open circuit voltage Sv( f )
TYPES OF NOISE[V2/Hz] or short circuit current spectral density Si( f ) [A2/Hz],

the equivalent noise resistance and conductance may be cal-
Thermal Noiseculated. Figure 4 implies that the noise spectral densities are

related by Sv( f )/Si( f ) � �Z�2; thus the noise conductance and The basics of thermal noise was given previously by the Ny-
resistance are in general related by quist description and holds for a passive resistor as long as

its temperature is in equilibrium. This description allows for
Rn = gn|Z|2 (14) the general quantification of any measurable noise power in

terms of equivalent noise temperature, equivalent noise fig-
The noise resistance and conductance can be related to the ure, equivalent noise conductance, and equivalent noise resis-
noise temperature by equating the spectral densities as fol- tance. Thermal noise in a resistor is caused by the random
lows: motion of the current carriers, which produce a fluctuating

voltage across its terminals. The problem can also be treatedSi( f ) = 4kBTng, Sv( f ) = 4kBTnR (15)
as a diffusion problem or velocity fluctuation problem of the
current carriers (18). These descriptions are particularly use-Thus by equating Eqs. (15) and (13), the relation between the
ful when analyzing the thermal noise in a semiconductor. Anoise temperature, noise resistance, and noise conductance
semiconductor device has a nonlinear voltage current charac-may be written as
teristic, and Nyquist’s theorem holds for a p–n junction at
zero bias where the resistance is considered as dV/dI at the
temperature of equilibrium.Tn = gn

g
T0 = Rn

R
T0 (16)

Generation and Recombination NoiseThe noise of the device has been expressed in terms of the
temperature T0, which is not necessarily the device tempera- Generation and recombination noise (g–r noise) occurs in
ture. This is because the device temperature is not necessar- semiconductors that involve donors, traps, and recombination
ily well defined because a temperature gradient might exist, centers of the charge carriers. In general, the resistance of
especially for active devices. Thus, it is common to define the the material is dependent on the number of charge carriers;
noise characteristics with respect to the standard tempera- thus if the number of carriers fluctuates, the resistance will
ture T0 � TS (290 K). However, if a device is passive and gives fluctuate also, causing a fluctuating voltage across the termi-
the expected thermal noise, then Tn � T0, gn � g, and Rn � nals. The appearance and disappearance of carriers by this
R, and the device can be defined with respect to its own tem- process is described by
perature as a reference.

It is necessary to mention here that these generators are
one-port or two-terminal devices that, for example, may rep-

d
dt

(�n) = −�n
τ

+ H(t) (17)

Here H(t) is a random noise term, �n is the fluctuation in
number of carriers, and � is the carrier life time. If we take
the Fourier transform of Eq. (17) and apply the Wiener–
Khintchine theorem, then the frequency domain representa-
tion can be written as

Sn( f ) = SH ( f )τ 2

1 + 4π2τ 2 f 2 (18)

Y= Z
1

Y=R + jX 

  =

i2

  e2   i2 Z  | |2

(a) (b)

Assuming that the spectral density of H(t), SH, is white, theFigure 4. (a) Two-terminal network represented by a noise current
value of ��n2� may be calculated from Wiener–Khintchinegenerator in parallel with an admittance. (b) Two-terminal network

represented by a noise voltage generator in series with an impedance. theorem as
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Applying some algebra, it is also common to write Eq. (23) as〈�n2〉 =
∫ ∞

0
Sn( f ) df = SHτ

∫ ∞

0

τ df
1 + 4π2τ 2 f 2 = SHτ

4
(19)

Thus, by combining Eqs. (18) and (19), the spectral density of
the number of fluctuating carriers can be shown to be

Si( f ) = 2qI

[
exp

�qV
kT

�
+ 1

]
[
exp

�qV
kT

�
− 1

] = 2qI coth
�qV

kT

�
(24)

orSn( f ) = 4〈�n2〉τ
1 + 4π2τ 2 f 2 (20)

The spectrum Sn( f) can be calculated as soon as � and ��n2� Si( f ) = 2kTg0

�
I + 2I0

I + I0

�
, where, g0 = dI

dV
= q(I + I0)

kT
(25)

are known.

At zero bias, the conductance g0 supplies the equivalent of full
Shot Noise thermal noise as Eq. (25) reduces to Si( f ) � 4kTg0, and half

this value when I � I0. A similar equation can be written forShot noise occurs when there is current flow across a poten-
the open circuit voltage noise spectrum. At high frequencies,tial barrier. The current fluctuates around an average value
the transit time across the depletion region must be consid-as a result of a random emission of current carries across the
ered. This is cumbersome and will not be discussed here; thepotential barrier. This effect occurs in p–n junctions in diodes
reader is referred to some standard texts (18,24) to under-and transistors, at the cathode surface of a vacuum tube, and
stand this effect. Also, at low temperatures and high frequen-so on. Shot noise can be driven by thermal fluctuations or
cies quantum shot noise must be considered just as quantumother mechanisms such as noise due to recombination centers
Nyquist noise was considered previously. Consideration ofin the space charge region. To describe shot noise, we will
this effect can be found in Ref. 25.consider a n�–p junction as shown in Fig. 5.

It should be pointed out here that not all currents exhibitThe characteristic of the current crossing the depletion (or
shot noise. If the arrival time of charge carriers are correlatedspace charge) region can be written as
and not random, then suppression occurs. Common examples
are space charge limited emissions from a tube and a chemi-
cal battery (26). Also, if we design a feedback control systemI(V ) = I0(V )

�
exp

[
qV
kT

]
− 1

�
(21)

to detect and cancel the noise below, shot noise may be at-
tained. This type of system will then be limited by the noise

where q is the charge of the electron. Here, the first term in
in the detection system.

Eq. (21) is caused by electrons injected from the n�-region to
the p-region, and the second term is the reverse current Flicker Noise
caused by electrons injected from the p-region into the n�-

At large Fourier frequencies most devices can be explained inregion. To proceed further, Schottky’s theorem is invoked
terms of thermal or shot noise processes. However at small(23). It states that the spectral density of current fluctuations
Fourier frequencies excess noise exists. Usually, low-fre-in an emission process is related to the current by
quency noise has an f�� dependence where � � 1, and is
known as flicker noise. The frequency at which the flickerSi = 2qI (22)
noise is equal to the normal white noise is known as the
flicker corner fC and can vary considerably from device to de-for frequencies less than the inverse of the transit time. Be-
vice. Also, it is not always constant because it can depend oncause noise spectral densities are additive and do not depend
the operating conditions such as input power and bias volt-on the direction of current flow, the spectral density of shot
age. Also, it does not in general decrease with temperature asnoise current in a p–n junction is given by
thermal and shot noise do. Similar components made from
the same manufacturer can have very different levels of
flicker noise, which suggests that it is associated with the fineSi( f ) = 2qI0(V )

[
exp

�qV
kT

�
+ 1

]
= 2q[I(V ) + 2I0(V )] (23)

details and is not under the manufacturer’s control.
Flicker noise can be enhanced in nonlinear and chaotic sys-

tems, thus it is always prudent to try to maintain the linear
operation of a device to keep the flicker noise to a minimum.
Recently, a interferometric method, which significantly re-
duces the effects of flicker noise, was developed at microwave
frequencies and is discussed later.

Flicker noise in general cannot be precisely calculated; in-
stead it is common to introduce the noise model in terms of

p

–I0(V)

n+ –I0(V)exp[qV/kT)

the white power spectrum Sw

Figure 5. Current flow across the space charge region (or depletion
region) in a n�–p junction when a voltage is applied from the p* to
n� terminal. The separation of charge in the space charge region

Sf( f ) = Sw

�
1 + fc

f

�
(26)

causes an internal electric field that has the potential to create shot
In general, no single model can describe the physical princi-noise. The arrows show the direction of the electron flow, which is in

the opposite direction of the current flow. ples of flicker noise, unlike shot and thermal noise. However,
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Figure 6. A standard noise source (4kBTs gs) at
the input of a noisy device under test may be
represented as an enhanced noise generator at
the input of an ideal noiseless device under test.
The enhancement factor F( f ) is in general fre-
quency dependent and known as the ‘‘spot
noise figure.’’

(i2)

Noisy
device
under
test

gs

Si( f )= = 4kBTs gs
(i2)
∆ f

< = > (i2)

Ideal
noiseless

device
under test

gs

Si( f )= F( f ) × 4kBTs gs

specific descriptions of flicker noise have been made based on vice noise to the input of the device under test means that the
equivalent enhanced current generator gives a noise outputsurface and generation and recombination effects (27), quan-
power of F( f ) times more than the reference temperature gen-tum effects (28–30), and number and mobility fluctuations
erator. This quantity is the spot noise figure defined in Eq.(31–33). No attempt will be made to explain these specifics,
(6).and the reader is referred to the cited references.

The spectral density of the equivalent enhanced currentA model worth mentioning is a result of a continuous dis-
generator may be written astribution of time constants (34). A process with a single relax-

ation time �j will have a power spectral density of
Si( f ) = F( f )4kBTsgs = 4kBTs gs + [F( f ) − 1]4kBTs gs (29)

The first term of the left-hand side in Eq. (29) is the thermalSj( f ) = 4Ajτj

1 + (2π f τj)
2 (27)

noise of the reference source and the second term is the noise
of the device under test. The device is noiseless if the noiseAt low frequencies, Eq. (27) varies as 1/f 2 so flicker noise can-
figure is unity; in this case, the only noise present in the sys-not be explained in terms of a single relaxation time process.
tem is the noise of the source. If the device under test addsHowever, assuming a distribution of relaxation times in the
the same level of noise as the reference, the noise figure isfrequency range 1/�2 � 2�f � 1/�1, the power spectral density
two.can be shown to be

To relate the noise figure to the noise temperature, Tn DUT,
of the stage represented by the device under test, the second
term on the left-hand side in Eq. (29) may be written as

[F( f ) − 1]4kBTs gs = 4kBTn DUT gs (30)

Sj( f ) =


 A

2π ln
�

τ2

τ1

�



[
tan−1(2π f τ2) − tan−1(2π f τ1)

f

]

(28)
This means that the noise figure and temperature are related

This spectrum is constant at very low frequencies—1/f for an by
intermediate range and 1/f 2 for high frequencies. The model
given by Eq. (26) cannot be true for very low frequencies be- Tn DUT = [F( f ) − 1]Ts (31)
cause if the spectrum is integrated between 0 and 	, it di-

The advantage of the noise temperature notation is that ifverges at both limits. Therefore, there must be a lower fre-
noise sources are uncorrelated, then noise temperatures arequency, in which Eq. (26) is no longer valid and the spectrum
additive. The equivalent noise temperature of the system ofvaries slower than 1/f , and an upper frequency, in which Eq.
Fig. 6 is thus given by Teq � Ts � Tn DUT, and the spectral(26) varies faster than 1/f ; Eq. (28) fits this requirement.
density of the equivalent current generator from Eq. (29) mayHowever, flicker noise in some systems can still be measured
also be represented byin the submicrohertz regime, and thus many processes must

have long relaxation times indeed. However, we know that Si( f ) = 4kBTeq gs (32)
this should at least be limited by the age of the universe!

When dealing with microwaves, it is more common to con-Burst Noise
sider the noise as a power spectral density rather than a volt-

Burst noise (also known as popcorn noise) occurs in semicon- age or current spectral density. Microwave circuits are usu-
ductor devices and is the result of a defect in manufacturing. ally matched with the standard impedance of 50 �. The
The waveform typically consists of random pulses of variable available power at the output of the noise source is defined as
length and constant height (35) and can be described by a the power fed into a matched load, and the equivalent circuit
random switch model (36). The mechanism of the burst is the of a source connected to a load is shown in Fig. 7. If gl � gs,
result of edge dislocations in the emitter space charge region
(37) resulting from lattice distortions caused by large emitter
doping densities and metallic impurity. The way to reduce
this effect is to keep doping densities below the critical den-
sity and to improve manufacturing process. The spectral den-
sity of the noise is typically 1/f �, where � is typically 2.

NOISE FIGURE AND TEMPERATURE
OF A DEVICE UNDER TEST

(i2) glgs

To measure the noise in a system, a standard noise source is Figure 7. Equivalent current generator of a resistor of conductance
gs with a resistive load gl at the output.introduced at the input, as shown in Fig. 6. Referring the de-
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then the current will be split into both resistances equally where Ts � 290 K. Combining the relationship between noise
figure and noise temperature for a single network derivedand the available noise power at the load will be
previously in Eq. (31), the following is obtained:

Nav = 〈i2〉
4gs

(33)
Feq( f ) = F1( f ) + F2 − 1

G1( f )
(40)

Given that Si( f) � �i2�/�f � 4kBTs gs, then the power spectral
This may be generalized to a system consisting of m cascadeddensity of the available noise power will be
networks and is given by

SN = Nav/� f = kBTs (34)

This formula is similar to the initial definition of noise tem-
Feq( f ) = F1( f ) +

m∑
j=2

�
F( f ) j − 1∏ j−1

i=1
Gi( f )

�
(41)

perature in Eq. (5) (i.e., if we measure the noise power spec-
This equation is known as Friis’s formula (39).tral density referred to the input of a device, then to calculate

the noise temperature, we simply divide the spectral density
by Boltzmann’s constant). NOISE FIGURE AND TEMPERATURE

In reality, devices are never perfectly matched; the effect OF LOSSY TRANSMISSION LINE
of a mismatch in the context of a scattering matrix and re-
flection coefficient description will be discussed later. Also, When a system has a significant length of transmission line,
the noise temperature and generator concept can be general- which may be at different temperatures, then the losses may
ized to multiport devices, and in general correlations between significantly contribute to the equivalent noise temperature
noise sources must be considered. This will not be presented of the system. Examples of this type can occur when under-
in this article, and the reader is referred to the literature (38). taking cryogenic measurements of a device under test. If the

noise source is at room temperature, then the transmission
line must connect to the input via a long cable with a temper-NOISE FIGURE AND TEMPERATURE OF CASCADED STAGES
ature gradient. Another example is a link connecting a satel-
lite ground station antenna and a low noise amplifier. In thisIf two networks of noise temperature TN1 and TN2 and power
section, the physical temperature will be denoted by T andgains G1 and G2 are cascaded and fed by a noise source of
the noise temperature by TN.temperature Ts at the input of the first, then the output noise

First, a piece of transmission line at temperature T anddensity is given by
loss L, where L � 1/G, is considered. There are two ways in
which the transmission line can degrade the noise perfor-
mance of a system: (1) The loss attenuates the signal and thus

SN( f )out = G1( f )G2( f )kBTs + G1( f )G2( f )kBTN1

+ G2( f )kBTN2
(35)

effectively enhances the noise temperature of the following
stages [see Eq. (38)]; (2) The lossy system is itself a noise

To refer the noise to the input of the first stage, the noise generator in a similar way to a resistor (i.e., it generates Ny-
power must be divided by the total gain G1( f )G2( f), and the quist noise). This noise is dependent only on the dissipated
equivalent noise power density at the input is power.

The noise generated by the transmission line is dependent
on the power lost in transmission (i.e., the power dissipated).SN( f )in = kB

�
Ts + TN1 + TN2

G1( f )

�
(36)

The fraction of power that is transmitted is equal to 1/L (or
G) and thus by conservation of energy, the fraction of dissi-

Thus, the equivalent noise temperature of the system is given pated power must be equal to (1 � 1/L) or (1 � G). Thus the
by available noise power density at the output of a lossy trans-

mission line with a standard noise source of Ts at its input
will beTeq = Ts + TN1 + TN2

G1( f )
(37)

SN( f )out = G1kBTs + (1 − G1)kBT1 (42)
For the single stage introduced in the last section, it was
noted that the noise temperature is additive. In general for The second term in Eq. (42) is the contribution of the first
cascaded networks, the noise temperature must be normal- piece of transmission line after the source input (denoted by
ized by the preceding gain before it is summed. In general for subscript 1). To calculate the effective noise temperature refer
a cascade of m networks, to the input of the transmission line, TN1; this term must be

equated with G1kBTN1 and can be calculated to be

Teq = Ts + TN1 +
m∑

j=2

�
TN j∏ j−1

i=1
Gi( f )

�
(38)

TN1 = (1 − G1)

G1
T1 = L1

�
1 − 1

L1

�
T1 (43)

The noise figure for the cascaded network when m � 2 is From Eqs. (43) and (31), the noise figure of the transmission
given by line may be calculated to be

F1( f ) = 1 + (L1 − 1)
T1

Ts
(44)Feq( f ) = SN( f )in

kBTs
= 1 + TN1

Ts
+ TN2

G1( f )Ts
(39)
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If a transmission line is without loss, it will not add any extra
noise to the system. However, if it is not, then the second
term in Eq. (44) represents the extra noise resulting from the
power dissipation. Also, if there are any other networks cas-
caded after the lossy line, the noise added when referred to
the input of the transmission line will be degraded by its loss
L (or 1/G).

If a lossy transmission line exists in a system under mea-

Noise
source

S11

a1

b1

Ts
S21

S12

S22

Γ1 Γin

Load

DUT a2

b2

Γ1Γ2i

surement, it may be considered as a separate network among
Figure 8. Schematic of the noise temperature measurement of a de-a cascaded system and treated as in the previous section. This
vice under test such as an amplifier. In general, the model uses either

gives a method for correcting for any significant transmission the reflection coefficient � concept or the scattering parameter Sjj con-
line losses if they are known. cept. Many modern undergraduate textbooks discuss these concepts

so they are not explained here.

TWO-NOISE SOURCE METHOD shown in Fig. 8. Consequently, reverse flow of power through
the device under test must be considered. In the previous

The two-noise source technique makes use of connecting two analysis, it was always assumed that the flow of power was
different known noise sources to the input of a device under one way (i.e., from the source to the output of the device un-
test and measuring the change in output (40). It is assumed der test). In general, the value of noise temperature is depen-
that two known noise sources of temperatures Th and Tc are dent on the mismatch, and to characterize the system com-
connected in turn to the input of the device under test. In this pletely, four independent parameters must be measured
case, the ratio of output power from the two sources will be (43–46). There are two common approaches with different pa-

rameter sets that warrant further discussion.equal to

Noise Parameter Set Te(min), Rn, and �opt (Complex)

The dependence on the reflection coefficient at the input portY = Te + Th

Te + Tc
(45)

between the source and the device under test must be cor-
rected for, and it has been traditional to use the four standard

where Te is the effective noise temperature of the device un- IEEE parameters given to characterize this correction. To
der test. (This is the same as TN introduced previously, how- solve for the four parameters, at least four different noise
ever, to be consistent with the literature for this technique we sources are needed, but it is advantageous to have more to
will use Te.) Thus allow averaging and to help ensure a unique solution. The

classical way of measuring these parameters relies on using
tuners on each end of the device under test to simulate the
input and output matching networks when calibrating theTe = Th − YTc

Y − 1
(46)

system (47–50). This method relies on scalar information only
and is sometimes unreliable. To determine the noise parame-

This is referred to as the operational definition of Te (40). ters more accurately, a vector network analyzer is needed to
This method assumes perfect matching between compo- calculate the device under test scattering parameters and the

nents. In reality, the measurement technique is made more reflection coefficient of the receiver (50).
Te may be written in terms of Te(min), Rn, and �opt (containscomplicated if mismatches occur between the source and de-

two parameters because it is complex) asvice under test. To characterize the mismatch requires the
use of more sources and a more complicated measurement
procedure and is discussed in the next section.

EFFECTS OF MISMATCH

Te = Te(min) + 4TsRnGopt|
1 − 
opt|2
(1 − |
opt|2)(1 − |
1|2)

Gopt = (1 − |
opt|2)

Z0|1 + 
opt|2
(47)

where

Here, Ts is a reference temperature (typically 290 K), Z0 is theWhen considering the effect of mismatch on noise measure-
characteristic line impedance (normally 50 � for a microwavements of a device under test, it has been useful to use a scat-
coaxial system). Te(min) is the minimum effective input noisetering matrix or reflection coefficient method to describe the
temperature, which is realized when �1 � �opt, and Rn charac-measurement (41,42). Mismatch effects are pronounced when
terizes how quickly Te increases above Te(min).measuring amplifiers because the optimum input impedance

is not the same as the matching condition for maximum
Noise Parameter Set Ta, Trev, and � (Complex)power flow. For this reason, it is common for a low-noise com-

mercial amplifier to come with an isolator at the input. Com- This set of parameters, developed at NIST (43), is useful be-
plications in the measurement procedure occur because not cause they are terminal invariant (i.e., their values do not
only does the mismatch change the level of available power, change if a lossless two port is added or subtracted from the

input). The method was developed to enable a direct measure-but it also means that reflections will occur at two planes, as
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ment of one of the parameters, namely Trev, the noise temper- ture as well as ‘‘hot load’’ noise sources operating at elevated
temperatures. Because we have already discussed in detailature of the radiation emerging from the input. Recently this

method was shown to give an accuracy of �0.04 dB when thermal noise, only the former two will be discussed further.
measuring commercial low-noise microwave amplifiers (51).

Diode Noise SourcesHowever, a disadvantage is that it requires skill in low-tem-
perature measurements because Trev is typically at cryogenic In forward bias, a diode produces shot noise and may be used
temperatures for a low-noise amplifier. as a noise source. However, at high frequencies such as micro-

Te can be expressed in relation to this model as wave, the noise is reduced as a result of transit time effects.
Also, flicker noise is present. This means that a white noise
spectrum is not generated so the effective noise temperature
is a function of Fourier frequency.

Another way a diode may be used to produce noise is to
reverse bias the diode near the breakdown (or avalanche) re-

Te = Ta + Trev|
′
i − β|2

1 − |
′
i|2


′
i = 
1 − S∗

11

1 − S11
1

(48)

where

gion. Such noise sources give white noise up to the gigahertz
region and can be used as wide-band noise sources. They areHere, S11 is the input scattering parameter to the device un-
relatively small devices that require only small voltages andder test (see Fig. 8), Trev is the available noise power from the
operate with noise temperatures of order 104 K. The diodeinternal noise sources when the output of the amplifier is ter-
itself has a TN � 105 to 106 K, which is reduced by a sizeableminated in a noiseless matched load, � is a measure of the
attenuator used to provide matching. These types of noisecorrelation of the available noise power emanating from the
sources need calibration, remain calibrated for long times,two amplifier ports, and Ta is the amplifier noise temperature
and are available commercially.if no mismatch exists at the amplifiers input.

As before, this method still requires accurate determina-
Gas-Discharge Noise Sources

tion of scattering parameters and reflection coefficients using
a vector network analyzer, as well as at least four different Gas discharges become electrical conductors at high tempera-

tures. Typically a gas discharge tube consists of an ionizedsources to determine the four parameters. However, it is also
common to use more than four noise sources to add some re- noble gas at low pressure. High voltages across the tube are

necessary to create the discharge. Typically, these devicesdundancy to improve the accuracy of the experiments
(46,51,52). produce a discharge with excellent long-term stability that is

practically independent of operating conditions, which variesFor a properly made measurement when mismatch is cor-
rected, the major source of inaccuracy is the accuracy to little from tube to tube. The available noise power exhibits

a flat power spectrum and an effective noise temperature ofwhich the noise source is calibrated. Other noise parameters
are obtained from relative measurements and are not affected order 104 K. To make use of the noise generation at micro-

wave frequencies, the tube can be mounted in a microwaveby noise source calibration errors. This fact has led some of
the world’s national metrological institutes to do a compari- waveguide.
son of noise source calibration and is discussed later.

INTERNATIONAL COMPARISON OF THERMAL
NOISE TEMPERATURE MEASUREMENTSNOISE SOURCES

The world’s major state-of-the-art metrological institutes areCalibrated noise sources are essential if accurate noise mea-
the places where the most accurate measurements of absolutesurements as discussed previously are to be made. Noise
noise temperature can be made. Recently, an internationalsources may be categorized as either primary or nonprimary.
comparison was undertaken to measure the noise tempera-
ture of two commercial microwave noise sources to try to ob-

Primary Noise Standards
tain a measure of the absolute error (11). The institutes that
took part were the National Institute of Standards and Tech-Primary noise standards are thermal noise sources that in-

clude a resistive device held at a known temperature. Exam- nology in Boulder, Colorado, United States (13); the Labora-
toire Central des Industries Electriques in Fontenay-auxples include cooled coaxial resistive terminations immersed in

liquid nitrogen at its boiling temperature (cold standard), Roses, France (14); the National Physical Laboratory in Ted-
dington, Worcestershire, United Kingdom (12); and the Physi-high-temperature oven standards that operate at typically

500 K to 800 K (hot standards), and room temperature stan- kalisch-Technische Bundesanstalt in Braunschweig, Ger-
many (15).dards that operate at about 290 K. More information on these

types of standards can be found in Refs. 53–59. The measure- The measurements required each institute to provide its
own noise standard and radiometer to preform measurementsment and characterization relies on knowing the calculable

output noise power of a black body radiator such as SiC at at three different frequencies. Two entirely different primary
standards (cryogenic and oven) were implemented, along withcryogenic temperatures or the known temperature and resis-

tance of a passive termination. two different types of radiometer (switching and total power).
Uncertainties (2�) between the institutes ranged from 0.5%Other noise sources can be classified as nonprimary and

are usually calibrated against a primary standard if accurate to 2.9%. Expense and effort was required to fix the primary
standards and sources under measurement at a fixed op-measurements are to be made. They include gas discharge

tubes, solid-state diode sources, and commercial ‘‘cold load’’ erating temperature. This achievement represents the best
determination of absolute measurement uncertainties.thermal noise sources operating at liquid nitrogen tempera-
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ON-WAFER NOISE MEASUREMENTS of the DUT and a compensating branch that enables the can-
cellation of the carrier at the dark fringe of the interferome-

The advent of intgrated circuits designs on a single chip has ter. The signal without the carrier is then amplified by the
low-noise microwave amplifier operating in the small signalenabled the industry to miniaturize circuits and reduce the

expense of microwave and millimeter wave technologies. Col- regime. The low-noise microwave amplifier and a mixer form
the microwave readout system, which can be either phase- orlectively, a circuit of this type is often referred to as a wafer.

The characterization of such devices is more challenging than amplitude-sensitive depending on the setting of the reference
phase shifter �ref.the waveguide or coaxial counterpart because it is harder to

isolate a single device in a wafer. Moreover, impedance One of the features of the interferometric measurement
system is a greatly enhanced sensitivity to phase and ampli-matching the device under test to the measurement appara-

tus is difficult, and these characterizations are always imple- tude fluctuations of the DUT. The sensitivity enhancement
results from the ability of interferometric system to satisfy,mented in a large mismatch environment. For accurate mea-

surement, it is important to have a vector network analyzer, on the first glance, two contradictory requirements: (1) having
a high power at the input of the interferometer, and (2) en-which is calibrated for S-parameter measurements. The mea-

surement process is quite intensive because it requires the abling low-noise operation of the readout system. These re-
quirements are met by interfering the two signals destruc-measurement of the S-parameters of the noise source, noise

receiver, adaptors, probes, and the like. tively from the output of the DUT and compensating branch
(suppressing the carrier) before the noise is detected by theMuch work has been done to develop on-wafer techniques

(50,60–63). Commercial systems exist; however, work still is readout system. This enables the microwave amplifier in the
readout system to operate in the small signal regime devoidbeing pursued to assess the accuracy and reliability of such

measurements, and ways of improving on-wafer measure- of flicker noise and reduces the effect of the mixer flicker noise
by the amplifier gain.ments are still under investigation. The chief problem arises

as a result of the mismatch and loss of the adaptor to coaxial The effective noise temperature of the readout system TRS

limits the sensitivity of the interferometric noise measure-and waveguide noise standards. To reduce these errors, on-
wafer calibrated noise standards are needed. Measurements ment system, and the noise temperature is given by
have been achieved with off-wafer noise standards, and some
initial steps using on-wafer uncalibrated noise sources have
been achieved (64,65). Other problems include radiation en-

TRS = T0 + Ta + Tm

Ga
(49)

tering the open stripline format of a wafer.
where T0 
 290 K is the ambient temperature; Ta and Tm are
the effective noise temperature of the microwave amplifier

INTERFEROMETRIC NOISE MEASUREMENTS and mixer, respectively; and Ga is the gain of the microwave
amplifier. In general, TRS is a function of Fourier frequency f

Previous discussions have mainly been about noise tempera- and the power at the input of the low-noise microwave ampli-
ture and figure measurements of a device under test (DUT) fier. This dependence is caused by the amplifier flicker noise,
when it is operating in the small signal regime (i.e., with no which generally scales proportionally with input power
carrier signal present). A large carrier signal can cause non- (66,67). Suppressing the carrier at the interferometer output
linear effects such as up-conversions, which enhance noise at minimizes the degradation of TRS as a result of the amplifier
small values of Fourier frequency (offset from the carrier). Re- flicker noise, and choosing an amplifier with a low level of
cently, interferometric measurement and signal generation Johnson noise allows the measurement to be close to ambient
schemes at microwave frequency have been developed (8,9) temperature. There is some conflicting data published (68)
and allow component characterization and operation at the that suggests flicker noise in amplifiers can be reduced as in-
intrinsic small signal noise temperature independent of the put power is increased. However, when the input to the am-
carrier power. The basic noise measurement setup is shown plifier is totally nulled, the resulting noise spectrum is white
in Fig. 9. It includes the microwave interferometer consisting and devoid of flicker noise, and this represents the optimum

operating condition.
These types of measurements are relatively new; conse-

quently, the accuracy has not been determined, and mismatch
correction techniques have not yet been applied.
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6. D. G. Blair et al., High sensitivity gravitational wave antenna mène de bruit dans les transistors, caractérisé pas des crenaux
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