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other. A generic link includes the modulator, the transmitter,
the channel, the receiver, and the demodulator. Another pop-
ular view of a link is to include error-correction coding and
encoding as part of the link because, as we see in a later dis-
cussion, link performance is a function of both modulation
and coding. Yet, for a communication system that uses data
compression, one might want to take an end-to-end view and
include the error propagative effect of data compression in
link design and analysis, because the error propagative prop-
erty affects the integrity and throughput of the link. In the
following sections, we briefly discuss some important ele-
ments of a communication link: data compression, forward er-
ror-correction coding, modulation, demodulation, and syn-
chronization. However, before moving on to these individual
topics, we first discuss a higher level consideration of the
overall link reliability, namely, the link-budget analysis.

The main objective of link-budget analysis is to maximize
the data return for a communication link subject to (1) the
available communication resources and (2) the required data
quality. Power and bandwidth are the two primary resources
in communication, and data quality is usually expressed in
terms of the frequency of errors in the received data, that is,
the bit-error rate (BER). To design a communication system,
the first step is to understand what the available resources
are. Whether a system is power-limited (e.g., deep space com-
munications) or bandwidth-limited (e.g., near-Earth satellite
communications) determines the available options for modu-
lation and error-correction coding schemes.

COMMUNICATION LINK-BUDGET ANALYSIS

The link budget is a balance sheet of the gains and losses in
decibels (dB) of various parameters in the communication
path. Many of these parameters are statistical or time-vary-
ing or both. The required BER is a direct function of the bit
signal-to-noise ratio (SNR), denoted as Eb/N0, which in turn
is a function of the modulation and error-correction coding
used. Because of the statistical nature (uncertainty) of these
parameters, a safety margin M is built in to guarantee the
transmission data quality at any given time.

To put link-budget analysis into perspective, more parame-
ters need to be defined and they are given as follows. To begin
with, the total received signal-power-to-noise-power-spectral-
density ratio, PT/N0, which encompasses all the power gains
and losses in the communication path, is conveniently ex-
pressed as (1)

RADIOTELEMETRY

Radiotelemetry, by definition, is the science and technology of

PT

N0
= EIRP(G/T )

kLsL0
(1)

automatically measuring and transmitting data by radio from
remote sources, as from space vehicles, to receiving stations where EIRP is the effective isotropic radiated power of the

spacecraft, G/T is the receiver sensitivity of the ground sys-for recording and analysis. It involves preparing of data gen-
erated at remote sources, transmitting data through radio tem, k is Boltzmann’s constant, Ls � (4
d/
)2 is the space loss

where d is the distance between the transmitter and receiver,channels, and processing data at the receiving stations. Be-
hind these three tasks, how to convey the information in a 
 is the wavelength, and L0 denotes all other losses and degra-

dation factors not specifically addressed in the above equa-reliable and timely manner through a communication link is
the most fundamental problem in this field. tion. Note that all gains and losses are statistical quantities.

Then, let Rs be the symbol rate and Rc be the code rate ex-There are many ways to define a communication link, de-
pending on where the link starts and ends. Customarily, a pressed as the ratio of the number of information bits in a

code word to the number of coded bits in a code word. Thecommunication link is the transmission path through which
information-bearing waveform flows from one point to an- data rate or bit rate, denoted as Rb, is related to the symbol
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and code rates via Rb � RsRc. The bit SNR is written as Textual data is probably the first area where people ap-
plied compression. In 1832 Samuel Morse developed a code
using dots, dashes, and spaces to represent letters, numbers,
and punctuation for telegraph transmission. Each dot or dash

Eb

N0
= PT/N0

RsRc
(2)

is delimited by a space. A dot and a space take the same time.
Finally, let (Eb/N0)req be the required Eb/N0 to guarantee a cer- A dash is three times longer. Morse assigned fewer time units
tain BER. To ensure a reliable link, the constraining depen- to more commonly occurring letters (e.g., ‘‘e’’ is a dot), and
dency is expressed in dB as follows: more time units to ones (e.g., ‘‘q’’ is dash-dash-dot-dash) that

rarely occur. Today, most popular text compression schemes
are different variations of the Lempel–Ziv (LZ) scheme devel-
oped in 1977 (2) and 1978 (3). LZ schemes use a dictionary

(
Eb

N0

)
req

+ M ≤ PT

N0
− Rs − Rc (3)

approach. Dictionary coding operates by replacing groups of
The essence of link-budget analysis is to determine how consecutive characters with indices in some dictionary. It ex-

much link margin M is required and this, in turn, is deter- ploits the frequent reoccurrence of certain exact patterns that
mined by how well the statistics of various link parameters are very typical of textual data. Other than compressing text,
are known. If M is too small, one might get a large data re- LZ schemes are reasonably good at compressing images and
turn but the data might have frequent errors. If M is too other sources. LZ schemes are generally considered universal
large, one might get continuous clean data but the compression algorithms. The UNIX command ‘‘compress’’ and
throughput might be low. The analyst needs to make the the modem standard V42.bis are examples of applications us-
right tradeoff on quantity versus quality, depending on the ing LZ schemes.
requirements and objectives of the service the link supports. Image compression and other waveform compression is
Also, in an operational scenario, one usually starts out with lossless or lossy. For scientific and medical applications that
a large M (a conservative approach) for a newly deployed sys- demand further processing and analysis, one might prefer
tem, and gradually reduces M (an aggressive approach) as lossless compression to ensure data accuracy. In other appli-
more experience and confidence accumulates. cations, such as image database, electronic photography, and

desktop publishing, where transmission and storage band-
widths are limited, lossy compression is usually employed toDATA COMPRESSION
reduce the data size at the expense of image quality.

Lossless image compression consists of two steps, modelingIn the midst of the Information Age, when new data—texts,
images, sensor data, and many other forms of knowledge— and coding. A predictive model predicts a pixel value based

on a previously transmitted one, and compares it with theare generated at a lightning pace, how these data are effi-
ciently communicated and/or archived becomes increasingly current value. The error value is coded instead of the original

pixel value. On the receiver side, because the errors and theimportant. Data obtained directly from sources usually con-
tains much redundancy, and data compression is the process predictive scheme are known, the receiver recovers the value

of the original pixel. An example of lossless image compres-of applying ‘‘pressure’’ to remove the redundancy. The pro-
cesses of compression and decompression add complexity to sion is the Rice code used in space and satellite communica-

tions.the overall system. The main issue in the use of data com-
pression is the tradeoff between the efficiency of data han- Lossy image compression involves an irreversible quanti-

zation step that causes distortion between the original anddling and the complexity of signal processing to retrieve the
information. the reconstructed image. Popular techniques in lossy image

compression include differential pulse code modulationIn the English language, letters like ‘‘a’’ and ‘‘e’’ are used
more frequently than ‘‘y’’ and ‘‘z’’, and words like ‘‘and’’ and (DPCM), transform coding, subband coding, vector quantiza-

tion, and some hybrid techniques. The Joint Photographic Ex-‘‘the’’ are much more often than ‘‘data’’ and ‘‘compression’’. For
images and sensor data, the differences between adjacent pert Group (JPEG) established an international standard on

still image compression that uses the discrete cosine trans-samples are small rather than large. This nonuniform fre-
quency distribution of data associated with most information form along with scalar quantization and entropy coding. Cur-

rently, JPEG encoder and decoder chips are available fromsources allows one to assign shorter bit patterns to represent
the more frequent elements from the source and longer bit many semiconductor manufacturers.
patterns to represent the less frequent elements from the
source. This is the simplest view of data compression.

Data compression is broadly classified in two categories: FORWARD ERROR-CORRECTION CODING
lossless and lossy compression. Lossless compression denotes
compression in which the decompressed or reconstructed data In 1948, the landmark paper ‘‘A Mathematical Theory of

Communication’’ (4) by Claude Shannon provided a mathe-exactly match the original. Lossy compression represents
compression methods where some degradation of quality is matical framework for analyzing communication, the process

of sending information from one point to another through atolerable if a more compact but approximate representation
is achieved. Next, we give brief surveys on text compression noisy media, by using the concept of entropy. He provided an

existence proof which shows that communication systems can(lossless) and image compression (lossless and lossy). How-
ever, the compression of audio, video, and facsimile is beyond be made arbitrarily reliable as long as the fraction of redun-

dant signals in the signal stream exceeds a certain value,the scope of this article. Interested readers are encouraged to
consult specialized books and technical journals in these which is a function of the signal and noise statistics. The pro-

cess of introducing redundancy in the signal stream to combatareas.
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noise, so that retransmission is not needed, is called forward designed to correct the burst-like errors, typical of a CD
error-correction coding. Shannon did not show how this could channel.
be done in his famous theorem. Later on, much research effort The most popular decoding scheme for convolutional codes
has yielded a variety of interesting theoretical and practical is the Viterbi algorithm. The complexity of Viterbi decoding
results in this area. grows exponentially with the constraint length of the code,

Because redundant signals are deliberately introduced in which is the number of memory elements in the encoder shift
the signal stream as error-correction coding, bandwidth register. As mentioned earlier, convolutional codes are used
expansion is expected. Encoding and decoding processes inevi- in deep space communications. In the past, short constraint-
tably also add complexity to the overall system. However, it length codes (7 or 9) are used because of the limitations in
can be shown that, with a proper choice of coding scheme, the hardware technologies. Today, long constraint-length Viterbi
resulting Eb/N0 can be considerably lower compared with an decoders (up to 15) are designed and built. Convolutional
uncoded system. Thus error-correction coding allows one to codes are also popular in satellite communications and wire-
trade power for bandwidth and complexity. In this article, the less communications. Presently, only short constraint-length
application of two popular error-correction coding schemes, convolutional codes are used in these areas.
block codes and convolutional codes are explained, without
providing the detailed performance analysis of these codes.
Other more advanced coding schemes, like trellis codes and INTERACTION BETWEEN DATA COMPRESSION AND
turbo codes, are not covered here. Interested readers are en- ERROR CONTROL IN A COMMUNICATION SYSTEM
couraged to consult specialized books and technical journals
in this field. This section addresses the interaction between data compres-

In block coding, a block of k bits is encoded into a block of sion and error control (containment/detection/correction) pro-
n bits, where n � k. There are 2k code words in a code space cesses, two indispensable building blocks in modern digital
of 2n. The code rate Rc, which is the ratio k/n, is a measure of communication systems. Data compression conserves trans-
the amount of added redundancy. The minimum distance mission and storage bandwidth by removing redundancy in
dmin, which is the Hamming distance between two closest code the source data. Error correction introduces controlled redun-
words, is a measure of the error-correction capability of the dancy to the data to eliminate channel errors. A combination
code. It can be shown that dmin � n � k � 1 (Singleton bound). of both techniques ensures efficient and reliable transmission
For bounded-distance decoding, the number of errors t that of information from one point to another. The famous separa-
the code can correct is related to dmin by tion principle indicates that data compression and error con-

trol processes can be completely separated, that is, the task2t + 1 ≤ dmin (4)
of transmitting the output of a source through a channel can
be separated without loss into the task of forming a binary

In convolutional coding, sequences of k information bits representation of the source output and the task of sending a
long are encoded as continuous sequences using a kK-stage

binary sequence through the channel. This is not quite trueshift register, where K is called the constraint length. n out-
in practice, however. In evaluating an end-to-end communica-put sequences are produced, each of which is generated by a
tion system, we have to consider effects, like instrument fail-selected set of combinations of these K input sequences. The
ures, adverse weather conditions, synchronization loss, andn output sequences are multiplexed into a single-bit stream
other unpredictable phenomena in the communication systemfor transmission. Similar to a block code, the ratio k/n is a
and the channel. The error-control process cannot handle allmeasure of the redundancy of the convolutional code. The
possible kinds of errors. Thus the effect of error propagationminimum distance dfree between two closest code sequences, is
should be considered when evaluating a data compressiona measure of the error correction capability of the code.
scheme in a communication system.The most popular block code used today is the class of

There are two issues to be dealt with: how to prevent er-Reed–Solomon (RS) codes. RS codes are maximum-distance-
rors from occurring and, if errors occur, how to contain theseparable codes that achieve maximum error-correction capa-
errors. The former issue can be dealt with easily (at least inbility in the bounded-distance decoding sense. Well-known
the conceptual sense) by using higher transmission power orencoding and decoding algorithms exist that are reliable in
more powerful error-correction coding techniques on the chan-software and hardware. RS codes are flexible. Long, powerful
nel and better fault-tolerance techniques on various systemRS codes exist for demanding applications, and short RS
components. The second issue of how to contain errors is morecodes for simple applications. Deep space communications use
intricate and has commonly been overlooked. There arethe (255, 223) RS code as the outer code of the concatenated
mainly two approaches (or a combination of both) to deal withcoding system. This code is block-interleaved and is used in
the problem. The first approach is to add extra redundancy toconjunction with an inner convolutional code to provide reli-
the compressed data to detect and confine errors. Some simpleable communications between the spacecraft and the ground
ways are adding a delimiter pattern at regular intervals andstations. The concatenated coding system is designed to com-
forcing fixed block-size transmission by appending filling 0’s,bat the additive white Gaussian noise of the deep space com-
etc. These techniques reduce compression performance. Themunication links. Simpler RS codes are used in compact disks
second approach is to choose data compression schemes which(CD), a mass-marketed consumer product. The coding system
are less susceptible to error propagation. These schemes usu-used, called the cross-interleaved Reed–Solomon code (CIRC),
ally transmit the compressed data in fixed block size or inher-is composed of two RS codes with (n,k) values (32, 28) and
ently have delimiter patterns in their compressed data(28, 24). In between the two encoders are sets of delay lines

which scramble the data stream. The CIRC coding system is streams. We illustrate the interaction between data compres-
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sion and error-correction coding with an example in a later spacecraft navigation or certain radio science experiments.
section. On the contrary, it may not be a good idea to keep a subcar-

rier when transmission power is weak or the bandwidth effi-
ciency becomes a major concern. Two types of subcarriers, theMODULATION AND DEMODULATION
sine wave and the square wave, are commonly used. The sine-
wave subcarrier along with the phase-modulated carrier pro-Modulation
duces fast-decaying data sidebands and, therefore, is recom-

Modulation is the process of transforming signals into wave- mended for near-Earth space missions where the interference
forms suitable for transmission through a certain type of me- caused by the power spillover to the adjacent frequency bands
dium or channel. For example, when transmitting electronic is the major concern (6). The same recommendation also sug-
signals through free space with an antenna which converts gests using the square-wave subcarrier for deep space mis-
electronic signals into electromagnetic (EM) waves, the physi- sions because of the ease of generating a square wave onboard
cal dimensions of the antenna aperture are at least of the spacecraft and the relatively less stringent bandwidth alloca-
same order of the wavelength of the EM wave. Therefore, a tion for this type of mission.
baseband signal has to modulate a sinusoidal signal at radio A phase-modulated (PM) telemetry signal is represented
frequency (RF), called the carrier, before transmitting it by mathematically by
antennas of reasonable size.

The typical modulation procedure for digital signal trans-
mission starts with a baseband pulse code modulation (PCM)
which converts the analog signal into a binary data stream. ST(t) =

√
2PT sin

(
ωct +

N∑
i=1

miSi(t)

)
(5)

Depending on the subsequent RF modulation schemes, this
binary data stream is fed into different devices. For example,
fixed-length blocks of the binary data are used to determine where PT is the total power of the received signal, 	c is the
the instantaneous frequencies of the carrier for a frequency- carrier frequency, mi is the modulation index associated with
shift-keyed (FSK) system. On the other hand, the binary data the ith data source, and
drive a pulse generator whose output modulates the subcar-
rier (if used) and the RF carrier in a typical phase-shift-keyed
(PSK) system. There are several different binary data formats
(5). For example, non-return-to-zero (NRZ) and bi-phase (also
known as the Manchester code) are the ones more commonly
used. In some applications, pulse shapes other than the
square pulse are selected to represent a binary digit in the
data stream. The choice of a particular data format and pulse
shape is determined by several factors, for example, consider-
ations of bandwidth efficiency, inherent synchronization fea-
tures, and the noise immunity of each data format.

PSK modulation has been widely adopted for deep space
communications mainly because it is a very efficient type of

Si(t) =




∞∑
k=−∞

dk,iPi(t − kT ),

for PCM/PM (without subcarrier)[ ∞∑
k=−∞

dk,iPi(t − kT )

]
sin(ωsci

t),

for PCM/PSK/PM with a sine-wave subcarrier[ ∞∑
k=−∞

dk,iPi(t − kT )

]
sgn[sin(ωsci

t)],

for PCM/PSK/PM with a square-wave subcarrier

(6)

modulation in bit-error performance and the resulting signal
has a constant envelope which allows the power amplifier to represents either a normalized baseband waveform (with
achieve the maximum efficiency by operating at the satura- dk,i � �1) or a normalized BPSK modulated subcarrier wave-
tion point. In general, a communication system using the PSK form (at the frequency 	sci

). Pi(t) is the pulse function of unit
modulation is designed to have a multiple phase-shift-keyed

power and T is the reciprocal of the symbol rate. Note that,(MPSK) signal of which the number of phasor states, denoted
when more than one data sources are included (that is, N �by M, is any power of 2. The increased BER with M for MPSK
1 in Eq. (5)), only one data source output is allowed to directlysignals, however, prevents its use when M is large. Further-
modulate the carrier, denoted by its processing order as PCM/more, because of the ease of being decomposed into two or-
PM, and the rest must be put on subcarrier(s) before modulat-thogonal channels for further signal processing, the MPSK
ing the carrier, similarly denoted as PCM/PSK/PM in Eq. (6).modulated signals commonly used for radiotelemetry are lim-
An exception of this single PCM/PM rule is the code divisionited to the cases where M � 4 or lower, namely, the binary
multiplexing, in which multiple data sources are put directlyphase-shift-keying (BPSK), the quadrature phase-shift-key-
on the carrier and remain distinguishable because of theing (QPSK) or its variations, such as offset QPSK, unbalanced
unique code sequence (for example, pseudo-random codes orQPSK, and pulse-shaped QPSK, etc. For some applications,
Walsh-Hadamard codes) used by each of them.the quadrature amplitude-shift-keying (QAM) modulation is

Typically, a deep space downlink signal (i.e., a signal sentused to allow multilevel signals transmitted on either one or
from spacecraft to Earth) consists of two or more data sourcesboth of the mutually orthogonal channels.
of which, besides the telemetry signal, a ranging signal is in-It is possible to include subcarrier(s) for BPSK modulation.
cluded for spacecraft navigational purpose (7). For example, aThe purpose of using subcarrier(s) is to separate data side-
mathematical expression of a downlink signal consisting of abands of different signals and the carrier so that they do not
sinusoidal ranging signal at the frequency 	1 and a binaryinterfere with each other. Whether or not to use subcarrier(s)
telemetry signal of NRZ format, d(t), which is modulated ontodepends on the mission design. For example, a subcarrier is

preferred when a residual carrier component is preserved for a square-wave subcarrier, is given by
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a combination of two BPSK signals on two orthogonal basis
functions. As long as the orthogonality is maintained, these
two BPSK signals do not interfere with each other and the
bandwidth efficiency, measured as how many bits of informa-
tion transmitted over a unit bandwidth, of a QPSK signal is
twice of a BPSK signal (5). Several variants of QPSK modula-
tion, including the offset QPSK (OQPSK) and the minimum-
shift-keying (MSK), are also commonly used in near-Earth
space missions. A detailed description of these modulation
schemes is not covered here.

Demodulation

Demodulation is the process of transforming received wave-
forms back into their original state by reversing the modula-
tion procedure. After traveling through various types of media
or channels, the received waveform is corrupted in many
ways. For example, it is corrupted by receiver’s internally
generated noise which is typically modeled as an additive
white Gaussian noise (AWGN), or externally introduced inter-
ference, such as multipath, fading. Hence, for demodulation,
it is important to correctly estimate the vital parameters in
the transmitted signal from the corrupted waveform and

ST(t)

=
√

2PT sin{ωct + m1 sin(ω1t)

+ m2d(t)sgn[sin(ωsct + θsc)] + θc}
=

√
2PT



J0(m1) cos(m2) sin(ωct + θc)

+ d(t)J0(m1) sin(m2)sgn[sin(ωsct + θsc)] cos(ωct + ωc)

+ cos(m2)

[ ∞∑
n=1

2J2n(m1) cos(2nω1t)

]
sin(ωct + θc)

+ cos(m2)

{ ∞∑
n=0

2J2n+1(m1)sin[(2n+1)ω1t]

}
cos(ωct + θc)

+ d(t) sin(m2)

[ ∞∑
n=1

2J2n(m1) cos(2nω1t)

]

sgn[sin(ωsct + θsc)] cos(ωct + θc)

− d(t) sin(m2)

{ ∞∑
n=0

2J2n+1(m1) sin[(2n + 1)ω1t]

}

sgn[sin(ωsct + θsc)] sin(ωct + θc)




(7) apply the locally generated reference signals to remove the
modulation. The following simple example illustrates how an

where Jn( � ) is the nth order Bessel function and �c and �sc are AWGN corrupted BPSK signal is demodulated. The received
random carrier and subcarrier phases, respectively, each uni- signal is given by
formly distributed over 0 to 2
. The first term in this expres-
sion is the residual carrier component which is fully sup-
pressed if the data modulation index m2 equals 
/2. The
second term is the desired data-bearing component containing
the telemetry information which needs to be demodulated.
The third and the fourth terms contain the ranging informa-

r(t) =
√

2PT sin

(
ωc(t + τ ) +

(
π

2

) ∞∑
k=1

dkP(t + τ − kT ) + θ

)

+ n(t)
(10)

tion to be extracted separately, and the rest are from inter-
where � is the random propagation delay, � is a uniformlymodulation of telemetry and ranging signals. Typically, on
distributed (over 0 to 2
) carrier phase, and n(t) is a noiseone hand, the ranging modulation index m1 chosen is small
modeled as an AWGN with a two-sided power spectral den-(around �� or smaller) so that the power consumption by this
sity level at N0/2 W/Hz. For the signal of NRZ format, theranging signal is relatively small. On the other hand, the data
phase-modulated signal is equivalent to the product of themodulation index selected is large (close to its upper limit 
/2)
carrier and the baseband binary data waveforms, which isto ensure that only sufficient power goes to the residual car-
rewritten asrier component and the rest of power is allocated solely for

telemetry data transmission. The strategy of optimizing
modulation indices for efficient power allocation is discussed
in (8).

r(t) =
√

2PT

[ ∞∑
k=1

dkP(t + τ − kT )

]
cos(ωct + θc) + n(t) (11)

A QPSK phase-modulated telemetry signal is usually
treated as a combination of two orthogonal BPSK signals. where �c � (� � 	c�)mod 2
 is the total carrier phase. To demodu-
Mathematically, a general QPSK (or, more specifically, an un- late the carrier, the receiver needs to generate a local ref-
balanced QPSK) signal takes the form erence, say �2 cos(	ct � �̂c), where �̂c is an estimate of �c. A

low-pass filtered version of the product of the local carrier
reference and the received signal becomes

r′(t) =
√

PT

[ ∞∑
k=1

dkP(t + τ − kT )

]
cos(φc) + n′(t) (12)

ST(t) =
√

αPT sin

(
ωct +

M∑
i=1

mc,iSc,i(t)

)

+
√

(1 − α)PT cos

(
ωct +

N∑
i=1

ms,iSs,i(t)

) (8)

where �c � �c � �̂c is the phase error between the actual and
where � is the percentage of transmitted power in one of the the estimated carrier phases. For constant or at least slowly
two channels. When only one binary signal of NRZ format is varying �c, the factor cos(�c) represents a signal amplitude
transmitted on each channel, that is, M � N � 1, with the attenuation, which is inevitably translated into degradation
modulation indices ms,1 � mc,1 � 
/2, the QPSK signal is re- in bit-error performance. To make a decision on each of the
written as transmitted bits, say, the ith bit di, the resulting signal r�(t)

is sent to a matched filter whose operation is mainly to form
a product of the input signal and a local replica of the pulseST(t) =

√
αPTSc,i(t) cos(ωct) −

√
(1 − α)PTSs,i(t) sin(ωct) (9)
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function followed by an integrate-and-dump (I&D) operation. given by (5)
The accurate timing estimate �̂ is very important in this
matched filter operation because an error renders integrating
across two bits, which reduces the detected symbol (for coded

p(φc) = exp[ρφc
cos(φc)]

2πI0(ρφc )
|φc| ≤ π (13)

system) or bit (for uncoded system) energy when adjacent bits
where Ik( � ) denotes the modified Bessel function of order kare of opposite polarities and results in a higher probability
and ��c

� (�2
�c

)�1 is the loop SNR defined as the reciprocal ofof decision error.
the phase error variance in radian2. The loop SNR for theAdditional signal power degradation due to imperfect sub-
first-order PLL is expressed bycarrier synchronization, similar to the carrier case given here,

is expected when a subcarrier is used. The power degradation
resulting from each of the carrier, subcarrier, and symbol ρφc = Pc

N0BL
(14)

tracking operations is discussed later.
where BL is the loop bandwidth. The detailed description of a
PLL is discussed in another article in this encyclopedia and

SYNCHRONIZATION is not to be repeated here.
For the suppressed carrier in which no discrete carrier

component appears in its spectrum, the carrier phase, embed-The process of estimating the phase and timing parameters
ded in the data-bearing component as the second term of Eq.from the incoming noise-corrupted signal and using this infor-
(7), must be tracked by the Costas loop. The Costas loop is amation to keep the locally generated reference signal aligned
phase-tracking loop whose functionality is similar to that of awith these estimates and, therefore, with the incoming signal
PLL. Except for the same feedback path comprised of a loopis called synchronization.
filter and an NCO, a Costas loop has a double-arm loop struc-As indicated previously, coherent reception and demodula-
ture, denoted, respectively, as the in-phase (I) and quadraturetion require phase information about the carrier and subcar-
(Q) arms, with a phase detector and a low-pass arm filter inrier (if used) and also symbol-timing information. This infor-
each. The incoming signal is first mixed with each of the twomation must be provided and updated for coherent receivers
locally generated reference signals 90� apart, that is, �2all the time because they are usually time-varying with the
sin(�ct 	 
̂c) and �2 cos(�ct 	 
̂c), at the corresponding phasechanging characteristics of the channel. Therefore, individual
detector and then passed through the arm filter. Although thetracking loops which continuously update their estimates of
low-pass arm filter is either a passive RC-type filter or anspecific parameters are required to track and provide the
active filter, it turns out that a matched filter (that is, anneeded information for a coherent receiver.
active filter) is the optimal design. The output of the two armAlthough the tracking of carrier, subcarrier, and symbol
filters are multiplied, which effectively removes the data mod-timing are individually discussed in the following, one should
ulation, to form the loop feedback signal before it is fed intokeep in mind that, strictly speaking, all these loops are effec-
the loop filter. Because of this multiplication, a Costas loop istively coupled together in the sense that no one achieves lock actually tracking twice the error phase. Accordingly, the Cos-

without help from others, except for residual carrier tracking tas loop has two equally stable lock points at �c � 0 and �c �
in which a carrier tone is separately tracked. However, in �, each corresponding to a zero-crossing point in the S-curve
practice, each loop’s performance is usually analyzed indepen- (of period �) where the slope is positive. These dual lock point
dently to keep the problem manageable. inevitably introduce phase ambiguity such that the demodu-

It is also important to know that all the tracking loops dis- lated data has inverted polarity if the loop locks at �c � �.
cussed later are motivated by the maximum a posteriori This 180� phase ambiguity is resolved in several ways. For
(MAP) estimation which suggests only the open-loop struc- example, a known sequence pattern is inserted in the trans-
ture of a one-shot estimator. The closed-loop structure derived mitted symbol stream from time to time so that the inverted
by differentiating the likelihood function and equating the re- polarity is detected by examining the received sequence pat-
sulting loop feedback signal (also known as the error signal) tern. However, the most efficient method is employing a dif-
to zero is only motivated by the MAP estimation (8). ferential encoding scheme in the transmitted data so that the

information is kept in the relative phase between adjacent
symbols instead of in the absolute phase of each symbol (5).Carrier Tracking
On the receiver side, a corresponding differential decoding

BPSK. The most commonly used device to track the phase scheme is applied to extract the relative phase (or the trans-
of a sinusoidal signal, for example, the residual carrier com- mitted information) after the symbol decision. A small pen-

alty in terms of error performance exists for this differentialponent in Eq. (7), is the phase-locked loop (PLL). The PLL
encoding/decoding scheme because one incorrect symbol deci-is composed of a phase detector, a loop filter, and a voltage-
sion creates two consecutive errors in the relative phase.controlled oscillator (VCO) or, in a digital PLL design, a nu-

The phase error for the first-order Costas loop with I&Dmerically controlled oscillator (NCO). The low-pass compo-
arm fitters is similarly found as a Tikhonov distributed ran-nent of the phase detector output is a periodic function (of
dom variable and its pdf is given byperiod 2�) of the phase error �c, which is called the S-curve of

the loop. A stable lock point exists at �c � 0, one of the zero-
crossing points where the S-curve has a positive slope. The
phase error for the first-order PLL, which has its loop filter
implemented as a constant gain, is a Tikhonov distributed
random variable and its probability density function (pdf) is

p(φc) =
exp

[
ρφc

4
cos(2φc)

]

πI0

(
ρφc

4

) |φc| ≤ π

2
(15)
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and the associated loop SNR is given by The associated loop SNR for this first-order cross-over loop is

ρφc = Pd

N0BL

(
1 + 1

2Es/N0

)−1

(16)

where Es/N0 � PdT/N0 is the symbol SNR. Note that the term
in the parentheses is usually called the squaring loss, which
results from the signal-noise product in the loop feedback sig-
nal. At low symbol SNR, the squaring loss is significant.

As discussed previously, transmitted power is allocated to

ρφc = Pd

N0BL


[
erf

(√
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2N0

)
−

√
2
π

(
Es

N0

)
exp

(
− Es

2N0

)]2

1 + Es

N0
−

[√
2
π

exp
(

− Es

2N0

)
+

√
Es

N0
erf

(√
Es

2N0

)]2
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(18)

the residual carrier component and data-bearing component
by the choice of the modulation index for the telemetry data. where the error function erf( � ) and its complimentary erfc( � )
It has been proved that a fully suppressed carrier is the best are defined as
way to maximize data throughput (9). However, if a residual
carrier component is desired for purposes other than commu-
nications, it is always a dilemma to set this modulation index erf(x) = 1 − erfc(x) = 2√

π

∫ x

0
e−α2

dα

because, on one hand, sufficient power must be given to the
residual carrier so that it is successfully tracked by a PLL, Note that, similar to Eq. (16) of the Costas loop, the term in
and, on the other hand, the power allocated for data transmis- the braces in Eq. (18) is the squaring loss of the crossover
sion should be kept as high as possible to maximize data Costas loop. The squaring-type loop has a different squaring
throughput. Because the residual carrier and data sidebands loss which is smaller than that of its polarity-type sibling in
are coherently related, a hybrid loop (10) which consists of low SNR region. More details about the crossover Costas loop
the phase-locked loop and Costas loop structures is used to can be found in (13). Another alternative in tracking a QPSK
exploit this coherence and thereby improve carrier phase signal is to use the demod-remod quadriphase tracking loop
tracking in this scenario. This technique is also known as which can be viewed as a fourth-power loop with a multiplica-
sideband aiding because it utilizes the power in the data- tion done at the IF level (7).
bearing component as the second term of Eq. (7) to help resid-
ual carrier tracking. Subcarrier Tracking

In the hybrid loop, both error signals from the single-arm
Subcarrier tracking is almost identical to suppressed carrierPLL structure and the double-arm Costas loop structure are
tracking for BPSK signals because there is no residual toneweighted and added together to form an effective loop feed-
left for the binary-phase-shift-keyed subcarrier. The Costasback signal. As a result, there are usually dual lock points for
loop is used here to remove the data modulation and a squar-the hybrid loop, that is, �c � 0 and �c � � and similar to those
ing loss associated with this process is inevitable. However,of a Costas loop. Yet, these two lock points generally are not
depending on the use of a sine-wave or square-wave subcar-equiprobable. It can be shown that (11) the lock point at
rier, tracking performance is quite different. For the sine-�c � � vanishes when the modulation index is smaller than a
wave subcarrier, there is no difference between its trackingthreshold as a function of the symbol SNR.
and that of a suppressed carrier. On the contrary, additionalWith a given modulation index, an optimal relative weight
improvement in the square-wave subcarrier tracking is real-between the PLL and Costas loop portion is derived to mini-
ized by using a time-domain windowing function on the quad-mize the hybrid-loop tracking jitter. Because the relative
rature arm (13). In this case, the windowing function aroundtracking performance between a PLL and Costas loop is de-
the midphase transition of the Q-arm reference signal istermined by the relative power allocation and the additional
treated as an approximation of the time-domain derivative ofsquaring loss incurred in the Costas loop, it is not surprising
its I-arm counterpart. According to the derivation of the MAPto find that the optimal weight is a function of the modulation
estimation, which implies the existence of an optimal open-index and the symbol SNR.
loop structure when one of the I-arm and Q-arm reference

QPSK. The carrier tracking of a QPSK signal is usually signals is the derivative of the other, the resulting loop SNR
done by a generalized Costas loop motivated by MAP estima- is greatly improved by shrinking the window size. The first-
tion theory. There are basically two variants of this general- order loop SNR is given by
ized Costas loop: the polarity-type known as the crossover
Costas loop for high SNR scenarios and the squaring-type for
low SNR scenarios (7). In the crossover loop, two products are ρφsc =

(
2
π

)2 Pd

N0BL

(
1

Wsc

)(
1 + 1

2Es/N0

)−1

(19)

formed by multiplying the hard-limited version of one arm-
filter output with the other arm-filter output before they are where Wsc is the quadrature window size (between 0 and 1)
combined as the loop error feedback. The phase error for the relative to a subcarrier cycle. It is clear that the loop SNR is
first-order crossover Costas loop is a Tikhonov distributed inversely proportional to the window size. However, using a
random variable with pdf given by small window inevitably reduces the loop’s pull-in range and

raises the issue of loop stability. A reasonable window size of
one-quarter or one-eighth is usually used to provide a 6 to 9
dB improvement in loop SNR.

No such improvement from quadrature windowing is real-
ized for a sine-wave Costas loop of which the I-arm and Q-

p(φc) =
2 exp

[
ρφc

16
cos(4φc)

]

πI0

(
ρφc

16

) |φc| ≤ π

4
(17)
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arm reference signals are two sine functions separated by 90� decision on each demodulated symbol. When no hard decision
is performed by the receiver, symbol SNR degradation di-and, therefore, have the derivative relationship between them

as suggested by the MAP estimation. Applying a quadrature rectly affects decoder performance because the demodulated
symbols, called soft symbols, are fed to the decoder withoutwindow in this case actually destroys the derivative relation-

ship and renders inferior loop performance. going through a hard-decision device.
Because of the difficulty of analyzing the coupled-carrier,

subcarrier, and symbol-tracking loops, SNR degradation ofSymbol-Timing Tracking
the demodulated symbol (for a coded system) or bit (for an

Symbol synchronization has a direct impact on the data detec- uncoded system) caused by imperfectly synchronized refer-
tion process because inaccurate symbol timing reduces the ences is usually approximated as a product of degradation
probability of making a correct decision. Although a separate factors of the individual loops, each factor being derived on
channel may be used to send timing signals for synchroniza- the basis of assuming perfect tracking in other loops. The
tion, to extract the synchronization information directly from overall degradation, conditioned on the corresponding phase
the data-bearing signal has the advantage that no additional errors, for the telemetry signal given in Eq. (7) is expressed
power and frequency spectrum are required. Of course, to suc- by
cessfully extract symbol timing information from the trans-
mitted symbol stream relies on the presence of adequate sym-
bol transitions (zero-crossings).

The data transition tracking loop (DTTL) is widely used
for symbol synchronization. Similar to the Costas loop, DTTL
has a double-arm loop structure with a hard decision followed

DSNR(φc, φsc, φsym)

= Dc(φc)Dsc(φsc)Dsym(φsym)

= [cos(φc)]2
[
1 − 2

π
|φsc|

]2
[

1 − |φsym|
π

+ φ2
sym

2π2

] (22)

by a transition detector in its in-phase arm and a delay in its
quadrature arm to keep signals on both arms properly

where Dc(�c), Dsc(�sc) and Dsym(�sym) are the degradation factorsaligned. It is important to note that the term ‘‘in-phase’’ refers
for the imperfect carrier, subcarrier, and symbol (or bit) syn-to an operation synchronous with the timing of the received
chronization, respectively. Hence, the averaged symbol (orsymbols and, therefore, the I-arm phase detector becomes a
bit) SNR degradation due to imperfect synchronization be-matched filter integrating from one symbol epoch to the next.
comesThe Q-arm phase detector performs another integration

within a window, which is of a size Wsym (between 0 and 1)
relative to the symbol interval and centered at the symbol (DSNR)dB = (Dc)dB + (Dsc)dB + (Dsym)dB (23)

epoch, causing the midpoint of the Q-arm integration interval
where Dc, Dsc and Dsym are the averaged power degradationoffset by a half-symbol from its I-arm counterpart. Similar to
factors obtained by averaging over the corresponding Tikho-square-wave subcarrier tracking, the time-domain windowing
nov distributed phase errors.function on the quadrature arm improves the tracking perfor-

In addition to the degradation caused by imperfect syn-mance but inevitably raises the issue of loop stability at the
chronization, it is also important to know that there are othersame time (5).
sources of SNR degradation, for example, the intermodulationThe DTTL has a single stable lock point at �sym � 0. The
terms and possible interference from the ranging signal foundphase error for the first-order DTTL is a Tikhonov distributed
in Eq. (7), and the subcarrier and symbol waveform distortionrandom variable and its pdf is given by
introduced by the bandlimited channel.

p(φsym) =
exp(ρφsym

cos(φsym)]

2πI0(ρφsym
)

|φsym| ≤ π (20)
BIT-ERROR PERFORMANCE (UNCODED SYSTEM)
AND TELEMETRY SYSTEM LOSS

with the corresponding loop SNR given as

Telemetry information is extracted from the demodulated
data stream by a symbol decision process. For binary signals,
it is typically a hard-limiting decision on an AWGN cor-
rupted, antipodal, random variable. For an uncoded system,
the bit- (or symbol) error probability of a BPSK signal is well
known as

Pb =
∫ π

−π
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[√
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]
p(φc) dφc (24)
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(21)

where p(�c), is the pdf of the carrier phase error given in Eq.
(13), when the carrier is tracked by a PLL so that no phase
ambiguity exists. However, with a fixed-loop SNR, an irreduc-SYMBOL SNR DEGRADATION
ible error probability exists no matter how large the bit SNR.
This irreducible error probability is characterized solely bySymbol SNR degradation is the direct cause of poor bit-error

performance and is translated into the telemetry system loss the carrier tracking loop SNR and, for a given loop band-
width, is reduced only by allocating more power to the resid-as seen in the next section when the receiver performs a hard
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ual carrier component which serves no purpose in transmit- bit-error probability for a perfectly synchronized BPSK or
QPSK system is given byting telemetry except being tracked by PLL.

For suppressed carrier tracking of a BPSK signal by the
Costas loop, the phase ambiguity exists and must be resolved.
The bit-error probability for a special case of perfect phase Pb = 1

2
erfc

(√
Eb

N0

)
(29)

ambiguity resolution (say, by other means, such as a periodi-
cally inserted known sync pattern) is given by

and, therefore, the required bit SNR for this ideal system at
a given bit-error probability p*b is expressed by

Pb =
∫ π/2

−π/2

1
2

erfc

[√
Eb

N0
cos(φc)

]
p(φc) dφc (25) (

Eb

N0

)∗
= [erfc−1(2P∗

b )]2 (30)

where p(�c) is the pdf in Eq. (15).
If a differential coding scheme is utilized to resolve the The lossy system with a system loss L needs L times as much

phase ambiguity, the bit-error probability becomes (7) bit energy, namely, Eb/N0 � L(Eb/N0)*, to achieve the same
bit-error probability or, in other words, to compensate for the
loss incurred within.

ADVANCED TOPICS

Pb =
∫ π/2

−π/2
erfc

[√
Eb

N0
cos(φc)

]
{

1 − 1
2

erfc

[√
Eb

N0
cos(φc)

]}
p(φc) dφc (26)

Antenna Arraying

With recent space missions moving toward high data rate andwhere p(�c) is the pdf in Eq. (15). No irreducible error proba-
low transmitting power operations, combining signals frombility exists in the suppressed carrier tracking because the
several antennas to improve the effective SNR becomes thetracking loop SNR for a fixed loop bandwidth and bit duration
only viable option when the existing technologies of buildingproduct increases with the bit SNR.
larger single-aperture antenna and lowering the system noiseSo far, only the impact of bit-error probability from carrier
temperature are pushed to their limits.tracking has been discussed and one can find the SNR degra-

Three arraying techniques (14) are briefly discussed here:dation from imperfect carrier tracking, that is, cos2(�c) ap-
symbol-stream combining, baseband combining and full spec-pears repeatedly in Eqs. (24)–(26). When the overall impact
trum combining, each combining signals at a different stageof bit-error performance from all levels of imperfect tracking,
of signal processing.including carrier, subcarrier, and symbol, is considered, the

For symbol-stream combining, each participating antennabit-error probability becomes a threefold integration involving
performs carrier, subcarrier, and symbol synchronization in-the overall symbol SNR degradation given in Eq. (22). For
dividually. Then the symbols at each receiver output are com-example,
bined, with the appropriate weights, to form the final symbols
for detection or decoding. This scheme has the advantage of a
small combining loss. It is also suitable for real-time combin-
ing from intercontinental antenna sites because combining is
performed at a relatively low processing rate, that is, the sym-
bol rate. The disadvantage is that each antenna needs a full
set of receiver hardware and must lock on the signal individ-

Pb =
∫ π

−π

∫ π/2

−π/2

∫ π/2

−π/2

1
2

erfc

[√
Eb

N0
DSNR(φc, φsc, φsym)

]

p(φc)p(φsc)p(φsym) dφc dφsc dφsym (27)
ually.

In baseband combining, each antenna needs to lock on andwhere p(�sc) and p(�sym) are Tikhonov distributed pdfs of sub-
remove the (residual) carrier by itself. Then the resultingcarrier and symbol phase errors, respectively. In fact, p(�sc) baseband signals, including the data-modulated subcarrier,takes the form of Eq. (15) of the Costas loop and p(�sym) is
are combined for further synchronization and demodulation.given by Eq. (20). Note that the product of pdfs of individual
The advantage of this scheme is that less hardware is re-phase errors is used in lieu of the hard-to-establish joint pdf
quired because only a single set of subcarrier and symbolfrom the coupled loops.
tracking devices is needed to process the combined signal.For QPSK signals, the bit-error probability is given by (7)
The disadvantage is that each antenna still must lock on, at
least, the carrier, individually.

In full spectrum combining, signals are combined at an in-
termediate frequency (IF). Before they are combined, the rela-
tive time delay and phase difference must be properly esti-
mated and compensated for so that signals are coherently
combined. Then the resulting IF signal is directed to a single

Pb =
∫ π/4
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(28)

receiver for further synchronization and demodulation. The
advantage of this scheme is that only one of the participatingwhere p(�c) is the pdf in Eq. (17).

The telemetry system loss is defined as a loss factor L � 0 antennas must lock on the combined IF signal, which allows
including smaller antennas in this arraying scheme evendB, which represents the amount of additional bit SNR re-

quired for a lossy system to meet the same bit-error perfor- though they cannot lock on the signal. The disadvantage is
the very large transmission or recording bandwidth requiredmance of a perfectly synchronized system. For example, the
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to carry the IF signals through the networked antenna sites written to a file and transferred to the FCD upon request for
decoding and decompression.for combination.

Because the FSR/FSC combined data are recorded on tape,Besides the above-discussed arraying techniques, a scheme
the BTD is actually designed to be able to work on any seg-called the carrier arraying, which employs coupled carrier
ment of data off-line in either direction, forward or backwardtracking devices from participating antennas should be men-
in time. In fact, with the availability of multiple CPU work-tioned here. This scheme by itself does not combine the sig-
stations, simultaneous BTD sessions are initiated on differentnals and, thus, must be operated with symbol-stream or base-
segments of data. For example, one session is dedicated toband combining to array the telemetry. In a carrier array
process real-time samples forward (in time) while the othersscenario, a large master antenna generally locks on the signal
reprocess other recorded segments as needed. Then the softby itself and then helps other smaller antennas to track by
symbol streams from these simultaneous sessions are mergedestimating and removing the signal dynamics in their input.
into a single stream because each of them is properly time
tagged. By taking advantage of the flexibility in software im-

Buffered Telemetry Processing
plementation, many noncausal signal processing techniques

The Deep Space Communications Complex (DSCC) Galileo can be performed to process or reprocess the data to further
Telemetry (DGT) is developed and implemented by the Jet enhance the quality of the telemetry. One important feature
Propulsion Laboratory to support the Galileo S-Band Mission. of the BTD is the so-called gap-closure processing (16) which
Many advanced technologies have been developed for this greatly reduces possible data loss due to receiver acquisition,
mission to cope with the failure to fully deploy the high-gain resynchronization, and loss of lock.
antenna of the Galileo spacecraft, making itself a showcase of The need to reprocess a segment of sampled data arises
future signal processing technologies in the radiotelemetry from the failure of the BTD to maintain the in-lock status in
field. In the following, selected key features of the DGT and any of its tracking loops or the failure of the FCD to properly
the technologies behind these features are briefly described to decode the soft symbols. A segment of sampled data on which
illustrate the concept of buffered telemetry processing in the telemetry cannot be extracted reliably is called a gap, and
which telemetry is recorded, processed, and re-processed to the processing of a gap to extract any valid information not
minimize data loss in space missions operated with low link available when that segment of samples was first processed
margins. is called gap-closure processing. Gaps caused by acquisition

DGT is composed of four major subsystems, the full spec- are found in the beginning of each pass or at instants when
trum recorder (FSR), the full spectrum combiner (FSC), the the receiver drops out of lock, whereas gaps generated by cy-
buffered telemetry demodulator (BTD), the feedback concate- cle slips in one of the loops occur randomly in a pass. Along
nated decoder (FCD), and other control functions to coordi- with its demodulation efforts, the BTD tracks its internal
nate the operations of these subsystems. Except for the FSR, states, including the lock indicators, the symbol SNR esti-
the rest of the DGT is implemented in software and can be mates, and the state variables inside the loop filter and the
run on general-purpose workstations, which allows greater NCO for all three loops. These state variables are recorded
flexibility of signal processing without expensive custom- at fixed intervals as checkpoints and, with them, a software
made hardware. receiver is easily restored to its state at a checkpoint immedi-

The FSR downconverts the RF signal to IF for digitization ately before or after a gap. By estimating the parameters of a
and then further open-loop downconverts each data sideband phase process in a region near a restored checkpoint where
to the baseband, individually and coherently, before it is sam- the phase tracking was successfully carried out, gap closure
pled and recorded. This significantly reduces the required processing can start from this checkpoint and move into the
bandwidth for transmission through the intercontinental an- gap. Two configurations, one for closed-loop and the other for
tenna network because the processing rate is linked to the open-loop, are used here. The closed-loop configuration needs
symbol rate, instead of the much higher subcarrier frequency. to initiate the loop filter with phase parameter estimates in a

The recorded signals (residual carrier and data sidebands particular way, so that, when the loop is closed and starts to
centered at the first four harmonics of the square-wave sub- track at the checkpoint, the loop virtually starts immediately
carrier are kept for the Galileo S-Band Mission) from arrayed with steady state tracking. For a relatively stable phase pro-
antennas are combined by the FSC, which estimates and ad- cess and a gap of small size, an open-loop configuration is
justs the time delay and phase for each recorded sideband applied by using an estimated phase profile as the reference
coherently to a reference point chosen as the center of the without resorting to a loop operation. Both configurations are
Earth, and then combines the time- and phase-aligned signals applied to gap-closure processing in either direction, forward
from arrayed antennas to form an enhanced signal. The com- or backward in time, because the buffered data can be pro-
bined telemetry is archived and transferred to the BTD upon cessed in either order. This is especially useful when a gap
request for synchronization and demodulation. occurs at the beginning of a track so that all of the available

The BTD, known as the software receiver, is the signal checkpoint information is from the region behind this gap.
processing core of DGT, which provides acquisition, synchro- Another useful feature of BTD is its capability of seamless
nization, demodulation, and miscellaneous monitoring func- tracking through symbol rate changes. The reason for chang-
tions through its carrier, subcarrier, symbol-tracking loops ing the symbol rate during a pass is to take advantage of the
and associated lock indicators (15). In the BTD, the individu- changing G/T figure as the elevation angle of an antenna
ally combined data sidebands are processed coherently and changes in a pass. With a higher elevation angle, an antenna
then are synthesized to form an equivalent signal as if it were has a higher G/T figure and supports a higher symbol rate
a single signal processed by a regular receiver. The end prod- when the symbol SNR is fixed. The software implementation

of BTD handles symbol rate changes without dropping a lockuct of the BTD is a demodulated soft symbol stream which is
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on symbol timing, as long as the rate changes follow a set of Figure 1 shows the rate-distortion performance of the ICT
specific rules and their schedule is roughly known in advance. scheme compared with the JPEG scheme. Simulation results

The FCD is a subsystem that performs error-correction de- indicate that the difference in performance between the use
coding and data decompression in the DGT. Implemented in of floating-point DCT and the ICT is insignificant.
software on a multiprocessor workstation, it employs a feed-
back mechanism that passes intermediate decoding informa- Galileo’s Error-Correction Coding Scheme. The Galileo error-
tion from the outer code of the concatenated code to the inner correction coding scheme uses a (255,k) variable redundancy
code to facilitate multipass decoding which achieves a final RS code as the outer code and a (14,1/4) long constraint-
bit error rate of 10�7 at a 0.65 dB bit SNR. The architecture length convolutional code as the inner code. The RS code-
and the detailed operations of the FCD are described in the words are interleaved to depth 8 in a frame. The redundancy
next section. profile of the Reed–Solomon codes is (94, 10, 30, 10, 60, 10,

30, 10). The staggered redundancy profile was designed to fa-Advanced Source and Channel Coding for Space Applications
cilitate the novel feedback concatenated decoding strategy

In this section, we use the Galileo S-Band Mission again as (21,22). This strategy allows multiple passes of channel sym-
an example to illustrate the application of advanced source bols through the decoder. During each pass, the decoder uses
and channel coding schemes to enhance telemetry return (17). the decoding information from the RS outer code to facilitate
First, using the integer cosine transform (ICT) for lossy image the Viterbi decoding of the inner code in a progressively re-
compression is briefly explained. Then, an advanced error-cor- fined manner. The FCD is implemented in software on a
rection coding scheme used to protect the heavily edited and multiprocessor workstation. The code is expected to operate
compressed data is discussed, followed by a discussion of the at a bit signal-to-noise ratio of 0.65 dB at a bit error rate of
interaction between data compression and error-control 10�7. Figure 2 shows a schematic of the FCD architecture. In
(containment/detection/correction) processes. this article, only the implementation and operational aspects

of the FCD task are discussed. The FCD novel node/frameGalileo’s Image-Compression Scheme. Galileo image com-
synchronization scheme is discussed in (23) and its code selec-pression is a block-based lossy image-compression algorithm
tion and performance analysis are discussed in detail in (24).that uses an 8 � 8 ICT. The ICT was first proposed in (18),

The (255,k) Variable-Redundancy Reed–Solomon Code. Alland was streamlined and generalized in (19,20). It is an inte-
RS codes for the Galileo mission use the same representationgral approximation of the popular discrete cosine transform
of the finite field GF(256). Precisely, GF(256) is the set of ele-(DCT), which is regarded as one of the best transform tech-
mentsniques in image coding. Its independence from the source

data and the availability of fast transform algorithms make
the DCT an attractive candidate for many practical image GF(256) = {0,a0, a1, a2, · · · , a254} (31)
processing applications. In fact, the ISO/CCITT standards for

where a, by definition, is a root of the primitive polynomialimage processing in both still-image and video transmissions
include the two-dimensional DCT as a standard processing
component in many applications. p(x) = x8 + x7 + x2 + x + 1 (32)

The elements in an ICT matrix are small integers with
[i.e., p(a) � 0].sign and magnitude patterns resembling those of the DCT

matrix. Besides, the rows of the ICT matrix are orthogonal.
The integral property eliminates real multiplication and real
addition operations, thus greatly reducing computational
complexity. The orthogonality property ensures that the in-
verse ICT has the same transform structure as the ICT. No-
tice that the ICT matrix is only required to be orthogonal,
but not orthonormal. However, any orthogonal matrix may be
made orthonormal by multiplying it by an appropriate diago-
nal matrix. This operation is incorporated in the quantization
(dequantization) stage of the compression (decompression),
thus sparing the ICT (inverse ICT) from floating-point opera-
tions and, at the same time, preserving the same transform
structure as in the floating-point DCT (inverse DCT). The re-
lationship between the ICT and DCT guarantees efficient en-
ergy packing and allows the use of fast DCT techniques for
the ICT. The ICT matrix used in the Galileo mission is given
as follows:
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Figure 1. Rate-distortion performance of ICT.
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Figure 2. Schematic of the FCD.

In the encoding/decoding process, each power of a is repre- time-domain Euclid algorithm to correct errors and erasures.
The details of the decoding algorithm are discussed in (26).sented as a distinct nonzero 8-bit pattern. The zero byte is the

The (14,1/4) Convolutional Code and Its Parallel Viterbi De-zero element in GF(256). The basis for GF(256) is descending
coder. The (14,1/4) convolutional code used for the Galileopowers of a. Note that this is the conventional representation,
mission is the concatenation of a software (11,1/2) code andnot Berlekamp’s dual basis (25). The RS generator polynomial
an existing hardware (7,1/2) code. The choice of convolutionis defined as
code is constrained by the existing (7,1/2) code, which is hard-
wired in the Galileo Telemetry Modulation Unit (TMU), and
by the processing speed of the ground FCD. The generatorg(x) =

n−k−1∏
i=0

(x − αβ(i+L)) =
n−k∑
i=0

gix
i (33)

polynomials of the (11,1/2) code and the (7,1/2) code in octal
are (3403, 2423) and (133, 171), respectively. The generatorwhere n denotes the codeword length in bytes, k denotes the
polynomials of the equivalent (14,1/4) code are (26042, 36575,number of information bytes, and ab is a primitive element of
25715, 16723).GF(256). The parameter b is chosen in some applications to

The Viterbi decoder for the (14,1/4) code is implemented inminimize the bit-serial encoding complexity. Because the Gal-
software in a multiprocessor workstation with shared mem-ileo RS encoders are implemented in software, there is little
ory architecture. The use of a software decoder is possible be-advantage in preferring a particular value of b. The parame-
cause of the slow downlink data rate of the Galileo S-Bandter L is chosen so that the coefficients of g(x) are symmetrical.
Mission. The advantages of a software-based decoder are thatThis reduces the number of Galois field multiplications in en-
the development cost is low and it allows the flexibility tocoding by nearly a factor of 2.
perform feedback concatenated decoding. We examined twoThe Galileo mission utilizes four distinct RS codes. We de-
different approaches to parallelize the Viterbi algorithm: (1)fine RS(n,k) as an RS code which accepts k data bytes as input
state-parallel decomposition in which each processor isand produces n bytes as a code word, where n 
 k. An
equally loaded to compute the add-compare-select operationsRS(n,k) code corrects t errors and s erasures if 2t 	 s � n �
per bit and (2) round-robin frame decoding that exploits thek. These codes are referred to as RS(255,161), RS(255,195),
multiple processors by running several complete but indepen-RS(255,225), RS(255,245). Specifically, the parameters b and
dent decoders for several frames in parallel. Our early proto-

L of these four codes are as follows: types indicate that the first approach requires a substantial
amount of interprocessor synchronization and communication

• RS(255,161) b � 1, L � 81
and this greatly reduces the decoding speed. The second ap-

• RS(255,195) b � 1, L � 98 proach requires much less synchronization and communica-
• RS(255,225) b � 1, L � 113 tion because each processor is now an entity independent of

the others. The performance scaling is nearly perfect. We• RS(255,245) b � 1, L � 123
chose the round-robin approach for the FCD Viterbi decoder.

These RS codes, being interleaved to depth 8, are arranged in The details of the FCD software Viterbi decoder implementa-
tion are described in (27).a transfer frame as shown in Fig. 2. The RS decoders use a
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Redecoding. Redecoding, as shown in Fig. 2, uses informa- ronment. The 25-bit synchronization marker pattern is
024AAAB in hex. Simulation results indicate that this syn-tion fed back from code words successfully decoded by the RS

decoder to improve the performance of Viterbi decoding. A chronization marker gives a probability of false acquisition of
less than 10�8. The decompression scheme consists of two pro-correctly decoded RS bit forces the add-compare-select opera-

tion at each state to select the path that corresponds to the gram modules, the SSI ICT decompression module and the
error detection/sync module. The SSI ICT decompressioncorrect bit. Thus the Viterbi decoder is constrained to follow

only paths consistent with known symbols from previously de- module reconstructs the data from the compressed data
stream, and the error detection/sync module checks the prefixcoded RS code words. The Viterbi decoder is much less likely

to choose a long erroneous path because any path under con- condition of the Huffman codes to detect any anomaly. When
an anomaly is detected, a synchronization marker search issideration is pinned to coincide with the correct path at the

locations of the known symbols. Each RS frame is decoded initiated to find the next available one. Decompression re-
sumes from there on, and the reconstructed blocks are rea-with four feedback passes. In the first pass, only the first code

word RS(255,161) is decoded. In the second pass, the fifth ligned by using the modulo counter. The corrupted portion of
the data is flagged and reported.code word RS(255,195) is decoded. In the third pass, the third

and seventh code words RS(255,225) are decoded, and finally, The downlink overhead of the SSI ICT error-containment
scheme is a function of compression ratio (CR) and imagein the fourth pass, the second, fourth, sixth, and eighth code

words RS(255,245) are decoded. During each pass, the de- width W. It is measured by the percentage of sync data (sync
marker and counter) compared to the compressed data and iscoder uses the decoding information from the Reed–Solomon

outer code to facilitate Viterbi decoding of the inner code in a given by the following equation:
progressively refined manner. The details of the FCD redecod-
ing analysis are given in (24). 4 × CR

8 × W
Interaction Between Data Compression and Error Control Pro-

cesses. Packet loss and other uncorrectable errors in a com- For example, an 800 � 800 SSI image has the following over-
pressed data stream cause error propagation, and the way head as a function of the compression ratio:
the error propagates depends on the compression scheme. To
maximize the scientific objectives with the limited transmis- Compression Ratio Overhead
sion power of the low-gain antenna used in the Galileo S-

2 0.00125Band Mission, most of the data (image and nonimage) are
4 0.00250expected to be heavily edited and compressed. These valuable

compressed data must be safeguarded against catastrophic 8 0.00500
error propagation caused by packet loss and other unforesee- 16 0.01000
able errors.

The ICT scheme for solid-state imaging (SSI) data is
Multiple Spacecraft Support

equipped with a simple but effective error-containment strat-
egy. The idea is to insert synchronization markers and count- Traditionally, every spacecraft is supported by one of the

ground antennas for its uplink and downlink. This dedicationers at regular intervals to delimit uncompressed data into in-
dependent blocks so that, in case of packet loss and other requires efficient scheduling of the resources on the ground,

including hardware, software, and personnel. With more andanomalies, the decompressor searches for the next available
synchronization marker and continues to decompress the rest more concurrent missions, the need for multiple spacecraft

support by a single ground antenna to alleviate the schedul-of the data. In this case, the interval chosen is eight lines of
uncompressed data. The error-containment strategy guaran- ing problem becomes evident. For example, several proposed

future missions to Mars by various joint efforts of interna-tees that error propagation does not go beyond the com-
pressed code block where errors reside. Other options to pre- tional space agencies will place more than a dozen spacecraft,

including orbiters, landers, and rovers, on or around Mars invent error propagation are also considered, but these options
usually result in great onboard implementation complexity or the next 10 years. For these missions, it is highly possible

that more than one spacecraft will come within the sameexcessive downlink overhead. For example, a self-synchroniz-
ing feature in Huffman code may be used to contain errors, beam width of a single ground antenna, and it constitutes the

opportunity to communicate with them by using this singlebut it is difficult to implement. A packetizing scheme with
varying packet sizes may also be used to contain errors (by antenna with a considerable amount of operational cost sav-

ing over multiple antennas. In multiple spacecraft support, amatching packet boundaries and the compressed data block
boundary), but the packet headers introduce excessive down- telecommand uplink from a single ground antenna will be

shared by the supported spacecraft, and multiple telemetrylink overhead in SSI data.
The SSI ICT error-containment scheme works as follows. downlinks originated from these spacecraft will also have to

be established by a single ground antenna.On the compression side, every eight lines of data are com-
pressed into a variable-length, compressed data block. The dc Several options have been studied to support this multiple

spacecraft scenario (28). The most straightforward (and the(steady-state bias) value is reset to zero at the start of each
compressed data block, thus making every block independent most inefficient) option is to carefully assign different subcar-

rier frequencies to the supported spacecraft, allowing suffi-of the others. A 25-bit synchronization marker and a 7-bit
modulo counter are inserted at the beginning of every com- cient guard band to accommodate Doppler effects and tolerat-

ing some degree of spectrum overlapping in data sidebands inpressed data block. The sync marker is chosen to minimize
the probability of false acquisition in a bursty channel envi- exchange for more simultaneous support. This method re-
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14. A. Mileant and S. M. Hinedi, Overview of Arraying Techniques inquires very tedious planning and is extremely inflexible when
the Deep Space Network, TDA Progress Rep. 42-104: October–facing a dynamic scenario.
December 1990. Jet Propulsion Laboratory, Pasadena, 1991.Another option is to redesign the spacecraft transponder

15. H. Tsou et al., A functional description of the buffered telemetryso that the coherent turnaround ratio (TAR), which specifies
demodulator for the Galileo mission to Jupiter, 1994 IEEE Int.the uplink to downlink carrier frequency ratio, is programma-
Conf. Commun. Conf. Rec., 2: 1994, pp. 923–928.ble. Each supported spacecraft receives its unique TAR from

16. H. Tsou et al., The recovery of buffered telemetry data for futurethe uplink commands. As a result, different spacecraft will be
low cost space missions, 1995 IEEE Int. Conf. Commun. Conf.instructed to use different downlink carrier frequencies be-
Rec., 2: 1995, pp. 919–923.cause their TARs are distinct. Currently, a new digital tran-

17. K. Cheung et al., Enhancing the Galileo data return using ad-sponder, known as the Small Transponder Modem developed
vanced source and channel coding, NASA Technol. 2004 Conf.,by the Jet Propulsion Laboratory, has such a built-in feature.
Washington, D.C., September 1994.

The third option is to use code division multiple access
18. W. Cham, Development of integer cosine transform by the princi-(CDMA) techniques similar to those used in commercial mo-

ple of dyadic symmetry, IEE Proc., part I 136: 276, 282, 1989.
bile cellular systems. CDMA offers far more simultaneous

19. K. Cheung, F. Pollara, and M. Shahshahani, Integer cosine trans-support than that of the previous two options. However, to
form for image compression, TDA Progress Rep. 42-105: January–

support various types of spacecraft, the power dissimilarity March 1991. Jet Propulsion Laboratory, Pasadena, 1991.
problem between weak rover and strong orbiter signals has

20. K. Cheung and K. Tong, Proposed data compression schemes for
to be properly solved to avoid severe performance degradation the Galileo S-band contingency mission, Proc. NASA Space Earth
for weaker signals. This option may be the best choice when Sci. Data Compression Workshop, Snowbird, UT, 1993.
more and more multiple spacecraft support scenarios emerge 21. E. Paaske, Improved decoding for a concatenated coding system
in the future. recommended by CCSDS, IEEE Trans. Commun., COM-38:

1138–1144, 1990.
22. O. Collins and M. Hizlan, Determinate-state convolutional codes,
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