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INFORMATION THEORY OF ited, nominal-bandwidth information signal over a much
greater bandwidth. LPI and LPD, combined with appropriateSPREAD-SPECTRUM COMMUNICATION
encryption/decryption techniques, effectively establish the
basis of military and civilian covert communications.SPREAD SPECTRUM SYSTEMS

The transition of interest in SS communications from pri-
marily defense-oriented markets to commercial products andSince its inception in the mid-1950s, the term spread spec-

trum (SS) has been used to characterize a class of digital mod- enterprises has been due in part to two commercially recog-
nized deficiencies: (1) a way in which to support multiple us-ulation techniques which satisfy the following criteria (1):
ers while simultaneously using bandwidth efficiently, and (2)
a means of combating multipath fading in mobile communica-1. The transmitted signal is characterized by a bandwidth
tions. As discussed in the following sections, the autocorrela-that is much greater than the minimum bandwidth nec-
tion of the SS waveform closely approximates that of an im-essary to send the information.
pulse function. This noiselike quality of the spread signal2. Spreading is accomplished prior to transmission using
facilitates the design and implementation of multiuser/multi-a spreading sequence, or code, that is independent of
ple-access communications systems in which several usersthe information being sent.
are assigned unique signature codes and are allowed to trans-3. Detection/demodulation at the receiver is performed by
mit simultaneously. At the receiver, each user’s desired signalcorrelating the received signal with a synchronously
is extracted from the composite sum of all user signals plusgenerated replica of the spreading code used at the
noise through correlation with the appropriate signature se-transmitter.
quence—this description delineates the basis of code-division
multiple-access (CDMA) systems in use today. In light of theDespite what might seem to be an inefficient utilization of
fact that bandwidth is a physically limited commodity, CDMAresources, that is, increasing bandwidth without gain over
essentially allows the number of users supported by existingnoise, the combined process of ‘‘spreading’’ and ‘‘despreading’’
channels to increase independently of bandwidth at the costthe information-bearing signal offers potential improvement
of lower performance, that is, higher error rate. Accordingly,in communications capability that more than offsets the cost
bandwidth is conserved and, thus, utilized more efficiently.incurred in using additional bandwidth. Indeed, SS offers
Robustness to multipath is also realized as a result of the SSsuch benefits as
waveform’s similarity to white noise. Due to the similarity
between the autocorrelation response of the SS waveform and

• Interference suppression
an impulse function, multiple time-delayed replicas of the

• Power spectral density reduction original signal plus noise can be resolved and coherently com-
• Selective addressing capability bined at the receiver to effectively raise the signal-to-noise
• Resistance to multipath fading ratio (SNR).

Interference suppression refers to the SS system’s ability to Spreading Codes
operate reliably in an environment corrupted or congested by

Based on the previous definition of SS systems, it is apparenta level of interference that would compromise the utility of
that some type of code, or sequence, capable of spreading theconventional digital modulation techniques. In general, SS
information bandwidth must be identified. Here, such codessignaling is considered robust with respect to interference in
are discussed—the actual mechanisms by which they effectthe sense that the received signal-to-interference power ratio
bandwidth spreading are the focus of subsequent sections.is independent of the time-frequency distribution of the inter-

In practice, data-independent pseudorandom, or pseu-ference energy (2). Accordingly, SS systems have found appli-
donoise (PN), sequences govern the spreading and despread-cation in military communications in which hostile sources
ing processes. As their name implies, pseudonoise spreadingintentionally jam the channel as well as in civilian settings
codes have statistical properties closely approximating thosewherein other users or wireless services inadvertently hinder
of sampled white noise; in fact, to the unintended listener,data transmission through the channel. Due to its effective-
such sequences appear as random binary sequences. Al-ness against a variety of interference sources, including nar-
though spreading codes can be generally categorized into tworowband, wideband, multiple-access and multipath interfer-
classes, periodic and aperiodic, the most often used spreadingence, interference suppression has long been considered the
codes in contemporary communications systems are periodicprimary advantage of SS communications.
in nature. This is in part due to the limited number of aperi-The combined advantages of interference suppression and
odic, or Barker, sequences with sufficient length for practicalpower spectral density reduction go a long way to explain the
applications as well as the availability of simple shift registermilitary’s historical involvement in and application of SS re-
structures capable of producing pseudorandom periodic se-search since World War II [although this historical marker
quences (3).contradicts the mid-1950s date previously espoused, the exact

In many applications, maximal length sequences, or m-se-origins of SS communications are rather nebulous and defy
quences, are often used because of their ease of generationprecise attribution regarding date and source of origin (1)].
and good randomness properties. These binary-valued, shiftWhile interference suppression facilitates reliable operation
register sequences are generated as the output of an n-stagein hostile environments, power spectral density reduction is
maximum-length shift register (MLSR) with a feedback net-often exploited to produce low probability of intercept (LPI)
work consisting of modulo-2 adders. Due to its cyclic nature,or low probability of detect (LPD) waveforms. Low power

spectral density is a direct result of spreading the power-lim- an n-stage MLSR produces a periodic sequence with period
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function. In this case, the spreading sequence, (0, 0, 1, 1, 1, 0,
1), which is converted to (�1, �1, 1, 1, 1, �1, 1) for transmis-
sion, produces the cyclic autocorrelation response given in Eq.
(1) with L � 7. Further details regarding the origin and im-
plementation of m-sequences as well as other potential
spreading codes, including Barker, Gold and Kasami se-

Output

+
mod-2 adder

Z–1 Z–1 Z–1
X1 X2 X3

quences, are found in the literature (2–7).Figure 1. Maximum-length shift register with n � 3 and period,
L � 2n � 1 � 7.

SPREADING THE SPECTRUM

L � 2n � 1; L is also the length of the corresponding m-se- As stated in the definition, spread spectrum is accomplished
quence. Each sample in the sequence is called a chip, mean- using a spreading code that is independent of the information
ing that a given m-sequence is 2n � 1 chips long. Specific being sent. The nature and properties of a common class of
properties of m-sequences include (3): spreading waveforms has been addressed in the preceding

section. Here, the physical mechanisms by which spectrum
Balance Property. In each period of a maximal length se- spreading is accomplished are discussed. Although there are

quence, the number of 1s is always one more than the various approaches to generating spread spectrum wave-
number of 0s. forms, such as direct-sequence (DS) modulation, frequency-

hop (FH) and time-hop (TH) as well as hybrid variants incor-Run Property. Among the runs of 1s and 0s in each period
porating aspects of each of these, each approach is fundamen-of an m-sequence, one-half of the runs of each kind are
tally based on the underlying spreading code and endeavorsof length one, one-fourth are of length two, one-eighth
to create a wideband signal from the given information data.are of length three, and so on, provided these fractions
Of these techniques, DS and FH spread spectrum are mostrepresent meaningful numbers of runs.
commonly employed. Information regarding other spreadCorrelation Property. The autocorrelation function of an
spectrum formats is presented in (5,7).m-sequence is periodic and binary-valued, that is,

Direct-Sequence Spread Spectrum

In direct-sequence spread spectrum (DS-SS), the wideband
R[k] =

{
+L k = iL

−1 k �= iL
(1)

transmitted signal is obtained by multiplying the binary base-
band information signal, b(t), by the spreading code as shownwhere i is any integer and L is the length of the code.
in Fig. 3. Note that this figure inherently incorporates the useNote that this expression is valid for all m-sequences
of binary phase-shift keying (BPSK) modulation and is thusregardless of the value of L.
representative of a DS/BPSK spread spectrum system; more
generally, the combination of DS-SS with M-ary PSK modula-Figure 1 illustrates an n � 3-stage MLSR as an example.
tion is referred to as DS/MPSK-SS. Although practical DS/Assuming that the MLSR initial state is set to [X1, X2, X3] �
MPSK-SS systems often modulate individual data bits using[1, 0, 0], the resulting binary output sequence, determined by
only a portion of the total m-sequence, it is assumed here, forcycling through successive register states [X1, X2, X3] � [1, 0,
convenience, that each bit is modulated by a single, full-0], [1, 1, 0], [1, 1, 1], [0, 1, 1], [1, 0, 1], [0, 1, 0] and [0, 0, 1],
length m-sequence with the number of chips in the spreadingis (0, 0, 1, 1, 1, 0, 1). Successive iterations return the MLSR
code equal to its length, L. With the bit period defined as Tb,state to its initial value, [1, 0, 0], wherein the process as well
the number of chips per bit is given by the ratio Tb/Tc � Las the resulting output sequence begin to repeat. The MLSR
where Tc is the chip duration. The rate of the DS-SS wave-output sequence is thus periodic in the sense that the L � 7-
form, also called the chip rate of the system, is Rc � 1/Tcchip m-sequence, (0, 0, 1, 1, 1, 0, 1), is repeated every seven
chips/s.iterations as long as the MLSR is allowed to run. Clearly, the

In practice, the bit duration, Tb, is typically much greaterspreading sequence (0, 0, 1, 1, 1, 0, 1) contains four ones and
than Tc. Consequently, the chip rate is often orders of magni-three zeros as is consistent with the balance property. Like-
tude larger than the original bit rate Rb � 1/Tb, thus necessi-wise, the total presence of four runs—two of length one, one
tating the increase, or spread, in transmission bandwidth. Asof length two, and one of length three essentially meets the
shown in Fig. 4, the frequency response of the spread wave-specifications of the run property.
form has a sinc(x) � sin(x)/x shape with main lobe bandwidthAs an illustration of the correlation property, Fig. 2 depicts
equal to 2Rc. Pulse shaping can be used to minimize the side-a 7-chip m-sequence and its corresponding autocorrelation
lobes and effectively reduce the DS-SS bandwidth if nec-
essary.

Given the baseband information signal, b(t), and the
spreading code, c(t), the DS-SS waveform is given by

m(t) = c(t)b(t) (2)

Subsequent transmission over a noisy channel corrupted by

1

–1
7-chip pseudonoise sequence

Time

Autocorrelation sequence

7

–1
Time-lag (k)

interference produces the receiver input
Figure 2. Length L � 7 m-sequence and corresponding cyclic auto-
correlation response. r(t) = m(t) + i(t) + n(t) (3)
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Figure 3. Direct-sequence spread spec-
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trum modulation and demodulation.

where i(t) and n(t) denote interference and white noise, re- At the receiver, demodulation, or despreading, as depicted in
Fig. 3 in the absence of noise and interference, is accom-spectively. Often when using SS signaling, the interference

power is assumed to be much greater than that of the noise plished by multiplying r(t) with a synchronized replica of the
spreading code, that is,and this expression is simplified as

r(t) = m(t) + i(t) (4) u(t) = c(t)r(t) (6)
= c(t)b(t) + i(t) (5) = c2(t)b(t) + c(t)i(t) (7)

= b(t) + c(t)i(t) (8)

with the final equality a result of the relationship, c2(t) � 1
for all t. Subsequent integration of u(t) over each symbol pro-
duces the correlator output which, when sampled at the ap-
propriate instances, yields the detected data sequence. The
preceding steps demonstrate that multiplying a signal once

Original spectrum

Spread spectrum

2Rc f
by the spreading code spreads its energy across a much larger
bandwidth while a second multiplication reverses this processFigure 4. Magnitude-squared frequency response of a DS-SS

waveform. by despreading the energy and restoring the spread waveform
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Figure 5. Synchronized DS/BPSK
transmitter/receiver structures.
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to its original, prespread condition. Equation (8) verifies that Rb bits/s, Gp can be approximated in DS-SS systems by the
ratio of the chip rate to the data rate,the information signal, b(t), which is multiplied twice by the

spreading code, is recovered, and returned to its initial state,
while the interference, which is multiplied only once, under-
goes spreading due to c(t).

Gp ≈ Rc

Rb
= Tb

Tc
= N (12)

Whereas the previous discussion has focused on baseband
where N corresponds to the number of chips per spread datasignals, practical implementations typically modulate the
bit; N � L when individual data bits are modulated by thebaseband SS waveform onto a sinusoidal carrier as dia-
entire spreading sequence. Note that, in practice, the entiregrammed in Fig. 5. Here, sinusoidal modulation produces the
spreading code may not be used to modulate each data bitDS/BPSK SS signal,
(depending on the application, a subset of K � L chips may
be used). In essence, Gp roughly gauges the antijam capabilityx(t) =

√
2Pm(t) cos 2π fct (9)

and LPI/D quality of the SS system.
System performance is ultimately a function of SNRo,where P denotes the average power and f c is the carrier fre- which determines the bit-error-rate (BER) experienced by the

quency. The receiver input is thus the bandpass waveform communication link. For a given data rate, spreading the
transmitted signal energy over a larger bandwidth allows they(t) = x(t) + i(t) + n(t) (10)
receiver to operate at a lower value of SNRi. The range of
SNRi for which the receiver can provide acceptable perfor-Figure 5 illustrates correlation as performed at the receiver mance is determined by the jamming margin, MJ, which is

by multiplying the received signal with a synchronized copy expressed in decibels (dB) as
of the spreading code, c(t � T̂d), where T̂d represents the esti-
mated propagation delay of the transmitted signal, and band- MJ = Gp − [SNRomin

+ Lsys] (13)
pass filtering to remove out-of-band components. Subsequent
BPSK demodulation produces the estimate of the transmitted where SNRomin

is the minimum SNRo required to support the
data sequence, b̂(t). maximum allowable BER, and Lsys accounts for any losses due

Synchronization between the received signal and the to receiver implementation. Hence, in addition to Gp, MJ rep-
resents another metric available to system designers indicat-spreading sequence is typically performed in two stages: (1)
ing how much interference can be tolerated while still main-an acquisition stage, which provides coarse alignment be-
taining a prescribed level of reliability.tween the two waveforms, typically to within a fraction of a

chip, and (2) a tracking stage, which maintains fine synchro-
Frequency-Hop Spread Spectrumnization and, essentially, the best possible alignment be-

tween y(t) and c(t). Rudimentary discussions of synchroniza- In contrast to DS-SS, which directly employs the spreading
tion techniques for SS systems are presented in (4,5), while sequence to modulate a phase-shift-keyed version of the infor-
more in-depth expositions are found in (5,8). mation bearing waveform, frequency-hop spread spectrum

As demonstrated in Eq. (8), multiplication of the received (FH-SS) utilizes the spreading code to determine the carrier
signal with a locally generated, synchronized copy of the frequency, or frequency slot, used to transmit data over a spe-
spreading code simultaneously collapses the spread data sig- cific period of time. In this manner, a broadband signal is

generated by sequentially moving, or hopping, a fixed-fre-nal back to its original bandwidth while spreading any addi-
quency data-modulated carrier throughout the frequencytive noise or interference to the full SS bandwidth or greater.
spectrum as directed by a pseudorandom pattern known (ide-As shown in Fig. 5, a bandpass filter with bandwidth matched
ally) only to the transmitter and its intended receivers. Fig-to that of the original data is subsequently used to recover
ure 6 shows the idealized frequency spectrum of a FH-SS sig-the data and reject a large fraction of the spread interference

energy. The ratio of the signal-to-noise ratio (SNR) after de-
spreading, SNRo, to the input signal-to-noise ratio, SNRi, is
defined as the processing gain, Gp, that is,

Gp
�= SNRo

SNRi
(11)

Note that in both SNRi and SNRo the noise term implicitly

fh

fNfhdenotes the sum of additive white Gaussian noise (AWGN)
plus any additional interference. Given an input data rate of Figure 6. Idealized frequency spectrum of a FH-SS waveform.
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nal in which the N hop frequencies are equally spaced at several MFSK symbols are transmitted per hop with the chip
intervals of fh Hz—the spread bandwidth of this signal is rate, Rc, equal to the MFSK symbol rate, Rs. The converse is
thus Nfh Hz; in practice, each of the illustrated tones is re- true in FFH/MFSK-SS, wherein several hops are performed
placed by the actual narrowband signal spectrum associated per MFSK symbol, with the resulting chip rate equal to the
with the underlying narrowband modulation scheme em- hopping rate, Rh.
ployed. In the example of SFH/MFSK-SS shown in Fig. 8, the in-

The modulation format most often used in conjunction formation signal b(t), whose bit rate, Rb, is related to the bit
with FH-SS is M-ary FSK (MFSK); this combination is simply duration, Tb, via Rb � 1/Tb, is segmented into two-bit pairs
referred to as FH/MFSK. Figure 7 depicts typical FH/MFSK which select the frequency (one out of four possible frequen-
transmitter and receiver block diagrams. In the FH/MFSK cies assuming M � 4-FSK modulation) to be transmitted.
transmitter, k � log2M information bits determine which of Since two bits are required per MFSK output, the duration
the M frequencies of the MFSK modulator is to be transmit- of each symbol is Ts � 2Tb yielding the symbol rate, Rs �
ted. The function of the frequency synthesizer is to produce a 1/Ts � ��Tb (note that Rs is equivalent to fh of Fig. 6). Using
sinusoidal waveform, or tone, which when mixed with the the periodically repeated m-sequence generated by the MLSR
MFSK modulator output effectively shifts its position in fre- in Fig. 1, that is, the sequence (0, 0, 1, 1, 1, 0, 1, 0, . . .) with
quency. Note that the mixing operation as well as the re- boldface type denoting the first period, the output of the
quired bandpass filtering is performed by the up-converter. MFSK modulator is hopped through N � 8 different fre-
As might be surmised, the frequency of the synthesizer output quency slots. To determine the hopping pattern, the PN se-
is pseudorandomly determined by the PN generator driving quence is divided into successive (not necessarily disjoint)
it. Typically, j � log2 N chips of the spreading code are fed k � 3 bit segments, each indicating the particular frequency
into the frequency synthesizer to select one of N possible slot to be used; in this case, frequency assignment is unique
tones. The FH/MFSK receiver shown in Fig. 7 simply re- since N � 2k. Below the resulting SFH/MFSK waveform dia-
verses the processes performed in the transmitter by down- gram in Fig. 8 are the corresponding 3-bit segments, 001,
converting the received signal with a locally generated copy of 110, 100, 111, 010, . . . governing the hopping pattern. Note
the tone used at the transmitter and subsequently performing that in this example the 000 sequence never appears and thus
conventional MFSK demodulation to produce the estimated N is effectively only seven; such an aberration is seldom en-
information signal, b̂(t).

countered in practice and, even if it were, the general princi-As discussed above, at any instant in time, the actual
ple illustrated here would still be valid. In this example,amount of bandwidth used in FH/MFSK signaling is identical
two symbols are transmitted per hop. Thus, the hop dura-to that of conventional MFSK. This bandwidth is much less
tion, Th � 2Ts with the corresponding hop rate given by Rh �than the effective FH-SS bandwidth realized by averaging
1/Th � Rs/2. The effective FH-SS bandwidth is Bss � NRs.over many hops. Recognizing that the total number of possi-

Figure 9 illustrates FFH/MFSK-SS signaling. As in theble tones is N � 2j, the FH/MFSK-SS bandwidth is roughly
SFH/MFSK example, two-bit pairs from b(t) drive the MFSKNfh and, in practice, is limited primarily by the operational
modulator thus again yielding the symbol duration, Ts �range of the frequency synthesizer. Frequency hopping over
2Tb. In contrast to the previous example, however, multiplevery large bandwidths typically precludes the use of coherent
hops in frequency occur per MFSK symbol. Although fre-demodulation techniques due to the inability of most fre-
quency hop assignment is again governed by the periodic PNquency synthesizers to maintain phase coherence over succes-
sequence segmented into the 3-bit patterns, 001, 110, 100,sive hops. Consequently, noncoherent demodulation is usually
111, 010, 011, 101, 001, . . . (boldface denotes initial registerperformed at the receiver (5).
states associated with the 7-chip m-sequence), in this exam-Whereas the term chip in DS-SS corresponds to the sam-
ple, two 3-bit patterns are used per symbol; the actual 3-bitples of the spreading sequence, in FH-SS, it refers to the FH/
pairs used per symbol are listed below the FFH/MFSK wave-MFSK tone with the shortest duration. The amount of time
form diagram. Accordingly, the hop duration, Th � Ts/2, withspent at each hop determines whether the FH/MFSK system
Rh � Rb. The overall FH-SS bandwidth, which is independentis classified as slow frequency-hopping (SFH/MFSK) or fast

frequency-hopping (FFH/MFSK). In SFH/MFSK systems, of the hop rate, is again Bss � NRs.

Figure 7. Synchronized FH/MFSK

b(t) x(t) y(t)MFSK
modulator

MFSK
modulator

Up
converter

Down
converter

Frequency
synthesizer

Frequency
synthesizer

PN
generator

PN
generator

b(t)
^

FH/MFSK transmitter FH/MFSK receiver

transmitter/receiver structures.



196 INFORMATION THEORY OF SPREAD-SPECTRUM COMMUNICATION

Figure 8. SFH/MFSK modulation with
M � 4, N � 8, and a dwell time of 2Tb s.
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In general, FFH/MFSK-SS is an effective means of com-
bating certain types of jammers called follower and repeat-

Gp ≈ Bss

Rb
(14)

back jammers which attempt to intercept the frequency of the
Assuming that the interference energy is spread over the en-transmitted waveform and retransmit it along with addi-
tire FH bandwidth and that the original data rate is approxi-tional frequencies so as to degrade receiver performance (4).
mately equal to the symbol rate, Rb � Rs, the processing gainWhen using FFH/MFSK-SS, the jammers do not typically
for either FH-SS system shown in Fig. 8 and Fig. 9 is approxi-have sufficient time to intercept and jam the spread waveform
mately equal to N, the number of different frequencies overbefore it hops to another frequency. The price paid for such
which the MFSK modulator output is hopped. The expressionevasion, however, is the need for fast-frequency synthesizers
for the jamming margin, MJ, as given in Eq. (13), holds.capable of changing frequency at the required hopping rates.

As in DS-SS, the processing gain, Gp, serves as a metric
indicating the signaling scheme’s robustness with respect to APPLICATIONS
interference. For either fast-FH or slow-FH, the effective pro-
cessing gain can be approximated as the ratio of the spread Primary applications of spread spectrum in contemporary

communications include antijam (AJ) communications, code-spectrum bandwidth, Bss, to the original data rate, Rb, that is,
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division multiple-access (CDMA), and multipath interfer- other hand, is limited in spread bandwidth and, thus, pro-
cessing gain, only by the operational limits of the frequencyence rejection. Not surprisingly, each of these applications
synthesizer. In practice, physical implementations of FH-SShas been directly foreshadowed by the list of attributes
are typically capable of sustaining wider bandwidth signalsassociated with SS signaling presented at the beginning of
than practical DS-SS systems.this topic.

Even though SS systems possess a fundamental level of
inherent interference immunity, different types of interfer-
ence pose threats to DS-SS and FH-SS systems. In particular,AntiJam Communications
pulsed-noise jammers are especially effective against DS/

As previously discussed, the AJ capability of a SS system is MPSK systems, while partial-band and multitone interfer-
directly related to its overall processing gain, Gp. Although in ence, perhaps due to CDMA overlay and/or narrowband ser-
theory the processing gain associated with a DS-SS waveform vices present within the SS bandwidth, represent significant
can be arbitrarily increased by using longer spreading codes, threats to reliable FH/MFSK systems. Additional sources of
stringent synchronization requirements and practical band- interference, as well as their effects on SS communications,

are found throughout the literature (4–7).width considerations limit its availability. FH-SS, on the

Figure 9. FFH/MFSK modulation with
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001/110 100/111 110/100010/011 111/010101/001110/100111/010010/011101/001 M � 4, N � 8, and a dwell time of Tb s.
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Code-Division Multiple-Access FH-SS can also be used to combat multipath interference
provided that the transmitted signal hops fast enough rela-

Prior to the introduction of code-division multiple-access tive to the differential time delay between the direct path and
(CDMA), conventional multiple-access techniques focused on multipath signal components. In this case, much of the
dividing the available time or frequency space into disjoint multipath energy falls into frequency slots vacated by the FH-
partitions and assigning them to individual users. In time- SS waveform and, thus, its effect on the demodulated signal
division multiple-access (TDMA), users are multiplexed in is minimized (3).
time and allowed to transmit sequentially over a given chan-
nel. In contrast, in frequency-division multiple-access
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Multipath Suppression
MICHAEL J. MEDLEY

In many communications systems, actual data transmission Air Force Research Laboratory
occurs along direct, line-of-sight paths, as well as from a num-
ber of physical paths which are the result of reflections of the
transmitted signal off of various scatterers such as buildings,

INFORMATION VISUALIZATION. See DATA VISUAL-trees, and mobile vehicles. Multipath interference is a result
of the combination of these direct and indirect signal trans- IZATION.
missions arriving at the receiver at a slight delay relative to INFRARED. See PHOTODETECTORS QUANTUM WELL.
each other. When the direct path signal is substantially
stronger than the reflected components, multipath does not
represent much of a challenge, if any, to reliable communica-
tions. When the direct path signal is either nonexistent or,
more likely, comparable in strength to the indirect, delayed
components, however, multipath interference results in varia-
tions in the received signal’s amplitude, which is called
fading.

Under slow fading conditions, multipath can be combatted
directly through the use of DS-SS. Due to the noiselike prop-
erty of the DS-SS waveform, multipath signal components,
when correlated with the local reference code, can be resolved
in time (provided the multipath spread is greater than a chip
duration) and combined coherently to improve data detection.
Under these conditions, the degradation in receiver perfor-
mance due to multipath is directly related to the chip rate
associated with DS modulation—the greater the chip rate,
the less effect multipath will have on performance.


