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CRYPTOGRAPHY

Cryptography is the science and study of the security aspects
of communications and data in the presence of a malicious
adversary. Cryptanalysis is the study of methods used to
break cryptosystems. Cryptographic schemes and protocols
are being and have been developed to protect data. Until
1974, only privacy issues were studied, and the main users
were diplomats and the military (1). Systems are also being
deployed to guarantee integrity of data, as well as different
aspects of authenticity and to identify individuals or comput-
ers (called entity authenticity). Emerging topics of study in-
clude anonymity and traceability, authorized wiretapping
(called law enforcement), copyright, digital contracts, freedom
of speech, revocation of rights, timestamping, witnessing, etc.
Related disciplines are computer security, network security,
physical security (including tempest), spread spectrum, and
steganography.

Fast computers and advances in telecommunications have
made high-speed, global, widespread computer networks pos-
sible, in particular the Internet, which is an open network. It
has increased the access to databases, such as the open World
Wide Web. To decrease communication cost and to be user-
friendly, private databases containing medical records, pro-
prietary information, tax information, etc., are often accessi-
ble via the Internet by using a low-security password scheme.

The privacy of data is obviously vulnerable during commu-
nication, and data in transit can be modified, in particular in
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open networks. Because of the lack of secure computers, such cryptanalyst is allowed to try to inject fraudulent messages
concerns extend to stored data. Data communicated and/or and attempt to alter the data. Therefore one calls the cryptan-
accessible over such networks include bank and other finan- alyst an active eavesdropper. To protect the data, one ap-
cial transactions, love letters, medical records, proprietary in- pends a message authentication code, abbreviated as MAC. If
formation, etc., whose privacy must be protected. The authen- there is no concern for privacy, the message itself is sent in
ticity of (the data in) contracts, databases, electronic the clear. Only the legitimate sender should be allowed to
commerce, etc. must be protected against modifications by an generate a MAC. Therefore the sender needs to know a secret
outsider or by one of the parties involved in the transaction. key k. If the key were not secret, anybody could impersonate
Modern cryptography provides the means to address these the sender. So, the authenticator generation algorithm has
issues. the message and the sender’s secret key as input. To check

the authenticity of a message, the receiver runs a verification
algorithm. If the algorithm’s outputs ‘‘false,’’ then the mes-FUNDAMENTALS
sage is definitely not authentic and must be rejected and dis-
carded. If the output is ‘‘satisfactory,’’ very likely the messageTo protect data, one needs to know what type of attacks the
is authentic and is accepted. One cannot give a 100% guaran-untrusted party (enemy) can use. These depend on the secu-
tee that the message is authentic because the active eaves-rity needs. The two main goals of modern cryptography are
dropper could be very lucky, but one can approach the 100%privacy and authenticity. The issue of protecting privacy is
margin as closely as desired. If the receiver wants to verifydiscussed now.
the authenticity of messages originating from different send-

Privacy ers, the verification algorithm must use a parameter k�, speci-
fying the sender, as extra input. For historical reasons thisThe threat undermining privacy is eavesdropping. The un-
parameter has been called a key, which is discussed in moretrusted party, called the eavesdropper, will have access to the
detail later.transmitted or stored data, for example, by tapping the line or

In all types of attacks the active eavesdropper is allowedcapturing (even rather minimal) electromagnetic interference
to see one (or more) authenticated message(s). In chosen-textfrom a screen. To protect the data, called the plaintext or
attacks, the cryptanalyst can choose a text which the sendercleartext, it is transformed into ciphertext. This transforma-
will authenticate and/or send messages with a (fictitious)tion is called encryption. To achieve security, it should be dif-
MAC(s). In the latter case, it is assumed that the activeficult for the eavesdropper to cryptanalyze, that is, to recover
eavesdropper can find out whether the message was acceptedthe plaintext from the ciphertext. However, to guarantee use-
or rejected.fulness, the legitimate receiver should be able to recover the

plaintext. Such an operation is called decryption and uses a
key k. To guarantee that only the legitimate receiver is able Public Key Systems
to decrypt, obviously this key must remain secret. If the

One can wonder whether k� must remain secret, which is dis-sender wants to send data to different receivers, the en-
cussed now. If it is easy to compute k from k�, it is obviouscryption algorithm must use a parameter k�, specifying the
that k� must also remain secret. Then the key must be uniquereceiver, as extra input. For historical reasons this parameter
to a sender–receiver pair. This introduces a key managementhas been called a (encryption) key, which is discussed in more
problem, since this key has to be transmitted in a secure way.detail later.
In this case, the cryptosystem is called a conventional or sym-The person who attempts a cryptanalysis, called a cryptan-
metric cryptosystem and k, k� usually coincide.alyst, may in some circumstances know a previously en-

On the other hand, if it is hard to compute k from k� andcrypted plaintext when trying to break the current ciphertext.
hard to compute a k, which allows partial cryptanalysis, thenSuch an attack is called a known-plaintext attack, distin-
the key k� can be made public. This concept was invented byguishing it from the more basic ciphertext-only attack in
Diffie and Hellman (2) and independently by Merkle (3). Suchwhich only the ciphertext is available to the cryptanalyst.
a system is called a public key (or sometimes an asymmetricEven more powerful attacks, especially in the commercial
cryptosystem). This means that for privacy protection eachworld, are feasible, such as a chosen-plaintext attack, in
receiver R publishes a personal kR, and for authentication, thewhich the cryptanalyst chooses one (or more) plaintext(s). A
sender S makes kS public. In the latter case the obtained au-company achieves this by sending a ciphertext to a local
thenticator is called a digital signature because anyone whobranch of a competing company that will most likely send the
knows the correct public key kS can verify the correctness.corresponding plaintext to its headquarters and encrypt it

with a key the first party wants to break (1). In a variant of Note that the sender can claim that the secret key was
this type of attack the cryptanalyst sends a chosen ciphertext stolen or that kS was published without consent. That would
to the receiver. The plaintext is likely to be garbled and allow a denial of ever having sent a message (4). Such situa-
thrown in the bin. If the garbage collectors collaborate with tions must be dealt with by an authorized organization. If
the cryptanalyst, the latter has started a chosen-ciphertext high security is desired, the MAC of the message must be
attack. In the strongest subtype of chosen-text attacks the deposited with a notary public. Another solution is digital
text chosen may depend on (previous or) other texts, and time stamping (5) based on cryptography (the signer needs to
therefore it is called adaptive. alert an authority that his public key must have been stolen

or lost).
Authenticity If the public key is not authentic, the one who created the

fake public key can decrypt messages intended for the legiti-A document is authentic if it originated from the claimed
source and if its content has not been modified. So, now the mate receiver or can sign claiming to be the sender (6). So
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then the security is lost. In practice, this problem is solved as disciplines (mainly algebra, combinatorics, number theory,
and probability theory) and our state-of-the-art knowledgefollows. A known trusted entity(ies), for example, an author-

ity, certifies that the key KS corresponds to S, and therefore of computer science (in particular, the study of (efficient)
algorithms, algorithmic number theory, and computationalsigns (S, KS). This signature is called a certificate.
complexity). Software engineering is used to design software
implementations. Electrical engineering plays a role in hard-Security Levels
ware implementations, and information theory is also used, in

There are different levels of security in modern cryptography,
particular, to construct unconditionally secure cryptosystems.

depending on whether information theory, physics (in particu-
Some of the main tools are explained briefly now.

lar quantum physics), computational complexity theory, or
heuristics, has been used. To be more precise, when the com-

The One-Time Padputer power of the opponent is allowed to be unbounded and
one can mathematically prove that a formal definition of secu- The one-time pad (9), also called the Vernam scheme, was
rity is satisfied, then one is speaking about unconditional se- originally designed to achieve privacy. Shannon (10), who in-
curity. Information theory and probability theory is used to vented information theory to study cryptography, proved the
achieve this level of security. Evidently the formal definition unconditional security of the scheme when used for privacy.
of security must sufficiently model real-world security The scheme has become a cornerstone of cryptography and is
need(s). used as a principle in a wide range of seemingly unrelated

In quantum cryptography one assumes the correctness of contexts.
the laws of quantum physics (7). Shannon defined an encryption system as perfect when, for

A system or protocol is proven secure, relative to an as- a cryptanalyst not knowing the secret key, the message m is
sumption, when one can mathematically prove the following independent of the ciphertext c.
statement. The latter being, if the assumption is true, then a In the original scheme the plaintext is represented in bi-
formal security definition is satisfied for that system or proto- nary. Before encrypting the binary message, the sender and
col. Such an assumption is typically an unproven claim in receiver have obtained a secret key, a binary string chosen
computational complexity theory, such as the presumed hard- uniformly at random. When mi is the ith plaintext bit, ki the
ness of factoring large integers, or to compute discrete loga- ith key bit and ci the ith ciphertext bit, in the Vernam
rithm in finite groups. In this model the users and the oppo- scheme ci � mi � ki, where � is the exclusive-or, also known
nent have only a computer power bounded by a polynomial in as exor. To decrypt, the receiver computes mi � ci � k�1

i ,
function of the length of a security parameter and one states where in the case of the exclusive-or k�1 � k. The key is used
that a system is secure if it requires superpolynomial (that is, only once. This implies that if the sender needs to encrypt a
growing faster to infinity than any polynomial) time to break new message, then a new key is chosen, which explains the
it. One should note that this model is limited. Indeed, when terminology: one-time pad. In modern applications, the exor
using a cryptosystem, one needs to choose a security parame- is often replaced by a group operation.
ter which fixes the length.

In practice, a system is secure if the enemy needs the com-
Secret Sharingputer time of all computers on earth working in parallel, and

the user needs, varying from application to application, 1 na- A different interpretation of the one-time pad has recently
nosecond up to a few minutes. However, modern theoretical been given (11–13). Suppose that one would like to make a
computer science cannot guarantee that a certain number of backup of a secret m with bits mi. If it is put into only one
basic operations are needed to break a cryptosystem. So, new safe, a thief who breaks open the safe will find it. So, it is put
algorithms may be developed that break cryptosystems faster in two safes so that a thief who breaks open one safe is unable
than the previously best algorithms. Moreover, new technol- to recover the secret.
ogy makes computers faster each day. The impact of new al- The solution to this problem is to choose a uniformly ran-
gorithms and new hardware is clear from the following exam- dom string of bits ki (as many as there are bits in the mes-
ple. In 1977, it was estimated that factoring a 129 digit sage). One stores the bits ki in the first safe and the bits ci �
integer (product of two primes) would take 40 quadrillion mi � ki in the second. Given the content of both safes, one can
(that is 4 	 1016) years, whereas it was actually factored in easily recover the secret.
1993–1994 using the idle time of approximately 1600 comput- In the previous discussion, it is assumed that two safes
ers on the Internet for 234 days (8). would not be broken into, but only one at the most. If one

A cryptosystem or protocol is as secure as another if one fears that the thief may succeed in opening more, one could
can mathematically prove that a new attack on the first proceed as follows. Choose uniformly random (t � 1) ele-
scheme implies a new attack against the other and vice versa. ments s1, s2, . . ., st�1 in a finite group S(�) and (assuming

Finally, the weakest form of security is called heuristic. A m � S) construct st � m � (s1 � s2 � � � � � st�1). Put si (1 �
system is heuristically secure if no (significant) attack has i � t) in safe i. An example of such a group is GF(2n)(�) where
been found. Many modern but practical cryptosystems have n is the length of the message m. When t � 2, this corre-
such a level of security. sponds to the one-time pad. One calls si (1 � i � t) a share of

the secret m, and the one who knows the share is called a
shareholder or participant. Then it is easy to prove that theTOOLS
eavesdropper who opens (t � 1) safes learns nothing about
the secret. Only by opening all the safes is one able to recoverMany tools are used to achieve the desired security proper-

ties. These are based on discrete mathematics from several the secret m.
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A major disadvantage of this scheme is that it is unreli- Hash Function
able. Indeed if one share is destroyed, for example, by an

A hash function h is a function with n bits of input and m
earthquake, the secret m is lost. A t-out-of-l secret sharing

bits of output, where m � n. A cryptographic hash function
scheme is the solution. In such a scheme, one has l shares,

needs to satisfy the following properties:
but only t are required to recover the secret, whereas (t � 1)
are useless. An example of such a secret sharing scheme is

1. It is a one-way function.discussed later on.
2. Given x, it is hard to find an x� � x such that h(x) �The concept of secret sharing was generalized, allowing

h(x�).one to specify in more detail who can recompute the secret
and who cannot (14). Although previous secret sharing 3. It is hard to find an x and an x� � x such that h(x) �
schemes protect reliability and privacy, they do not protect h(x�).
correctness and authenticity. Indeed, a shareholder could re-
veal an incorrect share, which (very likely) implies the recon- Note that the second property does not necessarily imply the
struction of an incorrect secret. When one can demonstrate third.
the correctness of the shares, it is called verifiable secret Several modes of block ciphers allow one to make crypto-
sharing. graphic hash functions. A cryptographic hash function is an

important tool for achieving practical authentication schemes.
When signing a message digitally, first one pads it, and thenOne-Way Functions
one uses a cryptographic hash function before using the secret

Cryptography based on computational complexity relies on key to sign.
one-way functions. A function(s) f is one-way if it is easy to Universal hash functions are another type of hash func-
compute f , and, given an image y, it is hard to find an x such tion. These are used in unconditionally secure settings.
that y � f (x). When referring to a hash function in applied cryptography,

The state-of-the-art of computational complexity does not one means a cryptographic hash function.
allow one to prove that one-way functions exist. For some
functions f no efficient algorithm has been developed so far to

Pseudonoise Generators and Stream Ciphersinvert f , and in modern cryptography it is often assumed that
such functions are one-way. A problem with the one-time pad is that the key can be used

One-way functions have many applications in modern only once. The key must be transported by a secure path. In
cryptography. For example, it has been proven that a neces- the military and diplomatic environment, this is often done
sary and sufficient condition for digital signatures is a one- by a trusted courier (using secret sharing, trust in the courier
way function(15,16). can be reduced). However, these requirements are unrealis-

tic commercially.
The goal of a pseudonoise (or pseudorandom) generator isBlock Ciphers

to output a binary string whose probability distribution is
A blockcipher is a cryptosystem in which the plaintext and (computationally) indistinguishable from a uniformly random
ciphertext are divided into strings of equal length, called binary string. The pseudonoise generator starts from a seed,
blocks, and each block is encrypted one at a time with the which is a relatively short binary string chosen uniformly
same key. random.

To obtain acceptable security, a block cipher requires a When one replaces the one-time key in the Vernam scheme
good mode (17). Indeed, patterns of characters are very com- by the output of a pseudorandom generator, this is called a
mon. For example, subsequent spaces are often used in text stream cipher. Then the sender and receiver use the seed as
processors. Common sequences of characters are also not un- the secret key. It has been proven that if the pseudonoise is
usual. For example, ‘‘ from the ’’ corresponds to 10 characters, (computationally) indistinguishable from uniform, the privacy
which is 80 bits. In the Electronic Code Book (ECB) mode, the protection obtained is proven secure. This means that if an
plaintext is simply divided into blocks that are then en- unproven computational complexity hypothesis is satisfied, no
crypted. Frequency analysis of these blocks allows one to find modern computer can find information about the plaintext
such very common blocks. This method allows one to find a from the ciphertext. It has also been demonstrated that a one-
good fraction of the plaintext and often the complete plaintext way function is needed to build a pseudorandom generator.
if the plaintext that has been encrypted is sufficiently long. Moreover, given any one-way function, one can build a pseu-
Good modes have been developed based on feedback and dorandom generator. Unfortunately, the latter result is too
feedforward. theoretical to be used for building efficient pseudorandom

Many block ciphers have been designed. Some of the most generators.
popular ones are the US Data Encryption Standard (DES), Linear-feedback shift-register sequences are commonly
the Japanese NTT (Nippon Telegraph and Telephone Corpo- used in software testing. However, these are too predictable
ration), Fast Encipherment ALgorithm (FEAL), the ‘‘Interna- to be useful in cryptography and do not satisfy the previous
tional Data Encryption Algorithm’’ (IDEA) designed by Lai definition. Indeed, using linear algebra and having observed
(Switzerland), RC2, and RC5. DES (18), an ANSI (American a sufficient number of outputs, one can compute the seed and
National Standards Institute) and NIST (National Institute predict the next outputs.
of Standards and Technology, US) standard for roughly 20 Many practical pseudorandom generators have been pre-
years, is being replaced by the Advanced Encryption Stan- sented. Some of these have been based on nonlinear combina-

tions of linear-feedback shift-registers others on recurrent lin-dard (AES), currently under development.



CRYPTOGRAPHY 429

ear congruences. Many of these systems have been broken. ple, demonstrate that a public key was chosen following the
specifications. A straightforward, but unacceptable solution,Using the output feedback (OFB) mode (17) of a block cipher

one can also obtain pseudonoise generators. An example of a would be to reveal the secret key used.
The solution to this problem is to use interaction (19). Inpseudonoise generator based on number theory is discussed

later on. many of these interactive protocols, the prover commits to
something. The verifier asks a question [if the question is cho-
sen randomly then the protocol is called an Arthur–MerlinKey Distribution
game (20)]. Then the prover replies and may be asked to open

Public key systems, when combined with certificates, solve the commitment. This may be repeated.
the key distribution problem. In many applications, however, To be a (interactive) proof, it is necessary that the verifier
replaying old but valid signatures should be impossible. In- will accept if the statement is true and the prover and verifier
deed, for example, one should not allow a recorded and re- follow the described protocol. This property is called complete-
played remote authenticated login to be accepted in the ness. It is also necessary that the verifier will reject the proof
future. A solution to this problem is to require a fresh session if the statement is false, even if the prover behaves differently
key, used only for a particular session. Another reason to use than specified and the dishonest prover A� has infinite com-
session keys is that public key systems are slow, and so puter power. This requirement is known as soundness. In a
sender and receiver need to agree on a common secret key. variant of interactive proofs, called arguments, the last condi-

When conventional cryptography is used, the problem of tion has been relaxed.
key management is primary. Freshness remains important. An important subset of interactive proofs are the zero-
The problem is how two parties who may have never commu- knowledge ones. Then the view of a possibly dishonest verifier
nicated with each other can agree on a common secret key. can be simulated, so the verifier does not learn any informa-

Many protocols have been presented. Designing secure tion that can be used off-line. Zero-knowledge interactive
ones is very tricky. Different security levels exist. A key dis- proofs have been used toward secure identification (entity au-
tribution protocol based on number theory is discussed fur- thentication) protocols. An example of such a protocol is dis-
ther on. cussed later.

Note that several mechanisms for turning interactive zero-
Zero-Knowledge knowledge proofs into noninteractive ones have been studied

both from a theoretical and practical viewpoint.In many practical protocols one must continue using a key
without endangering its security. Zero-knowledge (19) has

Cryptanalysisbeen invented to prevent a secret(s) which has been used in a
protocol by party (parties) A to leak to other parties B. Cryptanalysis uses its own tools. The classical tools include

If B is untrusted, one gives the dark side of B the name statistics and discrete mathematics.
B�. More scientifically, machines B adhere to their specified Even if a cryptographic scheme is secure (that is, has not
protocol. To specify parties that will interact with A, but be- been broken), an inappropriate use of it may create a security
have differently, we need to speak about B�. breach. A mode or protocol may allow a cryptanalyst to find

When untrusted parties (or a party), let us say specified by the plaintext, impersonate the sender, etc. Such problems are
B�, are involved in a protocol, they see data being communi- called ‘‘protocol failures.’’ An incorrect software implementa-
cated to them and they also know the randomness they have tion often enables a hacker to make an attack, and a poor
used in this protocol. This data pulled together is called the hardware implementation may imply, for example, that the
view of B�. To this view corresponds a probability distribution plaintext or the key leaks due to electromagnetic radiation
(a random variable), because of the randomness used in the or interference.
protocol. When both parties A and B have x as common input, The most popular modern cryptanalytic tool against asym-
this random variable is called ViewA,B�(x). If x is indetermi- metric cryptosystems, based on the geometry of numbers, is
nate, we have a family of such random variables, denoted the Lenstra–Lenstra–Lovasz (LLL) lattice reduction algo-
�ViewA,B�(x)�. One says that the protocol is zero-knowledge rithm (21). It has, for example, been used to break several
(does not leak anything about the secret of A) if one can simu- knapsack public key systems and many protocols (22). When
late the view of B. This means that there is a computer (poly- analyzing the security of block ciphers, the differential (23)
nomial-time machine) without access to the secret that can and linear cryptanalytic (24) methods are very important.
generate strings with a distribution that is indistinguishable Specially developed algorithms to factor and compute discrete
from �ViewA,B�(x)�. One form of indistinguishability is called log have been developed, for example, the quadratic sieve
perfect, meaning that the two distributions are identical. method (25).
There is also statistical and computational indistinguish-
ability.

ALGORITHMS BASED ON NUMBER THEORY AND ALGEBRASo, zero-knowledge says that whatever party B� learned
could be simulated off-line. So party B did not receive any

Although many of these algorithms are rather slow, they areinformation it can use after the protocol terminated. This is
becoming very popular. Attempts to break them have allowedan important tool when designing proven secure protocols.
scientists to find better lower bounds on the size of keys for
which no algorithm exists and unlikely will be invented in the

Commitment and Interactive Proofs
near future to break these cryptosystems. However, if a true
quantum computer can be built, the security of many of theseIn many cryptographic settings, a prover A needs to prove to

a verifier B that something has been done correctly, for exam- schemes is in jeopardy.
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When writing a �R S, one means that a is chosen uni- ElGamal Encryption
formly random in the set S. The ElGamal scheme (28) is a public key scheme. Let g and

We assume that the reader is familiar with basic knowl- q be as in the Diffie–Hellman scheme. If g and q differ from
edge of number theory and algebra. user to user, then these should be extra parts of the public

key.
RSA To make a public key, one chooses a �R Zq, computes y :�

ga in this group, and makes y public. To encrypt m � �g�,
RSA is a very popular public key algorithm invented by knowing the public key yA, one chooses k �R Zq, computes
Rivest, Shamir, and Adleman (26). (c1, c2) :� (gk, m � yk

A) in the group, and sends c � (c1, c2). To
To generate a public key, one chooses two random and dif- decrypt, the legitimate receiver (using the secret key a) com-

ferent primes p and q which are large enough (512 bits at putes m� :� c2 � (ca
1)�1 in this group.

least). One computes their product n :� p � q. Then one The security of this scheme is related to the Diffie–
chooses e �R Z*�(n), where �(n) � (p � 1)(q � 1), computes Hellman problem.
d :� e�1 mod �(n) and publishes (e, n) as a public key. The
number d is the secret key. The numbers p, q, and �(n) must ElGamal Signatures
also remain secret or be destroyed.

The public and secret key are similar as in the ElGamal en-To encrypt a message m � Zn, one finds the authentic pub-
cryption scheme. The group used is Z*p , where p is a prime.lic key (e, n) of the receiver. The ciphertext is c :� me mod n.

Let M be the message and m the hashed and processedTo decrypt the ciphertext, the legitimate receiver computes
version of M. To sign, the sender chooses k �R Z*p�1, computesm� :� cd mod n using the secret key d. The Euler–Fermat
r :� gk mod p, computes s :� (m � ar)k�1 mod(p � 1), andtheorem (and the Chinese Remainder theorem) guarantees
sends (M, r, s). To verify the signature, the receiver computesthat m� � m.
m from M and accepts the signature if gm � rs � yr mod p; oth-To sign with RSA, one processes the message M, hashes it
erwise rejects.with h to obtain m, computes s :� md mod n, and sends (M,

Several variants of this scheme have been proposed, fors), assuming that h has been agreed upon in advance. The
example, the US Digital Signature Standard (29).receiver, who knows the correct public key (e, n) of the sender,

can verify the digital signature. Given (M�, s�), one computes
Pseudonoise Generatorm� from M�, using the same preprocessing and hash function

as in the signing operation, and accepts the digital signature Several pseudorandom generators have been presented, but
if m� � (s�)e mod n. If this fails, the receiver rejects the we discuss only one. In the Blum–Blum–Shub (30) generator,
message. a large enough integer n � pq is public, where p and q have

Many popular implementations use e � 3, which is not rec- secretly been chosen. One starts from a seed s � Z*n and sets
ommended at all for encryption. Other special choices for e x :� s, and the first output bit b0 of the pseudorandom genera-
are popular, but extreme care with such choices is called for. tor is the parity bit of s. To compute the next output bit, com-
Indeed many signature and encryption schemes have suffered pute x :� x2 mod n and output the parity bit. More bits can
severe protocol failures. be produced in a similar manner.

More efficient pseudorandom generators have been pre-
sented (31).Diffie–Hellman Key Distribution

Let �g� be a finite cyclic group of large enough order generated Shamir’s Secret Sharing Scheme
by g. We assume that q, a multiple of the order of the ord(g)

Let t be the threshold, m be the secret, and l the number(not necessarily a prime), is public.
of shareholders.The first party, let us say A, chooses a �R Zq, computes

In this scheme (12), one chooses a1, a2, . . ., at�1 �R GF(q),x :� ga in this group, and sends x to the party with which it
and lets f (0) � a0 � m, where f (x) � a0 � a1 � x � a2 � x2 �wants to exchange a key, say B. Then B chooses a �R Zq,
� � � � at�1 � xt�1 is a polynomial over GF(q) and q � l � 1. Thecomputes y :� gb in this group, and sends y to A. Now both
share si � f (xi) where xi � 0 and the xi are distinct. This corre-parties can compute a common key. Indeed, A computes z1 :�
sponds to a Reed–Solomon code in which the message con-ya in this group, and B computes z2 :� xb in this group. Now
tains the secret and (t � 1) uniformly chosen elements. Givenz2 � z1, as is easy to verify.
t shares it is easy to compute f (0), the secret, using LagrangeIt is very important to observe that this scheme does not
interpolation. One can easily prove that given (t � 1) (or lessprovide authenticity. A solution to this very important prob-
shares), one has perfect secrecy, that is, any (t � 1) shareslem has been described in Ref. 27.
are independent of the secret m.The cryptanalyst needs to compute z � glogg(x)�logg(y) in �g�.

This is believed to be difficult and is called the Diffie–
GQHellman search problem.

An example of a group which is considered suitable is a Fiat and Shamir (32) suggested using zero-knowledge proofs
subgroup of Z*p , the Abelian group for the multiplication of to achieve identification. We discuss a variant of their scheme
elements modulo a prime p. Today it is necessary to have at invented by Guillou and Quisquater (33).
least a 1024 bit value for p, and q should have a prime factor Let n � pq, where p and q are distinct primes and v is a
of at least 160 bits. Other groups being used include elliptic positive integer. To each prover one associates a number I,

relatively prime to n which has a vth root. The prover, usuallycurve groups.
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called Alice, will prove that I has a vth root and will prove appeared in journals are scattered. Unfortunately, some pres-
tigious journals have accepted several articles of poor quality.that she knows a vth root s such that svI � 1 mod n. If she

can prove this, then a receiver will conclude that the person
in front must be Alice. One has to be careful with such a con-
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