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REMOTE SENSING BY RADAR

Radar remote sensing instruments acquire data useful for
geophysical investigations by measuring electromagnetic in-
teractions with natural objects. Examples of radar remote
sensing instruments include synthetic aperture radars
(SARs), scatterometers, altimeters, radar sounders, and mete-
orological radars such as cloud and rain radars. The main
advantage of radar instruments is their ability to penetrate
clouds, rain, tree canopies, and even dry soil surfaces de-
pending upon the operating frequencies. In addition, since a
remote sensing radar is an active instrument, it can operate
day and night by providing its own illumination.

Imaging remote sensing radars such as SAR produce high-
resolution (from submeter to a few tens of meters) images of
surfaces. The geophysical information can be derived from
these high-resolution images by using proper postprocessing
techniques. Scatterometers measure the backscattering cross
section accurately in order to characterize surface properties
such as roughness. Altimeters are used to obtain accurate
surface height maps by measuring the round-trip time delay
from a radar sensor to the surface. Radar sounders can image
underground material variations by penetrating deeply into
the ground. Unlike surveillance radars, remote sensing ra-
dars require accurate calibration in order for the data to be
useful for scientific applications.

In this article, we start with the basic principles of remote
sensing radars. Then, we discuss the details of imaging ra-
dars and their applications. In order to complete the remote
sensing radar discussion, we briefly examine nonimaging ra-
dars such as scatterometers, altimeters, radar sounders, and
meteorological radars. For more information on these types of
radars, the interested reader is referred to other articles in
this encyclopedia. We also provide extensive references for
each radar for readers who need an in-depth description of a
particular radar.

RADAR PRINCIPLES

We start our discussion with the principles necessary to un-
derstand the radar remote sensing instruments that will be
described in the later part of this article. For more detailed
discussions, readers are referred to Refs. 1–3.
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Figure 1. The basic components of a radar system. A pulse of energy is transmitted from the
radar system antenna, and after a time delay an echo is received and recorded. The recorded
radar echoes are later processed into images. The flight electronics are carried on the radar
platform, either an aircraft or a spacecraft. Image processing is usually done in a ground facility.

Radar Operation them in the range (cross-track) dimension, and they use the
angular size (in the case of the real-aperture radar) or theA radar transmits an electromagnetic signal and receives and
Doppler history (in the case of the synthetic-aperture radar)records the echo reflected from the illuminated terrain.
to separate surface pixels in the azimuth (along-track) dimen-Hence, a radar is an active remote sensing instrument since
sion. The imaging radar sensor uses an antenna which illumi-it provides its own illumination. The basic radar operation is
nates the surface to one side of the flight track. Usually, theillustrated by Fig. 1. A desired signal waveform, commonly a
antenna has a fan beam which illuminates a highly elongatedmodulated pulse, is generated by a waveform generator. After

proper frequency upconversion and high-power amplification,
the radar signal is transmitted from an antenna. The re-
flected echo is received by the antenna, and it is amplified
and down-converted to video frequencies for digitization. The
digitized data are either stored in a data recorder for later
ground data processing or processed by an on-board data pro-
cessor. Since remote sensing radars usually image large
areas, they are commonly operated from either an airborne or
a spaceborne platform.

Basic Principles of Radar Imaging

Imaging radars generate surface images very similar to visi-
ble and infrared images. However, the principle behind the
image generation is fundamentally different in the two cases.
Visible and infrared sensors use a lens or mirror system to
project the radiation from the scene on a ‘‘two-dimensional
array of detectors’’ which could be an electronic array or a film
using chemical processes. The two-dimensionality can also be
achieved by using scanning systems. This imaging approach
conserves the angular relationships between two targets and
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their images as shown in Fig. 2.
Imaging radars use the time delay between the echoes that Figure 2. Optical imaging systems preserve the angular relationship

between objects in the image.are backscattered from different surface elements to separate
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separated by a time difference �t equal to

�t = 2xr sin θ

c
(1)

where c is the speed of light and the factor 2 is included to
account for the signal round-trip propagation. The angle � in
Eq. (1) is the incidence angle. The two features can be dis-
criminated if the leading edge of the pulse returned from the
second object is received later than the trailing edge of the
pulse received from the first feature. Therefore, the smallest
discriminable time difference in the radar receiver is equal to
the pulse effective time length 
. Thus,

2xr sin θ

c
= τ ⇒ xr = cτ

2 sin θ
(2)

In other words, the range resolution is equal to half the foot-
print of the radar pulse on the surface. Sometimes the effec-
tive pulse length is described in terms of the system band-
width B. To a good approximation, we have
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Figure 3. Radar imaging geometry and definition of terms.

The sin � term in the denominator of Eq. (2) means that the
ground range resolution of an imaging radar will be a strong
function of the look angle at which the radar is operated. Toelliptical-shaped area on the surface as shown in Fig. 3. The
illustrate, a signal with a bandwidth B � 20 MHz (i.e., effec-illuminated area across track defines the image swath.
tive pulse length 
 � 50 ns) provides a range resolution ofWithin the illumination beam, the radar sensor transmits a
22 m for � � 20�, while a signal bandwidth B � 50 MHz (
 �very short effective pulse of electromagnetic energy. Echoes
ns) provides a range resolution of 4.3 m at � � 45�.from surface points farther away along the cross-track coordi-

In the azimuth direction, without further data processing,nate will be received at proportionally later time (Fig. 3).
the resolution xa is equal to the beam footprint on the surfaceThus, by dividing the receive time in increments of equal time
that is defined by the azimuth beamwidth of the radar an-bins, the surface can be subdivided into a series of range bins.
tenna �a given byThe width in the along-track direction of each range bin is

equal to the antenna footprint along the track, xa. As the plat-
form moves, the sets of range bins are covered sequentially, θa = λ

L
(4)

thus allowing strip mapping of the surface line by line. This
is comparable to strip mapping with a pushbroom imaging from which it follows that
system using a line array in the visible and infrared part of
the electromagnetic spectrum. The brightness associated with
each image pixel in the radar image is proportional to the xa = hθa

cos θ
= λh

L cos θ
(5)

echo power contained within the corresponding time bin. As
where L is the azimuth antenna length, and h is the altitudewe will see later, the different types of imaging radars really
of the radar above the surface being imaged. To illustrate, fordiffer in the way in which the azimuth resolution is achieved.
h � 800 km, � � 23 cm, L � 12 m, and � � 20� we obtainThe look angle is defined as the angle between the vertical
xa � 16 km. Even if � is as short as 2 cm and h is as low asdirection and the radar beam at the radar platform, while the
200 km, xa will still be equal to about 360 m, which is consid-incidence angle is defined as the angle between the vertical
ered to be a relatively low resolution, even for remote sensing.direction and the illuminating radar beam at the surface.
This has led to very limited use of the real-aperture techniqueWhen surface curvature effects are neglected, the look angle
for surface imaging, especially from space. Equation (5) is alsois equal to the incidence angle at the surface when the surface
directly applicable to optical imagers. However, because of theis flat. In the case of spaceborne systems, surface curvature
small value of � (about 1 �m), resolutions of a few meters canmust be taken into account, which leads to an incidence angle
be achieved from orbital altitudes with an aperture only a fewthat is always larger than the look angle (3) for flat surfaces.
tens of centimeters in size.If topography is present (i.e., the surface is not flat), the local

When the radar antenna travels along the line of flight,incidence angle may vary from radar image pixel to pixel.
two point targets at the different angles from the flight track
have different Doppler frequency. Using this Doppler fre-

Resolution
quency spread, one can obtain a higher resolution in the along
track direction. As shown in the synthetic aperture radar sec-The resolution is defined as the surface separation between

the two closest features that can still be resolved in the final tion, the along-track resolution can be as small as the half of
the antenna length in the along-track direction. This methodimage. First, consider two point targets that are separated in

the range direction by xr. The corresponding echoes will be is often called the Doppler beam sharpening.
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Radar Equation where k is Boltzmann’s constant (k � 1.38 � 10–23 J/K) and T
is the total equivalent noise temperature. The resulting SNR

One of the key factors that determine the quality of the radar
is then

imagery is the corresponding signal-to-noise ratio (SNR). This
is the equivalent of the brightness of a scene being photo- SNR = Pr/PN (13)
graphed with a camera versus the sensitivity of the film or
detector. Here, we consider the effect of thermal noise on the One common way of characterizing an imaging radar sensor
sensitivity of radar imaging systems. is to determine the surface backscatter cross section �N which

Let Pt be the sensor-generated peak power transmitted out gives an SNR � 1. This is called the noise equivalent backscat-
of the antenna. One function of the antenna is to focus the ter cross section. It defines the weakest surface return that
radiated energy into a small solid angle directed toward the can be detected, and therefore the range of surface units that
area being imaged. This focusing effect is described by the can be imaged.
antenna gain G, which is equal to the ratio of the total solid
angle over the solid angle formed by the antenna beam: Backscattering Cross Section and Calibration Devices

The normalized backscattering cross section represents the re-
flectivity of an illuminated area in the backscattering direc-G = 4π

θrθa
= 4πLW

λ2
= 4πA

λ2
(6)

tion. A higher backscattering cross section means that the
area more strongly reflects the incidence radar signal. It iswhere L is the antenna length in the flight track direction, W
mathematically defined asis the antenna length in the cross track direction, and A is

the antenna area. The radiated wave propagates spherically
away from the antenna toward the surface. Thus the power
density Pi per unit area incident on the illuminated surface is σ0 = lim

R,Ai→∞

{
4πR2

Ai

〈EsE∗
s 〉

EiE∗
i

}
(14)

where Ai is the illuminated area and Es and Ei are the scat-Pi = PtG
4πR2

(7)
tered and incident electric fields, respectively. In order to cali-
brate the radar data, active and/or passive calibration devicesThe backscattered power Ps from an illuminated surface area
are commonly used.s is given by

By far the most commonly used passive calibration device
is a trihedral corner reflector which consists of three triangu-Ps = Pisσ0 (8)
lar panels bolted together to form right angles with respect to

where �0 is the surface normalized backscattering cross section each other. The maximum radar cross section (RCS) of a tri-
which represents the efficiency of the surface in re-emitting hedral corner reflector is given by
back toward the sensor some of the energy incident on it. It
is similar to the surface albedo at visible wavelengths. The
backscattered energy propagates spherically back toward the

RCS = 4πa4

3λ2 (15)

sensor. The power density Pc at the antenna is then
where a is the long-side triangle length of a trihedral corner
reflector. This reflector has about 40� half-power beamwidth
which makes the corner reflector response relatively insensi-

Pc = Ps

4πR2 (9)

tive to the position errors. In addition, these devices are easily
and the total received power is equal to the power intercepted deployed in the field; and since they require no power to oper-
by the antenna: ate, they can be used unattended in remote locations under

most weather conditions.
Pr = Pc A (10)

Signal Modulation
or

A pulsed radar determines the range by measuring the round-
trip time by transmitting a pulse signal. In designing the sig-
nal pattern for a radar sensor, there is usually a strong re-

Pr = PtGt

4πR2 sσ0
λ2Gr

(4πR)2 (11)

quirement to have as much energy as possible in each pulse
In Eq. (11) we explicitly show that the transmit and receive in order to enhance the SNR. This can be done by increasing
antennas may have different gains. This is important for the the peak power or by using a longer pulse. However, particu-
more advanced SAR techniques like polarimetry where anten- larly in the case of spaceborne sensors, the peak power is usu-
nas with different polarizations may be used during transmis- ally strongly limited by the available power devices. On the
sion and reception. other hand, an increased pulse length (i.e., smaller band-

In addition to the target echo, the received signal also con- width) leads to a worse range resolution [see Eq. (2)]. This
tains noise which results from the fact that all objects at tem- dilemma is usually resolved by using modulated pulses which
peratures higher than absolute zero emit radiation across the have the property of a wide bandwidth even when the pulse
whole electromagnetic spectrum. The noise component that is is very long. One such modulation scheme is the linear fre-
within the spectral bandwidth B of the sensor is passed quency modulation or chirp.
through with the signal. The thermal noise power is given by In a chirp, the signal frequency within the pulse is linearly

changed as a function of time. If the frequency is linearly
PN = kTB (12) changed from f 0 to f 0 � �f , the effective bandwidth would be
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equal to and the resulting surface footprint or swath S is given by

B = |( f0 + � f ) − f0| = |� f | (16) S ≈ hθr

cos2 θ
= λh

W cos2 θ
(20)

which is independent of the pulse length. Thus a pulse with
where h is the sensor height above the surface, � is the anglelong duration (i.e., high energy) and wide bandwidth (i.e.,
from the center of the illumination beam to the verticalhigh range resolution) can be constructed. The instantaneous
(known as the look angle at the center of the swath), and �r isfrequency for such a signal is given by
assumed to be very small. To illustrate, for � � 27 cm, h �
800 km, � � 20�, and W � 2.1 m, the resulting swath width
is 100 km.f (t) = f0 + B

τ ′ t for − τ ′

2
≤ t ≤ τ ′

2
(17)

As shown before, the main disadvantage of the real aper-
ture radar technique is the relatively poor azimuth resolution

and the corresponding signal amplitude is that could be achieved from space. From aircraft altitudes,
however, reasonable azimuth resolutions can be achieved if
higher frequencies (typically X-band or higher) are used. For
this reason, real aperture radars are not commonly used any

A(t) s cos[
∫

f (t) dt] = cos
[

f0t + B
2τ ′ t2

]
(18)

more.
Note that the instantaneous frequency is the derivative of the
instantaneous phase. A pulse signal such as Eq. (18) has a

SYNTHETIC APERTURE RADARphysical pulse length 
	 and a bandwidth B. The product 
	B
is known as the time bandwidth product of the radar system.

Synthetic aperture radar refers to a particular implementa-In typical radar systems, time bandwidth products of several
tion of an imaging radar system that utilizes the movementhundred are used.
of the radar platform and specialized signal processing to gen-At first glance it may seem that using a pulse of the form
erate high-resolution images. Prior to the discovery of theEq. (18) cannot be used to separate targets that are closer
synthetic aperture radar principle, imaging radars operatedthan the projected physical length of the pulse. It is indeed
using the real aperture principle and were known as side-true that the echoes from two neighboring targets which are
looking airborne radars (SLARs).separated in the range direction by much less than the physi-

Carl Wiley of the Goodyear Aircraft Corp. is generallycal length of the signal pulse will overlap in time. If the mod-
credited as the first person to describe the use of Doppler fre-ulated pulse, and therefore the echoes, have a constant fre-
quency analysis of signals from a moving coherent radar toquency, it will not be possible to resolve the two targets.
improve along-track resolution. He noted that two targets atHowever, if the frequency is modulated as described in Eq.
different along-track positions will be at different angles rela-(18), the echoes from the two targets will have different fre-
tive to the aircraft velocity vector, resulting in different Dopp-quencies at any instant of time and therefore can be sepa-
ler frequencies. Therefore, targets can be separated in therated by frequency filtering. In actual radar systems, a
along-track direction on the basis of their different Dopplermatched filter is used to compress the returns from the differ-
frequencies. This technique was originally known as Dopplerent targets. It can be shown (3) that the effective pulse length
beam sharpening, but later became known as synthetic aper-of the compressed pulse is given by Eq. (3). Therefore, the
ture radar (SAR). The reader interested in a discussion of theachievable range resolution using a modulated pulse of the
history of SAR, both airborne and spaceborne, is referred tokind given by Eq. (18) is a function of the chirp bandwidth,
an excellent discussion in Chap. 1 of Ref. 3.and not the physical pulse length. In typical spaceborne and

In this section we discuss the principles of radar imagingairborne SAR systems, physical pulse lengths of several tens
using synthetic-aperture techniques, the resulting image pro-of microseconds are used, while bandwidths of several tens of
jections, distortions, tonal properties, and environmental ef-megahertz are no longer uncommon for spaceborne systems,
fects on the images. We have attempted to give simple expla-and several hundreds of megahertz are common in airborne
nations of the different imaging radar concepts. For moresystems.
detailed mathematical analysis the reader is referred to spe-
cialized texts such as Refs. 1–3.

REAL APERTURE RADAR
Synthetic Aperture Radar Principle

The real aperture imaging radar sensor uses an antenna As discussed in the previous section, a real-aperture radar
which illuminates the surface to one side of the flight track. cannot achieve high azimuth resolution from an orbital plat-
Usually, the antenna has a fan beam which illuminates a form. In order to achieve a high resolution from any altitude,
highly elongated elliptical shaped area on the surface as the synthetic-aperture technique is used. This technique uses
shown in Fig. 3. As mentioned before, the illuminated area successive radar echoes acquired at neighboring locations
across track defines the image swath. For an antenna of along the flight line to synthesize an equivalent very long an-
width W operating at a wavelength �, the beam angular width tenna which provides a very narrow beamwidth and thus a
in the range plane is given by high image resolution. In this section we explain SAR using

two different approaches, namely, the synthetic array ap-
proach and the Doppler synthesis approach, which lead to the
same results. We will also discuss uses of linear frequency

θr ≈ λ

W
(19)



REMOTE SENSING BY RADAR 471

modulation (chirp) as well as some limitations and degrada-
tion that are inherent to the SAR technique. Our discussion
closely follows that of Ref. 1.

The range resolution and radar equation derived pre-
viously for a real aperture radar are still valid here. The main
difference between real and synthetic aperture radars is in
the way in which the azimuth resolution is achieved.

Synthetic Array Approach. The synthetic array approach ex-
plains the SAR technique by comparing it to a long array of
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antennas and the resulting increase in the resolution relative
Figure 5. The width of the antenna beam in the azimuth directionto the resolution achieved with one of the array elements. Let
defines the length of the synthetic aperture.us consider a linear array of antennas consisting of N ele-

ments (Fig. 4). The contribution of the nth element to the to-
tal far field electric field E in the direction � is proportional
to Thus, the radiation pattern has a null for

Er s aneiφn e−ikdn sin β (21) Nkd sinβ = 2π ⇒ β = sin−1
� 2π

Nkd

�
= sin−1

�
λ

D

�
(24)

where an and �n are the amplitude and phase of the signal
where D � Nd is the total physical length of the array.radiated from the nth element, dn is the distance of the nth

From the above it is seen that an array of total lengthelement to the array center, and k � 2�/�. The total electric
D � Nd has a beamwidth equal to the one for a continuousfield is given by
antenna of physical size D. This is achieved by adding the
signals from each element in the array coherently—that is,
amplitude and phase. The fine structure of the antenna pat-

E(β) s
∑

n

aneiφn e−ikdn sin β (22)

tern depends on the exact spacing of the array. Close spacing
of the array elements is required to avoid grating effects.If all the radiators are identical in amplitude and phase and

In a conventional array, the signals from the different ele-are equally spaced with a separation d, then
ments are combined together with a network of waveguides
or cables leading to a single transmitter and receiver. Another
approach is to connect each element to its own transmitterE(β) s aeiφ

∑
n

e−inkd sin β (23)
and receiver. The signals are coherently recorded and added
later using a separate processor. A third approach could be

This is the vector sum of N equal vectors separated by a used if the scene is quasi-static. A single transmitter/
phase � � kd sin �. The resulting vector shown in Eq. (23) receiver/antenna element can be moved from one array posi-
has the following properties: tion to the next. At each location a signal is transmitted and

the echo recorded coherently. The echoes are then added in a
separate processor or computer. A stable oscillator is used as• For � � 0 ⇒ � � 0 ⇒, all vectors add together leading
a reference to ensure coherency as the single element movesto a maximum for E.
along the array line. This last configuration is used in a SAR

• As � increases, the elementary vectors will spread and
where a single antenna element serves to synthesize a largelead to a decrease in the magnitude of E.
aperture.

• For � such that N� � 2�, the vectors are spread all Referring to Fig. 5, it is clear that if the antenna beam is
around a circle, leading to a sum equal to zero. equal to �a � �/L, the maximum possible synthetic aperture

length that would allow us to observe a point is given by

L′ = Rθa (25)

This synthetic array will have a beamwidth �s equal to

θs = λ/2L′ = λ/(2Rθa) = L/(2R) (26)

The factor 2 is included to account for the fact that the 3 dB
(half-power) beamwidth is narrower in a radar configuration
where the antenna pattern is involved twice, once each at
transmission and reception. The corresponding surface along-
track resolution of the synthetic array is

Array element
d

β

Far-field
observation

point

Figure 4. Geometry of a linear array of antenna elements.
xa = Rθs = L

2
(27)
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For large ranges, this reduces to

L′ ≤
r

λR
2

(30)

and the achievable azimuth resolution is

xa ≥
√

2λR (31)

This is called an unfocused SAR configuration where the azi-
muth resolution is somewhat degraded relative to the fully
focused one, but still better than that of a real aperture radar.

SAR fli
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Point being
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The advantage of the unfocused SAR is that the processing is
Figure 6. For large synthetic arrays, one has to compensate during fairly simple compared to that of a fully focused SAR.
ground processing for the change in geometry between the antenna To illustrate, for a 12 m antenna, a wavelength of 3 cm,
elements and the point being imaged. and a platform altitude of 800 km, the azimuth resolutions

will be 6 m, 220 m, and 2000 m for the cases of a fully focused
SAR, an unfocused SAR, or a real aperture radar, respec-This result shows that the azimuth (or along-track) surface
tively.resolution is equal to half the size of the physical antenna

and is independent of the distance between the sensor and
Doppler Synthesis Approach. Another way to explain thethe surface. At first glance, this result seems most unusual.

synthetic aperture technique is to examine the Doppler shiftsIt shows that a smaller antenna gives better resolution. This
of the radar signals. As the radar sensor moves relative to thecan be explained in the following way. The smaller the physi-
target being illuminated, the backscattered echo is shifted incal antenna is, the larger its footprint. This allows a longer
frequency due to the Doppler effect. This Doppler frequencyobservation time for each point on the surface; that is, a
is equal tolonger array can be synthesized. This longer synthetic array

allows a finer synthetic beam and surface resolution. Simi-
larly, if the range between the sensor and surface increases, fd = 2

v
c

f0 cos � = 2
v
λ

sin θt (32)
the physical footprint increases, leading to a longer synthetic
array and finer angular resolution which counterbalances the

where f 0 is the transmitted signal frequency, � is the angleincrease in the range.
between the velocity vector v � � v̂ and the sensor-target line,As the synthetic array gets larger, it becomes necessary to
and �t � �/2 � �. As the target moves through the beam, thecompensate for the slight changes in geometry when a point
angle �t varies from ��a/2 to ��a/2 where �a is the antennais observed (Fig. 6). It should also be taken into account that
azimuth beamwidth. Thus, a well-defined Doppler history isthe distance between the sensor and the target is variable
associated with every target. Figure 7 shows such a historydepending on the position in the array. Thus, an additional

phase shift needs to be added in the processor to the echo
received at location xi equal to

φi = 2k(R0 − Ri ) = 4π

λ
(R0 − Ri ) (28)

where R0 is the range at closest approach to the point being
imaged. In order to focus at a different point, a different set
of phase shift corrections needs to be used. However, because
this is done at a later time in the processor, optimum focusing
can be achieved for each and every point in the scene. SAR
imaging systems that fully apply these corrections are called
focused.

In order to keep the processing simple, one can shorten the
synthetic array length and use only a fraction of the maxi-
mum possible length. In addition, the same phase shift cor-
rection can be applied to all the echoes. This would lead to
constructive addition if the partial array length is such that

φi ≤ π
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for two neighboring targets P and P	 located at the same Signal Fading and Speckle
range but at different azimuth positions. The Doppler shift

A close examination of a synthetic-aperture radar image
varies from �fD to �fD where

shows that the brightness variation is not smooth but has a
granular texture which is called speckle (Fig. 8). Even for an
imaged scene which has a constant backscatter property, thefD = 2

v
λ

sin(θa/2) (33)

image will have statistical variations of the brightness on a
pixel-by-pixel basis but will have a constant mean over manyWhen �a � 1, Eq. (28) can be written as
pixels. This effect is identical to when a scene is observed op-
tically under laser illumination. It is a result of the coherent
nature (or very narrow spectral width) of the illuminating

fD = 2
v
λ

θa

2
= 2

v
λ

λ

2L
= v

L
(34)

signal.
The instantaneous Doppler shift is given by To explain this effect in a simple way, let us consider a

scene which is completely ‘‘black’’ except for two identical
bright targets separated by a distance d. The received signal
V at the radar is given by

fD(t) = 2
v
λ

θt ≈ 2
v2t
λh

cos θ (35)

where t � 0 corresponds to the time when the target is exactly V = V0e−i2kr1 + V0e−i2kr2 (39)
at 90� to the flight track. Thus, the Doppler histories for the
two points P and P	 will be identical except for a time dis- and assuming that d � r0 (for spaceborne radars, the pixel
placement equal to size is typically on the order of tens of meters, while the range

is typically several hundred kilometers), we obtain

�t = PP′

v
(36)

V = V0e−i2kr0 (e−i2kd sin θ + e+i2kd sin θ ) ⇒ |V | = 2|V0 cos(kd sin θ )|
(40)

It is this time displacement that allows the separation of the
echoes from each of the targets. which shows that, depending on the exact location of the sen-

The resolution along track (azimuth resolution) xa is equal sor, a significantly different signal value would be measured.
to the smallest separation PP	 that leads to a time separation If we now consider an image pixel which consists of a very
�t that is measurable with the imaging sensor. It can be large number of point targets, the resulting coherent superpo-
shown that this time separation is equal to the inverse of the sition of all the patterns will lead to a ‘‘noise-like’’ signal. Rig-
total Doppler bandwidth BD � 2fD. In a qualitative way, it can orous mathematical analysis shows that the resulting signal
be stated that a large BD gives a longer Doppler history that has well-defined statistical properties (1–3). The measured
can be better matched to a template. This would allow a bet-
ter determination of the zero Doppler crossing time. Thus, the
azimuth resolution is given by

xa = (PP′)min = v�tmin = v
�

1
2 fD

�
= v

� L
2v

�
= L

2
(37)

which is the same as the result derived using the synthetic
array approach [see Eq. (27)].

As mentioned earlier, the imaging radar transmits a series
of pulsed electromagnetic waves. Thus, the Doppler history
from a point P is not measured continuously but sampled on
a repetitive basis. In order to get an accurate record of the
Doppler history, the Nyquist sampling criterion requires that
sampling occur at least at twice the highest frequency in the
Doppler shift. Thus, the pulse repetition frequency (PRF),
must be larger than

PRF ≥ 2 fD = 2v
L

(38)

In other terms, the above equation means that at least one
sample (i.e., one pulse) should be taken every time the sensor
moves by half an antenna length. The corresponding aspect
in the synthetic array approach is that the array elements
should be close enough to each other to have a reasonably
‘‘filled’’ total aperture in order to avoid significant grating ef- Figure 8. The granular texture shown in this image acquired by the
fects. To illustrate, for a spaceborne imaging system moving NASA/JPL AIRSAR system is known as speckle. Speckle is a conse-
at a speed of 7 km/s and using an antenna 10 m in length, quence of the coherent nature in which a synthetic aperture radar

acquires images.the corresponding minimum PRF is 1.4 kHz.
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signal amplitude has a Rayleigh distribution, and the signal
power has an exponential distribution (2). In order to narrow
the width of these distributions (i.e., reduce the brightness
fluctuations), successive signals or neighboring pixels can be
averaged incoherently. This would lead to a more accurate
radiometric measurement (and a more pleasing image) at the
expense of degradation in the image resolution.

Another approach to reduce speckle is to combine images
acquired at neighboring frequencies. In this case the exact
interference patterns lead to independent signals but with the
same statistical properties. Incoherent averaging would then
result in a smoothing effect. In fact, this is the reason why
a scene illuminated with white light does not show speckled
image behavior.

In most imaging SARs, the smoothing is done by averaging
the brightness of neighboring pixels in azimuth, or range, or
both. The number of pixels averaged is called the number of
looks N. It can be shown (1) that the signal standard devia-
tion SN is related to the mean signal power P by

SN = 1√
N

P (41)

The larger the number of looks N, the better the quality of
the image from the radiometric point of view. However, this
degrades the spatial resolution of the image. It should be
noted that for N larger than about 25, large increase in N
leads to only a small decrease in the signal fluctuation. This
small improvement in the radiometric resolution should be
traded off against the large increase in the spatial resolution.
For example, if one were to average 10 resolution cells in a
four-look image, the speckle noise will be reduced to about 0.5
dB. At the same time, however, the image resolution will be
reduced by an order of magnitude. Whether this loss in reso-
lution is worth the reduction in speckle noise depends on both
the aim of the investigation, and the kind of scene imaged.

Figure 9 shows the effect of multilook averaging. The same
image as Fig. 8, acquired by the NASA/JPL AIRSAR system,
is shown displayed at one, four, 16, and 32 looks, respectively.
This figure clearly illustrates the smoothing effect, as well as
the decrease in resolution resulting from the multilook pro-
cess. In one early survey of geologists done by Ford (4), the
results showed that even though the optimum number of
looks depended on the scene type and resolution, the majority

Figure 9. The effects of speckle can be reduced by incoherently aver-
of the responses preferred 2-look images. However, this sur- aging pixels in a radar image, a process known as multilooking.
vey dealt with images that had rather poor resolution to begin Shown in this figure is the same image, processed as a single look
with; and one may well find that with today’s higher-resolu- (the basic radar image), 4 looks, 16 looks, and 32 looks. Note the
tion systems, analysts may be asking for a larger number of reduction in granular texture as the number of looks increase. Also,
looks. note that as the number of looks increases, the resolution of the im-

ages decreases. Some features, such as those in the largest dark
patch, may be completely masked by the speckle noise.Ambiguities and Anomalies

Radar images could contain a number of anomalies which re-
sult from the way imaging radars generate the image. Some the image scene, and the tail end of the echo corresponds to

the far edge of the scene. The length of the echo (i.e., swathof these are similar to what is encountered in optical systems,
such as blurring due to defocusing or scene motion, and some width of the scene covered) is determined by the antenna

beamwidth and the size of the data window. The exact timingsuch as range ambiguities are unique to radar systems. This
section addresses the anomalies which are most commonly of the echo reception depends on the range between the sen-

sor and the surface being imaged. If the timing of the pulsesencountered in radar images.
As mentioned earlier (see Fig. 3) a radar images a surface or the extent of the echo are such that the leading edge of one

echo overlaps with the tail end of the previous one, then theby recording the echoes line by line with successive pulses.
The leading edge of each echo corresponds to the near edge of far edge of the scene is folded over the near edge of the scene.
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This is called range ambiguity. Referring to Fig. 10, the tem-
poral extent of the echo is equal to

Te ≈ 2
R
c

θr tan θ = 2
hλ

cW
sin θ

cos2 θ
(42)

This time extent should be shorter than the time separating
two pulses (i.e., 1/PRF). Thus, we must have

PRF <
cW
2hλ

cos2 θ

sin θ
(43)

In addition, the sensor parameters, specifically the PRF,
should be selected such that the echo is completely within an
interpulse period; that is, no echoes should be received during
the time that a pulse is being transmitted.

The above equation gives an upper limit for the PRF. An-
other kind of ambiguity present in SAR imagery also results
from the fact that the target’s return in the azimuth direction
is sampled at the PRF. This means that the azimuth spec-
trum of the target return repeats itself in the frequency do-
main at multiples of the PRF. In general, the azimuth spec-
trum is not a band-limited signal; instead the spectrum is
weighted by the antenna pattern in the azimuth direction.
This means that parts of the azimuth spectrum may be alia-
sed, and high-frequency data will actually appear in the low-
frequency part of the spectrum. In actual images, these azi-
muth ambiguities appear as ghost images of a target repeated
at some distance in the azimuth direction as shown in Fig. Figure 11. Azimuth ambiguities result when the radar pulse repeti-

tion frequency is too low to sample the azimuth spectrum of the data
adequately. In that case, the edges of the azimuth spectrum fold over
themselves, creating ghost images as shown in this figure. The top
image was adequately sampled and processed, while the bottom one
clearly shows the ghost images due to the azimuth ambiguities. The
data were acquired with the NASA/JPL AIRSAR system, and a por-
tion of Death Valley in California is shown.

11. To reduce the azimuth ambiguities, the PRF of a SAR has
to exceed the lower limit given by Eq. (33).

In order to reduce both range and azimuth ambiguities,
the PRF must therefore satisfy the conditions expressed by
both Eqs. (33) and (43). Therefore, we must insist that

cW
2hλ

cos2 θ

sin θ
>

2v
L

(44)

from which we derive a lower limit for the antenna size as

LW >
4vhλ

c
sin θ

cos2 θ
(45)

Another type of artifact in radar images results when a very
bright surface target is surrounded by a dark area. As the
image is being formed, some spillover from the bright target,
called sidelobes, although weak, could exceed the background
and become visible as shown in Fig. 12. It should be pointed�y�y �y
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out that this type of artifact is not unique to radar systems.Figure 10. Temporal extent of radar echoes. If the timing of the
They are common in optical systems, where they are knownpulses or the temporal extent of the echoes is such that the leading
as the sidelobes of the point spread function. The differenceedge of one echo overlaps the trailing edge of the previous one, the
is that in optical systems the sidelobe characteristics are de-far edge of the scene will be folded over the near edge, a phenomenon

known as range ambiguities. termined by the characteristics of the imaging optics (i.e., the
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Figure 13. Radar images are cylindrical projections of the scene onto
the image plane, leading to characteristic distortions. Refer to the
text for more detailed discussions.

Figure 12. Sidelobes from the bright target, indicated by arrows in
this image, mask out the return from the dark area surrounding the face slopes. When the slope facing away from the radar is
target. The characteristics of the sidelobes are determined mainly by

steep enough such that the radar waves do not illuminate it,the characteristics of the radar processing filters.
shadowing occurs and the area on that slope is not imaged.
Note that in the radar images, shadowing is always away
from the sensor flight line and is not dependent on the timehardware), whereas in the case of a SAR the sidelobe charac-
of data acquisition or the sun angle in the sky. Shadowingteristics are determined by the characteristics of the pro-
can be beneficial for highlighting surface morphologic pat-cessing filters. In the radar case, the sidelobes may therefore
terns. Figure 14 contains some examples of foreshorteningbe reduced by suitable weighting of the signal spectra during
and shadowing.matched filter compression. The equivalent procedure in opti-

cal systems is through apodization of the telescope aperture.
The vast majority of these artifacts and ambiguities can be ADVANCED SAR TECHNIQUES

avoided with proper selection of the sensor’s and processor’s
parameters. However, the interpreter should be aware of The field of synthetic aperture radar changed dramatically
their occurrence because in some situations they might be dif- over the years, especially over the past decade with the opera-
ficult, if not impossible, to suppress. tional introduction of advance radar techniques such as polar-

imetry and interferometry. While both of these techniques
Geometric Effects and Projections have been demonstrated much earlier, radar polarimetry only

became an operational research tool with the introduction ofThe time delay/Doppler history basis of SAR image genera-
the NASA/JPL AIRSAR system in the early 1980s, and ittion leads to an image projection different than that in the
reached a climax with the two SIR-C/X-SAR flights on boardcase of optical sensors. Even though at first look radar images

seem very similar to optical images, close examination
quickly shows that geometric shapes and patterns are pro-
jected in a different fashion by the two sensors. This differ-
ence is particularly acute in rugged terrain. If the topography
is known, a radar image can be reprojected into a format iden-
tical to an optical image, thus allowing image pixel registra-
tion. In extremely rugged terrain, however, the nature of the
radar image projection leads to distortions which sometimes
cannot be corrected. In the radar image, two neighboring pix-
els in the range dimension correspond to two areas in the
scene with slightly different range to the sensor. This has the
effect of projecting the scene in a cylindrical geometry on the
image plane, which leads to distortions as shown in Fig. 13.
Areas that slope toward the sensor look shorter in the image,
while areas that slope away from the sensor look longer in
the image than horizontal areas. This effect is called fore-
shortening. In the extreme case where the slope is larger than Figure 14. This NASA/JPL AIRSAR image shows examples of fore-
the incidence angle, layover occurs. In this case, a hill would shortening and shadowing. Note that since the radar provides its own
look as if it is projected over the region in front of it. Layover illumination, radar shadowing is a function of the radar look direction
cannot be corrected and can only be avoided by having an and does not depend on the sun angle. This image was illuminated

from the left.incidence angle at the surface larger than any expected sur-
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the space shuttle Endeavour in April and October 1994. Ra- Polarimetric SAR Calibration. Many of the advances made
in analyzing polarimetric SAR data result directly from thedar interferometry received a tremendous boost when the air-

borne TOPSAR system was introduced in 1991 by NASA/JPL, greater availability of calibrated data. Unlike the case of sin-
gle-channel radars, where only the radar cross section needsand it progressed even further when data from the European

Space Agency ERS-1 radar satellite became routinely avail- to be calibrated, polarimetric calibration usually involves four
steps: cross-talk removal, phase calibration, channel imbal-able in 1991.
ance compensation, and absolute radiometric calibration (7).
Cross-talk removal refers to correcting mostly the cross-polar-SAR Polarimetry
ized elements of the scattering matrix for the effects of system

Radar polarimetry is covered in detail in a different article in cross-talk that couples part of the copolarized returns into the
this encyclopedia. We therefore only summarize this tech- cross-polarized channel. Phase calibration refers to correcting
nique here for completeness. The reader is referred to the ap- the copolarized phase difference for uncompensated path
propriate article in this encyclopedia for the mathematical de- length differences in the transmit and receive chains, while
tails. channel imbalance refers to balancing the copolarized and

Electromagnetic wave propagation is a vector phenome- cross-polarized returns for uncompensated gain differences in
non; that is, all electromagnetic waves can be expressed as the two transmit and receive chains. Finally, absolute radio-
complex vectors. Plane electromagnetic waves can be repre- metric calibration involves using some kind of a reference cal-
sented by two-dimensional complex vectors. This is also the ibration source to determine the overall system gain to relate
case for spherical waves when the observation point is suffi- received power levels to normalized radar cross section.
ciently far removed from the source of the spherical wave. While most of the polarimetric calibration algorithms cur-
Therefore, if one observes a wave transmitted by a radar an- rently in use were published several years ago (7–11), several
tenna when the wave is a large distance from the antenna (in groups are still actively pursuing the study of improved cali-
the far-field of the antenna), the radiated electromagnetic bration techniques and algorithms. The earlier algorithms are
wave can be adequately described by a two-dimensional com- reviewed in Refs. 12 and 13, while Ref. 14 provides a compre-
plex vector. If this radiated wave is now scattered by an ob- hensive review of SAR calibration in general. Some of these
ject, and one observes this wave in the far-field of the scat- earlier algorithms are now routinely used to calibrate polari-
terer, the scattered wave can again be adequately described metric SAR data operationally, as for example in the NASA/
by a two-dimensional vector. In this abstract way, one can JPL AIRSAR and SIR-C processors (15).
consider the scatterer as a mathematical operator which
takes one two-dimensional complex vector (the wave imping- Example Applications of Polarimetric SAR Data. The availabil-
ing upon the object) and changes it into another two-dimen- ity of calibrated polarimetric SAR data allowed research to
sional vector (the scattered wave). Mathematically, therefore, move from the qualitative interpretation of SAR images to
a scatterer can be characterized by a complex 2 � 2 scattering the quantitative analysis of the data. This sparked significant
matrix. However, this matrix is a function of the radar fre- progress in the classification of polarimetric SAR images, led
quency, and the viewing geometry. Once the complete scatter- to improved models of scattering by different types of terrain,
ing matrix is known and calibrated, one can synthesize the and allowed the development of some algorithms to invert po-
radar cross-section for any arbitrary combination of transmit larimetric SAR data for geophysical parameters, such as for-
and receive polarizations. Figure 15 shows a number of such est biomass, surface roughness, and soil moisture.
synthesized images for the San Francisco Bay area in Califor- Classification of Earth Terrain. Many earth science studies
nia. The data were acquired with the NASA/JPL AIRSAR require information about the spatial distribution of land
system. cover types, as well as the change in land cover and land use

The typical implementation of a radar polarimeter involves with time. In addition, it is increasingly recognized that the
transmitting a wave of one polarization and receiving echoes inversion of SAR data for geophysical parameters involves an
in two orthogonal polarizations simultaneously. This is fol- initial step of segmenting the image into different terrain
lowed by transmitting a wave with a second polarization, and classes, followed by inversion using the algorithm appropriate
again receiving echoes with both polarizations simultane- for the particular terrain class. Polarimetric SAR systems, ca-
ously. In this way, all four elements of the scattering matrix pable of providing high-resolution images under all weather
are measured. This implementation means that the transmit- conditions as well as during day or night, provide a valuable
ter is in slightly different positions when measuring the two data source for classification of earth terrain into different
columns of the scattering matrix, but this distance is typically land cover types.
small compared to a synthetic aperture and therefore does Two main approaches are used to classify images into land
not lead to a significant decorrelation of the signals. The cover types: (1) maximum likelihood classifiers based on
NASA/JPL AIRSAR system pioneered this implementation Bayesian statistical analysis and (2) knowledge-based tech-
for SAR systems (5), and the same implementation was used niques designed to identify dominant scattering.
in the SIR-C part of the SIR-C/X-SAR radars (6). Some of the earlier studies in Bayesian classification fo-

The past few years have seen relatively little advance in cused on quantifying the increased accuracy gained from us-
the development of hardware for polarimetric SAR systems; ing all the polarimetric information. References 16 and 17
newer implementations are simply using more advanced tech- showed that the classification accuracy is significantly in-
nology to implement the same basic hardware configurations creased when the complete polarimetric information is used
as the initial systems. Significant advances were made, how- compared to that achieved with single-channel SAR data.
ever, in the field of analysis and application of polarimetric These earlier classifiers assumed equal a priori probabilities

for all classes, and modeled the SAR amplitudes as circularSAR data.
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Figure 15. Radar polarimetry allows one to synthesize images at any polarization combination.
This set of images of San Francisco, California, was synthesized from a single set of measure-
ments acquired by the NASA/JPL AIRSAR system. Note the differential change in brightness
between the city (the bright area) and Golden Gate Park, the dark rectangular area in the middle
of the images. This differential change is due to a difference in scattering mechanism. The city
area is dominated by a double reflection from the streets to the buildings and back to the radar,
while the park area exhibits much more diffuse scattering.

Gaussian distributions, which means that the textural varia- subsequent work, the MAP classifier is extended to include
the case of multifrequency polarimetric radar data (20). Thetions in radar backscatter are not considered to be significant

enough to be included in the classification scheme. Reference MAP classifier was used in Ref. 21 to map forest types in the
Alaskan boreal forest. In this study, five vegetation types18 extended the Bayesian classification to allow different a

priori probabilities for different classes. Their method first (white spruce, balsam poplar, black spruce, alder/willow
shrubs, and bog/fen/nonforest) were separated with accura-classifies the image into classes assuming equal a priori prob-

abilities, and then it iteratively changes the a priori probabili- cies ranging from 62% to 90%, depending on which frequen-
cies and polarizations are used.ties for subsequent classifications based on the local results

of previous classification runs. Significant improvement in Knowledge-based classifiers are implemented based upon
determination of dominant scattering mechanisms throughclassification accuracy is obtained with only a few iterations.

More accurate results are obtained using a more rigorous an understanding of the physics of the scattering process as
well as experience gained from extensive experimental mea-maximum a posteriori (MAP) classifier where the a priori dis-

tribution of image classes is modeled as a Markov random surements (22). One of the earliest examples of such a knowl-
edge-based classifier was published in Ref. 23. In this unsu-field and the optimization of the image classes is done over

the whole image instead of on a pixel-by-pixel basis (19). In a pervised classification, knowledge of the physics of the
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scattering process was used to classify images into three ies first segment images into different forest structural types,
and then they use algorithms appropriate for each structuralclasses: odd numbers of reflections, even numbers of reflec-
type in the inversion. Furthermore, Ref. 43 estimates the to-tions, and diffuse scattering. The odd and even numbers of
tal biomass by first using the radar data to estimate treereflection classes are separated based on the copolarized
basal area and height and crown biomass. The tree basal areaphase difference, while the diffuse scattering class is identi-
and height are then used in allometric equations to estimatefied based on high cross-polarized return and low correlation
the trunk biomass. The total biomass, which is the sum of thebetween the copolarized channels. While no direct attempt
trunk and crown biomass values, is shown to be accuratelywas made to identify each class with a particular terrain type,
related to allometric total biomass levels up to 25 kg/m2,it was noted that in most cases the odd numbers of reflection
while Ref. 44 estimates that biomass levels as high as 34class corresponded to bare surfaces or open water, even num-
kg/m2 to 40 kg/m2 could be estimated with an accuracy of 15%bers of reflections usually indicated urban areas or sparse for-
to 25% using multipolarization C-, L-, and P-band SAR data.ests, sometimes with understory flooding present, and diffuse

Research in retrieving geophysical parameters from non-scattering is usually identified with vegetated areas. As such,
vegetated areas is also an active research area, although notall vegetated areas are lumped into one class, restricting the
as many groups are involved. One of the earliest algorithmsapplication of the results. Reference 22 extended this idea and
to infer soil moisture and surface roughness for bare surfacesdeveloped a level 1 classifier that segments images into four
was published in Ref. 45. This algorithm uses polarizationclasses: tall vegetation (trees), short vegetation, urban sur-
ratios to separate the effects of surface roughness and soilfaces, and bare surfaces. First the urban areas are separated
moisture on the radar backscatter, and an accuracy of 4% forfrom the rest by using the L-band copolarized phase differ-
soil moisture is reported. More recently, Dubois et al. (46) re-ence and the image texture at C-band. Then areas containing
ported a slightly different algorithm, based only on the copo-tall vegetation are identified using the L-band cross-polarized
larized backscatters measured at the L-band. Their results,return. Finally, the C-band cross-polarized return and the L-
using data from scatterometers, airborne SARs, and space-band texture are used to separate the areas containing short
borne SARs (SIR-C), show an accuracy of 4.2% when inferringvegetation from those with bare surfaces. Accuracies better
soil moisture over bare surfaces. Reference 47 reported an al-than 90% are reported for this classification scheme when ap-
gorithm to measure snow wetness, and it demonstrated accu-plied to two different images acquired in Michigan. Another
racies of 2.5%.example of a knowledge-based classification is reported in

Ref. 24. In this study, a decision-tree classifier is used to clas-
SAR Interferometrysify images of the Amazonian floodplain near Manaus, Brazil

into five classes: water; clearing; macrophyte; nonflooded for- SAR interferometry refers to a class of techniques where addi-
est; and flooded forest based on polarimetric scattering prop- tional information is extracted from SAR images that are ac-
erties. Accuracies better than 90% are reported. quired from different vantage points, or at different times.

Geophysical Parameter Estimation. One of the most active Various implementations allow different types of information
to be extracted. For example, if two SAR images are acquiredareas of research in polarimetric SAR involves estimating
from slightly different viewing geometries, information aboutgeophysical parameters directly from the radar data through
the topography of the surface can be inferred. On the othermodel inversion. Space does not permit a full discussion of
hand, if images are taken at slightly different times, a map ofrecent work. Therefore, in this section only a brief summary
surface velocities can be produced. Finally, if sets of interfero-of recent work will be provided, with the emphasis on vege-
metric images are combined, subtle changes in the scene cantated areas.
be measured with extremely high accuracy.Many electromagnetic models exist to predict scattering

In this section we shall first discuss so-called cross-trackfrom vegetated areas (25–34), and this remains an area of
interferometers used for the measurement of surface topogra-active research. Much of the work is aimed at estimating for-
phy. This will be followed by a discussion of along-track inter-est biomass (35–39). Earlier works correlated polarimetric
ferometers used to measure surface velocity. The section endsSAR backscatter with total above-ground biomass (35,36) and
with a discussion of differential interferometry used to mea-suggested that the backscatter saturates at a biomass level
sure surface changes and deformation.that scales with frequency, a result also predicted by theoretic

models. This led some investigators to conclude that these
Radar Interferometry for Measuring Topography. SAR inter-saturation levels define the upper limits for accurate estima-

ferometry was first demonstrated by Graham (48), who dem-tion of biomass (40), arguing for the use of low-frequency ra-
onstrated a pattern of nulls or interference fringes by vec-dars to be used for monitoring forest biomass (41).
torally adding the signals received from two SAR antennas,More recent work suggests that some spectral gradients
one physically situated above the other. Later, Zebker andand polarization ratios do not saturate as quickly and may Goldstein (49) demonstrated that these interference fringes

therefore be used to extend the range of biomass levels for can be formed after SAR processing of the individual images
which accurate inversions could be obtained (37). Reference if both the amplitude and the phase of the radar images are
41 showed that inversion results are most accurate for monos- preserved during the processing.
pecies forests, and it also showed that accuracies decrease for The basic principles of interferometry can be explained us-
less homogeneous forests. They conclude that the accuracies ing the geometry shown in Fig. 16. Using the law of cosines
of the radar estimates of biomass are likely to increase if on the triangle formed by the two antennas and the point
structural differences between forest types are accounted for being imaged, it follows that
during the inversion of the radar data.

Such an integrated approach to retrieval of forest biophysi-
cal characteristics is reported in Refs. 42 and 43. These stud-

(R + δR)2 = R2 + B2 − 2BR cos
�π

2
− θ + α

�
(46)
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This expression is the fundamental IFSAR equation for
broadside imaging geometry.

SAR interferometers for the measurement of topography
can be implemented in one of two ways. In the case of single-
pass interferometry, the system is configured to measure the
two images at the same time through two different antennas
usually arranged one above the other. The physical separa-
tion of the antennas is referred to as the baseline of the inter-
ferometer. In the case of repeat-track interferometry, the two
images are acquired by physically imaging the scene at two
different times using two different viewing geometries.

So far all single-pass interferometers have been imple-
mented using airborne SARs (49–51). The Shuttle Radar To-
pography Mission (SRTM), a joint project between the United
States National Imagery and Mapping Agency (NIMA) and
the National Aeronautics and Space Administration (NASA),
will be the first spaceborne implementation of a single pass
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interferometer (52). Scheduled for launch in 1999, SRTM will
use modified hardware from the C-band radar of the SIR-CFigure 16. Basic interferometric radar geometry. The path length

difference between the signals measured at each of the two antennas system, with a 62-m-long boom and a second antenna to form
is a function of the elevation of the scatterer. a single-pass interferometer. The SRTM mission will acquire

digital topographic data of the globe between 60� north and
south latitudes during one 11-day shuttle mission. The SRTMwhere R is the slant range to the point being imaged from the
mission will also acquire interferometric data using modifiedreference antenna, �R is the path length difference between
hardware from the X-band part of the SIR-C/X-SAR system.the two antennas, B is the physical interferometric baseline
The swaths of the X-band system, however, are not widelength, � is the look angle to the point being imaged, and � is
enough to provide global coverage during the mission.the baseline tilt angle with respect to the horizontal.

Most of the SAR interferometry research has gone into un-From Eq. (46) it follows that we can solve for the path
derstanding the various error sources and how to correct theirlength difference �R. If we assume that R � B (a very good
effects during and after processing. As a first step, carefulassumption for most interferometers), one finds that
motion compensation must be performed during processing to
correct for the actual deviation of the aircraft platform fromδR ≈ −B sin(θ − α) (47)
a straight trajectory (53). As mentioned before, the single-look

The radar system does not measure the path length difference SAR processor must preserve both the amplitude and the
explicitly, however. Instead, what is measured is an interfero- phase of the images. After single-look processing, the images
metric phase difference that is related to the path length dif- are carefully co-registered to maximize the correlation be-
ference through tween the images. The so-called interferogram is formed by

subtracting the phase in one image from that in the other on
a pixel-by-pixel basis.φ = a2π

λ
δR = −a2π

λ
B sin(θ − α) (48)

The interferometric SAR technique is better understood by
briefly reviewing the difference between traditional and inter-where a � 1 for the case where signals are transmitted out of
ferometric SAR processing. In traditional (noninterferomet-one antenna and received through both at the same time, and
ric) SAR processing, it is assumed that the imaged pixel isa � 2 for the case where the signal is alternately transmitted
located at the intersection of the Doppler cone (centered onand received through one of the two antennas only. The radar
the velocity vector), the range sphere (centered at the an-wavelength is denoted by �.
tenna), and an assumed reference plane, as shown in Fig. 17.From Fig. 16, it also follows that the elevation of the point
Since the Doppler cone has its apex at the center of the rangebeing imaged is given by
sphere, and its axis of symmetry is aligned with the velocity
vector, it follows that all points on the intersection of thez(y) = h − R cos θ (49)
Doppler cone and the range sphere lie in a plane orthogonal

with h denoting the height of the imaging reference antenna to the velocity vector.
above the reference plane with respect to which elevations are The additional information provided by cross-track inter-
quoted. From Eq. (48) one can infer the actual radar look ferometry is that the imaged point also has to lie on the cone
angle from the measured interferometric phase as described by a constant phase, which means that one no

longer has to assume an arbitrary reference plane. This cone
of equal phase has its axis of symmetry aligned with the in-θ = α − sin−1

�
λφ

a2πB

�
(50)

terferometer baseline and also has its apex at the center of
the range sphere. It then follows that the imaged point lies atUsing Eqs. (50) and (49), one can now express the inferred
the intersection of the Doppler cone, the range sphere, andelevation in terms of system parameters and measurables as
the equal phase cone, as shown in Fig. 18. It should be
pointed out that in actual interferometric SAR processors, the
two images acquired by the two interferometric antennas are

z(y) = h − R cos
�

α − sin−1
�

λφ

a2πB

��
(51)
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unwrapped to retrieve the original phase by adding or sub-
tracting multiples of 360�. The earliest phase unwrapping
routine was published by Goldstein et al. (54). In this algo-
rithm, areas where the phase will be discontinuous due to
layover or poor SNRs are identified by branch cuts, and the
phase unwrapping routine is implemented such that branch
cuts are not crossed when unwrapping the phases. Phase un-
wrapping remains one of the most active areas of research,
and many algorithms remain under development.

Even after the phases have been unwrapped, the absolute
phase is still not known. This absolute phase is required to
produce a height map that is calibrated in the absolute sense.
One way to estimate this absolute phase is to use ground con-
trol points with known elevations in the scene. However, this
human intervention severely limits the ease with which inter-
ferometry can be used operationally. Madsen et al. (53) re-
ported a method by which the radar data are used to estimate
this absolute phase. The method breaks the radar bandwidth
up into upper and lower halves, and then it uses the differen-
tial interferogram formed by subtracting the upper half spec-
trum interferogram from the lower half spectrum interfero-

Figure 17. In traditional (noninterferometric) SAR processing, the gram to form an equivalent low-frequency interferometer to
scatterer is assumed to be located at the intersection of the Doppler estimate the absolute phase. Unfortunately, this algorithm is
cone, the range sphere, and some assumed reference plane. not robust enough in practice to fully automate interferomet-

ric processing. This is one area where significant research is
needed if the full potential of automated SAR interferometry

actually processed individually using the traditional SAR pro- is to be realized.
cessing assumptions. The resulting interferometric phase Absolute phase determination is followed by height recon-
then represents the elevation with respect to the reference struction. Once the elevations in the scene are known, the
plane assumed during the SAR processing. This phase is then entire digital elevation map can be geometrically rectified.
used to find the actual intersection of the range sphere, the Reference 53 reported accuracies ranging between 2.2 m root
Doppler cone, and the phase cone in three dimensions. mean square (rms) for flat terrain and 5.5 m rms for terrain

Once the images are processed and combined, the measure with significant relief for the NASA/JPL TOPSAR interfer-
phase must be unwrapped. During this procedure, the mea- ometer.
sured phase, which only varies between 0� and 360�, must be An alternative way to form the interferometric baseline is

to use a single-channel radar to image the same scene from
slightly different viewing geometries. This technique, known
as repeat-track interferometry, has been mostly applied to
spaceborne data starting with data collected with the L-band
SEASAT SAR (54–59). Other investigators used data from
the L-band SIR-B (60), the C-band ERS-1 radar (61,62), and
more recently the L-band SIR-C (63) and the X-band X-SAR
(64). Repeat-track interferometry has also been demonstrated
using airborne SAR systems (65).

Two main problems limit the usefulness of repeat-track in-
terferometry. The first is due to the fact that, unlike the case
of single-pass interferometry, the baseline of the repeat-track
interferometer is not known accurately enough to infer accu-
rate elevation information from the interferogram. Reference
62 shows how the baseline can be estimated using ground
control points in the image. The second problem is due to dif-
ferences in scattering and propagation that results from the
fact that the two images forming the interferogram are ac-
quired at different times. One result is temporal decorrela-
tion, which is worst at the higher frequencies (58). For exam-
ple, C-band images of most vegetated areas decorrelate
significantly over as short a time as 1 day. This problem, more
than any other, limits the use of the current operationalFigure 18. Interferometric radars acquire all the information re-
spaceborne single-channel SARs for topographic mapping,quired to reconstruct the position of a scatterer in three dimensions.
and it has led to proposals for dedicated interferometric SARThe scatterer is located at the intersection of the Doppler cone, the

range sphere, and the interferometric phase cone. missions to map the entire globe (66,67).
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Along-Track Interferometry. In some cases, the temporal cal index of refraction, which, in turn, introduces spatially
varying phase shifts to the individual interferograms. Sincechange between interferometric image contains much infor-

mation. One such case is the mapping of ocean surface move- the two (or more) interferograms are acquired at different
times, the temporal change in water vapor introduces a signalment. In this case, the interferometer is implemented in such

a way that one antenna images the scene a short time before that could be on the same order of magnitude as that expected
from surface deformation, as discussed by Goldstein (87). An-the second antenna, preferably using the same viewing geom-

etry. Reference 68 described such an implementation in which other limitation of the technique is temporal decorrelation.
Changes in the surface properties may lead to complete decor-one antenna is mounted forward of the other on the body of

the NASA DC-8 aircraft. In a later work, Ref. 69 measured relation of the images and no detectable deformation signa-
ture (78).ocean currents with a velocity resolution of 5 m/s to 10 m/s.

Along-track interferometry was used by Refs. 70 and 71 to Current research is only beginning to realize the full po-
tential of radar interferometry. Even though some significantestimate ocean surface current velocity and wavenumber

spectra. This technique was also applied to the measurement problems still have to be solved before this technique will be-
come fully operational, the next few years will undoubtedlyof ship-generated internal wave velocities by Ref. 72.

In addition to measuring ocean surface velocities, Carande see an explosion in the interest and use of radar interferome-
try data.(73) reported a dual baseline implementation, implemented

by alternately transmitting out of the front and aft antennas,
to measure ocean coherence time. He estimated typical ocean
coherence times for the L-band to be about 0.1 s. Shemer and NONIMAGING RADARS
Marom (74) proposed a method to measure ocean coherence
time using only a model for the coherence time and one inter- Scatterometers
ferometric SAR observation.

Scatterometers measure the surface backscattering cross sec-
tion precisely in order to relate the measurement to the geo-Differential Interferometry. One of the most exciting appli-
physical quantities such as the ocean wind speed and the soilcations of radar interferometry is implemented by subtracting
moisture (88). Since spatial resolution is not a very importanttwo interferometric pairs separated in time from each other
parameter, it is usually sacrificed for better accuracy in theto form a so-called differential interferogram. In this way,
backscattering cross-section measurement. Typical resolutionsurface deformation can be measured with unprecedented ac-
of a scatterometer is several tens of kilometers. Since thecuracy. This technique was first demonstrated by Gabriel et
backscattering cross section depends strongly on the surfaceal. (75) using data from SEASAT data to measure millimeter-
roughness and the dielectric constant, scatterometer mea-scale ground motion in agricultural fields. Since then this
surements are used to determine these surface properties. Fortechnique has been applied to measure centimeter- to meter-
example, since ocean surface roughness is related to the oceanscale co-seismic displacements (76–81) and to measure centi-
wind speed, scatterometers can be used to measure the oceanmeter-scale volcanic deflation (82). The added information
wind speed indirectly. Over land, backscattering cross-sectionprovided by high-spatial-resolution co-seismic deformation
measurements can be used to estimate the surface moisturemaps was shown to provide insight into the slip mechanism
content on a global scale. However, since the scatterometerthat would not be attainable from the seismic record (79,80).
resolution size is on the order of several kilometers, the re-Differential SAR interferometry has also led to spectacular
trieved information is not as useful as the one derived from aapplications in polar ice sheet research by providing informa-
high-resolution imaging radar.tion on ice deformation and surface topography at an unprece-

As wind blows over the ocean surface, the first wave thatdented level of spatial details. Goldstein et al. (83) observed
is generated by the coupling between wind and the ocean sur-ice stream motion and tidal flexure of the Rutford Glacier in
face is the 1.7 cm waves. As the wind continues to blow, en-Antarctica with a precision of 1 mm per day and summarized
ergy is transferred to other parts of the surface spectrum andthe key advantages of using SAR interferometry for glacier
the surface wave starts to grow. Since the ocean surface hasstudies. Joughin (84) studied the separability of ice motion
a large dielectric constant for the microwave spectrum, theand surface topography in Greenland and compared the re-
backscattering is mainly related to the surface roughness.sults with both radar and laser altimetry. Rignot et al. (85)
Therefore, it is reasonable to believe that the backscatteringestimated the precision of the SAR-derived velocities using
cross section is sensitive to the wind speed via surfacea network of in situ velocities and demonstrated, along with
roughness (89). Since the surface roughness scale at the sizeJoughin et al. (86), the practicality of using SAR interferome-
of the radar wavelength strongly influences the backscatter-try across all the different melting regimes of the Greenland
ing cross section, the scatterometer wavelength should be atIce Sheet. Large-scale applications of these techniques is ex-
the centimeter scale in order to derive the surface wind speed.pected to yield significant improvements in our knowledge of
Specifically, the surface roughness size (�) responsible forthe dynamics, mass balance, and stability of the world’s major
backscattering is related to the radar wavelength � asice masses.

One confusing factor in the identification of surface defor-
mation in differential interferograms is due to changing atmo- � = λ

2 sin θ
(52)

spheric conditions. In observing the earth, radar signals prop-
agate through the atmosphere, which introduces additional

where � is the incidence angle. This wavelength � is alsophase shifts that are not accounted for in the standard geo-
known as the Bragg wavelength which represents a reso-metrical equations describing radar interferometry. Spatially

varying patterns of atmospheric water vapor changes the lo- nance scale in the scattering surface.
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As discussed in the signal fading and speckle section, ra-
dar return measurements are contaminated by the speckle
noise. In order to measure the backscattering cross section
accurately, a large number of independent observations must
be averaged (90). This can be done in the frequency domain
or the time domain. In scatterometry, a commonly adopted
parameter for the backscattering cross-section measurement
accuracy is Kp, defined as

Kp =
p

var{σ0 meas}
σ0

(53)

which is the normalized standard deviation of the measured
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backscattering cross section (91). To obtain an accurate mea-
surement, Kp must be minimized. Figure 20. Backscattering cross section in terms of the radar azi-

muth angle relative to the wind direction. Note that �0 in the upwindOnce the received power is measured, the backscattering
direction is slightly higher than 1 in the downwind direction.cross section can be determined by using the radar equation.

In this process, the noise power is also estimated and sub-
tracted from the received power. Then, this backscattering

wind direction. Figure 20 shows the double sinusoidal rela-cross section is related to the wind vector via a geophysical
tionship (92). That is, �0 is maximum at upwind (� � 0�) andmodel function (92). In general, a model function can be writ-
downwind (� � 180�) directions, while it is minimum near theten as
crosswind direction (� � 90� and 270�). As can be seen from
Fig. 20, �0 in the upwind direction is slightly higher than �0σ0 = F(U, f, θ, α, p, . . . ) (54)
in the downwind direction. In principle, a unique wind vector
can be determined due to this small asymmetry. However,

where U is the wind speed, f is the radar frequency, � is the extremely accurate measurements are required to detect this
incidence angle, � is the azimuth angle, and p denotes the small difference. It is clear that more than one �0 measure-
radar signal polarization. Due to a lack of rigorous theoretical ment must be made at different azimuth angles to determine
models, empirical models have been used for scatterometry the wind direction. In order to explain the wind direction de-
applications. The precise form of the model function is still termination technique, we use a simple model given by
debated and is currently the subject of intense study. Figure
19 shows a schematic of the model functions. As an example σ0 = AU γ (1 + a cos α + b cos 2α) (55)
of a model function, Wentz et al. (93,94) have used SEASAT

where A, a, b, and � are empirically determined for the winddata to derive a Ku-band geophysical model function known
speed U measured at a reference altitude (usually at 19.5 mas SASS-2.
above the ocean surface). As can be seen from Eq. (55), twoFrom a geophysical model function, one can observe that
measurements provide the wind speed U and the wind direc-�0 is a function of the radar azimuth angle relative to the
tion with a fourfold ambiguity; therefore, additional measure-
ments are needed to remove the ambiguity. Otherwise, auxil-
iary meteorological information is required to select the
correct wind direction from ambiguous vectors (95).

Spaceborne scatterometers are capable of measuring global
wind vectors over oceans to be used to study upper ocean cir-
culation, tropospheric dynamics, and air–sea interaction. Ex-
amples of spaceborne scatterometers are SASS (SEASAT
scatterometer), ERS-1 (96,97), and NSCAT. Their radar pa-
rameters are shown in Table 1.

To estimate a wind vector, multiple colocated �0 measure-
ments from different azimuth angles are required. Hence, the
antenna subsystem is the most important component in the
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Figure 19. Schematic scatterometer model function. Using this geo-
physical model function, backscattering measurements are related to
wind speed.

Table 1. Spaceborne Scatterometer Parameters

SASS ERS-1 NSCAT

Frequency 14.6 GHz 5.3 GHz 14 GHz
Spatial resolution 50 km 50 km 25, 50 km
Swath width 500 km 500 km 600 km
Number of antennas 4 3 6
Polarization VV, HH VV VV, HH
Orbit altitude 800 km 785 km 820 km
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scatterometer design. Multiple fan beam and scanning spot
beam antennas are widely used configurations. The next-gen-
eration scatterometer, known as SeaWinds, implements a
scanning pencil-beam instrument in order to avoid the diffi-
culties of accommodating a traditional fan-beam space scat-
terometer. The RF and digital subsystems of a scatterometer
are similar to other radars except for a noise source for on-
board calibration. Both internal and external calibration de-
vices are required for a scatterometer to provide accurate
backscattering cross-section measurements.

The resolution along the flight track can be improved by
applying the Doppler filtering technique to the received echo.

����
����
yyyy
yyyy

���
���
yyy
yyyTransmit pulse Transmit pulse

Pulse-limitedBeam-limited

That is, if the echo is passed through a bandpass filter with a
center frequency fD and a bandwidth �f , then the surface res- Figure 21. Beam-limited and pulse-limited altimeter footprints.
olution �x can be improved as

tion due to surface elevation causes an electromagnetic bias
(98). This bias is about 1% of the significant wave height
(SWH). These errors must be estimated and corrected to
achieve the required height accuracy.

�x =
h� f

�2v
λ

�2

[�2v
λ

�2

− f 2
D

]3/2 (56)

The altimeter resolution can be determined by either the
radar beamwidth or the pulse length. If the beam footprint is

where h is the platform altitude and v is the platform veloc- smaller than the pulse footprint, the altimeter is called beam-
ity (88). limited. Otherwise, it is pulse-limited (see Fig. 21). The beam-

limited footprint is given by �h/L, while the pulse limited
Altimeters footprint is 2�c
h, where h is the altitude, L is the antenna

length, and 
 is the pulse length.A radar altimeter (88) measures the distance between the
The altimeter mean return waveform W(t) (99,100) can besensor and the surface at the nadir direction to derive a topo-

written asgraphic map of the surface. Ranging accuracy of a spaceborne
radar altimeter is a few tens of centimeters. Even though an

W (t) = F(t)∗q(t)∗ p(t) (59)altimeter can measure the land surface topography, the re-
sulting topographic map is not very useful since the resolu-

where F(t) is the flat surface impulse response including ra-tion of a radar altimeter is on the order of a few kilometers.
dar antenna beamwidth and pointing angle effects, q(t) is theHowever, this is satisfactory for oceanographic applications
surface height probability density function, and p(t) is the ra-since high-resolution measurements are not required.
dar system impulse response. Here, the symbol * denotes theThe geoid is the equipotential surface that corresponds to
convolution operator. As illustrated in Fig. 22, the returnthe mean sea level. Since the geoid is the static component of
pulse shape changes for different surface roughness.the ocean surface topography, it can be derived by averaging

As an example of radar altimeters, we briefly describe therepetitive measurements over a long time period. The spatial
TOPEX radar altimeter (101) that has been used to measurevariation in the geoid provides information on different geo-
the sea level precisely. The resulting rms height accuracy ofscientific parameters. For example, large-scale variations
a single-pass measurement is 4.7 cm (102). This information(�1000 km) in the geoid are related to processes occurring
is used to study the circulation of the world’s oceans. The TO-deep in the Earth’s interior.
PEX altimeter is a dual-frequency (5.3 GHz and 13.6 GHz)A radar altimeter transmits a short pulse to the nadir di-
radar in order to retrieve the ionospheric delay of the radarrection and measures the round-trip time (T) accurately.

Hence, the distance (H) from the sensor to the surface can be
calculated from

H = vT
2

(57)

Here, v is the speed of a radar wave in the propagating me-
dium. The height error (�H) can be written in terms of the
velocity error (�v) and the timing error (�T) as

δH = Tδv
2

+ vδT
2

(58)

The velocity error results from the refractive index variation
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due to ionosphere and atmosphere. The timing error is mainly
related to the finite signal bandwidth and the clock accuracy Figure 22. Altimeter return pulse shape for different surface

roughnesses.on the spacecraft. In addition, small-scale roughness varia-
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signal since ionosphere is a dispersive medium. The TOPEX Cloud Radar
microwave radiometer measures sea surface emissivity at Most meteorological radars (108) operate at centimeter wave-
three frequencies (18 GHz, 21 GHz, and 37 GHz) to estimate lengths in order to avoid the significant attenuation by precip-
the total water vapor content. In addition, the satellite carries itation. However, cloud radars operate at millimeter wave-
a global positioning system (GPS) receiver for precise satellite length since clouds cannot be observed easily by using
tracking. All these measurements are used to produce high- conventional centimeter wavelength radars (109). In order to
accuracy altimeter data. Recent research topics related to ra- minimize absorption, the radar frequency must be in the spec-
dar altimetry can be found in Ref. 102. tral windows whose center frequencies are 35 Hz, 100 Hz,

and 150 GHz. The first millimeter wave radar observations of
clouds were done in the 35 GHz window (110). BenefitingRadar Sounders
from the technology development at 94 GHz, a 94 GHz space-

Radar sounders are used to image subsurface features by borne cloud radar has been proposed where even higher radar
measuring reflections from dielectric constant variations. For reflectivity is expected at a shorter wavelength. For a cloud
example, an ice sounding radar can measure the ice thickness radar, high dynamic range and low sidelobes are required to
by detecting the ice–ocean boundary (103). In order to pene- detect a weak signal scattered from a cloud in presence of
trate into subsurface, a long-wavelength radar is desired. large surface return.
Various radar sounding techniques are well-summarized in For a pulsed radar, the received power (Pr) can be written
Ref. 104. In order to image subsurface features, a radar signal as
must penetrate to the target depth for satisfactory SNR. Like
other radars, subsurface radar should have an adequate
bandwidth for sufficient resolution to detect buried objects or Pr = PtG2λ2V

(4π)3r4 ηe−2α (60)

other dielectric discontinuity.
For a ground penetrating radar (105), a probing antenna where Pt is the peak transmit power, G is the antenna gain,

must be designed for efficient coupling of electromagnetic ra- � is the wavelength, V is the resolution volume, � is the volu-
diation into the ground. The depth resolution can be obtained metric radar cross section, and � is the one-way loss (111). If
by using similar techniques described in the previous sec- the cloud particles are much smaller than the radar wave-
tions. However, the physical distance must be estimated from length, using the Rayleigh scattering method, the radar re-
the slant range information and the real part of the medium flectivity (Z) can be written as
refractive index. In order to enhance horizontal resolution,
one can use the synthetic aperture technique. However, the
matched filter construction is very difficult since the medium Z = ηλ4

π5|K|2 (61)

dielectric constant is usually inhomogeneous and unknown.
The most important quantity to design a subsurface radar is where K � (n2 � 1)/(n2 � 2) and n is the complex refractive
the medium loss that determines the penetration depth. For a index of a particle. The radial velocity (vr) is measured by us-
ground subsurface radar, it is advantageous to average many ing the Doppler frequency ( fd) as
samples or increase effective pulse length to enhance SNR.
Polarimetric information is also important when buried ob-
jects are long and thin since strong backscattering is pro-

vr = fdλ

2
(62)

duced by a linearly polarized signal parallel to the long axis.
Cloud radar measurements provide radar reflectivity and ra-For an airborne (106) or a spaceborne radar sounder (107),
dial velocity profiles in terms of altitude. Recent airbornesubsurface returns must be separated from unwanted surface
cloud radars (112,113) can measure polarimetric reflectivityreturns. Since a surface return is usually much stronger than
which can provide the additional information such as the lin-a subsurface return, the radar must be designed for extremely
ear depolarization ratio (LDR). Using these parameters, alow sidelobe. A surface return can be an ambiguous signal if
cloud region classification (ice, cloud droplets, mixed-phaseit is at the same range as a subsurface return (surface ambi-
hydrometeors, rain, and insects) can be achieved (111). Ifguity). This problem becomes more serious as the altitude of
multiwavelength measurements are made, it may be possiblea radar becomes higher or the antenna gain becomes lower.
to estimate the drop size distribution.Clearly, future research activities are required to overcome

this difficulty. In addition, when the medium loss is large, the
Rain Radarradar must have a large dynamic range to detect the small

subsurface return. The accurate measurement of rainfall is an important factor
As an example of orbiting radar sounders, we will briefly in understanding the global water and energy cycle. Rain ra-

describe the Apollo 17 lunar sounder radar (107). The objec- dars measure the rain reflectivity that can be used to esti-
tives of the sounder experiment were to detect subsurface geo- mate the parameters related to rainfall using inversion algo-
logical structures and to generate a lunar surface profile. rithms (114). As an example of rain radars, one of tropical
Since lunar soil and rock exhibit less attenuation due to the rainfall measuring mission (TRMM) (115) instruments is a
absence of free water, one may expect deeper subsurface pen- single-frequency (13.8 GHz) , cross-track scanning radar for
etration compared with the observations on Earth. This precipitation measurement. The satellite altitude is 350 km
sounder, operating at three frequencies (5 MHz, 15 MHz, and and the scanning swath is 220 km. The range and surface
150 MHz), was also used to generate a lunar surface profile horizontal resolutions are 250 m and 4 km, respectively. Us-

ing TRMM data, rain profiles can be estimated (114).using the strong surface return.
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