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image processing techniques, molecular theory of microwave
radiation of gases, etc.

The scattering effects of geophysical terrain can be charac-
terized by random rough surface scattering and volume scat-
tering from inhomogenities of the medium. In rough surface
scattering, the rough surface has many peaks and valleys and
the height profile can be described by random processes (1–3).
In volume scattering, there are many particles that interact
with microwaves. The positions of these particles are random.
Such volume scattering effects are described by random dis-
tribution of wave scattering (2,4–6). This article studies the
wave scattering by random rough surfaces and random dis-
crete scatterers and their applications to microwave interac-
tion with geophysical media in the context of microwave re-
mote sensing. At microwave frequency, the size of the
scatterers and the rough surface heights in a geophysical ter-
rain are comparable to microwave wavelengths. Thus, the use
of the wave approach based on solutions of Maxwell’s equa-
tions is essential.

First, we review the basic principles of microwave interac-
tion in active remote sensing and passive remote sensing.
Next, we describe vector radiative transfer theory (2,7), which
treats volume scattering and the small perturbation method
for treating rough surface scattering. With the advent of mod-
ern computers and the development of computation methods,
recent research in scattering problems emphasizes Monte
Carlo simulations of solutions of Maxwell’s equations. These
consist in generating samples or realizations of rough surface
and random discrete scatterers and then using numerical
methods to solve Maxwell’s equations for such boundary
value problems. In the final section, we describe the results
of such approaches.

BASICS OF MICROWAVE REMOTE SENSING

Active Remote Sensing

We first consider the radar equation for scattering by a con-
glomeration of scatterers (Fig. 1). Consider a volume V con-
taining a random distribution of particles. The volume is illu-
minated by a transmitter in the direction of k̂i where k̂i is the
unit vector in the direction of incident wave propagation. TheMICROWAVE REMOTE SENSING THEORY
scattered wave in the direction k̂s is received by the receiver.
Consider a differential volume dV containing N0 � n0dV num-Microwave remote sensing of the earth has advantages over

other remote sensing techniques, in that microwaves can pen-
etrate clouds and also provide day and night coverage. Recent
advances in microwave remote sensing measurements include
synthetic aperture radar (SAR), imaging radar, interferomet-
ric SAR, spotlight SAR, circular SAR for active remote sens-
ing, polarimetric radiometry, and SAR for passive remote
sensing. The emphasis of this article is on how microwaves
interact with geophysical terrain such as snow, ice, soils, for-
ests, vegetation, rocky terrain, ocean, and sea surface. The
scattering effects of such media contribute to microwave mea-
surements. The scattering effects can be divided into surface
scattering and volume scattering. This article describes the
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analytic and numerical approaches for treating such effects.
Microwave remote sensing is a broad subject. We refer the Figure 1. Scattering by a conglomeration of scatterers. The scatter-
reader to other articles in this encyclopedia for measurement ing geometry for remote sensing, showing both the transmitter and

the receiver.techniques of antennas, radars, and radiometers, signal and
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ber of particles, where n0 is the number of particles per unit For scattering by a small sphere of relative permittivity 
r and
radius a, the differential cross section isvolume. The Poynting vector Si incident on dV is

σd = k4a6
∣∣∣∣εr − 1
εr + 2

∣∣∣∣
2

Si = Gt(k̂kki)Pt

4πR2
i

(1)

Let f � (4�/3)a3n0 be the fractional volume occupied by thewhere Pt is the power transmitted by the transmitter, Gt(k̂i) particles, thenis the gain of the transmitter in the direction k̂i, and Ri is the
distance between the transmitter and dV.

Let �(N0)
d (k̂s, k̂i) denote the differential scattering cross sec- N0 = V f

(4π/3)a3
tion of the N0 particles in dV. The physical size of dV is chosen
so that

and

σ
(N0 )

d
(k̂kks, k̂kki) = p(k̂kks, k̂kki) dV (2)

σ
(N0 )

d
= N0σd = 3

4π
(Vfk)(ka)

3
∣∣∣∣ εr − 1
εr + 2

∣∣∣∣
2

which means �(N0)
d is proportional to dV and p(k̂s, k̂i) is the

differential cross section per unit volume. The measured Similarly, we define
power at the receiver due to dV is

κs = scattering cross section per unit volume (9)

κa = absorption cross section per unit volume (10)
dP = Ar(k̂kks)

σ
(N0 )

d
(k̂kks, k̂kki)

R2
r

Si (3)
κe = extinction cross section per unit volume (11)

where Rr is the distance between dV and the receiver, and Then
Ar(k̂s) is the effective receiver area of the receiving antenna.

κs =
∫

4π

d
s p(k̂kks, k̂kki) (12)

Ar(k̂kks) = Gr(k̂kks)λ
2

4π
(4)

where integration is over 4� scattered directions. Using inde-
pendent scattering, we have

where Gr(k̂s) is the gain of the receiver in direction k̂s. Putting
together Eqs. (1) to (4) and integrating over volume dV gives
the receiver power Pr as κs = n0

∫
4π

d
sσd(k̂kks, k̂kki) = n0σs (13)

κa = n0σa (14)

For a spherical particle with radius a and relative permittiv-

Pr

Pt
=

∫
dV

λ2

(4π)2

Gt(k̂kki)Gr(k̂kks)

R2
i R2

r
p(k̂kks, k̂kki) (5)

ity 
r,
Equation (5) is the radar equation for bistatic scattering of

a volume of scatterers. For monostatic radar, the scattered
direction is opposite to that of the incident direction k̂s � σa = v0kε ′′

r

∣∣∣∣ 3
εr + 2

∣∣∣∣
2

�k̂i and we have for Rr � Ri � R

where 
�r is the imaginary part of 
r. The extinction is the sum
of scattering and absorption.Pr

Pt
=

∫
dV

λ2

(4π)2

[Gt(k̂kki)]
2

R4
p(−k̂kki, k̂kki) (6)

κe = κs + κa = n0(σs + σa) (15)

Equations (5) and (6) are the radar equation for a conglomera-
The parameters �s, �a, and �e are also known respectively astion of scatters.
scattering coefficient, absorption coefficient, and extinction co-In independent scattering, we assume that the scattering
efficient.cross sections of particles are additive. For the case that the

Consider intensity I that has dimension of power per unitparticles scatter independently, and assuming that the N0 area incident on a slab of thickness �z and cross-section areaparticles are identical,
A. Then the power extinguished by the scatterers is �P �
�(intensity) (extinction cross section per unit volume) (vol-
ume)σ

(N0 )

d
(k̂kks, k̂kki) = N0σd(k̂kks, k̂kki) (7)

where �d(k̂s, k̂i) is the differential cross section of one particle. �P = −Iκe A �z

= �I AFrom Eqs. (2) and (7) and from N0 � n0dV, we have

Hence �I/�z � ��eI giving the solution I � I0e��es, where s is
the distance traveled by the wave. Thus �e represents attenu-p(k̂kks, k̂kki) = n0σd(k̂kks, k̂kki) (8)
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ation per unit distance due to absorption and scattering. If Bistatic Scattering Coefficients
attenuation is inhomogeneous, we have an attenuation factor

For active remote sensing of the surface of the earth, the ra-
of

dar equation is

γ = ∫
κe ds Pr

Pt
= Gt

4πr2
t

exp(−γt)
σA

4πr2

Grλ
2

4π
exp(−γr) (26)

where ds is the differential distance the wave travels. Attenu-
ation can be included in the radar equation so that Thus, in terms of scattering characteristics of the surface of

the earth, the quantity of interest to be calculated is �A. For
the case of terrain and sea returns, the cross section is often
normalized with respect to the area A that is illuminated by

Pr

Pt
=

∫
dV

λ2

(4π)2

Gt(k̂kki)Gr(k̂kks)

R2
i R2

r
p(k̂kks, k̂kki) exp(−γi − γr) (16)

radar. The bistatic scattering coefficient is defined as

where
γβα(θs, ϕs; θi, ϕi) = lim

r→∞
4πr2|Es

β |2
|Ei

α |2A cos θi
(27)

γi = ∫
κe ds (17)

where Es
� denotes the � polarization component of the scat-

is the attenuation from transmitting antenna to dV and tered electric field and Ei
� is the incident field with � polariza-

tion. Given the bistatic scattering coefficient ���, then the
scattering cross section is �A � A���.γr = ∫

κe ds (18)

Notice that A cos �i is the illuminated area projected onto
the plane normal to the incident direction. From Fig. 2, theis the attenuation from dV to receiving antenna.
incident and scattered directions k̂i and k̂s can be written as
follows:Particle Size Distribution. In many cases, the particles obey

a size distribution n(a) so that the number of particles per
unit volume with size between a and a � da is n(a)da. Thus k̂kki = sin θi cos ϕix̂xx + sin θi sinϕi ŷyy − cos θiẑzz (28a)

k̂kks = sin θs cos ϕsx̂xx + sin θs sinϕs ŷyy + cos θs ẑzz (28b)

In the backscattering direction �s � �i and �s � � � �i, the
n0 =

∫ ∞

0
n(a)da (19)

monostatic (backscattering) coefficient is defined as,
Within the approximation of independent scattering,

σβα (θi, ϕi) = cos θiγβα(θs = θi, ϕs = π + ϕi; θi, ϕi) (29)

Stokes Parametersκs =
∫ ∞

0
n(a)σs(a) da (20)

Consider a time harmonic elliptically polarized radiation field
where �s(a) is the scattering cross section for a particle of ra- with time dependence exp(�i�t) propagating in the k̂ direc-
dius a. Also tion with complex electric field given by

E = Evv̂vv + Ehĥhh (30)
κa =

∫ ∞

0
n(a)σa(a)da (21)

Where v̂ and ĥ denote the two orthogonal polarizations with
k̂, v̂, and ĥ following the right-hand rule. Thusp(k̂kks, k̂kki) =

∫ ∞

0
n(a)σd(k̂kks, k̂kki; a) da (22)

For Rayleigh scattering by spheres
εv(t) = Re(Eve−iωt ) (31a)

εh(t) = Re(Ehe−iωt ) (31b)

p(k̂kks, k̂kki) = k4
∣∣∣∣ εr − 1
εr + 2

∣∣∣∣
2

|k̂kks × (k̂kks × êeei)|2
∫ ∞

0
n(a)a6 da (23)

κs = 8π

3
k4

∣∣∣∣ εr − 1
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∣∣∣∣
2 ∫ ∞

0
n(a)a6 da (24)

κa = 4π

3
k

ε ′′
p

ε

∣∣∣∣ 3ε

εp + 2ε

∣∣∣∣
2 ∫ ∞

0
n(a)a3 da (25)

A typical example is rainfall where the raindrops are de-
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scribed by a size distribution known as the Marshall–Palmer
size distribution of exponential dependence n(a) � nDe��a, Figure 2. Incident and scattered directions in calculating bistatic
with nD � 8 � 106 m�4 and � � (8200/P0.21) m�1, and P is the scattering coefficients. The incident wave in the direction of k̂i im-

pinges on the target and is scattered in the direction of k̂s.precipitation rate in millimeters per hour.
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(C) The third polarization description is that of Stokes pa-
rameters. There are four Stokes parameters. They are

εh 

Eo 

εβ
εα

εv
ψ

χ
ab

Figure 3. Elliptical polarization ellipse with major and minor axes.

Iv = |Ev|2
η

(38a)

Ih = |Eh|2
η

(38b)

U = 2
η

Re(EvE∗
h) (38c)

V = 2
η

Im(EvE∗
h) (38d)

The trace of the tip of the E vector at a given point in space as a
function of time for an elliptically polarized wave. Instead of Iv and Ih, one can also define two alternative

Stokes parameters.

Let
I = Iv + Ih (39a)

Q = Iv − Ih (39b)Ev = Ev0eiδv (32a)

Eh = Eh0eiδh (32b)
By substituting Eqs. (32a) and (32b) into Eqs. (38a–

d), we haveThere are three independent parameters that describe the el-
liptical polarization. We shall describe three ways of describ-
ing polarization.

(A) The three parameters are Ev0, Eh0, and phase differ-
ence � � �v � �h.

(B) For a general elliptically polarized wave, the ellipse
may not be upright. It is tilted at an angle � with re-
spect to v and h (Fig. 3). The second description is us-
ing E0,  , and �. Where  is the ellipticity angle and �
is the orientation angle.

Iv = E2
v0

η
(40a)

Ih = E2
h0

η
(40b)

U = 2
η

Ev0Eh0 cos δ (40c)

V = 2
η

Ev0Eh0 sin δ (40d)

Let a and b be the lengths of semimajor axis and
semiminor axis, respectively, and LH and RH stand From Eqs. (39) and (40)
for left hand and right hand polarized respectively. Let
 be defined so that I2 = Q2 + U2 + V 2 (41)

The relation in Eq. (41) means that for elliptically po-
tanχ = b/a if LH (33a)

tanχ = −b/a if RH (33b) larized waves, there are only three independent pa-
rameters out of the four Stokes parameters.

Also,
p

a2 + b2 = E0 (34) I = E2
0

η
(42)

Then for LH Q = I cos 2χ cos 2ψ (43a)

U = I cos 2χ sin 2ψ (43b)

V = I sin 2χ (43c)
b = E0 sinχ (35a)

a = E0 cos χ (35b)

Equations (43a) to (43c) can be conveniently expressed us-and for RH
ing the Poincare sphere (Fig. 4) with I as the radius of the
sphere and Q, U, and V representing, respectively, the
Cartesian axes x, y, and z. From Eqs. (43a) to (43c), it follows

b = −E0 sinχ (36a)

a = E0 cos χ (36b)
that 2 is the latitude coordinate and 2� is the longitude coor-
dinate. From Eqs. (43a) to (43c), Eq. (41) also follows readily.By performing a rotation of axis, it follows that
Thus, in elliptical polarization, the polarization is represented
by a point on the surface of the Poincare sphere.Ev = iE0 cos χ cos ψ − E0 sinχ sinψ (37a)

Eh = iE0 cos χ sinψ + E0 sinχ cos ψ (37b)
Partial Polarization. For fluctuating fields, the complex pha-

sors Ev and Eh fluctuate. For random media scattering, EvEquations (37a) and (37b) give the relation between
polarization descriptions of (A) and (B). and Eh are measured for many pixels and their values fluctu-
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We consider a dielectric medium of permittivity 
 and di-
mensions a, b, and d. The dimensions a, b, and d are large
enough so that we assure the fields are zero at the bound-
aries. We next count the modes of the medium. The mode
condition is

ν2 = 1
µε

[� l
2a

�2

+
� m

2b

�2
+
� n

2d

�2]
= ν2

x + ν2
y + ν2

z (46)

where l, m, and n � 0, 1, 2, . . .. The number of modes in a
frequency interval d� can be determined using Eq. (46). Each
set of l, m, and n corresponds to a specific cavity mode. Thus,
the volume of one mode in � space is 1/8abd(�
)3/2 �
1/8V(�
)3/2 with V being the physical volume of the resonator.

V

U

I

Q

2χ

2ψ

If a quarter-hemispherical shell has a thickness d� and radius
�, then the number of modes contained in the shell isFigure 4. Poincare sphere. The north and south poles represent left-

handed and right-handed circular polarization, respectively. The
spherical surface represents elliptically polarized waves and the
points inside the sphere represent partially polarized waves.

N(ν) dν = 4πν2 dν

8
× 8V (µε)3/2 × 2 = 8πν2V dν(µε)3/2 (47)

where the factor of 2 accounts for the existence of transverse
electric field (TE) and transverse magnetic field (TM) modes.ate from pixel to pixel. In these cases, the Stokes parameters

are defined with averages taken If there are n photons in a mode with frequency � then the
energy E � nh�. Using the Boltzmann probability distribu-
tion, the probability of a state with energy E is

P(E) = Be−E/KT (48)

where B is a normalization constant, K is Boltzmann’s con-
stant (1.38 � 10�23 J/K), and T is temperature in kelvin. Thus
the average energy E in a mode with frequency � is

Iv = 〈|Ev|2〉
η

(44a)

Ih = 〈|Eh|2〉
η

(44b)

U = 2
η

Re〈EvE∗
h〉 (44c)

V = 2
η

Im〈EvE∗
h〉 (44d)

Thus, E =

∞∑
n=0

EP(E)

∞∑
n=0

P(E)

=

∞∑
n=0

nhνe−nhν/KT

∞∑
n=0

e−nhν/KT

= hν

ehν/KT − 1
(49)

Q2 + U2 + V 2 ≤ I2 (45)

The amount of radiation energy per unit frequency intervaland the polarization corresponds to a point inside the Poin-
and per unit volume is w(�) � N(�)E/V. Hence,care sphere.

Passive Remote Sensing w(ν) = 8πhν3(µε)3/2

ehν/KT − 1
(50)

Planck’s Radiation Law. All substances at a finite tempera-
ture radiate electromagnetic energy. This electromagnetic ra- To compute radiation intensity, consider a slab of area A
diation is measured in passive remote sensing. According to and infinitesimal thickness d. Such a volume would contain
quantum theory, radiation corresponds to the transition from radiation energy
one energy level to another.

There are different kinds of transition, and they include
electronic, vibrational, and rotational transitions. For compli- W = 8πAd(µε)3/2 hν3

ehν/KT − 1
(51)

cated systems of molecules with an enormous number of de-
grees of freedom, the spectral lines are so closely spaced that per unit frequency interval. The radiation power emerging in
the radiation spectrum becomes effectively continuous, emit- direction � within solid angle d� is 2I cos �Ad�, where I is
ting photons of all frequencies. the specific intensity per polarization and the radiation pulse

To derive the relation between temperature and radiated will last for a time interval of d��
/cos �. Thus,
power, consider an enclosure in thermodynamic equilibrium
with the radiation field it contains. The appropriate model for
the radiation in the enclosure is an ideal gas of photons. Pho-

W =
∫

d
2AI cos θ
d
√

µε

cos θ
= Id

√
µε8πA (52)

tons are governed by Bose–Einstein statistics. The procedure
Equating Eqs. (51) and (52),for finding the energy density spectrum of the radiation field

consists of (a) finding the allowed modes of the enclosure, (b)
finding the mean energy in each mode, and (c) finding the
energy in a volume V and frequency interval d�.

I = µε
hν3

ehν/KT − 1
(53)
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In the Rayleigh–Jean’s approximation h�/KT � 1. This gives That emissivity is equal to one minus reflectivity and is a
result of energy conservation and reciprocity.for a medium with permeability � and permittivity 


Kirchhoff ’s Law. Kirchhoff ’s law generalizes the concept of
emissivity equal to one minus reflectivity to the case where

I = KT
λ2

µε

µ0ε0
(54)

there is bistatic scattering from rough surface and volume in-
where � � c/� is the free-space wavelength. In free space homogeneities.

I = KT
λ2 (55)

for each polarization. The specific intensity given by Eq. (55)

eβ (θi, ϕi) = 1 − 1
4π

∑
α

∫ π/2

0
dθ sin θ

∫ 2π

0
dϕγαβ(θ, ϕ; θi, ϕi)

(64)
has dimension in power per unit area per unit frequency in-

The equation above is a formula that calculates the emissivityterval per unit solid angle (W �m�2 �Hz�1 �Sr�1). The Ray-
from the bistatic scattering coefficient �. It also relates activeleigh–Jean’s law can be used in microwave frequencies.
and passive remote-sensing measurements.

Brightness Temperatures. Consider thermal emission from a
half space medium of permittivity 
1. In passive remote sens- Emissivity of Four Stokes Parameters. In the following, we
ing, the radiometer acts as a receiver of the specific intensity express emissivities in terms of bistatic scattering coefficients
I� emitted by the medium under observation. The specific in- for all four Stokes parameters. The derivation is based on the
tensity is I�(�0, �0) where � denotes the polarization and (�0, result of fluctuation-dissipation theorem (8).
�0) denotes the angular dependence. From Eq. (54), the spe-
cific intensity inside the medium that is at temperature T is

I = KT
λ2

ε1

ε0
(56)

The specific intensity has to be transmitted through the
boundary. Based on energy conservation, the received emis-
sion is,

Iβ (θ0, ϕ0) = KT
λ2 [1 − r10β(θ1)] (57)

In Eq. (57), r10�(�1) denotes reflection when wave is incident
from medium 1 onto medium 0. In Eq. (57), �1 and �0 are re-
lated by Snell’s law. The measured specific intensity are often
normalized to get the brightness temperatures

TBβ (θ0, ϕ0) = Iβ (θ0, ϕ0)
λ2

K
(58)

From Eqs. (57) and (58), we obtain for a half-space medium

TBβ (θ0, ϕ0) = T[1 − r10β (θ1)] (59)

TBv(ŝsso) = T

[
1 − 1

4π

∑
β=v,h

∫ 2π

0
dϕs

∫ π/2

0
dθsγβv(ŝss, ŝssob)

]
(65a)

TBh(ŝsso) = T

[
1 − 1

4π

∑
β=v,h

∫ 2π

0
dϕs

∫ π/2

0
dθsγβh(ŝss, ŝssob)

]
(65b)

UB(ŝsso) = TBv(ŝsso) + TBh(ŝsso)

− 2T

[
1 − 1

4π

∑
β=v,h

∫ 2π

0
dϕs

∫ π/2

0
dθsγβ p(ŝss, ŝssob)

]

= T
4π

∑
β=v,h

∫ 2π

0
dϕs

∫ π/2

0
dθs[γβ p(ŝss, ŝssob) − γβv(ŝss, ŝssob)

− γβh(ŝss, ŝssob)]

VB(ŝsso) = TBv(ŝsso) + TBh(ŝsso)

− 2T

[
1 − 1

4π

∑
β=v,h

∫ 2π

0
dϕs

∫ π/2

0
dθsγβR(ŝss, ŝssob)

]

= T
4π

∑
β=v,h

∫ 2π

0
dϕs

∫ π/2

0
dθs[γβR(ŝss, ŝssob)

− γβv(ŝss, ŝssob) − γβh(ŝss, ŝssob)]

(65c)

(65d)

It is convenient to define emissivity e�(�0, �0) as
In Eqs. (65), ��p is the bistatic scattering coefficient of a

linearly polarized wave with polarization at an angle 45� with
respect to vertical and horizontal polarization wave, and ��R

eβ (θ0, ϕ0) = TBβ (θ0, ϕ0)

T
(60)

is the bistatic scattering coefficient of an incident wave that
is right-hand circular polarized. The measurement of theso that
third and fourth Stokes parameters in microwave thermal
emission from the ocean can be used to determine oceaneβ (θ0, ϕ0) = 1 − r10β(θ1) (61)
wind (29,30).

The reflection r10� obeys a symmetry relation that is a result
of reciprocity and energy conservation.

VOLUME SCATTERING AND SURFACE
SCATTERING APPROACHESr10β(θ1) = r01β (θ0) (62)

where r01�(�0) denote reflection for wave when incident from The subject of radiative transfer (7) is the analysis of radia-
region 0 to region 1. Thus, emissivity is, from Eqs. (61) and tion intensity in a medium that is able to absorb, emit, and
(62) scatter radiation. Radiative transfer theory was first initiated

by Schuster in 1905 in an attempt to explain the appearance
of absorption and emission lines in stellar spectra. Our inter-eβ (θ0, ϕ0) = 1 − r01β(θ0) (63)
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est in the radiative transfer theory lies in its application to Radiative Transfer Theory
the problem of remote sensing from scattering media.

Scalar Radiative Transfer TheoryIn the active and passive remote sensing of low absorption
Radiative Transfer Equation. Consider a medium, consistingmedium such as snow and ice, the effects of scattering due to

of a large number of particles (Fig. 5). We have I(r, ŝ) at allmedium inhomogeneities play a dominate role. Two distinct
r and for all ŝ due to scattering.theories are being used to deal with the problem of incorpo-

We consider a small volume element dV � dAdl, and dl israting scattering effects: wave theory and radiative transfer
along the direction ŝ. The small volume element is centeredtheory. In the wave theory, one starts out with Maxwell’s
at r. We consider the differential change in specific intensityequations, introduces the scattering and absorption charac-
I(ŝ) as it passes through dV.teristics of the medium, and tries to find solutions for the

The differential change of power in direction ŝ isquantities of interest, such as brightness temperature, or
backscattering cross sections. We take such an approach
later. dP = −I(r, ŝss)dA d
 + I(r + dlŝss, ŝss) dA d
 (66)

Radiative transfer theory, on the other hand, starts with
the radiative transfer equations that govern the propagation We now look at a radiative change in a medium containing
of energy through the scattering medium. It has an advan-

many particles. The volume dV contains many particles thattage in that it is simple and, more importantly, includes mul-
are randomly positioned. The volume dV is much bigger thantiple scattering effects. Although the transfer theory was de-
�3 so that the random phase prevails and the input and out-veloped on the basis of radiation intensities, it contains
put relation of dV can be expressed in terms of intensitiesinformation about the correlation of fields (9). The mutual co-
instead of fields.herence function is related to the Fourier transform of the

There are three kinds of changes that will occur to I(r, ŝ)specific intensity.
in the small volume element.In this section, we focus on vector radiative transfer equa-

tions including the polarization characteristics of electromag-
netic propagation. The extinction matrix, phase matrix, and 1. Extinction that contributes a negative change
emission vector for these two types of scattering media are

2. Emission by the particles inside the volume dV thatobtained. The goal is to study the scattering and propagation
contributes a positive changecharacteristics of the Stokes parameters in radiative transfer

3. Bistatic scattering form direction ŝ� into direction ŝ thattheory and use the theory to calculate bistatic scattering cross
sections and brightness temperatures. contributes a positive change

dl

dA
Iout(s)

Iin(s)

Many particles inside

I(s′)

^

Figure 5. Specific intensity I(ŝ) in the direction ŝ in and out of an elemental volume. Many
particles are inside the elemental volume. Each particle absorbs power and scatters power which
leads to a decrease of the specific intensity in direction ŝ. At the same time, the specific intensity
is enhanced by the emission of particles as well as the energy scattered into the direction ŝ from
the other directions ŝ�.



MICROWAVE REMOTE SENSING THEORY 221

For the extinction where �e is the extinction cross section 2. I(r, ŝ) � I(x, y, z, �, �). However, by symmetry, I is inde-
pendent of x, y, and �. Thus we let I(z, �) be the un-per unit volume of space, the differential change of power

from extinction is known.
3. Note that I(z, �) is 0 
 � 
 180�. We divide into upward-

dP(i) = −κedVI(r, ŝss) d
 (67) and downward-going specific intensity.

Let 
(r, ŝ) be emission power per unit volume of space per
For 0 � � � �/2unit solid angle per unit frequency; then

dP(ii) = ε(r, ŝss) dV d
 (68) Iu(z, θ ) = I(z, θ ) (72a)

Id(z, θ ) = I(z, π − θ ) (72b)
To derive the change due to bistatic scattering, we note that
p(ŝ, ŝ�) is the bistatic scattering cross section per unit volume Since
of space. Then if I(r, ŝ�) is the specific intensity in direction
ŝ�, and since I(r, ŝ�) exists in all directions ŝ�, ŝss = sin θ cos ϕx̂xx + sin θ sinϕ ŷyy + cos θẑzz

dP(iii) =
∫

4π

I(r, ŝss′
)d
′ p(ŝss, ŝss′

) dV d
 (69)

where integration is over 4� directions.

ŝss · ∇I(r, ŝss) =




cos θ
dIu

dz
for Iu

− cos θ
dId

dz
for Id

(73)

Equating the sum of Eqs. (67) to (69) to Eq. (66) gives
Thus the radiative transfer equations become

cos θ
dIu

dz
= −κaIu + κa

KT
λ2

(74a)

− cos θ
dId

dz
= −κaId + κa

KT
λ2

(74b)

− I(r, ŝss) dA d
 + I(r + dlŝss, ŝss) dA d
 = dI
ds

dl dA d


= −κedVI(r, ŝss) d
 + ε(r, ŝss) dV d


+
∫

4π

I(r, ŝss′
) d
′ p(ŝss, ŝss′

) dV d
 (70)

The boundary condition for the radiative transfer equationswhere dI/ds is the rate of change of I(r, ŝ) per unit distance
are as follows: At z � 0, top of the atmospherein direction ŝ. Thus the radiative transfer equation with a

thermal emission term at microwave frequencies is
Id(z = 0) = 0 (75)

At z � �d, the boundary separately the atmosphere and the
d
ds

I(r, ŝss) = −κeI(r, ŝss) + κa
kT
λ2

+ ∫
d
′ p(ŝss, ŝss′

)I(r, ŝss′
) (71)

earth surface,
If one uses independent scattering, then as indicated pre-
viously, we have �e � n0�t, �a � n0�a, and p(ŝ, ŝ�) � n0�f (ŝ,
ŝ�)�2. Id(z = −d) = rId(z = −d) + KT2

λ2 (1 − r) (76)

Passive Microwave Remote Sensing of a Layer Nonscattering
Medium. Passive microwave remote sensing of the earth mea- where KT2/�2 is the black-body specific intensity from the
sured the thermal emission from the atmosphere and the earth. The Fresnel reflectivity r depends on � as well as polar-
earth with a receiving antenna known as radiometer (Fig. 6). ization, as noted previously. The solution of Eqs. (74a) and

Let the atmosphere and the earth be at temperatures T (74b) can be expressed in terms of the sum of particular and
and Tc, respectively. Also let �a be the absorption coefficient homogeneous solutions.
of the atmosphere. We make the following assumption and ob-
servations:

1. The particles are absorptive, and absorption dominates
over scattering. We thus set p(ŝ, ŝ�) � 0 so that �e �

Iu = KT
λ2 + Ae−κasecθz (77a)

Id = KT
λ2

+ Beκasecθz (77b)

�a.
where A and B are constants to be determined. Imposing the
boundary condition [Eq. (75)] and Eq. (77b) gives

B = −KT
λ2

and
Vacuum

Atmosphere

Earth

Radiometer

Z

θ

κa’T

T2

Iu Id

Figure 6. Thermal emission from the atmosphere and the earth. The
emission is received by the receiving antenna of the radiometer.

A = − KT
λ2 e−κadsecθ + r

KT
λ2 e−κadsecθ (1 − eκadsecθ )

+ KT2

λ2
(1 − r)e−κadsecθ

(78)



222 MICROWAVE REMOTE SENSING THEORY

Putting Eq. (78) in Eq. (77) gives Iu. The measured specific where F(�s, �s; �i, �i) is the scattering function matrix. Hence
intensity by the radiometer is Iu(z � 0), and [

Evs

Ehs

]
= eikr

r

[
fvv(θs, ϕs; θi, ϕi) fvh(θs, ϕs; θi, ϕi)

fhv(θs, ϕs; θi, ϕi) fhh(θs, ϕs; θi, ϕi)

]
·
[

Evi

Ehi

]

(90)

with

Iu(z = 0) = KT
λ2 (1 − e−κadsecθ ) + KT

λ2 re−κadsecθ (1 − eκadsecθ )

+ KT2

λ2
(1 − r)e−κadsecθ (79)

fab(θs, ϕs; θi, ϕi) = âaas · F(θs, ϕs; θi, ϕi) · b̂bbi (91)The first term is the emission of a layer of thickness d with
absorption coefficient �a. The second term is the downward and a,b � v,h. To relate the scattered Stokes parameters to
emission of the layer that is reflected by the earth. It is fur- the incident Stokes parameters, we define
ther attenuated as it travels upward to the radiometer. The
last term is the upward emission of the earth that is attenu-
ated by the atmosphere. It is convenient to normalize the Is = 1

r2
L(θs, ϕs; θi, ϕi) · Ii (92)

measured I to a quantity with units of temperature. The
where Is and Ii are column matrices containing the scatteringbrightness temperature TB is defined by
and incident Stokes parameters, respectively.

TB = measured I
K/λ2

= T(1 − e−κadsecθ ) + Tre−κadsecθ (1 − eκadsecθ )

+ T2(1 − r)e−κadsecθ

(80) Is =




Ivs

Ihs

Us

Vs


 (93)

Vector Radiative Transfer Equation
Phase Matrix of Independent Scattering. For vector electro-

magnetic wave scattering, the vector radiative transfer equa-
Ii =




Ivi

Ihi
Ui

Vi


 (94)

tion has to be developed for the Stokes parameters. We first
treat scattering of waves by a single particle (e.g., raindrop,

and L(�s, �s; �i, �i) is the Stokes matrix.ice grain, leaf, etc.). The scattering property of the particle
depends on its size, shape, orientation, and dielectric proper-
ties. Consider a plane wave

E = (v̂vviEvi + ĥhhiEhi)e
iki ·r = êeeiE0eiki ·r (81)

impinging upon the particle. In spherical coordinates

k̂kki = sin θi cos ϕix̂xx + sin θi sinϕi ŷyy + cos θiẑzz (82)

v̂vvi = cos θi cos ϕix̂xx + cos θi sinϕi ŷyy − sin θiẑzz (83)

L(θs, ϕs; θi, ϕi) =




| fvv|2 | fvh|2
| fhv|2 | fhh|2

2Re( fvv f ∗
hv) 2Re( fvh f ∗

hh)

2Im( fvv f ∗
hv) 3Im( fvh f ∗

hh)

Re( f ∗
vh fvv) −Im( f ∗

vh fvv)

Re( f ∗
hh fhv) −Im( fhv f ∗

hh)

Re( fvv f ∗
hh + fvh f ∗

hv) −Im( fvv f ∗
hh − fvh f ∗

hv)

Im( fvv f ∗
hh + fvh f ∗

hv) Re( fvv f ∗
hh − fvh f ∗

hv)




(95)
ĥhhi = − sinϕi x̂xx + cos ϕi ŷyy (84)

Because of the incoherent addition of Stokes parameters,
the phase matrix is equal to the average of the Stokes matrixIn the direction k̂s, the far-field scattered wave Es will be a
over the distribution of particles in terms of size, shape, andspherical wave and is denoted by
orientation.

Extinction Matrix. For nonspherical particles, the extinction
matrix is generally nondiagonal. The extinction coefficientsEs = (v̂vvsEvs + ĥhhsEhs)e

iks ·r (85)
can be identified with the attenuation of the coherent wave,
which can be calculated by using Foldy’s approximation (10).with

Let Ev and Eh be, respectively, the vertically and horizon-
tally polarized components of the coherent wave. Then the

k̂kks = sin θs cos ϕsx̂xx + sin θs sinϕs ŷyy + cos θs ẑzz (86) following coupled equations hold for the coherent field along
the propagation direction (�, �). Let the direction of propaga-v̂vvs = cos θs cos ϕs x̂xx + cos θs sinϕs ŷyy − sin θs ẑzz (87)
tion be denoted by ŝ with ŝ(�, �) � sin � cos �x̂ � sin � sin

ĥhhs = − sinϕs x̂xx + cos ϕs ŷyy (88)
�ŷ � cos �ẑ.

The scattered field will assume the form dEv

ds
= (ik + Mvv)Ev + MvhEh (96)

dEh

ds
= MhvEv + (ik + Mhh)Eh (97)Es = eikr

r
F(θs, ϕs; θi, ϕi) · êeeiE0 (89)
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where s is the distance along the direction of propagation.
Solving Eqs. (96) and (97) yields two characteristic waves
with defined polarization and attenuation rates. Thus, for
propagation along any particular directions (�, �), there are
only two attenuation rates. In Eqs. (96) and (97)

Flat surface

Equal
phase
front

Mjl = i2πn0

k
〈 f jl (θ, ϕ; θ, ϕ)〉 j, l = v, h (98)

Figure 7. Waves reflected by a flat surface. The reflected waves have
the same phase in the specular direction.

where the angular bracket denotes the average to be taken
over the orientation and size distribution of the particles.

Using the definition of Stokes parameters Iv, Ih, U, and V where �e(ŝ) is the extinction matrix and P(ŝ, ŝ�) is the phase
as well as Eqs. (96) and (97), the differential equations can be matrix.
derived for dIv/ds, dIh/ds, dU/ds, and dV/ds

dIv

ds
= 2Re(Mvv)Iv + Re(Mvh)U + Im(Mvh)V (99) r(ŝ) =




κa1(ŝss)
κa2(ŝss)

−κa3(ŝss)
−κa4(ŝss)


 (105)

dIh

ds
= 2Re(Mhh)Ih + Re(Mhv)U − Im(Mhv)V (100)

dU
ds

= 2Re(Mhv)Iv + 2Re(Mvh)Ih + [Re(Mvv) + Re(Mhh)]U

− [Im(Mvv) − Im(Mhh)]V (101)

κa1(ŝss) = κe11(ŝss) − ∫
d
′[P11(ŝss

′
, ŝss) + P21(ŝss

′
, ŝss)] (106a)

κa2(ŝss) = κe22(ŝss) − ∫
d
′[P12(ŝss

′
, ŝss) + P22(ŝss

′
, ŝss)] (106b)

κa3(ŝss) = 2κe13(ŝss) + 2κe23(ŝss) − 2
∫

d
′[P13(ŝss
′
, ŝss) + P23(ŝss

′
, ŝss)]
(106c)

κa4(ŝss) = −2κe14(ŝss) − 2κe24(ŝss) + 2
∫

d
′[P14(ŝss
′
, ŝss) + P24(ŝss

′
, ŝss)]

(106d)
dV
ds

= − 2Im(Mhv)Iv + 2Im(Mvh)Ih + [Im(Mvv) − Im(Mhh)]U

+ [Re(Mvv) + Re(Mhh)]V (102)
where �eij and Pij are, respectively, the ij elements of �e and
P with i, j � 1, 2, 3, or 4.

Identifying the extinction coefficients in radiative transfer The vector radiative transfer theory has been applied ex-
theory as the attenuation rates in coherent wave propagation, tensively to microwave remote sensing problems (2,5,12).
we have the following general extinction matrix for nonspher-
ical particles. Random Rough Surface Scattering

Consider a plane wave incident on a flat surface (Fig. 7). We
note that the wave is specularly reflected because the specu-
lar reflected waves are in phase with each other. The reflected
wave only exists in the specular direction. Imagine now that
the surface is rough. It is clear from Fig. 8 that the two re-
flected waves have a pathlength difference of 2h cos �i. This
will give a phase difference of

�ϕ = 2kh cos θi (107)

κe =




−2Re Mvv 0
0 −2Re Mhh

−2Re Mhv −2Re Mvh

2Im Mhv −2Im Mvh

−Re(Mvh) −Im(Mvh)

−Re(Mhv) Im(Mhv)

−(Re Mvv + Re Mhh) (Im Mvv − Im Mhh)

−(Im Mvv − Im Mhh) −(Re Mvv + Re Mhh)




(103)

If h is small compared with a wavelength, then the phase
difference is insignificant. However, if the phase difference is
significant, the specular reflection will be reduced due to in-Emission Vector. In this section, we list the emission vector
terference of the reflected waves that can partially cancelfor passive remote sensing of nonspherical particles. The
each other. The scattered wave is diffracted into other direc-fluctuation–dissipation theorem is used to calculate the emis-

sion of a single nonspherical particle. Generally, all four
Stokes parameters in the vector source term are nonzero and
are proportional to the absorption coefficient in the backward
direction (11).

The emission term can be inserted into the vector radiative
transfer equations, which assume the following form

iθ iθ

h

Figure 8. Waves scattered by a rough surface. Two reflected waves
have a pathlength difference of 2h cos �i that lead to a phase differ-
ence of �� � 2kh cos �i.

dI(r, ŝss)
ds

= −κe(ŝss) · I(r, ŝss) + r(ŝss)CT(r) + ∫
d
′P(ŝss, ŝss′

) · I(r, ŝss)

(104)
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tions. A Rayleigh condition is defined such that the phase dif- The Fourier transform then becomes
ference is 90�. Thus for

FL(kx) = 1
2π

∫ ∞

−∞
dxe−ikxx fL(x) (116)

h <
λ

8
cos θi (108)

The two sets [Eqs. (114) and (116)] should agree for large L.
Physically, the domain of the rough surface is always limitedthe surface is regarded as smooth and if
by the antenna beamwidth.

For a stationary random processh >
λ

8
cos θi (109)

〈 f (x1) f (x2)〉 = h2C(x1 − x2) (117)
the surface is regarded as rough. For random rough surface,

where h is the rms height and C is the correlation function.h is regarded as the root mean square (rms) height.
Some commonly used correlation functions are Gaussian cor-Consider an incident wave �inc(r) impinging upon a rough
relation functionsurface. The wave function � obeys the wave equation:

C(x) = exp(−x2/l2) (118)
(∇2 + k2)ψ = 0 (110)

and exponential correlation function
The rough surface is described by a height function z � f (x,
y). Two common boundary conditions are those of the Dirich- C(x) = exp(−|x|/l) (119)
let problem and the Neumann problem. For the Dirichlet
problem, at z � f (x, y) In Eqs. (118) and (119) l is known as the correlation length.

In the spectral domain
ψ = 0 (111)

〈F(kx)〉 = 0 (120)
For the Neumann problem, the boundary condition is at z �

andf (x, y)

∂ψ/∂n = 0 (112) h2C(x1 − x2) =
∫ ∞

−∞
dk1x

∫ ∞

−∞
dk2xe

ik1x x1−ik2xx2 〈F(k1x)F
∗(k2x)〉

(121)
where !�/!n is the normal derivative.

In this section, we illustrate the analytic techniques for Since the left-hand side depends only on x1 � x2, we have
scattering by such surfaces. For electromagnetic wave scatter-
ing by a one-dimensional rough surface z � f (x), the Dirichlet
problem corresponds to that of a TE wave impinging upon a

〈F(k1x)F
∗(k2x)〉 = 〈F(k1x)F(−k2x)〉 = δ(k1x − k2x)W (k1x)

(122)
perfect conductor, where � is the electric field. The Neumann

andproblem corresponds to that of a TM wave impinging upon a
perfect electric conductor and � is the magnetic field. In the
section on numerical simulations, the cases of dielectric sur-
faces are simulated. The simplified perfect conductor has been

h2C(x) =
∫ ∞

−∞
dkxeikx xW (kx) (123)

used in studying active remote sensing of the ocean that is
where W(kx) is known as the spectral density. Since f (x) isreflective to electromagnetic waves.
real, we have used the relation.

Statistics, Correlation Function, and Spectral Density. For a F∗(kx) = F(−kx) (124)
one-dimensional random rough surface, we let z � f (x), where
f (x) is a random function of x with zero mean Since

〈 f (x)〉 = 0 (113) C(x) = C(−x) (125)

and C(x) is real, it follows that W(kx) is real and is an evenWe define the Fourier transform
function of kx. Instead of using a correlation function to de-
scribe the Gaussian random process, one can also use the
spectral density.F(kx) = 1

2π

∫ ∞

−∞
dxe−ikx x f (x) (114)

For Gaussian correlation function of Eq. (118)

Strictly speaking, if the surface is infinite, the Fourier trans-
form does not exist. To circumvent the difficulty one can use W (kx) = h2l

2
√

π
exp

�
−k2

xl2

4

�
(126)

the Fourier Stieltjes integral (1), or one can define truncated
function and for exponential correlation of Eq. (119)

W (kx) = h2l
π(1 + k2

xl2)
(127)fL(x) =

{
f (x) |x| ≤ L/2

0 |x| ≥ L/2
(115)
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where kz � (k2 � k2
x)1/2. The Rayleigh hypothesis (13) has been

invoked in Eq. (132) as the scattered wave is expressed in
terms of a spectrum of upward plane waves only. To calculate
Es(kx), we match the boundary condition from Eq. (130),iθ sθ

z = f (x)

x

z

eikix x−ikiz f (x) +
∫ ∞

−∞
dkxeikx x+ikzzEs(kx) = 0 (133)

Figure 9. The wave scattering from a slightly rough surface. The
incident and scattered directions and the rough surface profile are Perturbation theory consists of expanding the exponential
shown. functions of exp[�ikizf (x)] and exp[ikzf (x)] in power series. In

the spectral domain, we also let

Small Perturbation Method. The scattering of electromag- Es(kx) = E (0)
s (kx) + E (1)

s (kx) + E (2)
s (kx) + · · · (134)

netic waves from a slightly rough surface can be studied using
a perturbation method (9). It is assumed that the surface Thus assuming that �kzf (x)� � 1
variations are much smaller than the incident wavelength
and the slopes of the rough surface are relatively small. The
small perturbation method (SPM) makes use of the Rayleigh
hypothesis to express the reflected and transmitted fields into
upward- and downward-going waves, respectively. The field
amplitudes are then determined from the boundary condi-
tions. An investigation of the validity of the Rayleigh hypoth-
esis can be found in Ref. 13. A renormalization method can

eikixx

[
1 − ikiz f (x) − k2

iz f 2(x)

2
+ · · ·

]

+
∫ ∞

−∞
dkxeikx x

[
1 + ikz f (x) − k2

z f 2(x)

2
+ · · ·

]
× [E (0)

s (kx) + E (1)
s (kx) + E (2)

s (kx) + · · · ] = 0 (135)

also be used to make corrections on the small perturbation
method (14,15). In this section, we use the small perturbation Balancing Eq. (135) to zeroth order gives
method to carry out scattering up to second order and show
that energy conservation is exactly obeyed. The incoherent
wave is calculated up to first order to obtain bistatic scatter- eikix x +

∫ ∞

−∞
dkxeikx xE (0)

s (kx) = 0 (136)

ing coefficients.
Dirichlet Problem for One-Dimensional Surface. We first il- so that

lustrate the method for a simple one-dimensional random
rough surface with height profile z � f (x) and �f (x)� � 0. The

E (0)
s (kx) = −δ(kx − kix) (137)scattering is a two-dimensional problem in x � z without y

variation.
If we substitute Eq. (137) into Eq. (132), we get back the ze-Consider an incident wave impinging on such a surface
roth order solution in the space domain as given by Eq. (131).with the Dirichlet boundary condition (Fig. 9). Let

Balancing Eq. (135) to first order gives,
Einc = eikix x−ikizz (128)

where kix � k sin �i, kiz � k cos �i. In the perturbation method,
one uses the height of the random rough surface as a small
parameter. We assume that kh � 1, where h is the rms

− eikix x[ikiz f (x)] +
∫ ∞

−∞
dkxeikx x[ikz f (x)]E(0)

s (kx)

= −
∫ ∞

−∞
dkxeikx xE (1)

s (kx) (138)

height.
For the scattered wave, we write it as a perturbation se- From Eq. (138), it follows that the first-order solution can be

ries. expressed in terms of the zeroth-order solution. Substituting
Eq. (137) in Eq. (138) gives

Es = E (0)
s + E (1)

s + E (2)
s + · · · (129)

The boundary condition at z � f (x) is

Einc + Es = 0 (130)

∫ ∞

−∞
dkxeikx xE (1)

s (kx) = 2ikiz f (x)eikx x

= 2ikiz

∫ ∞

−∞
dkxF(kx)eikx x+ikixx

(139)

The zeroth order scattered wave is the reflection from a flat
surface at z � 0. Thus The second equality is a result of using the Fourier transform

of f (x) from Eq. (114). Thus
E (0)

s = −eikix x+ikizz (131)

E (1)
s (kx) = 2ikizF(kx − kix) (140)

We let the scattered field to be represented by

The result of Eq. (140) can be interpreted as follows. For the
wave to be scattering from incident direction kix to scattered
direction kx, the surface has to provide the spectral component

Es(r) =
∫ ∞

−∞
dkxeikx x+ikzzEs(kx) (132)
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of kx � kix. This is characteristic of Bragg scattering. Balanc- The power per unit area outflowing from the rough surface
ising Eq. (135) to second order gives

〈Ss · ẑzz〉 = Re
� i

2ωµ

〈
Es

∂E∗
s

∂z

〉�
(149)

Suppose we include up to E(0)
s E(0)*

s � �E(1)
s E(1)*

s � � E(0)
s �E(2)*

s � �
�E(2)

s �E(0)*
s in Eq. (149). That is, we include the intensity due to

the product of first-order fields and the product of the zeroth-

eikixx k2
iz f 2(x)

2
+

∫ ∞

−∞
dkxeikx x

[
k2

z f 2(x)

2
E (0)

s (kx)

]

−
∫ ∞

−∞
dkxeikx xikz f (x)E(1)

s (kx)

=
∫ ∞

−∞
dkxeikx xE (2)

s (kx) (141)
order field and the second-order field. Thus the power per unit
area outflowing from the rough surface that is associated with

Using Eq. (137), the first two terms in Eq. (141) canceled each the coherent field �S � ẑ�C is
other. Thus the second-order solution can be expressed in
terms of the zeroth-order and first-order solutions. Substitut-
ing Eqs. (140) and (137) in Eq. (141) gives the second-order
solution

〈Ss · ẑzz〉C = Re
� i

2ωµ
〈E (0)

s (r)〉 ∂

∂z
〈E (0)

s (r)〉 + 〈E(0)
s (r)〉 ∂

∂z
〈E (2)∗

s (r)〉

+ 〈E (2)
s (r)〉 ∂

∂z
〈E (0)∗

s (r)〉
�

(150)

Putting Eqs. (145) to (147) into Eq. (150) gives
E (2)

s (kx) = 2
∫ ∞

−∞
dk′

xk′
zkizF(kx − k′

x)F(k′
x − kix) (142)

where k�z � (k2 � k�2
x )1/2. Equation (142) has the following sim-

ple physical interpretation. Second-order scattering consists
〈Ss · ẑzz〉C = kiz

2ωµ

{
1 − 4kiz

∫ ∞

−∞
dkx(Re kz)W (kix − kx)

}
(151)

of scattering from the incident direction kix into an intermedi-
ate direction k�x as provided by spectral component k�x � kix of Note that W, the spectra density, is real. Since kz is imaginary
the rough surface. This is followed by another scattering from for evanescent waves, the integration limits of Eq. (151) are
k�x to direction kx as provided by spectral component kx � k�x of replaced by �k to k, because kz is imaginary for the evanes-
the rough surface. Since k�x is an arbitrary direction, an inte- cent waves and the integrand does not contribute. This means
gration over all possible k�x is needed in Eq. (142). that evanescent waves do not contribute to the average power

Coherent Wave Reflection. The coherent wave is obtained flow.
by calculating the stochastic average. We note that,

〈E (1)
s (kx)〉 = 0 (143) 〈Ss · ẑzz〉C = cos θi

2η

{
1 − 4kiz

∫ k

−k
dkxkzW (kix − kx)

}
(152)

For the incoherent wave power flow, we use the first-order
〈E (2)

s (kx)〉 = 2δ(kx − kix)kiz

∫ ∞

−∞
dk′

xk′
zW (kix − k′

x) (144)

scattering fields. In the spectral domain, we have the incoher-
ent field �S � ẑ�ICThe dirac function �(kx � kix) in Eqs. (137) and (144) indicate

that the coherent wave is in the specular direction. Substitut-
ing Eqs. (137), (143) and (144) in Eq. (132) gives the coherent
field, to second order,

〈Es(r)〉 = 〈E (0)
s (r)〉 + 〈E (2)

s (r)〉 (145)

〈Ss · ẑzz〉IC = Re
[

1
2ωµ

∫ ∞

−∞
dkx∫ ∞

−∞
dk′

xei(kx−k′
x )xk′∗

z ei(kx −k′∗
x )z〈E (1)

s (kx)E (1)∗
s (k′∗

x )〉
]

(153)
〈E (0)

s (r)〉 = −eikix x+ikizz (146)

Since〈E (2)
s (r)〉 = eikix x+ikizz2kiz

∫ ∞

−∞
dkxkzW (kix − kx) (147)

〈E (1)
s (kx)E (1)∗

s (k′
x)〉 = 4k2

izW (kx − kix)(kx − k′
x) (154)

Because the two terms in Eq. (145) are opposite in signs,
It then follows thatthe result of Eq. (145) indicates that the coherent reflection is

less than that of the flat-surface case.
Bistatic Scattering. To study energy transfer in scattering,

we note that incident wave has power per unit area
〈Ss · ẑzz〉IC = 2 cos θi

η
kiz

∫ k

−k
dkxkzW (kx − kix) (155)

Comparing Eq. (155) with Eq. (152) shows that the incoherent
power flow exactly cancels the second term of Eq. (152) giving

Sinc · ẑzz = − 1
2η

cos θi (148)

the relation

flowing into the rough surface, where � is the wave imped-
ance. The negative sign in Eq. (148) indicates that the Poynt-
ing vector has a negative ẑ component.

〈Ss · ẑzz〉 = cos θi

2η
(156)
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that exactly obeys energy conservation. Thus if we define the
incoherent wave

εs = Es − 〈Es〉 (157)

〈εs(kx)ε
∗
s (k′

x)〉 = I(kx)δ(kx − k′
x) (158)

We define the power flow per unit area of the incoherent wave
as

〈Ss · ẑzz〉 = 1
2ωµ

∫ k

−k
dkxkzI(kx) (159)

εj

Vj

Einc

V

εl

Vl

Figure 10. An incident field Einc(r) incidents upon N nonoverlap,Casting in terms of angular integration, we let
small spheroids that are randomly positioned and oriented in a vol-
ume V.kx = k sin θs (160)

kz = k cos θs (161)
volume. This has been demonstrated in controlled laboratory
experiments (16). Well-known analytical approximations in〈Ss · ẑzz〉 = k

2η

∫ π/2

π/2
dθs cos2 θsI(kx = k sin θs) (162)

multiple-scattering theory include Foldy’s approximation, the
quasicrystalline approximation (QCA), and the quasicrystal-

Thus if we divide Eq. (162) by the incident power per unit line approximation with coherent potential (QCA-CP) (2). The
area of Eq. (148), we can define the incoherent bistatic scat- last two approximations depend on the pair distribution func-
tering coefficients. tion of particles positions in which the Percus–Yevick (PY)

approximation is used to describe the correlation of positions
of particles of finite sizes (2,17).

Because of the recent advent of computers and computa-
σ (θs) = k cos2 θs

cos θi
I(kx = k sin θs) (163)

tional methods, the study of scattering by dense media has
Note that the integration of �(�s) over �s will combine with the recently relied on exact solutions of Maxwell’s equations
reflected power of the coherent wave to give an answer that through Monte Carlo simulations. Such simulations can be
obeys energy conservation. done by packing several thousands of particles randomly in a

For first-order scattering, 
(1)
s (kx) � E(1)

s (kx), so that from box, and then solving Maxwell’s equations. The simulations
Eqs. (155) and (158) are performed over many samples (realizations) and the scat-

tering results are averaged over these realizations. The re-
sults give information about the collective scattering effectsI(kx) = 4k2

izW (kx − kix) (164)

of many particles closely packed together.
and Eq. (163) assumes the form

Formulation. Let an incident electric field Einc(r) impinge
upon N number of randomly positioned small spheroids (Fig.σ (θs) = 4k3 cos2 θs cos θiW (k sin θs − k sin θi) (165)

10). Spheroid j is centered at rj and has permittivity 
j, j � 1,
The backscattering coefficient is for �s � ��i 2, 3, . . ., N. The discrete scatterers are embedded in a back-

ground with permittivity 
. Particle j occupies region Vj. Let

p(r) be the permittivity as a function of r,σ (−θi) = 4k3 cos3 θiW (−2k sin θi) (166)

The small perturbation method has been used for the
three-dimensional scattering problem (2,4) and also for dielec- εp(r) =

{
ε j for r in Vj

ε for r in the background
(167)

tric surfaces. It has been used extensively for rough surface
scattering problems in soils and ocean scattering (2,12).

Thus the induced polarization is

MONTE-CARLO SIMULATIONS OF WAVE SCATTERING P(r) = εχ(r)E(r) (168)
FROM DENSE MEDIA AND ROUGH SURFACES

where
Scattering of Electromagnetic Waves from Dense Distributions
of Nonspherical Particles Based on Monte Carlo Simulations χ(r) = εp(r)

ε
− 1 (169)

For wave propagation in a medium consisting of randomly
is the electric susceptibility. The total electric field can be ex-distributed scatterers, the classical assumption is that of in-
pressed in terms of the volume integral equation asdependent scattering, which states that the extinction rate is

equal to n0�e where n0 is the number of particles per unit
volume and �e is the extinction cross section of one particle.
This classical assumption is not valid for a dense medium
that contains particles occupying an appreciable fractional

E(r) = Einc(r) + k2 ∫
dr′ g(r, r′

)

ε
P(r′

) − ∇ ∫
dr′ ∇

′
g(r, r′

)

ε
P(r′

)

(170)
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where where

g(r, r′) = eik|r−r
′ |

4π |r− r′| (171)

is the scalar Green’s function with wavenumber of the back-
ground medium k � ����. The induced polarization P(r) is

qjα (r) = k2
∫

V j

dr′g(r, r′
) f jα (r′

)(εr j − 1)

− ∇
∫

V j

dr′∇′
g(r, r′

) · f jα (r′
)(εr j − 1)

(180)

nonzero over the particles only. Let Pj(r) be the polarization
density inside the particle j. Then the volume integral equa- is the electric field induced by the polarization Pj(r) of the
tion [Eq. (170)] becomes spheroid j. Of particular importance is the internal field cre-

ated by Pj(r) on itself. Because of the smallness of the spher-
oid, an electrostatic solution can be sought and we have, for
r in Vj

qjα (r) ∼= Cjα f jα (r) (181)

E(r) = Einc(r) + k2
N∑

j=1

∫
V j

dr′ g(r, r′
)

ε
Pj (r

′
)

−
N∑

j=1

∇
∫

V j

dr′ ∇
′
g(r, r′

)

ε
Pj (r

′
)

(172)

where j is the particle index and � is the basis function index
To solve Eq. (172) by the method of moments (18), we expand (19) and
the electric field Ej(r) inside the jth spheroid in a set of Nb

basis functions

E j (r) =
Nb∑
α=1

ajα f jα (r) (173)

Cj1 = −εp − ε

ε

[
ξ0

2
ln
�

ξ0 + 1
ξ0 − 1

�
− 1

]
(ξ 2

0 − 1)

Cj2 = Cj3 = −1
2

εp − ε

ε
ξ0

[
ξ0 − ξ 2

0 − 1
2

ln
�

ξ0 + 1
ξ0 − 1

�]

Here the spheroid is assumed to be small, we choose the basis
The coefficients Cj�, � � 1, 2, 3, are constants dependingfunctions in Eq. (173) to be the electrostatic solution of that

on particle size, shape, and permittivity. An approximationof a spheroid.
sign is used in Eq. (181) to indicate the low-frequency approx-Let the jth spheroid be centered at rj with
imation.

Next, we apply Galerkin’s method (18) to Eq. (179)r j = xj x̂xx + yj ŷyy + z j ẑzz (174)

and the symmetry axes of the spheroid be x̂bj, ŷbj, and ẑbj, with
respective semiaxes lengths be aj, bj, and cj. The orientation
of the symmetry axis ẑbj is

ẑzzb j = sinβ j cos α j x̂xx + sinβ j sinα j ŷyy + cos β j ẑzz (175)

The first three normalized basis functions for electric fields
are

f j1 = ẑzzb j
1√
v0 j

(176)

f j2 = x̂xxb j
1√
v0 j

(177)

f j3 = ŷyyb j
1√
v0 j

(178)

ajβ =
∫

Vl

dr f lβ (r) · E(r)

=
∫

Vl

dr f lβ (r) ·
Nb∑
α=1

alα f lα (r)

=
∫

Vl

dr f lβ (r) · Einc(r) +
N∑

j=1
j �=1

Nb∑
α=1

ajα

∫
Vl

dr f lβ (r) · qjα (r)

+
Nb∑
α=1

alα

∫
Vl

dr f lβ (r) · qlα (r)

=
∫

Vl

dr f lβ (r) · Einc(r) +
N∑

j=1
j �=1

Nb∑
α=1

ajα

∫
Vl

dr f lβ (r)

· qjα (r) + alβClβ

(182)

The three basis functions are those of the dipole solutions,
This giveswhich are constant vectors. In Eqs. (176) to (178), v0j �

4�a2
j cj/3. If the particles are closely packed, the near-field in-

teractions have large spatial variations over the size of a
spheroid that may induce quadrupole fields inside the spher-
oid. However, the non-near-field interactions have small spa-
tial variations over the size of a spheroid and only induce di-
pole fields inside the spheroid.

alβ = 1
(1 − Clβ )

{∫
Vl

dr f lβ (r) · Einc(r)

+
N∑

j=1
j �=1

Nb∑
α=1

ajα

∫
Vl

dr f lβ (r) · qjα (r)
} (183)

Substituting Eqs. (173) into (172), we get

Equation (183) contains the full multiple scattering effects
among the N number of spheroids under the small spheroid
assumption. Because of the small spheroid assumption, only

E(r) = Einc(r) +
N∑

j=1

Nb∑
α=1

ajαqjα (r) (179)
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the dipole term contributes to the first term in Eq. (183) The scattered field is decomposed into vertical and horizontal
polarizationwhich is the polarization induced by the incident field. Thus

Es = Evsv̂s + Ehsĥs (191)
∫

Vl

dr f lβ (r) · Einc(r) = v0l f lβ · Einc(rl ) (184)

In the simulations of random discrete scatterer scattering,
After the coefficients al�, l � 1, 2, . . ., N, and � � 1, 2, 3 are there is a strong component of coherent scattered field that is
solved, the far-field scattered field in the direction (�s, �s) is dependent on the shape of the box. To calculate the extinction
expressed as rates and the scattering phase matrices, we need to subtract

out the coherent field to get the incoherent fields. The inco-
herent fields contribute to the extinction rates and the scat-
tering phase matrices. The simulations are performed for Nr

realizations. We performed Nr � 50 realizations for this arti-
cle. Let � be the realization index. Then the coherent scat-
tered field is

Es(r) = k2 eikr

4πr
(v̂vvsv̂vvs + ĥhhsĥhhs)

·
N∑

j=1

Nb∑
α=1

ajα (εrj − 1)

∫
V j

dr′e−iks ·r′
f jα (r′

)

(185)

where �rj � �j/�, k̂s � sin �s cos �sx̂ � sin �s sin �sŷ � cos �sẑ
is the scattered direction; v̂s � cos �s cos �sx̂ � cos �s sin 〈E〉 = r

Nr

Nr∑
σ =1

E
σ

s (192)

�sŷ � sin �sẑ, ĥs � �sin �sx̂ � cos �sŷ are, respectively, the
vertical and horizontal polarizations. Under the small spher- and the incoherent field is
oid assumption, only the dipole fields will contribute to the
far-field radiation in Eq. (185). Thus, we have

εσ
s = rE

σ

s − 〈Es〉 (193)

which also can be decomposed into vertical and horizontal po-
larization

Es(r) ∼= k2 eikr

4πr
(v̂vvsv̂vvs + ĥhhsĥhhs) ·

N∑
j=1

Nb∑
α=1

ajα (εrj − 1)v0 j f jαe−iks ·r j

(186)
ε σ

s = εσ
vsv̂s + εσ

hsĥs (194)

Numerical Simulation. In this section, we show the results
The averaged N particle bistatic scattering cross sections areof the numerical simulations by using N � 2000 spheroids

and up to f � 30% by volume fraction. The relative permittiv-
ity used for the spheroids is 3.2 and the size parameter of the
spheroids used is such that ka � 0.2. For dipole interactions,

σvsN = 1
Nr

Nr∑
σ =1

|εσ
vs|2 (195)

we replace the integral in the last term of Eq. (183) as follows.

σhsN = 1
Nr

Nr∑
σ =1

|εσ
hs|2 (196)∫

Vl

dr f lβ (r) · qjα (r) = (εrj − 1)v0 jv0lk
2 f lβ · G(rl , r j ) · f jα (187)

The N particle bistatic scattering cross sections of Eqs. (195)
and (196) contain the collective scattering effects of the par-where
ticles.

For the simulations, the particles are not absorptive. Thus
the extinction rate is the same as the scattering rate. TheG(rl , r j ) =

�
I + ∇ ∇

k2

�
g(r, r′

) (188)

extinction rate is

is the dyadic Green’s function.
In the simulations, all the spheroids are prolate and are

identical in size with c � ea, where e is the elongation ratio
κe = 1

V

∫ π

0
dθs sin θs

∫ 2π

0
dϕs(σvsN + σhsN) (197)

of the prolate spheroid. The size of the box in which the spher-
The 1/V factor in Eq. (197) is due to the fact that the extinc-oids are placed is
tion rate for a random medium is the extinction cross section
per unit volume of space and the V in this case is the size ofV = Nv/ f (189)
the box. The random positions of the spheroids are generated
by a shuffling method facilitated by contact function (20,21).where f is the fractional volume, and v � 4�a2c/3 is the vol-

In Fig. 11, we illustrate the extinction coefficients normal-ume of one spheroid. To create the situation of random phase,
ized by the wavenumber k as a function of fractional volume.it is important that the size of the box has to be larger than
We consider the case consisting of aligned prolate spheroidsa wavelength.
with ka � 0.2 and e � 1.8. In such a medium, a verticallyAn incident electric field of
polarized incident wave with the incident polarization aligned
with the symmetry axis of the prolate spheroids has a higherEinc(r) = ŷeikz (190)
extinction rate than that of the horizontally polarized incident
wave. The extinction rate is polarization dependent. In theis launched onto the box containing the N spheroids. The ma-

trix of Eq. (183) is solved by iteration. After the matrix equa- same figure, we also show the extinction rate for the case
when the spheroids are randomly oriented. For random orien-tion is solved, the scattered field is calculated by Eq. (186).
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CASE 1. �s � 0� and �s � 180�. For this case, we define the
phase matrix elements of

P11(θs) = σvsN

V
(199)

P21(θs) = σhsN

V
(200)

In this case, the incident polarization is perpendicular to the
scattering plane formed by the incident and scattered direc-
tions. The quantities P11 and P21 correspond to copolarization
and cross-polarization, respectively. In Figs. 12(a) and 12(b),
we plot P11 and P21, respectively, as a function of �s. We give
the results of �s � 0� and �s � 180� in the same figure. The
following definition is used. For �s � 0�, we have a scattering
angle between 0� and 180� and the scattering angle is equal
to �s. For �s � 180�, the scattering angle is equal to 360� � �s
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Fractional volume covering the range of scattering angles between 180� and
360�.Figure 11. Extinction rate as a function of fractional volume of parti-

cles. Relative permittivity of particles �r � 3.2. For spheroids ka �

0.2 and e � 1.8. For spheres ka � 0.2. The dotted curve is for the CASE 2. �s � 90� and �s � 270�. For this case, we define the
medium with spheres; �, the medium with randomly oriented spher- phase matrix elements of
oids. o and x, the medium with aligned spheroids but with incident
wave being vertically and horizontally polarized, respectively. P12(θs) = σhsN

V
(201)

P22(θs) = σvsN

V
(202)

tation, the probability density function of orientation p(�, �) In this case, the incident polarization is in the scattering
is plane formed by the incident and scattered directions. The

quantities P22 and P12 correspond to copolarization and cross
polarization, respectively. In Figs. (12c) and Figs. (12d), we
plot P12 and P22, respectively, as a function of �s. The scatter-p(β, α) = sinβ

4π
ing angle is between 0� and 360�. The following definition is
used. For �s � 90�, we have the scattering angle between 0�

for 0 	 � 	 �, and 0 	 � 	 2�. The sin � is a result of the and 180� the scattering angle is equal to �s. For �s � 270�, the
smaller solid angle at small �. The normalization of the prob- scattering angle is equal to 360� � �s covering the range of
ability density function is such that scattering angles between 180� and 360�. In Fig. 12, we show

the results of P11, P21, P12, and P22 for the fractional volume of
30%. The results of independent scattering are also shown for
comparison. The dimension of phase matrix is bistatic cross

∫ 2π

0
dα

∫ π

0
dβp(β, α) = 1

section per unit volume which is inverse distance. The unit
is such that wavelength is equal to unity. We note that the
copolarization, P11 and P22, are smaller than those of indepen-The attenuation for the randomly oriented case is between
dent scattering, whereas the cross-polarization, P21 and P12,those of vertically and horizontally polarized incidence of the
are higher than those of independent scattering. We also notealigned case. The extinction rates are also compared with
that the simulation results fluctuate because of the randomthose of a medium with spherical particles of ka � 0.2 and
phase situation, whereas that of independent scattering aree � 1. The spherical case predicts a much lower attenuation
smooth curves. The fluctuations are characteristic of randomthan the spheroidal case, even though the medium has the
scattering as the bistatic scattering cross section per unit vol-same fractional volume.
ume will fluctuate from sample to sample. We also note thatNext we illustrate the scattering phase matrices. The
P22 has angular dependence that is the characteristic of Ray-phase matrices are bistatic scattering cross sections per unit
leigh scattering.volume of a conglomeration of particles. We consider the inci-

dent wave and polarization as given by Eq. (190). The spher-
Simulations of Scattering by Random Rough Surfaceoids are randomly oriented in the following illustrations. We

also compare with the results of independent scattering. The The classical analytic approaches of solving random rough
independent scattering results are obtained by including only surface scattering problems based on the Kirchhoff approxi-
the first term inside the curly bracket of Eq. (183). That is, mation and small perturbation method are restricted in do-

main of validity (1,2). Recently, there has been an increasing
interest in the Monte-Carlo simulations of random rough sur-
face scattering. One method is the integral equation method
in which an integral equation is then converted to a matrix

alβ = 1
(1 − Clβ )

∫
Vl

dr f lβ (r) · Einc(r) (198)
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research in recent years (22,23). Fast numerical methods
have been developed to solve such problems (24–28). In this
section, we shall use a standard method of simulation and
illustrate the results. The numerical results yield many inter-
esting features that are beyond the validity of classical
methods.

Integral Equation. We confine our attention to numerical
simulations of scattering by one-dimensional random rough
surface. Consider an incident wave 
inc(r) impinging upon a
one-dimensional random rough surface with a height profile
z � f (x). The wave function 
(r) above the surface is

ψ(r) = ψinc(r) + ψs(r) (203)

where 
s(r) is the scattered wave. The wave function obeys
the following surface integral equation

1.5
x10–3

P
11

1

0
500 100 150 200

(a)

250 300 350

0.5

Scattering angle (degree)

2.5

P
2

1

1.5

2

0
50 100 150 200

(b)

250 300 350

1

Scattering angle (degree)

x10–5

ψinc(r
′
) +

∫
S

dsn̂nn · [ψ(r)∇g(r, r′
) − g(r, r′

)∇ψ(r)]

=




ψ(r′
) r′ ∈ V0

1
2

ψ(r′
) r′ ∈ S

0 r′ ∈ V1

(204a)

(204b)

(204c)

where

g(r, r′
) = i

4
H(1)

0 (k|r − r′|) (205)

is the two-dimensional Green’s function. The zero in Eq.
(204c) corresponds to the extinction theorem. Note that in
Eqs. (204a) and (204b), r is on the surface.

The transmitted wave 
1(r) in the lower medium satisfies∫
S

dsn̂nn · [ψ1(r)∇g1(r, r′
) − g1(r, r′

)∇ψ1(r)]

=




0 r′ ∈ V0

−1
2

ψ1(r′
) r′ ∈ S

−ψ1(r′
) r′ ∈ V1

(206a)

(206b)

(206c)

where
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Figure 12. Phase matrix as a function of scattering angle for ka �
g1(r, r′

) = i
4

H(1)

0 (k1|r − r′|) (207)

0.2, fractional volume f � 30%, elongation ratio e � 1.8, relative per-
mittivity of particles �r � 3.2. The spheroids are randomly oriented. is Green’s function of the lower medium.
In the simulations, N � 2000 particles are used and the results are The wave functions 
(r) and 
1(r) are related by boundary
averaged over Nr � 50 realizations. (a) P11, (b) P21, (c) P21, and (d) condition on surface S. For the TE wave, the boundary condi-
P22. o, the dense medium results. x, the independent scattering re- tion is
sults.

ψ(r) = ψ1(r) (208a)

n̂nn · ∇ψ(r) = n̂nn · ∇ψ1(r) (208b)
equation by the method of moments, and the resulting equa-
tion is solved with a full matrix inversion. Many practical For the TM wave, the boundary condition is
problems such as the near-grazing incidence or two-dimen-
sional rough surface are considered large-scale rough surface
problems. For such large-scale rough surface problems, an ef-
ficient numerical method is needed. The simulation of large-
scale rough surface problem have been a subject of intensive

ψ(r) = ψ1(r) (209a)

1
ε

n̂nn · ∇ψ(r) = 1
ε1

n̂nn · ∇ψ1(r) (209b)
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By rewriting Eq. (204b) and applying the boundary condition that the surface current is truncated at x � �L/2, so that the
surface current is forced to zero for �x� � L/2. If this is anto Eq. (206b), we have
abrupt change, artificial reflection from the two endpoints will
occur. To avoid these artificial reflections, one common way is
to taper the incident wave so that the incident wave decays
to zero gradually and are exponentially small outside the do-
main. A way to taper the incident wave is in the spectral do-
main. Let

ψinc(r
′
) +

∫
S

ds[ψ(r)n̂nn · ∇g(r, r′
) − g(r, r′

)n̂nn · ∇ψ(r)] = 1
2

ψ(r′
)

(210a)∫
S

ds[ψ(r)n̂nn · ∇g1(r, r′
) − g1(r, r′

)ρn̂nn · ∇ψ(r)] = −1
2

ψ(r′
)

(210b)

where ψinc[x, f (x)] = g
2
√

π

∫ ∞

−∞
dkxei(kx x−kzz)e− (kx −kix )2 g2

4 (217)

where kix � k sin �i, k2
z � k2 � k2

x, k is the wavenumber of the
free space, and g is the parameter that controls the taperingρ =




1 for the TE wave
ε1

ε
for the TM wave

(211)

of the incident wave. The advantage of using Eq. (217) is that
it obeys the wave equation exactly because it is a spectrum of

and ds � [1 � (df /dx)2]1/2 dx. Let plane waves.
To calculate the power impinging upon the surface, we

haveu(r, r′
) =
p

1 + (df/dx)2n̂nn · ∇�(r, r′
)

where r � r[x, f (x)] and r
 � r
[x
, f (x
)]. Using the method of
moment (18), we can discretize the above equations as Sinc · ẑ = − 1

2ηk
Im

�
ψinc

∂ψ ∗
inc

∂z

�
(218)

The power received is

Pinc = −
∫ ∞

−∞
dxSinc · ẑzz (219)

N∑
n=1

amnu(xn) +
N∑

n=1

bmnψ(xn) = ψinc(xm) (212a)

N∑
n=1

a(1)
mnρu(xn) +

N∑
n=1

b(1)
mnψ(xn) = 0 (212b)

By substituting Eq. (218) into (219) and integrating over dx,
where xm � (m � 0.5)�x � L/2, m � 1, 2, . . ., N. The matrix it follows readily that only propagating waves contribute to
elements amn, bmn, a(1)

mn, and b(1)
mn are given by power. Thus

Pinc = g2

4ηk

∫ k

−k
dkxkz exp

[
− (kx − kix)

2g2

4

]
(220)amn =




�x
i
4

H(1)

0 (krmn) m �= n

�x
i
4

H(1)

0 [k�xγm/(2e)] m = n
(213)

Scattered Waves. After the surface fields 
(r) and n � �
(r)
are calculated by numerical methods, we can calculate the
scattered waves and the transmitted waves using Eqs. (204a)
and (206c), respectively. From Eq. (204a), the scattered wave
is

bmn =




−�x
ik
4

f ′(xn)(xn − xm) − [ f (xn) − f (xm )]
rmn

H(1)

1 (krmn)

m �= n
1
2

− f ′′(xm)

4π

�x
γ 2

m
m = n

(214)
ψs(r′

) =
∫

S
ds[ψ(r)n̂nn · ∇g(r, r′

) − g(r, r′
)n̂nn · ∇ψ(r)] (221)

For the far fielda(1)
mn =




�x
i
4

H(1)

0 (k1rmn) m �= n

�x
i
4

H(1)

0 [k1�xγm/(2e)] m = n
(215)

g(r, r′
) = i

4

r
2

πkr′ exp
�
−i

π

4

�
exp(ikr′) exp

[−ik(sin θsx + cos θsz)]
(222)

Putting Eq. (222) and into (221), we have

b(1)
mn =




−�x
ik1

4
f ′(xn)(xn − xm) − [ f (xn) − f (xm)]

rmn
H(1)

1 (k1rmn)

m �= n

−1
2

− f ′′(xm)

4π

�x
γ 2

m
m = n

(216)
ψs(r′

) = i
4

r
2

πkr′ exp
�
−i

π

4

�
exp(ikr′)ψ (N )

s (θs) (223)
where rmn � �(xn � xm)2 � [f (xn) � f (xm)]2�1/2 and �m � �1 �
[f 
(xm)]2�1/2, e � 2.71828183, H(1)

1 is the first-order Hankel func-
wheretion of the first kind, and f 
(xm) and f �(xm) represent the first

and second derivative of f (x) evaluated at xm, respectively.

Incident Waves and Scattered Waves. In numerical simula-
tions, the rough surface is truncated at x � �L/2. This means

ψ(N )
s (θs) =

∫ ∞

−∞
dx

{
−u(x) + ψ(x)ik

[
df
dx

sin θs − cos θs

]}
exp[−ik(x sin θs + f (x) cos θs)] (224)



MICROWAVE REMOTE SENSING THEORY 233

5
TE wave

0

–5

–10

–15

–20

–25

–30

–35
–80 –60 –40 –20 0 20 40 60 80

SPM
Numerical result

5
SPM

TE wave

200 realizations0

–5

–10

–15

–20

–25

–30

–35
–80 –60 –40 –20 0 20 40 60 80

20 realizations
1 realization

Figure 13. Numerical results of wave scattering from a dielectric
Figure 15. The convergence test with respect to number of realiza-

slightly rough surface and comparison with the small perturbation
tions for the TE case and comparison with the small perturbation

method (SPM) for the case of rms height of 0.05 wavelength, correla-
method for the case of rms height of 0.3 wavelength, correlation

tion length of 0.35 wavelength and relative dielectric constant of 5.6
length of 1 wavelength and relative dielectric constant of 5.6 � i0.6

� i0.6 at an incidence angle of 30�. The numerical results are aver-
at the incidence angle of 30�. The numerical results show that we

aged over 200 realizations. The results show good agreement between
need many realizations for the convergence of the averaged bistatic

the numerical method and SPM for the case of small rms height for
scattering coefficients. Also SPM cannot give accurate results for the

TE wave incidence.
moderate rms height.

The Poynting’s vector in direction k̂s is To define the bistatic scattering coefficient �(�s), we have

Ss(r′
) = − 1

2ηk
Im[ψs(r)∇ψ ∗

s (r′)] (225) Ps

Pinc
=

∫ π/2

−π/2
dθsσ (θs) (227)

The total power scattered above the surface is Thus

σ (θs, θi) = |ψ(N )
s (θs)|2

4πg2
∫ k

−k dkxkz exp[−(kx − k sin θi)
2g2/2]

(228)

Results of Numerical Simulations. In this section, results of

Ps =
∫ π/2

−π/2
dθsrSs(r′

)

=
∫ π/2

−π/2

1
2η

1
16

2
πk

|ψ(N )
s (θs)|2

(226)

numerical simulations are illustrated. First, we show the bi-
static scattering coefficient of a rough surface with small rms
height and slope and compare them with that from the small
perturbation method. Next, we illustrate the convergence
with respect to the number of realizations. After that, wave
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Figure 14. Numerical results of wave scattering from a dielectric
slightly rough surface and comparison with the small perturbation
method (SPM) for the case of rms height of 0.05 wavelength, correla-
tion length of 0.35 wavelength and relative dielectric constant of 5.6
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� i0.6 at incidence angle of 30�. The numerical results are averaged
over 200 realizations. The results show good agreement between the Figure 16. Numerical results of wave scattering from the dielectric

rough surface with a moderate rms height and comparison with thenumerical method and SPM for the case of small rms height for TM
wave incidence. small perturbation method. TM case.
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Figure 17. Numerical results of wave scattering from a dielectric
rough surface with a large rms height. Backscattering enhancement
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is shown for both TE and TM waves. This result indicates the impor-
tance of multiple scattering effects. Figure 19. The variation of backscattering coefficients as a function

of incidence angles from 80� and 85� and comparison with the small
perturbation method.

scattering from a very rough surface is calculated so that
backscattering enhancement (27) can be observed. The varia-

The rms height of rough surface is 0.3�, correlation length istions of emissivities with incidence angles and permittivities
1.0�, the relative dielectric constant of lower medium isare plotted too. Finally, backscattering coefficients at low
5.6 � i0.6, and the incident angle is 30�. For one realization,grazing angle are shown.
there are angular fluctuations of the bistatic scattering coef-In Figs. 13 and 14, we plot the numerical results averaged
ficients, which is a result of constructive and destructive in-over 200 realizations for TE and TM waves, respectively, for
terferences as a function of �s. With the increasing of thethe case of rms h � 0.05�, correlation length 0.35�, incident
number of realizations, the curve becomes smoother andangle 30�, and 5.6 � i0.6 of relative dielectric constant. We
smoother. SPM results are also shown in the figure. In thisalso show the results of using the small perturbation method
case, because of larger rms height, the two results are differ-(SPM). We see that the two results are in very good
ent. That means we can not use SPM for larger rms height.agreement. Because of the small height, we see a distinct an-
In Fig. 16, we plot the results with the same parameters asgular peak in the specular direction of �s � �i � 30�. The peak
in Fig. 15 for the TM case. The results indicate that there areis due to specular reflection of the coherent wave. Because of
large differences between numerical simulation and SPM. Inits small slope, �(�s) decreases rapidly away from the specular
Fig. 17, the bistatic scattering coefficients are shown for thedirection. In Fig. 15, we test the convergence with respect to
case with large rms height and slope for both TE and TMthe number of realizations for the TE case. We show the re-
waves. The case is with rms h � 0.5�, correlation length 1.0�,sults averaged over 1, 20, and 200 realizations, respectively.
and relative dielectric constant 5.6 � i0.6 at incidence angle
of 10�. The backscattering enhancement is observed for both
TE and TM waves. In passive remote sensing, the emissivity
is an important parameter. It relates the brightness tempera-
tures to the physical temperature.

The emissivity can be calculated by integrating bistatic
scattering coefficients over scattering angles and subtracting
the result from unity. In Fig. 18, the variation of emissivities
with the incident angles are illustrated for the case of rms
h � 0.3�, correlation length 1.0�, and dielectric constant
5.6 � i0.6 for TE and TM cases, repectively. We can see that
the emissivity of the TE wave decreases as the incidence
angle increases. For the TM wave, the emissivity increases as
the incidence angle increases. In Fig. 19, we study the case of
close-to-grazing incidence by plotting the TE and TM back-
scattering coefficients as a function of incidence angles from
80� and 85�. The results of the SPM are also shown. Both TE
and TM backscattering coefficients decreases as a function of
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incidence angle. There are large differences between numeri-
cal simulations and the SPM.Figure 18. The variation of emissivities with the incident angles.
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