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predicates:

X θ Y ≡ ⊥ if X or Y is null and θ is <, ≤,=, =,≥, >

⊥ ∈ S ≡ ⊥ for any set S

S ⊇ {⊥} ≡ ⊥ for any set S

There is a problem. Because of the variety of meanings possi-
FUZZY INFORMATION RETRIEVAL ble for null values, they cannot discriminate well enough (i.e.,
AND DATABASES they are ‘‘overloaded’’ in the programming language sense).

Two possible solutions are to maintain multiple nulls or to
Information processing and management has become one of provide semantic interpretation external to the database.
the topics that has stimulated great interest over the past
several years. The technological advances in databases and Range Values Approach
retrieval systems and the ability to access such data over the

As discussed, it is possible to have a variety of nulls withInternet has focused developments in this area. Information
different semantics. However, these are not adequate to rep-systems are designed to model, store, and retrieve large
resent the possibility of a range of values. For example, weamounts of information effectively. From a developmental
may not know exactly the age of a house, but we know it ispoint of view, the management of unstructured information
in the range of 20 to 30 years. So we have an interval of val-(texts), on one hand, and structured information (formatted
ues and know one is correct but do not necessarily know ex-data representing factual business information), on the other,
actly which one.have given rise to two different lines of research and products:

An early development in this area by Grant (3) extendedinformation retrieval systems and database management
the relational model to allow range values. Basically threesystems.
types of values are allowed: a single number for the case ofBeing able to naturally handle the imprecision and
complete information; a pair of numbers (i, j) [i � j] for thevagueness that we experience in the real world of information
case of partial information in the form of a range of possiblesystems is very desirable. Fuzzy set theory has proven to be
values; and finally a null value in the case of no information.a very powerful tool to handle this sort of uncertainty in many
To deal with comparisons of such values for purposes of de-areas. In information systems, the two main issues in which
fining relations and relational operators, true and maybeuncertainty should be reflected are the representation scheme
predicates are defined where the maybe predicate means thatand the querying mechanism; these are discussed here.
it is true or maybe true. For example, consider a relation R
with three tuples. For an attribute Years, the values for each

FUZZY DATABASES tuple are: 15; 8; (20,30). It is definite that 15 � R, but it is
not certain if 25 is in R, so we have 25 �M (maybe an element

The earliest attempt to represent inexact data in databases of) R. Note that, by the definition of the maybe predicate, we
was the introduction of the concept of null values by Codd (1). also have 15 �M R.
The first extensions of the relational data model that incorpo- The basis of the relational model is set theoretic, so we can
rated nonhomogeneous domain sets did not use fuzzy set the- view a relation as a set of tuples. In a set there should not
ory. Rather, they attempted to represent null values and in- normally be duplicate elements, and the issue of elimination
tervals. The ANSI/X3/SPARC report of 1975 (2), for instance, of duplicate tuples plays a significant role in inexact and im-
notes more than a dozen types of null. At one end of the spec- precise models of data. For several fuzzy database models, the
trum, null means completely unknown. For example, a null elimination of redundant tuples requires careful consider-
value in the current salary of an employee could mean the ation.
actual value is any one of the permissible values for the sal- In the case of a range of values, we can see some of the
ary domain set. issues that will arise in the case of fuzzy databases. In partic-

Without resorting to fuzzy measures, a user can specify ular, duplicate tuples are allowed because, even if they
some information about a value that further restricts it. A appear to be identical, they may actually stand for different
subset or range of values of the domain set may be described values (i.e., have different interpretations). Consider the pos-
within which the actual attribute value must lie. The user or sibility of the tuple (20,30) appearing twice in the preceding
the system (via functional dependencies) may specify subsets relation R. In one case, it may stand for the actual value 25
or subranges within which the actual value must not lie. Yet and in the other, 28. If the set of possible interpretations for
another option is to label null values in a manner that re- this range comprises the 11 values: 20, 21, . . ., 30, then
quires distinct nulls in different portions of the database to there can be at most 11 occurrences of the tuple value (20,30)
have a particular actual value relationship (usually equality) without violating the ‘‘no duplicate tuples’’ rule.
if they have the same label. The semantics of the null value
range from ‘‘unknown’’ (e.g., the current salary of an em-

Lipski’s Generalized Approach to Uncertainty
ployee) to ‘‘not applicable’’ (e.g., subassembly number of a part
that is not a subassembly) to ‘‘does not exist’’ (e.g., middle Lipski (4) proposed a more general approach. He does not, for

instance, assume that null means that a value is completelyname of a person). These last two meanings, however, are not
related to uncertainty. unknown. Given that there may be labeled or restricted value

nulls, let �Q� denote all real-world objects that a query QCodd proposes a three-value logic using T, F, and � (null
in the sense of unknown) in conjunction with the following could represent. Let T be a database object and �T � be all
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real-world objects it could represent. These are also known as Two major approaches have been proposed for the intro-
duction of fuzziness in the relational model. The first one usesexternal and internal interpretations.

Assume a relation EMPLOYEE with domains NAME and the principle of replacing the ordinary equivalence among do-
main values by measures of nearness such as similarity rela-AGE. The database object T � [Bob 30–35] could represent

six real-world objects (one for each year in the age range). tionships (8), proximity relationships (9), and distinguishabil-
ity functions (10). The second major effort involves a varietyA query Q places each database object in one of three

categories. of approaches that directly use possibility distributions for at-
tribute values (11,12). There have also been some mixed mod-
els combining these approaches (13,14).

We can also characterize these approaches relative to their
extensions of the relational model. As we have seen in captur-

T ∈ {surely set} if ‖Q‖ ⊃ ‖T‖
T ∈ {possible set} if ‖Q‖ ∩ ‖T‖ = �

T ∈ {eliminated set} if ‖Q‖ ∩ ‖T‖ = �
ing incompleteness or uncertainty, it is necessary to extend
the basic relational model by using non-first normal forms. InFor instance, the query, EMPLOYEE [AGE � 32], places T
the first approach using nearness measures, the imprecisionin the possible set, while EMPLOYEE [AGE � 25] �
of the actual data values is implicit, using a separate relationEMPLOYEE [AGE 	 40] places T in the surely set. The first
or table for the similarity or proximity relationship. Generallytwo categories are also known as the lower value �Q�* and
with the use of possibility distributions, most approachesupper value �Q�*, and these limiting interpretations are char-
have some imprecise description of the data explicitly or di-acterized in this approach. A number of relationships that as-
rectly represented in the basic attribute values of the relation.sist in evaluating this sort of query have been developed. It
We characterize these approaches as being either homoge-should be noted that because the representation of inexact
neous or heterogeneous representations.data is sufficiently generalized, it becomes intimately related

The distinguishing characteristic of an ordinary relationalto the uncertainty data modeling using fuzzy sets, which we
database (or ordinary databases of other forms) is the unifor-will be describing shortly.
mity or homogeneity of the represented data (15). For each
domain, there is a prescribed set of values from which domain

Statistical and Probabilistic Databases values may be selected. Furthermore, each element of the do-
main set is of the same structure (e.g., integers, real numbers,The main work in the area of statistical approaches is that of
or character strings). With the use of similarity or proximityWong (5) in which he handles a large class of uncertainty
relationships, the imprecision in domain values is implicit,cases by statistical inference. This formulation approaches
and so the representation remains homogeneous. These ap-the uncertainty of the real-world data by assuming an ideal
proaches are thus closer to ordinary crisp relational modelsworld of perfect information to which the incomplete data
and can be shown to have properties that closely follow thosemay be statistically compared. The prior information from
of conventional relational models.this comparison is represented either as a distortion function

To more directly represent uncertainty within the domainor a conditional distribution. Missing and combined attributes
values themselves requires departure from homogeneity ofcan be dealt with by distortion functions.
representation. These models based on possibility theory pro-The more direct method of dealing with uncertainty and
vide the ability to model more forms of uncertainty. As wouldincompleteness is to specifically use a probabilistic data
be expected from the increased power of representation, theremodel, and the most completely developed approach is that
is a tradeoff in more complexity of implementation. The morein which probabilities are associated with the values of the
complex extensions of the basic relational model lead us toattributes (6). In this model, because each stochastic attribute
classify them using a heterogeneous representation. This isis treated as a discrete probability distribution function, the
just a matter of degree, and some approaches may be moreprobabilities for each attribute (in a tuple) must be normal-
heterogeneous than others.ized (sum to 1.0). However, it may be difficult to ascertain

exact probabilities for all possible domain values. As a result,
Membership Values Models. The simplest form for a fuzzythey developed the concept of missing probabilities to account

database is the attachment of a membership value (numericfor such incompletely specified probability distributions. It
or linguistic) to each tuple. This permits maintenance of ho-permits the probabilistic model to capture uncertainty in data
mogeneous data domains and strongly typed data sets. How-values as well as in the probabilities. When updating or en-
ever, the semantic content of the fuzzy membership domaintering data into a probabilistic relation, it is not necessary to
is used during query processing. We will consider exampleshave all information before some tuple can be entered,
that illustrate two distinct semantics for the membership do-allowing a natural use of such uncertain information.
main. In the first relation, Investment_Sites, we have tuples
with attributes of [site-id, classification, membership value]:

Fuzzy Databases Models of Imprecision �[12, residential-1, 1.0], [14, residential-2, 0.7], [79, light-com-
mercial, 0.85], . . .�. The membership value here denotes theThe relational model has been the dominant database model

for a considerable period of time, and so it was naturally used degree to which the tuple belongs within the relation (16).
The second example is the relation Resume_Analysis,by researchers to introduce fuzzy set theory into databases.

Much of the work in the area has been in extending the basic which represents the analysis criteria of potential employees:
�[physics, science, 1.0], [botany, science, 0.7], [statistics, anal-model and query languages to permit the representation and

retrieval of imprecise data. A number of related issues such ysis, 0.8], . . .�. In the relation, the membership value de-
notes the strength of the dependency between the key attri-as functional dependencies, security, and implementation

considerations have also been investigated (7). bute, Subject, and the attribute Classification (17).
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Similarity-Based Fuzzy Models. In the late 1970s, Buckles relation, the space is limited by the set of valid tuples. Valid
tuples are determined by an underlying semantics of the rela-and Petry (8) were the first to use similarity relationships in

a relational model. Their approach attempted to generalize tion. Note that in an ordinary relational database, a tuple is
equivalent to its interpretation.the concept of null and multiple-valued domains for imple-

mentation within an operational environment consistent with Some aspects of the max-min transitivity in a similarity
can cause difficulty in modeling the relationship between do-the relational algebra. In fact, the nonfuzzy relational data-

base is a special case of their fuzzy relational database ap- main elements. It can be difficult to formulate the transitive
property of the relationship correctly. Furthermore at some �proach.

For each domain j in a relational database, a domain base level, domain elements only weakly related can be forced to-
gether in a merged set of retrieved values. The essential char-set Dj is understood. Domains for fuzzy relational databases

are either discrete scalars or discrete numbers drawn from acteristic that produces the desirable properties of unique-
ness and well-defined operations is partitioning of theeither a finite or infinite set. An example of a finite scalar

domain is a set of linguistic terms. For example, consider a attribute domains by the similarity relationship.
Shenoi and Melton (9) show how to use proximity relationsset of terms that can be used for subjective evaluation of a

patient’s health: �critical, severe, poor, so-so, average, good, (nontransitive) for the generation of partitions of domains.
The fuzzy relational model is extended by replacing similarityexcellent�. The fuzzy model uses a similarity relationship to

allow the comparison of these linguistic terms. The domain relations with proximity relations on the scalar domains. Re-
call that a proximity relation P(x, y) is reflexive and symmet-values of a particular tuple may also be single scalars or num-

bers (including null) or a sequence of scalars or numbers. ric but not necessarily transitive. This can also be related to
a more generalized approach to equivalence relations for aConsider, for example, the assessments made in the triage

database to permit ranking of patient treatment. If we in- fuzzy database model (19).
clude linguistic descriptions of the severity of patients and
combine these with procedure time estimates, we have tuples Possibility Theory-Based Database Models. In the possibility
in the relation such as: �[p1, �so-so, average�, �20, 30�], [p2, theory-based approach (11,20), the available information
poor, �20, 50�], [p3, �poor, severe�, �80–120�], . . .� about the value of a single-valued attribute A for a tuple t is

The identity relation used in nonfuzzy relational databases represented by a possibility distribution �A(t) on D � �e� where
induces equivalence classes (most frequently singleton sets) D is the domain of the attribute A and e is an extra-element
over a domain D, which affects the results of certain opera- that stands for the case when the attribute does not apply to
tions and the removal of redundant tuples. The identity rela- t. The possibility distribution �A(t) can be viewed as a fuzzy
tion is replaced in this fuzzy relational database by an explic- restriction of the possible value of A(t) and defines a mapping
itly declared similarity relation (18) of which the identity from D � �e� to [0, 1]. For example, the information ‘‘Paul
relation is a special case. A similarity relation s(x, y) for given has considerable experience’’ (�e(p)) will be represented by
domain D is a mapping of every pair of elements in the do- (�d � D):
main onto the unit interval [0, 1] with the following three
properties, x, y, z � D: πe(p)(e) = 0 and πe(p)(d) = µc(d)

1. Reflexive: sD(x, x) � 1 Here �c is a membership function that represents the vague
predicate ‘‘considerable’’ in a given context, such as the num-2. Symmetric: sD(x, y) � sD(y, x)
ber of years of experience or the number of years of education.3. Transitive: sD(x, z) � Max(Min[sD(x, y), sD(y, z)])

It is important to notice that the values restricted by a
possibility distribution are considered as mutually exclusive.

Next the basic concepts of fuzzy tuples and interpretations The degree �A(t)(d) rates the possibility that d � D is the
must be described. A key aspect of most fuzzy relational data- correct value of the attribute A for the tuple t. Note that
bases is that domain values need not be atomic. A domain �A(t)(d) � 1 only means that d is a completely possible value
value di, where i is the index of the attribute in the tuple, is for A(t), but it does not mean that it is certain that d is the
defined to be a subset of its domain base set Di. That is, any value of A for the tuple (or in other words that d is necessarily
member of the power set may be a domain value except the the value of A for t), unless
null set. Let P(Di) denote the power set of Di � �.

A fuzzy relation R is a subset of the set cross product ∀d′ = d, πA(t)(d
′) = 0

P(D1) 
 P(D2) 
 � � � 
 P(Dm). Membership in a specific rela-
tion r is determined by the underlying semantics of the rela-

Moreover, the possibility distribution �A(t) should be normal-tion. For instance, if D1 is the set of major cities and D2 is the
ized on D � �e� (i.e., �d � D such that �A(t)(d) � 1 or �A(t)(e) �set of countries, then (Paris, Belgium) � P(D1) 
 P(D2)—but
1). This means that it must be the case that at least one valueit is not a member of the relation A (capital-city, country).
of the attribute domain is completely possible or that the at-A fuzzy tuple t is any member of both r and P(D1) 

tribute does not apply. The following null value situationsP(D2) 
 � � � 
 P(Dm). An arbitrary tuple is of the form ti �
may be handled in this framework:[di1, di2, . . ., dim] where dij � Dj.

An interpretation � � [a1, a2, . . ., am] of a tuple ti � [di1,
1. Value of A for t is completely unknown: �d � D,di2, . . ., dim] is any value assignment such that aj � dij for

�A(t)(d) � 1, �A(t)(e) � 0.all j.
In summary, the space of interpretations is the set cross 2. The attribute A does not apply for the tuple t: �d � D,

�A(t)(d) � 0, �A(t)(e) � 1.product D1 
 D2 
 � � � 
 Dm. However, for any particular
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3. It is not clear whether situation 1 or 2 applies: �d � D, respect to a relation r having domain sets D1, D2, . . ., Dm,
each factor Vj must be�A(t)(d) � 1, and �A(t)(e) � 1.

Thus, such an approach is able to represent, in a unified 1. a domain element a, a � Dj, where Dj is a domain set
manner, precise values (represented by singletons), null val- for r, or
ues, and ill-known values (imprecise ones represented by 2. a domain element modified by one or more linguistic
crisp sets or vague ones represented by fuzzy sets). In this modifiers (e.g., NOT, VERY, MORE-OR-LESS).
approach, multiple-valued attributes can be formally dealt
with in the same manner as single-valued ones, provided that The relation r may be one of the original database relations or
possibility distributions defined on the power set of the attri- one obtained as a result of a series of fuzzy relational algebra
bute domains rather than on the attribute domains them- operations. Fuzzy semantics apply to both operators and mod-
selves are used. Indeed, in the case of multiple-valued attri- ifiers. An example query is
butes, the mutually exclusive possibilities are represented by
subsets of values. MORE-OR-LESS big and NOT VERY VERY heavy

Possibility and Necessity Measures. If two values a and b are where ‘‘big’’ is an abbreviation of the term (SIZE � big) in a
described by their respective possibility distributions �a and relation having domain called SIZE. The value ‘‘heavy’’ is
�b, then they can be compared according to the extension prin- likewise an abbreviation. The linguistic hedge VERY can be
ciple (21). This leads to two degrees, expressing the extent to interpreted as CON(F), concentration, and MORE-OR-LESS
which the values possibly and necessarily satisfy the compari- as DIL(F), dilation.
son relation. For equality, these degrees are given by A membership value of a tuple in a response relation r is

assigned according to the possibility of its matching the query
specifications. Let a � Dj be an arbitrary element. The mem-
bership value �a(b), b � Dj, is defined based on the similarity
relation sj(a, b) over the domain. The query Q( � ) induces a

poss(a = b) = supx,y(min(πa(x), πb(y), µ = (x, y)))

nec(a = b) = 1 − supx,y(min(πa(x), πb(y), µ = (x, y)))

= infx,y(max(1 − πa(x), 1 − πb(y), µ = (x, y)))

membership value �Q(t) for a tuple t in the response r as
follows:Of course, when a and b are precisely known, these two de-

grees collapse (and take their value in �0, 1�) because there is
1. Each interpretation I � [a�1, a�2, . . ., a�m] of t determinesno uncertainty. Otherwise, the fact that two attribute values

a value �aj
(a�j ) for each domain element aj, of Q (ai, ah,(in the same tuple or in two distinct tuples) are represented

. . ., ak).by the same possibility distribution does not imply that these
values must be equal. For instance, if John’s experience is 2. Evaluation of the modifiers and operators in Q( � ) over
‘‘considerable’’ and Paul’s experience is also ‘‘considerable,’’ the membership values �aj

(a�j ) yields �Q(I), the member-
John and Paul may still have different amounts (e.g., years) ship value of the interpretation with respect to the
of experience. This point is just a generalization of what hap- query.
pens with null values (if John’s experience and Paul’s experi- 3. Finally, �Q(t) � maxI of t��Q(I)�.
ence are completely unknown, both are represented by a null
value, whatever its internal representation, even though their In short, the membership value of a tuple represents the
years of experience are potentially distinct). The equality of best matching interpretation. The response relation is then
two incompletely known values must be made explicit and the set of tuples having nonzero membership values. In prac-
could be handled in the relational model in extending the no- tice, it may be more realistic to consider only the tuple with
tion of marked nulls. the highest value.

Querying Fuzzy Relational Databases
Possibility-Based Framework for Querying. There are several

In systems that are relationally structured and use fuzzy set approaches for querying relational databases where some in-
concepts, nearly all developments have considered various ex- completely known attribute values are represented by possi-
tensions of the relational algebra. Its syntactic structure is bility distributions. One may distinguish between an ap-
modified to the extent that additional specifications are re- proach that is set in a pure possibilistic framework (11)
quired. Use of the relational calculus with a similarity model (approximate reasoning under uncertainty) and others that
has also been studied (22). The relational calculus provides a do not use such a strict theoretic framework (24–26).
nonprocedural specification for a query and can be extended According to the possibilistic view (11), when a condition
more easily to a higher-level query language. applies to imperfectly known data, the result of a query evalu-

ation can no longer be a single value. Because the precise
values of some attributes for some items are not known, theSimilarity-Based Querying. To illustrate the process of query

evaluation for similarity databases, we examine a generalized fact that these items do or do not satisfy the query (to some
degree) may be uncertain. This is why the two degreesform of Boolean queries that may also be used to retrieve in-

formation (23). The details of query evaluation can be seen attached to two points of view are used: the extent to which
it is possible (resp. certain) that the condition is satisfied.more easily in this sort of query.

A query Q (ai, ah, . . ., ak) is an expression of one or more From the possibility distributions �A(t) and a subset P (ordi-
nary or fuzzy), one can compute the fuzzy set �P (resp. NP)factors combined by disjunctive or conjunctive Boolean opera-

tors: Vi op Vh op � � � op Vk. In order to be well formed with of the items whose A-value possibly (resp. necessarily) satis-
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fies the condition P. The membership degrees of a tuple t to sentations of the documents’ information content in or-
�P and NP are, respectively, given by (27) der to lower the imprecision and incompleteness of the

Boolean indexing. This is done by incorporating signifi-
cance degrees, or index term weights, in the representa-
tion of documents (29).

2. Fuzzy generalization of Boolean query language—The
objective here is to render the query language more ex-
pressive and natural than crisp Boolean expressions in

µ�P(t) = �(P; A(t)) = supd∈Dmin(µP(d), πA(t)(d))

µNP(t) = N(P;A(t)) = 1 − �(P; A(t))

= 1 − supd∈D∪{e}min(µ
P
(d), πA(t)(d))

= infd∈D∪{e}max(µP(d),1 − πA(t)(d))

order to capture the vagueness of user needs as well as
�(P; A(t)) estimates to what extent at least one value re- simplify the user system interaction. This is carried out
stricted by �A(t) is compatible with P, and N(P; A(t)) estimates at two levels. The first is through the definition of more
to what extent all the values more or less possible for A(t) are expressive, as well as soft, selection criteria that allow
included in P. It can be shown that �P and NP always satisfy the specification of different importance levels of the
the inclusion relation �P � NP (i.e., �t, �NP(t) � ��P(t)), pro- search terms. Query languages based on numeric query
vided that �A(t) is normalized. term weights with different semantics have been pre-

If John’s age and the fuzzy predicate ‘‘middle-aged’’ are sented as an aid to define more expressive selection cri-
represented according to a possibility distribution, the evalua- teria (30,31). Also, an evolution of these approaches in-
tion of the condition: John’s age � ‘‘middle-aged’’ is based on

troduced linguistic query weights specified by fuzzy
the computation of the values:

variables (e.g., important or very important) to express
different levels of importance for query terms (32).min(π ja(u),µma(u)) and max(1 − π ja(u),µma(u))

Incorporating fuzzy representations for documents in aThus, in case of incomplete information, it is possible to com-
pute the set of items that more or less possibly satisfy an Boolean IRS is a sufficient condition to improve the system
elementary condition and to distinguish the items that more with the ranking ability. As a consequence of this extension,
or less certainly satisfy this condition. the exact matching applied by a Boolean system can be soft-

ened to a partial matching mechanism, evaluating, for each
document, the anticipated degree of satisfaction of the docu-FUZZY INFORMATION RETRIEVAL
ment with regard to a user’s query. The value thus generated
is called a retrieval status value (RSV) and is used as theInformation retrieval systems (IRS) are concerned with the
basis for ranking the documents. This ranking is used for re-representation, storage, and accessing of a set of documents.
trieval and display of those documents.These documents are often in the form of textual information

Fuzzy knowledge-based IRS models have been defined toitems or records of variable length and format, such as books
index and retrieve documents in specific subject areas. Toand journal articles (28). The specific aim of an IRS is to eval-
date, it has been found that IRSs are not adequate to dealuate users’ queries for information based on a content analy-
with general collections. Reference 33 uses rules to representsis of the documents stored in the archive. In response to a
semantic links between concepts; the nature of the links (e.g.,user query, the IRS must identify what documents deal with
synonymous terms, broader terms, narrower terms) and thethe information being requested via the query and retrieve
strength of the links (represented by weights) are stored inthose that satisfy the query.
the knowledge base and are defined by experts in the field.Fuzzy IR models have been defined to overcome the limita-
This is used to expand the query evaluation, by applying antions of the crisp Boolean IR model so as to deal with
inference process that allows one to find information that the

1. discriminated (and possibly ranked) answers reflecting user did not explicitly request but that is deemed ‘‘likely’’ to
the variable relevance of the documents with respect to be of interest.
queries

2. imprecision and incompleteness in characterizing the Fuzzy Indexing Procedures
information content of documents

In an information retrieval system, the generation of a repre-3. vagueness and incompleteness in the formulation of
sentation of each document’s subject content is called in-queries
dexing. The basic problem is to capture and synthesize the
meaning of a document written in natural language. In defin-Fuzzy extended Boolean models constitute a superstructure
ing an indexing procedure (which can be either manual orof the Boolean model by means of which existing Boolean
automatic), one must first consider retrieval performance, viaIRSs can be extended without redesigning them completely.
a document representation that allows the IRS to be able toThe softening of the retrieval activity in order to rank the
retrieve all the relevant documents and none of the nonrele-retrieved items in decreasing order of their presumed rele-
vant documents in response to a user query and then alsovance to a user query can greatly improve the effectiveness of
consider exhaustivity (describing fully all aspects of a docu-such systems. This objective has been approached by ex-
ment’s contents).tending the Boolean models at various levels.

The Boolean retrieval model can be associated with auto-
matic text indexing. This model provides a crisp representa-1. Fuzzy extension of document representation—The aim

here is to provide more specific and exhaustive repre- tion of the information content of a document. A document is
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formally represented by the set of its index terms: Fuzzy Querying

Two factors have been independently taken into account to
R(d) = {t t ∈ T, F(d, t) > 0} for d ∈ D extend the Boolean query language, making the selection cri-

teria more powerful, and softening and enriching the aggrega-
in which the indexing (membership) function F correlat- tion operators. First, consider the basic query processing
ing terms and documents is restricted to �0, 1�. Of course, model.
F(d, t) � 1 implies the presence of term t in document d; and The main aim in extending the selection criteria is to pro-

vide users with the possibility of specifying differing impor-F(d, t) � 0 implies the absence of the term in the document.
tances of terms in order to determine which documentsTo improve the Boolean retrieval with a ranking ability,
should be relevant. This has been achieved by preserving thethe Boolean representation has been extended within fuzzy
Boolean structure of the query language and by associatingset theory by allowing the indexing function F to take on val-
with each term a numeric value to synthesize importance.ues in the unit interval [0, 1]. Here, the index term weight

Now, let’s define for Q � �a set of user queries for docu-F(d, t) represents the degree of significance of the concept as
ment�, a(q, t): Q 
 T � [0, 1], where a(q, t) is the importancerepresented by term t in document d. This value can be speci-
of term t in describing the query q and is called a query termfied between no significance [F(d, t) � 0] and full significance
weight. It is here that one begins to introduce problems in[F(d, t) � 1] and allows a ranking of the retrieval output,
terms of maintaining the Boolean lattice (44). Because of that,providing improved user satisfaction and system perfor-
certain mathematical properties can be imposed on F, butmance. Consequently, a document is represented as a fuzzy
more directly on a and on the matching procedure. Moreover,set of terms
there is a problem in developing a mathematical model that
will preserve the semantics (i.e., the meaning) of the userR(d) = {〈t, µd(t)〉 t ∈ T} for d ∈ D
query. The weight a can be interpreted as an importance
weight, as a threshold, or as a description of the ‘‘perfect’’ doc-

in which �d(t) � F(d, t). This implies that F is a fuzzy set mem- ument.
bership function, measuring the degree to which term t be- Let g: [0, 1] 
 [0, 1] � [0, 1] [i.e., g(F, a) is the RSV for a
longs to document d (34). Through this extension, the re- query q of one term t, with query weight a, with respect to a
trieval mechanism can compute the estimated relevance of given document d, which has index term weight F(d, t) for the
each document relative to the query, expressed by a numeric same term t]. This function g can be interpreted as the evalu-
score called a retrieval status value. The RSV denotes how ation of the document in question along the dimension of the
well a document seemingly satisfies the query (35,36). The term t if the actual query has more than one term.
definition of the criteria for an automatic computation of It has been suggested that terms be evaluated from the
F(d, t) is a crucial aspect; generally this value is defined on bottom up, evaluating a given document against each term in

the query and then combining those evaluations according tothe basis of statistical measurements with the aim of optimiz-
the query structure (45). Reference 46 shows that this crite-ing retrieval performance.
rion for a g function, called separability (47), preserves a
homomorphism between the document evaluations for single-Fuzzy Associations. Another concept linked to automatic in-
term queries and the document evaluations for complex Bool-

dexing to enhance the retrieval of documents is that based on
ean queries.

fuzzy associations, named fuzzy associative information re- A first formulation of the g function treats the a values as
trieval models (37–40). These associative information re- relative importance weights; for example, one could specify
trieval models work by retrieving additional documents that g � F*a. However, this can lead to problems, such as when
are not indexed by the terms in a given query but are indexed using an AND (44). In this case, a very small value of a for
by other terms, associated descriptors, that are related to the one of the terms in an AND query will dominate the min func-
query terms. tion and force a decision based on the least important (small-

Fuzzy association in information retrieval generally refers est a) term, which is just the opposite of what is desired by
to the use of fuzzy thesauri where the links between terms the user. This problem is precisely what prompted some re-
are weighted to indicate strength of association. Moreover, searchers to consider g functions that violate separability
this notion includes generalizations such as fuzzy pseudothe- (31,48).
sauri (41) and fuzzy associations based on a citation index To achieve consistency in the formalization of weighted
(42). Ogawa et al. (43) propose a keyword connection matrix Boolean queries, some approaches do not maintain all the
to represent similarities between keywords so as to reduce properties of the Boolean lattice: Kantor (49) generates a
the difference between relationship values initially assigned mathematical formulation of the logical relationships be-
using statistical information and a user’s evaluation. tween weighted queries, using a vapid query with all zero

Generally, a fuzzy association between two sets X � �x1, weights.
. . ., xm� and Y � �y1, . . ., yn� is formally defined as a fuzzy
relation:

FUTURE DIRECTIONS

f : X × Y → [0,1] Several specialized aspects not covered in this article are of
increasing research importance. Fuzzy functional dependen-

By varying the semantics of the sets X and Y in information cies relate to several issues for fuzzy databases including da-
tabase design and integrity management (50,51). The actualretrieval, different kinds of fuzzy associations can be derived.
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20. H. Prade, Lipski’s approach to incomplete information databasesapplication of uncertainty in deployed database systems is fol-
restated and generalized in the setting of Zadeh’s possibility the-lowing two directions. The first is the addition of uncertainty
ory, Information Systems, 9 (1): 27–42, 1984.in object oriented databases (52,53). This is due to newer de-

21. L. Zadeh, Fuzzy sets as a basis for a theory of possibility, Fuzzyvelopments in object-oriented databases and their inherent
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22. B. Buckles, F. Petry, and H. Sachar, A domain calculus for fuzzyis that of fuzzy-front end querying (54,55). This approach
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1989.fuzzy querying of crisp data. A good general survey of some

23. B. Buckles and F. Petry, Query languages for fuzzy databases, inof the issues in these directions is (56).
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