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not correspond to the direct simulation of the physical system
under examination. For instance, the MC solution of the
Boltzmann transport equation (BTE) not only gives the distri-
bution function that verifies the equation, but also yields in-
formation that is lost in the BTE itself. On the other hand, the
direct simulation is at times very inefficient, as for example in
the analysis of situations that are rare in the actual physical
system. In such cases it is necessary to distort the simulation
by applying some more sophisticated MC techniques that re-
duce the variance of the quantity of interest, giving up par-MONTE CARLO ANALYSIS
tially the advantages offered by the direct simulation.

The applications of the MC methods that we will focus onAs the name suggests, the Monte Carlo (MC) method is based
are particularly important in light of the growth in the fieldon the selection of random numbers (1–4). In its present form,
of microelectronics achieved in recent years. Semiconductorthe method is attributed to Fermi, Von Neumann, and Ulam,
devices are nowadays built with their active dimensions wellwho developed it for the solution of problems related to neu-
below 1 �m. Metal-oxide-semiconductor field-effect transistortron transport. In principle, the MC method can be considered
(MOSFET) technology has moved already into the quarter-as a very general mathematical tool for the solution of a great
micron size, while high electron mobility transistors (HEMTs)variety of problems.
are commercially available with 0.15 �m gate length. The re-Among the various applications of the method, the follow-
duction in size leads to a higher integration level as moreing are probably the most important:
devices can be put into a single chip. Such a push toward
smaller and more powerful devices (which immediately trans-• Integrodifferential equations
late into higher levels of integration and enhanced perfor-• Matrix inversion
mance of the single devices as well as of the overall circuit)

• Transport of nuclear particles
has been sustained by enormous advances in the area of fabri-

• Transport in semiconductors cation and processing. A very precise control is nowadays pos-
• Modeling of semiconductor devices sible on the device geometry and doping profile through tech-

niques such as ion implantation, reactive ion etching, and• Process simulation
electron and X-ray lithography. Furthermore, new possibili-
ties for novel devices are offered by the capability to growAn important feature of the MC technique is that more pre-

cise results can be obtained by generating larger numbers of nanometer layered structures with extremely high quality by
molecular beam epitaxy (MBE) and metal organic chemicalpoints. More generally, being based on random numbers, the

results obtained with an MC procedure are never exact, but vapor phase epitaxy (MOCVD). As we will see, MC ap-
proaches can be of great help in understanding and overcom-are rigorous in a statistical sense: The exact result lies in

given intervals with given probabilities. The uncertainty of ing the limits of several technological or in attempting to im-
prove the yield of integrated circuits. Moving into thethe results is strictly related to the variance of the possible

outcomes, and it is smaller if the size of the sample (i.e., the submicron scale, many new physical phenomena become im-
portant that require a sophisticated theoretical treatment.amount of computations devoted to the solution of the prob-

lem) is larger. One basic element of the numerical procedure There exists, therefore, a new challenge toward the under-
standing of the principles of operation of those novel devices.is the possibility to generate random numbers with given dis-

tributions starting from pseudorandom numbers uniformly The MC method offers great advantages also in this direction.
Computer programs are extremely important for technol-distributed between 0 and 1. Modern computers provide se-

quences of numbers obtained with precise mathematical algo- ogy development. Computer-aided design (CAD) has become
one of the keystones in microelectronics. The importance ofrithms, starting from a given element (seed). For each seed,

the sequence is perfectly predictable. However, it satisfies a such a field can be greatly appreciated focusing on the steps
required for the fabrication of integrated circuits (ICs). Thelarge number of statistical test of randomness. Those pseudo-

random numbers offer two great advantages: They can be development of new technologies is traditionally driven by an
experimental approach. A useful alternative is offered by soft-generated in a very fast way, and they are reproducible

(which is essential, for example, in debugging a code). ware tools, which can lead to a speed up of the development
cycle and a reduction of the development costs. In fact, thoseThe applications of MC methods can be divided into two

major groups. One consists of the direct reproduction on a calculations can be considered as simulated experiments,
which can be much faster and less expensive than real experi-computer of the microscopic dynamics of the physical process

in a system which is already statistical in its nature. We use ments. Furthermore, computer experiments allow a deep
physical interpretation of the final results that leads to a bet-in this case the term ‘‘MC simulation.’’ The second group con-

sists of MC methods devised for the solution of well-defined ter understanding of the problem at hand. This is particularly
true for the MC simulations. The characteristic links betweenmathematical equations or problems. In such cases, the meth-

ods provide a way of sampling a given statistical distribution. the different aspects of CAD can be summarized as follows
(5). The output of the process simulation is fed directly into aThe majority of real cases are a mixture of the two extreme

limits indicated above. The application to the study of semi- device simulation program, which determines the electrical
characteristics and the performance of the device. At thisconductor devices and processes is a good example. In fact,

transport processess are statistical in nature, but are also ac- stage, the interplay between process and device simulation
can suggest improvements on the processing steps deducedcurately described by well-defined equations that may or may
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from the simulated device performance. The output of the de- might be of importance with regard to the device performance
(e.g., intercarrier scattering, impact ionization, generation-re-vice simulator is then compacted in order to be inserted in a

circuit simulation program, which determines the character- combination, etc.). The prices one has to pay are a very time-
consuming algorithm and the requirement of a completeistics of the overall circuit. As this article will show, MC ap-

proaches are finding more widespread use as CAD tools, both knowledge of the physical system under investigation. Often
many assumptions have to be made in order to reduce theat the level of device and at the level of process simulation.

Although it will not be possible to exhaust the complexity complexity of the model describing a given device.
of the MC methods in such a short review, the present contri-
bution is intended to give a critical overview of the MC algo- The Monte Carlo Algorithm
rithms used for device and process modeling and for circuit

In recent years, EMC simulations have been widely used toyield analysis. A more thorough investigation can be found in
study the properties of semiconductor devices. Particular em-the references. For the MC simulation of semiconductor de-
phasis has been lately attributed to submicron structures, be-vices, a complete review can be found in Ref. 6.
cause of their performances in switching and high frequency
operations (13). Once the basic physics involved in the trans-
port of such devices is known, EMC simulation provides aMONTE CARLO DEVICE SIMULATION
formidable tool to determine their limits and characteristics
and can be very helpful in modeling. Together with the deter-The Monte Carlo technique is a fairly new tool in the area of
mination of the macroscopic properties of a device, EMC alsodevice modeling, traditionally dominated by simulators based
gives a microscopic description of the local electric field,on drift-diffusion models or on balance-equation models (for
charge density, velocity distribution, and so on.an overview of the subject, see Refs. 7 and 8). The first MC

The basic steps of a standard EMC self-consistent deviceapplication to the study of electronic transport in semiconduc-
simulation are (see Fig. 1) as follows:tors is due to Kurosawa in 1966 (9). Shortly afterwards the

Malvern group, in UK (Boardman, Fawcett, Hilsum, Swain,
1. Set Up Geometry and Discretization Scheme. Two pa-among others), provided the first wide application of the

rameters that play an important role in the choice ofmethod to device simulation, focusing mainly on GaAs devices
the time step and the grid size are the plasma frequency(10). Applications to Si and Ge boomed in the 1970s, thanks
and the Debye length. For simple device geometry ato work performed at the University of Modena, Italy, and at
one-dimensional description can be sufficient. Normally,IBM Yorktown, USA. The reviews in Refs. 4 and 11 provide a
MC simulations are performed using a two-dimensionaldeeper historical and technical perspective. The great atten-
grid (that is, assuming homogeneity along the third di-tion reserved in recent years to the MC analysis of devices
rection). Since the simulation is inherently three-di-(12) is strictly connected to the availability of powerful and
mensional, there are no principal reasons that preventrelatively inexpensive computers and workstations, which
a fully three-dimensional analysis.guarantee the necessary numerical resources for the compu-

2. Charge Assignment. The charge of each particle is as-tationally quite heavy simulations. Furthermore, with the re-
signed to a particular mesh point. Since it is not possi-cent advances in material growth, contact deposition, and im-
ble to simulate all the electrons present in a real device,purity control, devices have become more transparent from a
each simulated particle (also referred to as ‘‘superparti-physical point of view. Incidentally, this has provided physi-
cle’’) represents a cloud of electrons for the purpose ofcal systems of extreme interest. At the same time, MC algo-
estimating currents, charge, and field distributions. Forrithms have gained in sophistication and are now able to han-
all other purposes, each individual particle carries itsdle phenomena and systems of great complexity. These are
elementary charge e. The doping charge is also added totwo fundamental steps since the necessary input for an MC
the mesh according to its distribution. A sufficientlysimulation of semiconductor materials and devices is an accu-
large number of simulated particles is needed to guar-rate microscopic description of the physical system under in-
antee the statistical validity of the results and to reducevestigation. Many semiconductor devices can be nowadays
the level of numerical noise. Such a number depends onsimulated with the MC method, which is becoming more and
the dimensionality of the spatial grid, ranging typicallymore a very useful modeling tool.
from thousands of particles for one-dimensional descrip-The most common (and also the most interesting) simula-
tions, up to several tens of thousand particles for two-tion of a semiconductor device is performed for many particles
or three-dimensional systems.in parallel [Ensemble Monte Carlo (EMC), procedure] and

coupled to Poisson’s equation in order to obtain the self-con- 3. Potential Solution. Poisson’s equation is solved to deter-
mine the electrostatic potential at the mesh points. Insistent potential related to the charge distribution given di-

rectly by the MC procedure. For systems of great complexity, connection to EMC simulations, a finite-difference
scheme is generally used, although some attempts toa one-particle Monte Carlo (OPMC) simulation can be per-

formed on a given fixed potential previously determined. use a finite-element approach have been presented (14).
The solution can be obtained in several ways, amongSince no a priori assumptions are needed on the form of

the real- and k-space carrier distributions, an MC simulator which we can list the Fourier analysis cyclic reduction,
the conjugate gradient, the multigrid, and the directis the only reliable tool for the investigation of those physical

phenomena that critically depend on the shape of the distri- matrix inversion methods. The first three methods pro-
vide effective algorithms that allows the inclusion ofbution or on the details of its tail (such as electron injection

over potential barriers). Furthermore, the MC technique special boundaries. The latter requires a matrix inver-
sion at the beginning of the simulation. The new poten-allows us to focus on particular physical mechanisms that
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equation. The MC sequence is stopped at fixed times, at
which the field is adjusted following the steps described
above. The carrier dynamics is computed by solving
Newton’s equations of motion in the crystal, described
by its band structure. The length of a free flight is gen-
erated randomly according to the total scattering rate
(i.e., the number of collisions per unit time). At the end
of each flight, carriers scatter (with impurities, lattice
vibrations, other carriers, etc.), with the probability of
each event being weighted by its scattering rate (rela-
tive to the total one). Finally, a new state (i.e., the new
energy, wavevector, occupied band) following the colli-
sion is determined according to the differential cross
section of the process that has terminated the free
flight. The scattering probability and the probability
distribution of the final states are computed using
quantum mechanics (starting from the so-called Fermi
Golden Rule). A particular event (collision or no colli-
sion, which type of collision, which final state) is se-
lected randomly, by comparing the probability of occur-
rence of that event to a random number.

The description of the problem is completed by setting initial
and boundary conditions. The initial conditions are not so im-
portant, since only the self-consistent steady-state result is
usually retained. Boundary conditions are instead crucial, in
particular in submicron devices, where contact properties
drastically influence the whole behavior of the device.

The steady-state current is given directly by the net num-
ber of particles crossing one contact per unit time. More effec-
tively, an extension of Ramo’s theorem to two-dimensional sit-
uations allows the calculation of the current in three terminal
devices simply by summing the velocities of all particles found
inside given portions of the device (15). By performing several
computer runs, it is possible to construct the I–V characteris-
tics of the device. Important device parameters can also be
extracted from the simulation. For example, the output resis-
tance Rout � �Vds/�Ids for constant gate bias Vgs and the trans-
conductance gm � �Ids/�Vgs for constant drain bias Vds can be
obtained from a series of runs, starting from normal operating
conditions and varying the drain-to-source and gate-to-source
bias, respectively. Parasitic elements can also be calculated,
referring to an equivalent circuit description of the device. For
example, the source-to-gate Csg and source-to-drain Cgd capaci-
tances are obtained by applying a step change respectively to
the gate (�Vgs) and drain voltage (�Vgd) as Cgs � �Qgs/�Vgs

and Cgd � �Qgd/�Vgd, where �Q is the total equivalent charge
flowing from the gate in response to the step potential. From
the time dependence of the charge flow, it is also possible to
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estimate the parasitic source and drain resistance.
In an MC simulation, ohmic contacts are usually treatedFigure 1. Flow chart of a typical self-consistent MC device simu-

lation. as ideal contacts, by maintaining a neutrality condition near
the metal boundary. Due to such an assumption, the simula-
tion results are those of an ideal intrinsic device. The compar-

tial is calculated with a simple matrix multiplication at ison of the simulated characteristics with the one measured
fixed times during the simulation. The electrostatic field on real devices requires the consideration of a finite resis-
is then obtained from the potential with a finite-differ- tance for each ohmic contact. This can be done quite simply
ence algorithm. by scaling the simulated I–V characteristics using indepen-

dently determined values of the contact resistances (16).4. Flights. Each particle, now treated as an individual
electron, undergoes the standard MC sequence of scat- Traditionally, device simulators have been based on drift

diffusion (DD) or hydrodynamical (HD) models. The basis oftering and free flights, subject to the local field pre-
viously determined from the solution of the Poisson the two methods (as also the MC) is the Boltzmann transport
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equation. By taking the first three moments of BTE, three variety of experimental results, including those provided by
time-resolved spectroscopy (6). The carrier interaction withcoupled equations are obtained which describe the spatial and

temporal evolution of the average carrier concentration, veloc- polar optical, acoustic, equivalent and nonequivalent inter-
valley, intraband and interband phonons, and ionized impuri-ity, and energy. Within the HD approach, the three equations

are solved numerically, with some simplifying assumptions ties can be easily considered. Unfortunately, nonparabolic dis-
persions provide an adequate band description only up to(such as the introduction of momentum and energy relaxation

times for the equations of first and second moments). The DD energies not too far from band edge (typically 1 eV or less).
Thus, higher band states need to be described more accu-approach assumes that carriers are always in equilibrium

with the lattice temperature. Thus the energy equation drops rately any time high-energy effects are important in a device
(as for instance in the case of carrier injection above energyout, and only the continuity equation is left, provided that the

current density is expressed in a phenomenological way in barriers, or when impact ionization occurs). The most popular
approach is that based on a full band description, achievedterms of the carrier mobility and diffusivity. Clearly, the HD

scheme is far superior to the DD one, since it can account via pseudopotential methods (45). The full 	(k) dispersion is
calculated numerically, either on the entire Brillouin zone or(when all terms are considered) for carrier heating and non-

homogeneous distributions of the carrier temperature. The only on the irreducible wedge. The scattering rates are then
calculated using directly the electronic states coming out ofMC procedure stands on an even higher level, since it pro-

vides (also in nonhomogeneous, nonstationary conditions) an the numerical routine. The improvement in the band descrip-
tion level is paid in terms of computational time and memoryexact solution of the Boltzmann equation. It correctly de-

scribes nonlocal effects (in space r or time t) typical of situa- required with respect to simpler band models.
tions where the field inside the device varies appreciably over
lengths comparable with the electron mean free path, and the Pauli Exclusion Principle. Electrons obey the Fermi–Dirac

statistics and must satisfy the Pauli Exclusion Principleelectrons at a given position carry information about the field
value at another position. Unfortunately, the complexity and (PEP). This means that not all the states are available be-

cause only two electrons of opposite spin can reside in eachcost of each approach is inversely proportional to the refine-
ment of the physical model it is based on. Therefore, the use state. This aspect is not very important in the nondegenerate

case, and electrons are distributed in a large interval ofof one approach or another depends on the specific device un-
der investigation. The MC is the best technique to study situ- states; in the degenerate case the problem becomes more con-

spicuous. For instance, GaAs electrons are degenerate atations where nonstationary effects are important (as for ex-
ample in submicron devices). It is safe to anticipate that as room temperature at densities around 1019 cm�3. This is the

case for many devices of interest. Degeneracy is equivalent tothe tendency toward the miniaturization of devices will con-
tinue in the future, MC simulators will progressively extend a many-body interaction which reduces the phase space avail-

able for the electron final state in an induced transition. Iftheir applicability. The success of MC in device modeling will
ultimately depend on the compromise between two tenden- p(k) and p(k�) are the probabilities that the initial and final

state are, respectively, occupied, the total rate of transitioncies, one to use very sophisticated physical models (which
lead to very costly but extremely accurate simulations), the P(k, k�) between two different states is given by P(k, k�) �

p(k) S(k, k�) [1 � p(k�)]. Normally a semiclassical MC proce-other to rely on simplified models, sacrificing a bit of accuracy
for a reduced complexity and cost of the algorithms. Along dure works with the approximation p(k�) � 0 because all the

states are considered available as final states. The inclusionthis line, it will be extremely useful to be able to combine
different methods in order to fully exploit the potential of of the PEP is then essentially the inclusion of this term in the

total scattering rate. In the EMC procedure, this is obtainedeach approach. Examples of MC simulators present in the lit-
erature can be found in Refs. 17–43. very easily because the particle distribution is known step by

step. The algorithm generating the distribution function is set
up by multiplying the scattering probability by the correctionSpecial Features
factor 1 � p(k�); p(k�) is determined self-consistently, and a

In the following section, we focus on special aspects of the MC rejection technique is used after selecting the final state with-
simulation that are not generally considered because of their out the correcting Pauli factor (46).
difficulty, although they can be of great importance in the de-
vice performance. Contact Simulation. The simulation of contacts is one of the

most serious problems in MC device simulations, due in part
to the limited knowledge of the physics of contacts. On theFull Band Simulation. A physical description of the semicon-

ductor band structure is needed as input to the MC simula- other hand, contacts are of great importance in a number of
semiconductor devices, whose applications range from high-tion. Traditionally, bands have been described via nonpara-

bolic dispersion relations, because this allows the analytical speed logic to microwaves. As the dimensions of these devices
reach the submicron limit, contacts become the limiting factorcalculation of the differential and total scattering rates for a

variety of scattering mechanisms. Furthermore, the calcula- for the performance in the ballistic or quasi-ballistic mode of
operation. In general, semiconductor devices do not operatetion of the field-induced acceleration during a free flight is

trivial. A typical example is the model used for GaAs (44), under charge neutrality conditions. The net charge inside the
device is directly related through Gauss’ law to the flux ofwhich includes a three-valley description of the conduction

band (T, L, and X valley) and a description of the three va- the electric field on the boundaries, and consequently to the
potential inside the device. Therefore, charge neutrality (thatlence bands (heavy, light, and split-off holes). The nonpara-

bolic dispersions are introduced with nonparabolicity factors is, conservation of the number of particles) cannot be enforced
in the simulation. Rather, an appropriate handling of thetreated as fitting paramenters and adjusted as to reproduce a
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boundaries is required to simulate a number of electrons that tion will reflect (except at the interface between the different
regions) the doping distribution. Therefore, most of the simu-vary in time self-consistently with the potential distribution.

Taking a field-effect transistor as an example, the most sig- lated carriers (roughly in the ratio N�/N�) will populate the
highly doped, low-field regions, requiring an extensivenificant boundaries are at the source, drain, and gate elec-

trodes. Source and drain contacts are usually treated as ideal amount of computation for the simulation of a quasi-thermal
distribution. This is the case, for example, of the MOSFET orohmic contact by absorbing all the electrons that hit the elec-

trodes and by injecting a number of electrons which maintain a MESFET with ion implanted source and drain contacts. A
similar case is found in k space, when we are interested ina neutral region in the adjacency of the electrodes. The Schot-

tky barrier at the gate is treated as a perfectly absorbing elec- the population of high-energy states, which are rarely touched
by the carriers but might cause very important physical phe-trode with a potential equal to the applied potential minus

the barrier height. Although commonly assumed, the above nomena (a typical example is the carrier injection into SiO2

for the channel of a MOSFET). The latter situation is the oneconditions have never really been tested. One attempt to deal
with the problem of contacts in a simulation of a one-dimen- examined by Phillips and Price. The population of the high-

energy states can be enhanced by generating a fixed numbersional metal–n–n� structure has been presented in Ref. 47.
N of carrier histories every time one of the simulated particles

Carrier–Carrier Scattering. Many devices are characterized enters the rarely populated region. Each one of the N gener-
by very high electron concentrations. In such a situation, one ated particles will have the same initial condition (equal to
might have to worry about the possible influence of the inter- the state of the ‘‘parent’’ particle at the moment of the multi-
action among the conducting electrons. A good example is pro- plication) and a weight 1/N for the calculation of the average
vided by the heterojunction bipolar transistor (HBT), which quantities. The multiplication algorithm can be repeated sev-
will be examined later. In a standard device, such as a metal eral times at higher energies, originating an ‘‘avalanche’’ of
semiconductor field-effect transistor (MESFET) or HEMT, carriers that fill up the tail of the distribution function at
electrons are injected into the channel with a thermal energy higher and higher energies (36). A similar multiplication tech-
distribution and a small initial velocity. In an HBT, electrons nique has been also used in real space in Ref. 40. A peculiar
are injected from the emitter into the base, which they cross situation is found when impact ionization phenomena are im-
before being swept away from the high field at the base– portant. The knowledge of the high-energy tail of the carrier
collector junction. Due to the high doping (p-type) in the base distribution function is then required. Furthermore, in the
region, electrons can be scattered by the collective excitations presence of carrier multiplication, the number of simulated
of the hole gas, as well as through normal binary collisions particles would grow above the initially set value, diverging
with the other electrons. Two main contributions to the car- as breakdown is approached. A special multiplication tech-
rier–carrier scattering can be identified: nique for both energy and real space has been implemented

(51), which is an extension of the approaches described above.
• The individual carrier–carrier interaction via a screened Each particle is assigned a statistical weight which varies

Coulomb potential which accounts for two-body short- with its position in the device and its energy. With such ap-
range interaction proach, it is possible to account for regions with very different

doping levels (as in bipolar transistors) and to obtain a reli-• The electron–plasmon interaction, which accounts for
able statistics of rare processes, keeping at the same time athe collective long-range behavior of the electron gas
constant number of particles.

In semiconductors, the plasmon energy at a reasonable elec-
tron density can be of the same order of magnitude as the Simulation Results
characteristic phonon energies. In a device simulation, the

We show some results obtained by MC simulation of GaAsscattering rates for electron–electron and electron–plasmon
devices, leaving the interested reader to the variety of appli-processes can be tabulated at the beginning of the simulation.
cations listed as references at the end of this article.Carrier–carrier scatterings are then treated as any other

mechanisms in the MC algorithm, using appropriate rejection
Heterojunction Bipolar Transistors. HBTs are receiving con-algorithms to account for the current carrier distribution

siderable attention because of their high-speed performancefunction (48,49).
and high current-handling capability. The device shown in
Fig. 2 has been simulated (44), and the results have beenOptimization Procedures. An original, efficient algorithm

has been implemented to calculate the appropriate duration compared with measured data. By varying the base–collector
voltage (in the common-base configuration), the electric fieldof the free flights (depending on the actual carrier status).

The method, which is based on a space-dependent definition profile changes as depicted in Fig. 3. Very high values are
reached in the collector region, with the maximum occuringof the scattering rate (50), leads to a drastic reduction in the

number of self-scatterings, thus allowing a large savings in at the base–collector interface. Electrons, injected from the
emitter, cross the base where they strongly interact with thecomputation time (more than one order of magnitude com-

pared with the conventional approaches). In areas where the dense hole plasma. As they enter the collector, they are ballis-
tically accelerated by the junction field, reaching velocities aselectron population is very small, it is possible to extend a

technique originally proposed by Phillips and Price (50), high as 6 � 107 cm/s. The spatial extent of the velocity over-
shoot is limited to about 100 Å, as the electrons are rapidlywhich allows one to obtain good statistics in rarely visited

energy regions. Two situations are of particular interest. If a scattered into the satelite valleys where they move at satu-
rated velocity. Figure 4 indeed shows that for a collector volt-device presents regions with a high doping density N� con-

nected to regions with low densities N�, the carrier concentra- age of 16 V, almost all electrons in the collector populate, in
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Figure 2. Energy band diagram and
cross section of the simulated HBT.
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equal number, the L and X valleys. There, they are strongly trons (confined in a small-gap channel layer, typically GaAs
heated by the collector field, obtaining the high values of aver- or InGaAs) from the donors (fixed in the large-gap region or
age energy illustrated in Fig. 5. Correspondingly, the calcu- regions surrounding the channel). In the simulated device
lated (M � 1) factor, which measures the relative increase of (52) a special type of doping is considered, denoted �-doping,
collector current due to multiplication phenomena, is around where two dopant planes are located in the AlGaAs layers
unity at this voltage, in excellent agreement with the mea- respectively above and below an InGaAs channel. The sub-
sured value (44). As VBC is further increased, the holes created strate material of the device is GaAs. Due to the different
by primary ionization processes are in turn able to ionize, lattice constant of GaAs and InGaAs, strain is present in the
marking the onset of breakdown, which is predicted around channel region. This type of HEMT is referred to as ‘‘pseudo-
18 V. morphic HEMT.’’ Typical two-dimensional contour plots for a

device with a gate length of 180 nm are shown in Figs. 6 to
High Electron Mobility Transistors. HEMTs are extremely 9. The source-to-drain bias is 2 V. The potential distribution

appealing for microwave low-noise applications. Their supe- (Fig. 6) reveals that a high-field region exists in the channel
rior performance is due to the spatial separation of the elec- between the end of the gate and the beginning of the cap layer

(which is a doped GaAs region above the AlGaAs confining
barrier, used in technology to reduce the capacitance and re-
sistance at source and drain contact region). Entering this re-
gion, an electron becomes very hot, reaching average kinetic
energies of few tenths of electronvolts, as indicated in the en-
ergy map of Fig. 7. Electron heating results in reduced con-
finement within the channel, since many of the electrons have
sufficient energy to surmount the confining barrier. Further-
more, as a result of heating, the population of the upper L
valley is very high in correspondence of the high field region,
as visible in Figs. 8 and 9 which show respectively the total
and L valley electron concentrations. Because of the hot-elec-
tron-induced real-space transfer, the current flows through
both the bottom AlGaAs layer (and partially through the sub-
strate) and the top AlGaAs barrier, which actually constitutes
the access path to the drain cap region. The actual value of
the electric field along the channel, along with the corre-
sponding carrier drift velocity and average energy, is pre-
sented in Fig. 10. Due to the very short gate length, the field
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electron heating discussed above and a remarkable velocityFigure 3. Electric field profile of the simulated HBT at various VBC.
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Figure 4. Electron concentration in the
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overshoot, which is in turn responsible for the excellent mi- role. Many different interrelated steps contribute to the real-
ization of the final product. The main processing steps can becrowave performance of such devices.
classified into the following three categories:

MONTE CARLO PROCESS SIMULATION
1. Thermal processing and doping (ion implantation, pre-

deposition, annealing, oxidation, epitaxial growth)We are going to discuss MC process simulation from the point
of view of integrated circuit (IC) fabrication, since this is cer- 2. Pattern definition (reactive ion etching, deposition,

evaporation, sputtering)tainly the area where simulation plays the most important

Figure 5. Electron average energy in the
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Figure 8. Two-dimensional representation of the total electron con-
centration for the simulated HEMT at a drain bias of 2 V. The dark-
est region corresponds to a density of 5 � 1018 cm�3.
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Figure 6. Two-dimensional plot of the equipotential lines for the
all the processing steps outlined above (5,53). The MC tech-simulated HEMT at a drain bias of 2 V.
nique has been very successful in some applications, espe-
cially those where the simulation can be reduced to a series

3. Pattern transfer (optical X-ray, electron beam lithog- of uncorrelated events describing the trajectories of projectiles
raphy) against target atoms. This is the case of the examples we will

discuss below—that is, ion implantation and electron beam
Setting up mathematical models for each step requires the lithography. Other attempts have been made to use MC tech-
knowledge of very complex physical and chemical phenomena, niques to describe epitaxial growth (54,55).
such as for instance the redistribution of atoms or impurities As a general comment, we can say that once the mathe-
into a given material, or the energy exchange between fast matical model has been set up, the MC algorithm for process
projectiles and the substrate they interact with. As we will simulation presents fewer difficulties than the one for device
see in the examples, some drastic approximations are made simulation. This is because no self-consistency is required be-
in order to define a tractable model. tween internal potential and charge distribution and also be-

As for the case of MC device simulation, several analytical cause the transition probabilities are assumed to be constant
between two successive stochastic events.and numerical approaches exist in the literature that cover
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Figure 7. Two-dimensional representation of the electron average Figure 9. Two-dimensional representation of the L-valley electron
energy for the simulated HEMT at a drain bias of 2 V. The darkest concentration for the simulated HEMT at a drain bias of 2 V. The
region corresponds to an energy of 0.35 eV. darkest region corresponds to a density of 5 � 1018 cm�3.
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velocity (center), and average energy (right) for two different drain voltages, respectively equal
to 0.5 V (dashed lines) and 2 V (solid lines).

Ion Implantation Furthermore, once a physically based model has been set up
and verified, the MC method can be used to generate ‘‘experi-

Ion implantation is one of the most important doping tech-
mental data’’ for semiempirical models which are highly com-

niques for device fabrication, in particular for very large scale
putationally efficient and desirable in technology develop-

integration (VLSI) circuits. The successful application of this ment and process optimization. Other important features of
technique depends strongly on the ability to control the impu- the MC simulation of ion implantation are its inherent three-
rity profile for any implant condition. The three main pro- dimensionality, the fact that ion backscattering is naturally
cesses involved in the penetration and slowing down of ener- accounted for, and the fact that both amorphous and crystal-
getic ions into a material are: line targets can be considered. Those distinctive features

make the MC simulation the most suitable approach to the
1. The energy loss via collisions with the target atoms. study of ion implantation.

Thousands of atoms (called ‘‘recoils’’) are displaced by The MC simulation is performed by following a large num-
each impinging ion. Local disorder and very high tem- ber of individual ion histories; each of them is made up of
peratures are reached in the region where the cascade collisions with target atoms, along with straight flights be-
occurs. tween them. The model relies on two main assumptions. The

2. The thermalization of the excited zone, with possible first is that the projectile interacts with one atom at a time,
diffusion of defects. and thus multiple collisions can be neglected. Such a ‘‘binary

3. The long-range migration of defects. collision’’ model breaks down at low energies, when deflec-
tions can occur even at greater distances from a target atom.

Computer-aided design models for ion implantation fall into The second approximation involves the mechanisms for en-
two broad categories: analytic distribution functions and MC ergy and momentum losses. The contributions coming from
methods. The former are computationally very inexpensive, electronic losses (where the incident ion is excited or ejects
but rely upon fits to experimental data to reproduce the ob- atomic electrons, with large energy and small momentum
served profile of dopants ion and work well only for simple transfer) and from nuclear losses (originated from nearly elas-
geometries in one dimension. In contrast, the MC approach tic collisions with the target atoms, characterized by large ex-

change of momentum) are considered independent of eachattempts a first principle calculation based on two-body scat-
other. The slowing down of the projectile results from the sim-tering theory. Although computationally expensive, it can
ple addition of the two effects. In the past, the basic theory tohandle the most complicated structures.
describe the penetration of charge particles into a solid wasAn MC simulation offers the following advantages (56,57):
the one due to Lindhard, Scharff, and Schidøtt (LSS). The
LSS theory has been successful in the prediction of primary• It accounts for implant profile discontinuities at the in-
ion range and damage distribution in amorphous semi-infi-terface between different layers.
nite substrates. Because of its assumption, it is not applicable• It allows for a rigorous treatment of elastic scattering
to multilayers structures as often encountered in VLSI pro-with the different types of atoms in a multiatomic target.
cessing.• It gives a full implant distribution rather than only a few

The simulation is made up of successive paths. After eachof its moments.
of them, the energy of the ion is reduced by the amount of the

• It can generate as-implanted profiles as a function of key electronic and nuclear energy losses, which are related to the
parameters such as dose, energy, tilt, and rotation momentum transfer to the target atom occurring during the
angles. collision. The history of each ion terminates either when its

• It can include the recoil effect due to atoms that are energy drops below a specified value or when the ion exits
knocked into deeper layers from an impinging ion. the target.

• It allows the simulation of the defect generation due to Different physical models can be used for the various phe-
nomena involved in the energy loss process. An exhaustiveion implantation.
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review is found in 58. A series of optimizations of MC proce- account via a statistical recombination algorithm. The defects
that survive recombination are weighted to reflect the frac-dures are discussed in Ref. 59. Such optimizations are crucial

in order to overcome the major limitation of the MC ap- tion of the overall dose that the simulated projectile repre-
sents, and then they are summed to obtain the simulatedproach—that is, the amount of computation needed to achieve

an acceptable statistical accuracy. point defect distribution as a function of depth. This distribu-
tion is then used to modify the crystal structure that subse-A good example of a situation where the MC simulation

works at its best is provided by channeling. If the target is quent ions will cross by determining the rate of statistical
creation of (a) interstitials at one of the eight interstitial sitescrystalline in nature (and it is not damaged during the im-

plantation process, as guaranteed by using low implant in the diamond lattice unit cell and (b) vacancies on lattice
sites. Such a model is inherently homogeneous, and it appro-doses), then the stopping power of the medium is greatly re-

duced because of the large open spaces of the axial channels. priately describes the damage caused by lighter ions, such as
for instance boron, where the net formation of cumulativeThe average ion penetration is then considerably increased

with respect to amorphous targets. Although the number of damage occurs by the overlap of the damage caused by indi-
vidual cascades. Heavier ions, such as arsenic, can lead toions that are well-channeled is considerably less than the

number of the dechanneled ones, the well-channeled ions local phase transitions from the crystalline to the amorphous
phase. This can be simulated by considering the presence oftravel deep into the crystal and form a channeling tail in the

resulting profile. It is the channeling tail that determines the highly localized disordered regions, which are formed when-
ever the relative number of displaced atoms during an ionjunction depth. While the formulation of suitable transport

equations for the channeling effect presents many problems, cascade exceeds a specified value (for instance, 10% in the
region under consideration).the direct MC simulation of the ion path through the target

can be quite straightforward. The main obstacle is again the The traditional MC approach described above is based on
the calculation of a large number of independent ion trajecto-inadequacy of several available models for electronic stop-

ping. Although still widely used, the LSS theory cannot prop- ries, where each ion is followed from its entrance in the target
material down to its stopping or exit point. Peripheral areaserly describe channeling effects. Its shortcoming lies in the

inability to account for the variation of electron densities be- with low exposure (that is, with a dopant concentration that
is order of magnitudes lower than the maximum values) can-tween the atoms of the crystalline structure. In fact, an ion

traveling along a crystal channel will experience less elec- not be adequately represented, because insufficient statistics
is provided by the simulation. This is a typical situationtronic stopping than another ion which more closely encoun-

ters the electron clouds of the target atoms. A proper model where rare events can play an important role. An approach
similar to the one already used in electronic transport simula-must therefore account for the electron distribution around

each atom. For boron ions implanted in crystalline silicon, it tion has been suggested (62). The fundamental idea is to lo-
cally increase the number of calculated ion trajectories inhas been shown that a combination of the two concepts of

effective change and proton stopping power lead to reasonable areas with large statistical uncertainty. To this purpose, the
simulated region is subdivided into layers, each characterizedmodels. There, the solid-state Hartree–Fock theory with a

muffin tin structure has been employed, with the assumption by a certain relative concentration level (with respect to the
current maximum concentration achieved in the whole re-of a spherically symmetric electron distribution around the Si

atoms. While such an assumption is fairly reasonable for bo- gion). For each simulated ions, a number of ‘‘checkpoints’’ is
set up during the flight path. At a checkpoint, the local dop-ron, which has most of the bound electrons in s orbitals (i.e.,

with spherically symmetric distribution), it has been pointed ant concentration is calculated together with the global maxi-
mum concentration. The corresponding layer of fixed relativeout that a further improvement is needed for the implan-

tation of arsenic ions, where the electrons occupy p and d or- concentration is determined, and a ‘‘trajectory split point’’ is
defined at the checkpoint if the ion has moved into a layerbitals. One possibility is to calculate self-consistently the

potential for the As projectile within the local density approxi- with lower relative concentration than the one touched at the
previous checkpoint. The position, energy, and velocity of themation, and then to determine the scattering phase shift and

the scattering cross section needed in the simulation. ion are stored, and they are used to generate a series of vir-
tual branches of the ion trajectory that start at this splitIn the theoretical study of the implantation process, it is

very important to be able to determine the cumulative dam- point. In this way, a tree of virtual trajectories is formed for
each regular ion, so that the peripheral areas of the dopantage imparted to the semiconductor crystal by the implanted

ions. The MC simulation directly accounts for the effect of concentration are represented by a much higher number of
ion trajectories and the statistical noise is reduced. To obtaindamage by explicitly simulating the formation of point de-

fects, their recombination, and the effect that such defects the correct concentration, each branch is assigned a weight.
have on each subsequently implanted ion (60,61). The proce- The virtual trajectories are generated with the same model
dure is as follows. As the simulated ion travels through the and parameters as the regular ones, with their initial condi-
crystal, target atoms that receive sufficient energy (15 eV for tion (energy, velocity, and position) being determined by the
Si) leave their lattice site, forming a vacancy or an intersti- regular ion characteristic at the checkpoint.
tial. The interstitials travel until they lose the energy gained
from the incident ion. The location of interstitials and vacanc- Electron Beam Lithography
ies are recorded for each collision cascade. At the end of each

Electron beam lithography (EBL) is the standard way of fab-of these cascades, the interstitials and vacancies within the
ricating masks for optical and X-ray lithography. Further-cascade are annihilated if they are located within a specified
more, direct electron beam writing on wafers is the only prac-capture radius of one another. Furthermore, the recombina-

tion with damage caused by previous cascades is taken into tical way to obtain ultrasmall linewidths. In EBL, finely
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focused beams are used to expose polymeric resist layers. The
ultimate resolution obtainable is not limited by the character-
istics of the incident beam but rather by the electronic scat-
tering with the resist and the underlying substrate. Such
scattering leads to the so-called proximity effect and can be
subdivided into three distinct contributions, namely the for-
ward scattering within the resist, the backscattering within
the resist, and the backscattering from the substrate.

The actual process of electron scattering in solids is very
complex, and simplifying models are needed to achieve quan-
titative results via numerical techniques. As for the case of
ion implantation, the best approach is the MC simulation. In
fact, the simulation is very similar to the one described before
in this section. In the simplest model (63,64), electrons un-
dergo a series of elastic scatterings with the target nuclei.
They also suffer energy losses because of the inelastic scatter-
ings with the target electrons. The elastic scattering is mod-
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eled using the screened Rutherford cross section, while in the
Figure 11. Radial distribution function of the total absorbed energyinelastic contributions the energy is assumed to be lost con-
density for three different beam energies, with the relative contribu-tinuously between two successive collisions according to
tions of forward scattering and backscattering.Bethe’s formula. Between scattering events, the simulated

electrons travel in a straight path, whose length is deter-
mined randomly according to the calculated cross sections.

limit is set by forward scattering, which has a width of 90The sequence of free paths and scattering events is repeated
nm at the interface. The backscattering contribution from theuntil the electrons come to rest. Contrary to the ion implanta-
metal is important despite the reduced thickness of the layer,tion case, the quantity of interest here is the deposited energy
but can be eliminated by increasing the beam energy. Therather than the position where the particle stops. It is, in fact,
simulation results can be parameterized in order to predictthe energy passed by the incident electrons to the medium
the EBL resolution under various exposure conditions. Thisthat creates the condition for the selective removal of the
is done via the so-called proximity function, defined from apolymeric resist.
Gaussian fit to the MC data. By a numerical convolution ofSeveral improvements have been suggested to the simple
the proximity function with the experimental pattern, it ismodel described above. In particular, it was pointed out (65)
possible to calculate the absorbed energy densities correspon-that the production of secondary electrons as a result of an
dent to the experimental situations. Figure 12 shows the ab-ionization process caused by the incident beam has to be ac-
sorbed energy density profile for the structure considered be-counted for. Since the energy deposition is inversely propor-
fore and after an electron energy of 40 keV. The nominal line/tional to the electron energy, the contribution of the second-
space dimension is 100/400 nm. By assuming [according toary electrons (which are slower and move in a direction
the ‘‘Threshold solubility model’’ (69)] that the solvent devel-almost perpendicular to the incoming flux) can be significant.

An hybrid model has been set up which includes a discrete
energy loss mechanism corresponding to ionization, in addi-
tion to the continuous energy loss mechanism described
above. A further refinement of the model has led to the use of
Mott cross section for the treatment of elastic collisions (66).
Another improvement is needed in order to consider multilay-
ered structures, as for instance those that serve as masks for
X-ray lithography (67,68). Such masks are obtained by direct
writing via EBL on a thin resist, followed by pattern transfer
in a thick resist multilevel structure. An example is shown in
Fig. 11, where the radial profile of the energy deposited at the
resist–substrate interface is plotted for three different values
of the beam energy, namely, 20, 30, and 40 keV. The simu-
lated multilayer is constituted by 10 nm of Al, 1000 nm of
resist [polymethyl methacrylate (PMMA)], 20 nm of Au as
base plating, 200 nm of Cr for adhesion purposes, and 2000
nm of Si substrate. The length of the free path has to be de-
termined by taking into account the details of the electron
dynamics— that is, the possibility for an electron to cross one
or more layers during its path. Forward and backward contri-
butions are shown separately in the figure, each characterized
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by its own range. The parameter � is the ratio between the
energy deposited by backscattered versus forward scattered Figure 12. Profile of absorbed energy density for a nominal pattern

of 5 lines/spaces of 0.1/0.4 �m.electrons. The MC results show that the ultimate resolution
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ops all the PMMA irradiated above the threshold energy Et, (1) generation of a chip sample, according to specified layout
the developed lines would be around 150 nm. This value re- design rules, (2) generation and placement of defects on the
produces very well the experimental findings. layout, and (3) analysis of the modified layout for circuit

faults. A filtering step prevents uninteresting faults to be con-
sidered. Many chip samples are generated in a simulation.MC ANALYSIS OF CIRCUIT YIELD
The defect diameter, type, and spatial distribution on each
sample are selected randomly according to the defect statis-The number of transistors on a single chip is approximately
tics observed in the fabrication line. Once the defects havedoubling every 2 years, as predicted by Moore’s law. Such
been placed on the layout, a series of fault analysis proce-progress is sustained by the continuous drive toward smaller
dures are performed by looking at the defect neighborhood infeature sizes, larger dies, and better packing efficiency. While
order to determine which type of circuit fault has occurred (iftechnology allows a general reduction of the manufacturing
any): short, open, open device, shorted device, new via, newcosts per transistor, the level of investment to continuously

upgrade such technology is becoming enormous. It is then vi- device due to extra metal, or new device due to extra active
tal for any manufacturer to improve the yield of the IC pro- material. Out of the resulting faults, only those affecting func-
duction. Yield can be defined as the ratio of the number of tional yield are kept, the others being filtered out. Some faults
designs that pass the performance specifications to the total can also be combined together into a composite fault. Both
number of designs that are produced. Since the total number fault analysis and filtering operation are guided by defect
of designs produced might be large or unknown, yield is usu- models, which specify which circuit faults can be caused by
ally measured over a finite number of design samples or trials each defect type, which layers interact with the defect, and
in the process known as yield estimation. As the number of how layers are electrically connected together. The resulting
trials become large, the yield estimate approaches the true output is a chip sample containing a list of the circuit faults
design yield. Parameter values that have statistical varia- that have occurred on it during the simulated fabrication. The
tions are referred to as yield variables. chip sample fault lists are summarized to record the fre-

Statistical design techniques for ICs, including yield max- quency of each unique fault combination and are then passed
imization and sensitivity minimization, are becoming increas- to an application postprocessor when the simulation is com-
ingly important in IC technology development because cost pleted. In a typical simulation, the random number generator
effectiveness and competitiveness demand minimal experi- can be called millions of times. It is therefore essential to use
mental passes and short development times. A valuable sta- fast generation algorithms.
tistical circuit simulation methodology must inherently pre-
dict device and circuit performance reliably and efficiently,

Parametric Yieldrelate their performance to fabrication-process parameters
and account for the fluctuations of such parameters, and ac- Parametric yield analysis is the process of varying a set of
count for physical correlations among device model parame- parameter values, using specified probability distributions, to
ters. The use of numerical process and mixed-mode device/ determine how many possible combinations result in satis-
circuit simulators provides the needed capabilities for pre- fying predetermined performance specifications. The design is
dicting the effects of technological variations on device/circuit simulated over a given number of trials in which the yield
performance. However, such an approach cannot be generally variables have values that vary randomly about their nomi-used for yield predictions or other statistical modeling due to

nal values with specified probability distribution functions.the waste amount of computation time required. This is very
The number of passing and failing trials are recorded, andefficiently done via MC techniques.
these numbers are used to compute an estimate of the yield.In general, there are two basic sources of yield loss in a

Statistical design is the process of (1) accounting for thefabrication process: local process faults and global process
statistical variation in the parameters of a design, (2) measur-faults. The latter include for instance mask misalignment and
ing the effects of these variations, and (3) modifying the de-linewidth variations. They can cause variations in speed and
sign to minimize these effects. This can be achieved by re-power consumption, thus affecting primarily parametric
sorting to a purely numerical process and device simulatorsyield. The former include spot defects, such as oxide pinholes,
(72), to macro (response-surface polynomials) models (73), orextra metal, and extra or missing material defects. They af-
to a seminumerical mixed-mode device/circuit simulator cou-fect functional yield, because they primarily affect circuit to-
pled to a parameter evaluator (74). In all three approaches,pology and can cause the chip to completely fail functionally.
the first step is the specification of a set of measurable processLocal process faults are therefore called ‘‘catastrophic’’ faults.
parameters, which act as input variables for the simulation.The most probable origin of such faults is the presence of dust

These variables have to be measurable, and they should beparticles, or in general some contaminant, on the mask or on
linked to more fundamental process parameters so that theythe wafer surface. During the photolithographic processes,
can be used to control a fabrication process. For bipolar tech-these particles lead to unexposed photoresist areas, or resist

pinholes, thus causing unwanted material or unwanted etch- nology they can, for instance, be the base sheet resistivity,
ing of material on a layer. Although some crossover and cou- the epicollector doping density, and the effective surface re-
pling between the two types of faults occur, and manifest combination velocity at the emitter contact. The probability
themselves at a circuit level, usually they are considered as distribution for the input parameters has to be determined
uncorrelated and they are treated separately. from measurements on different wafers and lots. In the sec-

ond step, device model parameters are calculated, together
Catastrophic Yield with their variation following a given process fluctuation. In

the example cited above for bipolar technology, model param-The effect of catastrophic faults on yield can be determined
via a MC simulation made up of the following steps (70,71): eters can be the peak base doping density, the metallurgical
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