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ranged in a particular way. Operation icons, also called
process icons, denote operations and are usually context-de-
pendent. Figure 1(top) illustrates a visual sentence that con-
sists of horizontally arranged icons, with a dialog box overlaid
on it. This particular location-sensitive visual sentence
changes meaning when the locations of icons change [see Fig.
1(bottom)], and can be used to specify to-do items for Time-
Man, a time-management personal digital assistant.

Figure 2 illustrates a content-sensitive visual sentence for
TimeMan. The fish in the tank are object icons, each of which
represents a to-do item, and the cat is an operation icon that
appears when there are too many fish in the tank (the to-do
list is too long). Figure 3 illustrates a time-sensitive visual
sentence that changes its meaning with time. The icons (cir-
cles and vertical bars) in this visual sentence are connected
by arcs. Thus this visual sentence is the visual representation
of a directed graph called Petri net. When tokens flow in this
directed graph, this visual sentence changes its meaning.

Operators
VISUAL LANGUAGES

Icons are combined using operators. The general form of bi-
nary operations is expressed as x1 op x2 � x3, where the twoLanguages that let users create custom icons and iconic/vi-
icons x1 and x2 are combined into x3 using operator op. Thesual sentences are receiving increased attention as multime-
operator op � (opm, opp), where opm is the logical operator,dia applications become more prevalent. Visual language sys-
and opp is the physical operator. Using this expanded nota-tems let the user introduce new icons, and create iconic/visual
tion, we can write (xm1, xp1) op (xm2, xp2) � ((xm1 opm xm2), (xp1sentences with different meanings and the ability to exhibit
opp xp2)). In other words, the meaning part xm1 and xm2 aredynamic behavior. Furthermore, visual programming systems
combined using the logical operator opm, and the physicalsupport problem solving and software development through
part xp1 and xp2 are combined using the physical operator opp.the composition of basic software components using spatial

Operators can be visible or invisible. Most system-definedoperators such as ‘‘connect port #1 of component A to port #2
spatial/temporal operators are invisible, whereas all user-de-of component B.’’
fined operators are visible for the convenience of the user. ForWe will first introduce the elements of visual languages,
example, excluding the dialog box, the visual sentence in Fig.then describe how visual languages can be extended to deal
1(a) is the horizontal combination of three icons. Therefore, itwith multimedia. We will illustrate a visual programming
can be expressed as:language for general purpose problem solving and for special

application to database querying. Finally, on-line bibliogra- ( CHILDREN hor SCHOOL_HOUSE ) hor SUNRISE
phies for further reference and some thoughts concerning the
future of visual languages and visual programming languages where hor is an invisible operator denoting a horizontal com-
are provided. bination. But if we look at Fig. 2, the cat is a visible operator

denoting a process to be applied to the fish in the fish tank.
An operation icon can be regarded as a visible operator.ELEMENTS OF VISUAL LANGUAGES

The four most useful domain-independent spatial icon op-
erators are ver, for vertical composition; hor, for horizontalA visual language is a pictorial representation of conceptual
composition; ovl for overlay; and con, for connect. The opera-entities and operations and is essentially a tool through
tors ver, hor, and ovl are usually invisible (see Fig. 1 for anwhich users compose iconic, or visual, sentences (1). The icons
example, where the hor operator is invisible). On the othergenerally refer to the physical image of an object. Compilers
hand, the operator con is usually visible as a connecting linefor visual languages must interpret visual sentences and
(see Fig. 3 for an example, where the connecting lines amongtranslate them into a form that leads to the execution of the
the icons called places and transitions are visible). This opera-intended task (2). This process is not straightforward. The
tor con is very useful in composing visual programs (see thecompiler cannot determine the meaning of the visual sentence
Visual Programming Languages section).simply by looking at the icons. It must also consider the con-

text of the sentence, how the objects relate to one another.
Grammar

Keeping the user’s intent and the machine’s interpretation
A visual language has a grammar G, which a compiler usesthe same is one of the most important tasks of a visual lan-
to generate sentences belonging to this visual language:guage (3).

G = (N, X , OP, s, R)Icons

A visual sentence is a spatial arrangement of object icons where N is the set of nonterminals, X is the set of terminals
(icons), OP is the set of spatial relational operators, s is theand/or operation icons that usually describes a complex con-

ceptual entity or a sequence of operations. Object icons repre- start symbol, and R is the set of production rules whose right
side must be an expression involving relational operators.sent conceptual entities or groups of object icons that are ar-

J. Webster (ed.), Wiley Encyclopedia of Electrical and Electronics Engineering. Copyright # 1999 John Wiley & Sons, Inc.



266 VISUAL LANGUAGES

Figure 1. A visual sentence whose meaning changes when the icons change their positions is
called a location-sensitive visual sentence. The visual sentence (top) has the meaning ‘‘The chil-
dren study in the morning,’’ and (bottom) has the meaning ‘‘The children drive to school in the
morning.’’ Comparing the two, this example shows how the placement of the ‘‘school’’ icon
changes the meaning. Such visual sentences can be used to specify to-do items for the time
management personal digital assistant TimeMan.

Informally, a visual language is a set of visual sentences, Icon SCHOOL_HOUSE
each of which is the spatial composition of icons from the set WHO: nil
X, using spatial relational operators from the set OP. DO: study

WHERE: school
Representing Meaning. To represent the meaning of an icon, WHEN: nil

we use either a frame or a conceptual graph, depending on
In other words, the SCHOOL_HOUSE icon has the meaningthe underlying semantic model of the application system be-
‘‘study’’ if it is in the DO location, or the meaning ‘‘school’’ ining developed. Both are appropriate representations of mean-
the WHERE location. Its meaning is ‘‘nil’’ if it is in the WHOing, and can be transformed into one another. For example,
or WHEN location. An equivalent linearized conceptual graphthe SCHOOL_HOUSE icon in Fig. 1(top) can be represented by

the following frame: is as follows:
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Figure 2. Content-sensitive visual sentences (top) and (bottom) show the fish tank and cat meta-
phor for the time management personal digital assistant TimeMan. Each fish represents a to-do
item. When the to-do list grows too long, the fish tank is overpopulated and the cat appears. The
fish tank icon and cat operation icon have corresponding index cells receiving messages from
these icons when they are changed by the user.

Figure 3. A time-sensitive visual sen-
tence for the Petri net controlling the pre-
sentation of the visual sentence shown in

Begin

Child Car School Sunrise

Sync

Dialog
box

Speech

End

Fig. 1(bottom).
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[Icon = SCHOOL_HOUSE] We have successfully implemented this framework in de-
veloping BookMan, a virtual library used by the students and--(sub)--> [WHO = nil]

--(verb)-> [DO = study] faculty of the Knowledge Systems Institute. As part of this
work, we extended the visual language concepts to develop--(loc)--> [WHERE = school]

--(time)-> [WHEN = nil] teleaction objects, objects that automatically respond to some
events or messages to perform certain tasks (7). We applied

The meaning of a composite icon can be derived from the con-
this approach to emergency management, where the informa-

stituent icons, if we have the appropriate inference rules to
tion system must react to flood warnings, fire warnings, and

combine the meanings of the constituent icons. Conceptual
so on, to present multimedia information and to take actions

dependency theory can be applied to develop inference rules
(8). An Active Medical Information System was also devel-

to combine frames (4). Conceptual operators can be used to
oped based upon this approach (9).

combine conceptual graphs (5). As a simple example, the
Figure 4 shows the search and query options available

merging of the frames for the icons in the visual sentence
with BookMan. Users can perform a range of tasks, including

shown in Fig. 1(top) will yield the frame:
finding related books, finding books containing documents
similar to documents contained in the current book, receivingVisual_Sentence vs1

WHO: children alert messages when related books or books containing simi-
lar documents have been prefetched by BookMan, findingDO: study

WHERE: nil other users with similar interests or receiving alert messages
about such users (the last function requires mutual consentWHEN: morning
among the users). Much of this power stems from the use of

We can derive this frame by merging the frames of the four
Teleaction Objects (TAOs).

icons using the following rule:

Teleaction Objects
The ith slot gets the value from the corresponding slot of the

ith icon. To create a TAO, we attached knowledge about events to the
structure of each multimedia object—a complex object that
comprises some combination of text, image, graphics, video,Thus, the first slot with slot_name WHO gets the value ‘‘chil-

dren’’ from the corresponding slot of the first icon CHIL- and audio objects. TAOs are valuable because they greatly
improve the selective access and presentation of relevant mul-DREN, the second slot with slot_name DO gets the value

‘‘study’’ from the corresponding slot of the second icon timedia information. In BookMan, for example, each book or
multimedia document is a TAO because the user can not onlySCHOOL_HOUSE, and so on.

For visual sentences that are directed graphs, the syntax access the book, browse its table of contents, read its abstract,
and decide whether to check it out, but also be informed aboutand semantics can be specified using various kinds of graph

grammars. Graph grammars can be used to define the con- related books, or find out who has a similar interest in this
subject. The user can indicate an intention by incrementallycrete and the abstract syntax of visual languages, but the

problem of efficient parsing of visual sentences based upon modifying the physical appearance of the book, usually with
just a few clicks of the mouse.graph grammars still requires the continued effort of re-

searchers, because most graph parsers work in exponential TAOs can accommodate a wide range of functions. For ex-
ample, when the user clicks on a particular book, it can auto-time. As a starting place for further study, (6) presents lay-

ered graph grammar and its parsing algorithm, and also sur- matically access information about related books and create
a multimedia presentation from all the books. The drawbackveys various graph parsing algorithms.
of TAOs is that they are complex objects and therefore the
end user can not easily manipulate them with traditional de-

EXTENDING VISUAL LANGUAGES FOR MULTIMEDIA
fine, insert, delete, modify, and update commands. Instead,
TAOs require direct manipulation, which we provided

Visual languages, which let users customize iconic sentences,
through a multidimensional language.

can be extended to accommodate multimedia objects, letting
The physical appearance of a TAO is described by a multi-

users access multimedia information dynamically. Teleaction
dimensional sentence. The syntactic structure derived from

objects, or multimedia objects with knowledge structures, can
this multidimensional sentence controls its dynamic multime-

be designed using visual languages to automatically respond
dia presentation. The TAO also has a knowledge structure

to events and perform tasks like find related books in a vir-
called the active index that controls its event-driven or mes-

tual library.
sage-driven behavior. The multidimensional sentence may be

At the University of Pittsburgh and Knowledge Systems
location-sensitive, time-sensitive, or content-sensitive. Thus,

Institute, we have developed a formal framework for visual
an incremental change in the external appearance of a TAO

language semantics that is based on the notion of icon algebra
is an event that causes the active index to react. As we will

and have designed several visual languages for the speech
describe later, the active index itself can be designed using a

impaired. We have since extended the framework to include
visual-language approach.

the design of multidimensional languages—visual languages
that capture the dynamic nature of multimedia objects

Generalized Icons and Multimedia Operators
through icons, earcons (sound), micons (motion icons), and vi-
cons (video icons). The user can create a multidimensional The multidimensional language consists of generalized icons

and operators, and each sentence has a syntactic structurelanguage by combining these icons and have direct access to
multimedia information, including animation. that controls the dynamics of a multimedia presentation.
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(a)

(b)

Figure 4. The virtual library BookMan lets the user (a) select different search modes, (b) browse
the virtual library and select desired book for further inspection, and (c) switch to a traditional
form-based query mode.

The ‘‘Elements of Visual Languages’’ section described the xm is the meaning and xp is the physical appearance. To repre-
sent TAOs, the physical appearance xp may depend on theicons and operators in a visual (not multidimensional) lan-

guage. In a multidimensional language, we need not only media type:
icons that represent objects by images, but also icons that

• Icon: (xm, xi) where xi is an imagerepresent the different types of media. We call such primi-
tives generalized icons and define them as x � (xm, xp) where • Earcon: (xm, xe) where xe is sound
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(c)

Figure 4. (Continued)

• Micon: (xm, xs) where xs is a sequence of icon images (mo- cons, make it possible to define the temporal relation (10)
among generalized icons. For example, if one wants to watchtion icon)
a video clip and at the same time listen to the audio, one• Ticon: (xm, xt) where xt is text (ticon can be regarded as a
can request that the video co_start with the audio. Temporalsubtype of icon)
operators for earcons, micons, ticons, and vicons include

• Vicon: (xm, xv) where xv is a video clip (video icon)
co_start, co_end, overlap, equal, before, meet, and during and
are usually treated as invisible operators because they areThe combination of an icon and an earcon/micon/ticon/vicon
not visible in the multidimensional sentence.is a multidimensional sentence.

When temporal operators are used to combine generalized
For multimedia TAOs, we define operators as icons, their types may change. For example, a micon followed

in time by another icon is still a micon, but the temporal com-
• Icon operator op � (opm, opi), such as ver (vertical compo- position of micon and earcon yields a vicon. Media type

sition), hor (horizontal composition), ovl (overlay), con changes are useful in adaptive multimedia so that one type of
(connect), surround, edge_to_edge, etc. media may be replaced/combined/augmented by another type

• Earcon operator op � (opm, ope), such as fade_in, of media (or a mixture of media) for people with different sen-
fade_out, etc. sory capabilities.

• Micon operator op � (opm, ops), such as zoom_in, We can add still more restrictions to create subsets of rules
for icons, earcons, micons, and vicons that involve special op-zoom_out, etc.
erators:• Ticon operator op � (opm, opt), such as text_merge,

text_collate, etc. • For earcons, special operators include fade_in, fade_out
• Vicon operator op � (opm, opv), such as montage, cut, etc. • For micons, special operators include zoom_in, zoom_out

• For ticons, special operators include text_collate,
Two classes of operators are possible in constructing a multi- text_merge
media object. As we described previously, spatial operators

• For vicons, special operators include montage, cut
are operators that involve spatial relations among image,
text, or other spatial objects. A multimedia object can also be These special operators support the combination of various
constructed using operators that consider the passage of time. types of generalized icons, so that the resulting multidimen-

sional language can fully reflect all multimedia types.Temporal operators, which apply to earcons, micons, and vi-
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Multidimensional Language sentation manager can execute this Petri net dynamically to
create a multimedia presentation (11). For example, the pre-

Multidimensional languages can handle temporal as well as
sentation manager will produce the visual sentence in Fig.

spatial operators. As we described in the Elements of Visual
1(bottom) as well as the synthesized speech.

Languages section, a visual language has a grammar, G �
(N, X, OP, s, R).

To describe multidimensional languages, we extended the VISUAL PROGRAMMING LANGUAGES
X and OP elements of G: X is still the set of terminals but
now includes earcons, micons, ticons, and vicons as well as Visual programming is programming by visual means. Typi-

cally, a programmer or an end user employs some visual pro-icons, and the OP set now includes temporal as well as spatial
relational operators. gramming tool to define and/or construct basic software com-

ponents such as cells, circuits, blocks, and so on and then putFigure 1(bottom) without the dialog box illustrates a sim-
ple visual sentence, which describes the to-do item for Time- these components together to compose a visual program. The

constructed visual program is then interpreted and executedMan. With the dialogue box, the figure becomes a multidi-
mensional sentence used by TimeMan to generate ‘‘The by a visual programming system.

The basic software components can be defined by thechildren drive to school in the morning’’ in synthesized
speech. The multidimensional sentence has the syntactic programmer/user or obtained from a predefined software

component library. Each software component has a visualstructure:
representation for ease of comprehension by the user. There-
fore, software components are generalized icons, and a visual(DIALOG_BOX co_start SPEECH) ver (((CHILDREN hor
program is a visual sentence composed from generalized iconsCAR) hor SCHOOL_HOUSE) hor SUNRISE)
that are software components. Since the software components
are connected together to form a visual program, a visual pro-Figure 5 is a hypergraph of the syntactic structure. The syn-
gram can be represented by graph where the basic compo-tactic structure is essentially a tree, but it has additional tem-
nents in the graph may have multiple attachment points. Ex-poral operators (such as co_start) and spatial operators (such
amples of commercially available visual programmingas hor and ver) indicated by dotted lines. Some operators may
systems include Prograph which is an object-oriented pro-have more than two operands (for example, the co_start of
gramming language with dataflow diagrams as its visualiza-audio, image, and text), which is why the structure is called a
tion (12), LabVIEW which supports the interconnections ofhypergraph. The syntactic structure controls the multimedia
boxes representing software/hardware components (13), andpresentation of the TAO.
others.Multidimensional languages must also account for multi-

Visual programming is appealing because the programmermedia dynamics because many media types vary with time.
or end user can easily manipulate the basic software compo-This means that a dynamic multidimensional sentence
nents and interactively compose visual programs with thechanges over time.
help of visual programming tools. Some would claim that vi-Transformation rules for spatial and temporal operators
sual programming is more intuitive and therefore simplercan be defined to transform the hypergraph in Fig. 5 to a
than traditional programming. Some would further claim thatPetri net that controls the multimedia presentation. Figure 3
even untrained people can learn visual programming with lit-represents the Petri net of the sentence in Fig. 1(bottom). As
tle effort. However such claims remain to be proven, espe-such, it is also a representation of the dynamics of the multi-
cially for large-scale software development (14).dimensional sentence in Fig. 1(bottom). The multimedia pre-

As described in the previous two sections, visual languages
and multidimensional languages are useful in specifying the
syntactic structure, knowledge structure, and dynamic behav-
ior of complex multimedia objects such as TAOs (teleaction
objects). We can also construct visual programs using active
index cells, which are the key elements of TAOs (15). Without
the active index cell, a TAO would not be able to react to
events or messages, and the dynamic visual language would
lose its power. As an example of visual programming, we can
specify index cells using a visual programming tool to be de-
scribed in a later section. The index cells can thus be con-
nected together as a visual program to accomplish a given
task.

Index Cells as Basic Components for Visual Programming

An index cell accepts input messages, performs some action,
and posts an output message to a group of output index cells.

VS

VS5 VS4

VS3

VS2

VS1
CAR

DIALOG_BOX

co_start

ver

hor

hor

hor

SPEECH

CHILDREN

SUNRISE

SCHOOL_HOUSE

Depending on its internal state and the input messages, the
index cell can post different messages to different groups ofFigure 5. The syntactic structure of the multidimensional sentence
output index cells. Therefore, the connection between an in-shown in Fig. 1(bottom). This structure is a hypergraph because some
dex cell and its output cells is dynamic. For example, if arelational operators may correspond to lines with more than two

end points. BookMan user wants to know about new books on nuclear
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winter, the user modifies the visual sentence, causing TAO to signer draws the state-transition diagram by clicking on the
appropriate icons. In this example, the designer has clickedsend a message to activate a new index cell that will collect

information on nuclear winter. on the fourth vertical icon (zigzag line) to draw a transition
from state 0 to state 0. Although the figure shows only twoAn index cell can be either live or dead, depending on its

internal state. The cell is live if the internal state is anything transition lines, the designer can specify as many transitions
as necessary from state 0 to state 0. Each transition couldbut the dead state. If the internal state is the dead state, the

cell is dead. The entire collection of index cells, either live or generate a different output message and invoke different ac-
tions. For example, the designer can represent different pre-dead, forms the index cell base. The set of live cells in the

index cell base forms the active index. fetching priority levels in BookMan by drawing different tran-
sitions.Each cell has a built-in timer that tells it to wait a certain

time before deactivating (dead internal state). The timer is The designer wants to specify details about Transition2
and so has highlighted it. Figure 6(b) shows the result ofreinitialized each time the cell receives a new message and

once again becomes active (live). When an index cell posts an clicking on the input message icon. IC Builder brings up the
Input Message Specification Dialog box so that the designeroutput message to a group of output index cells, the output

index cells become active. If an output index cell is in a dead can specify the input messages. The designer specifies mes-
sage 1 (start_prefetch) input message. The designer could alsostate, the posting of the message will change it to the initial

state, making it a live cell, and will initialize its timer. On specify a predicate, and the input message is accepted only if
this predicate is evaluated true. Here there is no predicate,the other hand, if the output index cell is already a live cell,

the posting of the message will not affect its current state but so the input message is always accepted.
Figure 6(c) shows what happens if the designer clicks onwill only reinitialize its timer.

Active output index cells may or may not accept the posted the output message icon in Figure 6(a). IC Builder brings up
the Output Message Specification Dialog box so that the de-message. The first output index cell that accepts the output

message will remove this message from the output list of the signer can specify actions, output messages, and output index
cells. In this example, the designer has specified three ac-current cell. (In a race, the outcome is nondeterministic.) If

no output index cell accepts the posted output message, the tions: compute_schedule (determine the priority of prefetch-
ing information), issue_prefetch_proc (initiate a prefetch pro-message will stay indefinitely in the output list of the current

cell. For example, if no index cells can provide the BookMan cess), and store_pid (once a prefetch process is issued, its
process id or pid is saved so that the process can be killeduser with information about nuclear winter, the requesting

message from the nuclear winter index cell will still be with later if necessary). In the figure there is no output message,
but both input and output messages can have parameters.this cell indefinitely.

After its computation, the index cell may remain active The index cell derives the output parameters from the input
parameters.(live) or deactivate (die). An index cell may also die if no other

index cells (including itself) post messages to it. Thus the nu- The construction of active index from index cells is an ex-
ample of visual programming for general purpose problemclear winter index cell in BookMan will die if not used for a

long time, but will be reinitialized if someone actually wants solving—with appropriate customization the active index can
do almost anything. In the following, we will describe a spe-such information and sends a message to it.

Occasionally many index cells may be similar. For exam- cial application of visual programming to database querying.
ple, a user may want to attach an index cell to a document
that upon detecting a certain feature sends a message to an- Visual Queries
other index cell to prefetch other documents. If there are

When the user makes incremental changes to a multidimen-10,000 such documents, there can be ten thousand similar
sional sentence, certain events occur and messages are sentindex cells. The user can group these cells into an index cell
to the active index. For example, suppose the user clicks on atype, with the individual cells as instances of that type.
book TAO to change the color attribute of the book. This is aTherefore, although many index cells may be created, only a
select event, and the message select is sent to the active in-few index cell types need to be designed for a given applica-
dex. If the user creates a new related_info operation icon, thistion, thus simplifying the application designer’s task.
is a related_info event, and a message prefetch_related_info
is sent to the active index. The incremental changes to a mul-

A Visual Programming Tool for Index Cell Construction tidimensional sentence can be either:

To aid multimedia application designers in constructing index
• Location-sensitive. The location attribute of a general-cells, we developed a visual programming tool, IC Builder,

ized icon is changed.and used it to construct the index cells for BookMan. Figure
• Time-sensitive. The time attribute of a generalized icon6 shows a prefetch index cell being built. Prefetch is used with

is changed.two other index cell types to retrieve documents (15). If the
user selects the prefetch mode of BookMan, the active index • Content-sensitive. An attribute of a generalized icon

other than a location or time attribute is changed or awill activate the links to access information about related
generalized icon is added or deleted, or an operator isbooks. Prefetch is responsible for scheduling prefetching, ini-
added or deleted.tiating (issuing) a prefetching process to prefetch multimedia

objects, and killing the prefetching process when necessary.
Figure 6(a) shows the construction of the state-transition A visual sentence or multidimensional sentence can also be

diagram. The prefetch index cell has two states: state 0, the either location-sensitive, time-sensitive, or content-sensitive.
In the first section we gave examples of different types of vi-initial and live state, and state �1, the dead state. The de-
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(a)

(b)

Figure 6. The visual specification for an active index cell of the virtual library BookMan: (a)
the state transitions, (b) input message, (c) output message and actions.
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(c)

Figure 6. (Continued)

sual sentences. The resulting language is a dynamic visual Essentially, the figure illustrates how the user can switch
between a VR paradigm (such as the virtual library) and alanguage or dynamic multidimensional language.

A dynamic visual language for virtual reality serves as a logical paradigm (such as the form). There are certain admis-
sibility conditions for this switch. For a query in the logicalnew paradigm in a querying system with multiple paradigms

(form-based queries, diagram-based queries and so on) be- paradigm to be admissible to the VR paradigm, the retrieval
target object should also be an object in VR. For example, thecause it lets the user freely switch paradigms (16). When the

user initially browses the virtual library, the virtual reality virtual reality in the BookMan library is stacks of books, and
an admissible query would be a query about books, because(VR) query may be more natural; but when the user wants to

find out more details, the form-based query may be more suit- the result of that query can be indicated by marked book icons
in the virtual library.able. This freedom to switch back and forth among query par-

adigms gives the user the best of all worlds, and dynamic que- Conversely, for a query in the VR paradigm to be admissa-
ble to the logical paradigm, there should be a single markedrying can be accomplished with greater flexibility.

From the viewpoint of dynamic languages, a VR query is VR object that is also a database object, and the marking is
achieved by an operation icon such as similar_to (find objectsa location-sensitive multidimensional sentence. As Fig. 4(b)

shows, BookMan indicates the physical locations of books by similar to this object), near (find objects near this object),
above (find objects above this object), below (find objects belowmarked icons in a graphical presentation of the book stacks

of the library. What users see is very similar (with some sim- this object), and other spatial operators. For example, in the
VR for the virtual library, a book marked by the operationplification) to what they would experience in a real library.

That is, the user selects a book by picking it from the shelf, icon similar_to is admissible and can be translated into the
logical query ‘‘find all books similar to this book.’’inspects its contents, and browses adjacent books on the shelf.

In Fig. 4(a), initially the user is given the choice of query Visual query systems for multimedia databases, like Book-
Man, are under active investigation at many universities asparadigms: search by title, author, ISBN, or keyword(s). If

the user selects the virtual library search, the user can then well as industrial laboratories (17). These systems are very
flexible. For example, a user can easily and quickly ask fornavigate in the virtual library, and as shown in Fig. 4(b), the

result is a marked object. If the user switches to a form-based any engineering drawing that contains a part that looks like
the part in another drawing and that has a signature in therepresentation by clicking the DetailedRecord button, the re-

sult is a form as shown in Fig. 4(c). The user can now use the lower right corner that looks like John Doe’s signature. In
BookMan we have a mechanism that lets users create simi-form to find books of interest, and switch back to the VR

query paradigm by clicking the VL Location button in Fig. larity retrieval requests that prompt BookMan to look for
books similar to the book being selected, and then perform4(c).
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cations (22). Moreover, empirical, systematic evaluation of spaces, Proc. IEEE Symp. Visual Languages, St. Louis, October
such languages needs to be done (23). 1994, pp. 100–109.

The average programmer and end user are used to a hy- 17. T. Catarci et al., Visual query systems for data bases: a survey,
brid mode of human-computer interaction, involving text, J. Visual Languages Comput., 8 (2): 215–260, 1997.
graphics, sound, and the like. Thus, ‘‘pure’’ visual program- 18. S. K. Chang, [on-line] Available www.cs.pitt.edu/~jung/WAG
ming languages are sometimes hard to justify. On the other

19. M. Burnett, [on-line] Available http://www.cs.orst.edu/~burnett/hand, languages allowing hybrid mode of interactions are al-
vpl.html

ready unavoidable, due to the explosion of multimedia com-
20. R. Korfhage, [on-line] Available www.pitt.edu/~korfhage/puting and network computing. As multimedia applications

vlrefs.htmlbecome even more widespread, we expect to see more special-
21. S. Schiffer, [on-line] Available http://www.swe.uni-linz.ac.at/purpose or general-purpose visual language systems and

schiffer/buch/literatur.htm.visual programming systems in which visual and multi-
22. M. Burnett et al., Scaling up visual programming languages,dimensional languages will play an important role, both as a

Computer 28 (3), IEEE CS Press, 45–54, March 1995.theoretical foundation and as a means to explore new applica-
23. J. D. Kiper, E. Howard, and C. Ames, Criteria for evaluation oftions.

visual programming languages, J. Visual Languages Comput., 8
(2): 175–192, 1997.
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