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SOFTWARE SELECTION multiattribute decision models, the AHP attempts to resolve
conflicts and analyze judgments through a process of de-

The evolution of microcomputer hardware and the prolifera- termining the relative importance of a set of attributes or cri-
teria. The AHP enables a decision maker to develop the trade-tion of business and managerial applications of computing

have led to changes in the characteristics, uses, sources, eval- off among multiple criteria implicitly in the course of
structuring and analyzing a series of pairwise judgmentaluation, and selection of software. With the acceptance of mi-

crocomputers and the emergence of end-user computing, more comparison matrixes. The major difference between the AHP
and other multiattribute decision models (i.e., utility theory)and more software is mass produced and distributed as ‘‘pack-

ages.’’ This has created a difficult problem of software evalua- is that the AHP enables the systematic structuring of any
complex multidimensional problem.tion and choice for many users. The problem is made difficult

by quantitative and qualitative attributes in the evaluation The attributes of the AHP satisfy the requirements of a
good software selection methodology. It allows specifying fac-and selection process.

Qualitative attributes are those attributes which are iden- tors in a multicriteria setting, provides the ability to express
the relative importance of the multiple criteria being consid-tified but cannot be quantified in meaningful (numerical)

terms. Qualitative attributes are important elements in a se- ered, and uses pairwise comparisons to extract information.
The AHP has been used extensively in practice, includinglection decision, but the lack of a quantified value for them

restricts their inclusion in many decision models. some areas similar to integrated software selection. Zahedi
developed a decision mechanism for microcomputer databaseAlthough a number of decision models and techniques to

select software packages such as software selection, using the AHP to quantify the evaluation
(11). Seidmann and Arbel used the AHP in selecting among
four alternatives for a microcomputer-based accounting infor-1. a linear weighted attribute model (1,2)
mation system (12). The objective was to select the best micro-2. a linear assignment model (3,4)
computer for accounting information management in the firm.3. maximax (5)
They also used the AHP in selecting a microcomputer for pro-

4. elimination by aspects (6) cess control and data acquisition (13). Johnson and Hihn
5. lexicographic ordering (7) identified the usefulness of the AHP in selecting among po-

tential projects in the field of energy storage (14). With the
have been proposed, these models and techniques either have introduction of its PC implementation, Expert Choice (EC),
not incorporated qualitative attributes or have not considered the number and diversity of applications has grown rapidly
multiple criteria in the decision process. (15). IBM used Expert Choice on its Application Systems/400

This paper applies the analytical hierarchy process (AHP) (AS/400) Project in Rochester, MN to help win the Malcolm
method as a multicriteria decision support tool for evaluating Baldrige Quality Award. General Motors’ Advanced Engi-
and selecting microcomputer software packages. neering Staff used EC to help future car designers evaluate

design alternatives, perform risk management, and arrive at
the best and most cost-effective automobile designs. XeroxSOFTWARE SELECTION PROCESS
Corporate Research and Technology and the Technology Man-
agement groups used EC for R&D decisions on portfolio man-One of the decisions that information system managers fre-
agement, technology implementation, and engineering designquently face is whether to develop or buy software. In the
selection. EC is also used to help make marketing decisionspast few years, this decision has become even more complex
regarding market matching and customer requirement struc-and challenging, because today there are so many powerful
turing (16). A comprehensive list of major application of AHPand versatile off-the-shelf software programs available for a
is in The Hierarchon: A Dictionary of Hierarchies (17).wide variety of tasks. Software purchase has become an at-

tractive alternative to in-house development. It provides econ-
omies of scale while altering the risk profile of the implemen- STEPS OF THE ANALYTIC HIERARCHY PROCESS
tation project. Software selection is a critical decision with
serious financial implications and affects the productivity of Using the AHP to solve a decision problem involves four
the organization. steps.

Step 1: Setting Up the Decision Hierarchy
THE ANALYTIC HIERARCHY PROCESS

One of the distinguishing features of this approach is the use
of hierarchical structure to represent the decision problem,The analytic hierarchy process (AHP), developed by Saaty

(8–10), makes a significant contribution to understanding and independent of problem complexity or the number of criteria.
Hierarchical decomposition is one of the most commonly usedexplaining how decision makers exercise judgment when

confronted with complex, nonprogrammed decisions. By methods by which decision makers factor complex problems
into more manageable subproblems. Humans have the abilityallowing decision makers to model a complex problem in a

hierarchical structure showing the relationships of goals, to perceive things and ideas, to identify them, and to commu-
nicate what they observe. For detailed knowledge our mindscriteria (attributes), and alternatives, it allows for the appli-

cation of experience, insight, and intuition logically and thor- structure complex reality into its constituent parts, and these
in turn into their parts, and so on hierarchically. By breakingoughly.

The AHP methodology is useful for systematically evaluat- down reality into homogeneous clusters and subdividing these
clusters into smaller ones, we can integrate large amounts ofing (often conflicting) qualitative criteria. Similar to other
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ful information about the decision problem, improve
information about the decision problem, and improve consis-
tency (compared to simultaneous comparison) in the decision
making process.

Although there are many scales for quantifying manage-

Goal

Criteria (attributes)

Alternatives

G

C

AA A

C C

AA A AA A rial judgments, the numeric scale given in Table 1 is the stan-
dard for the AHP analysis. For example if a decision makerFigure 1. Decision alternatives for selection choices.
believes that attribute A is moderately more important than
attribute B, then this judgment is represented by a 3. Judg-
ments are required for all the criterion comparisons and forinformation into the structure of a problem and form a more
all the alternative comparisons for each criterion.complete picture of the whole system. Generally, the hierar-

The pairwise comparison for each component of the prob-chy has at least three levels. At the top of the hierarchy lies
lem is represented by comparison scales (Table 1). The ratio-the goal of the decision problem. The lower levels of the hier-
nale for a 1–9 scale is based on psychological experimentsarchy contain attributes which contribute to the quality of the
(18). The matrix is reciprocal in nature, reducing the numberdecision. The last level of the hierarchy contains decision al-
of needed comparisons by half. The rationale for reciprocity isternatives for selection choices (Fig. 1).
intuitive. Once a response is gathered for a particular com-
parison, the exact ‘‘opposite’’ response should be true for theStep 2: Collecting Input Data by Pairwise
same comparison when reversing the order.Comparisons of Decision Elements

The AHP makes it possible to rank alternative courses of ac- Step 3: Estimating the Relative Weights of Decision Attributes
tion based on the decision maker’s judgments on intangible

The third step is to determine the relative importance of thequalitative criteria alongside tangible quantitative criteria.
alternatives with respect to each criterion(attribute). TheThe problem hierarchy lends itself to an analysis based on
pairwise comparison matrix for a given criterion is used tothe impact of a given level on the next higher level. The pro-
rank (i.e., establish the relative importance of) the alterna-cess begins by determining the relative importance of the cri-
tives. This is accomplished by the scaling function previouslyteria in meeting the goals. Next, the focus shifts to measuring
identified. By applying established attribute weights, the re-the extent to which the alternatives achieve each of the cri-
sultant normalized values for the individual alternatives areteria.
computed. The process is repeated for every criterion. EachManagerial judgments are used to drive the AHP method-
results in a distinct ranking of alternatives.ology. These judgments are expressed in terms of pairwise

comparisons (as contrasted with simultaneous comparisons)
Step 4: Computing the Rating of Alternatives

of attributes on a given level of the hierarchy with respect to
their impact on the next higher level. Pairwise comparisons Finally, the results of the two analyses are synthesized to

compute the ratings of the alternatives in meeting the goal.express the relative importance of one attribute versus an-
other in meeting a goal or a criterion. Each of the pairwise After all alternative comparisons are made for each criterion,

their relative importance are then elicited from the decisioncomparisons represents an estimate of the ratio of the weights
of the two criteria being compared. maker by the same pairwise comparison process used in eval-

uating the alternatives. When comparing the importance ofThe use of pairwise comparisons to collect data from the
decision maker offers some advantages. It allows the decision the individual criteria, the typical question asked of the deci-

sion maker is: ‘‘In comparing the benefits obtained by attri-maker to focus on the comparison of just two attributes, mak-
ing the observation as free as possible from extraneous influ- bute A and the benefits obtained by attribute B, which is

more important to the entire organization?’’ As before, all pos-ences. Additionally, pairwise comparisons generate meaning-

Table 1. Pairwise Comparison Scale

Intensity of
Importancea Definition Explanation

1 Equal importance Two attributes contribute equally to the
objective

3 Moderate importance of one Experience and judgment slightly favor
over another one attribute

5 Essential or strong Experience and judgment strongly favor
importance one attribute

7 Demonstrated importance An attribute is strongly favored and its
dominance demonstrated in practice

9 Absolute importance The evidence favoring one attribute over
another is of the highest order

2,4,6,8 Intermediate values between When compromise is needed
the two adjacent judgments

a Reciprocals of the above values: If attribute i has one of the nonzero numbers assigned to it when compared
to attribute j, then j has the reciprocal value when compared with i.
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Table 2. Criteria Comparison Matrix

TR FR EofU VS TT Pr

TR 1 1 1 5 9 1
FR 1 1 2 9 9 2
EofU 1 1/2 1 5 9 1
VS 1/5 1/9 1/5 1 2 1/5
TT 1/9 1/9 1/9 1/2 1 1/8
Pr 1 1/2 1 5 8 1

sible pairwise comparisons are made, and the responses are
placed numerically in another comparison matrix, using the
same 1–9 scale identified previously. Once comparison ma-
trixes are constructed for alternatives and criteria compari-
sons, the final step is to determine the overall ranking of the
alternatives.

Establishing the overall ranking of the alternatives in-
volves three steps. The first is to determine the relative im-

Table 3. Software Comparison Matrixes

S1 S2 S3 S1 S2 S3

Technical Requirements Vendor Support

S1 1 7 5 S1 1 1/2 1
S2 1/7 1 3 S2 2 1 3
S3 1/5 1/3 1 S3 1 1/3 1

Functional Requirements Training Time

S1 1 1/2 3 S1 1 1 1
S2 2 1 6 S2 1 1 1
S3 1/3 1/6 1 S3 1 1 1

Ease of Use Price

S1 1 1/3 1 S1 1 1/3 1
S2 3 1 5 S2 3 1 3
S3 1 1/5 1 S3 1 1/3 1

portance of the criteria using the comparison matrix con-
structed by the decision maker. The largest eigenvalue and
the corresponding principal eigenvector of this matrix are cal-
culated. (The exact rankings, collectively known as a vector ria in a pairwise fashion. Table 3 shows the comparison ma-
in mathematical language, are derived by raising the compar- trixes indicating the pairwise evaluation of the way software
ison matrix to large powers by, for example, squaring it, then packages address each criterion.
squaring that result, and so on. The rows of the resulting ma- Table 4 provides the relative importance of the software
trix are added and then normalized. The computer is in- packages by criterion type. For example, using the software
structed to quit when the normalized vector from the previous comparison matrix for the TR criterion (C1), the normalized
power is within a prescribed decimal accuracy from the next eigenvector calculated is shown in the TR column. Larger val-
power. This process yields what is known in mathematics as ues of the eigenvector indicate greater importance of software
the principal eigenvector of the matrix.) The principal eigen-

packages with respect to the criterion. Thus, S2 best ad-vector is normalized, so that its entries sum to one. The nor-
dresses the TR criterion, followed in decreasing order by S3malized eigenvector represents the relative importance of
and S1. This process of calculating the normalized eigenvectorthe criteria.
is repeated using the software comparison matrixes for func-Finally, the relative importance of the alternatives for each
tional requirements, ease of use, vendor support, trainingcriterion and the relative importance of the criteria them-
time, and price. The results of these calculations are providedselves are used to determine the overall ranking of the alter-
under their respective columns. The results indicate that S2natives. Assume that the relative importance of m alterna-
is the best software alternative for the FR criterion, S2 is thetives have to be established using n criteria. The overall
best software for the ease of use criterion, and S2 is the bestrelative importance of alternative j (Aj) is determined from
alternative for price.the expression.

The normalized eigenvector of the criteria comparison ma-
trix is also shown in Table 4. It indicates the relative impor-
tance of the criteria based on the decision maker data. TheAj =

n∑
i=1

CiPi j

computational results yield the following: the functional re-
quirements criterion is the most important, followed in impor-where Ci � relative importance of criterion i and Pij � relative
tance by technical requirements, ease of use, price, vendorimportance of alternative j with respect to criterion i.

The larger the value of Aj, the higher the relative impor- support, and training time. Table 5 illustrates the final over-
tance of alternative j. Thus, the composite values of Aj repre- all ranking of the three software alternatives. From this, the
sent the relative ranking of the alternatives under evaluation. ranking order is (from best to worst) S2, S1, and S3.

A HYPOTHETICAL EXAMPLE

A hypothetical example is presented here to illustrate how
the AHP is used. This example consists of a selection problem
where there are three competing software packages (S1, S2,
and S3) and their ranking is based on six criteria deemed
important for a particular organization. The criteria are (1)
technical requirements (TR), (2) functional requirements
(FR), (3) ease of use (EofU), (4) vendor support (VS), (5) train-
ing time (TT), and (6) price.

Table 2 shows the comparison matrix which indicates the
results when evaluating the relative importance of the crite-

Table 4. Relative Importance (Normalized Eigenvectors)

TR FR EofU VS TT Pr

S1 0.072 0.300 0.185 0.240 0.333 0.200
S2 0.649 0.600 0.659 0.550 0.333 0.600
S3 0.279 0.100 0.156 0.210 0.333 0.200

(C1) (C2) (C3) (C4) (C5) (C6)
Criteria

relative
priority: 0.225 0.316 0.199 0.041 0.025 0.194
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Table 5. Composite Ranking

S1: 0.225 � (0.072) � 0.316 � (0.300) � 0.199 � (0.185) � 0.041 � (0.240) � 0.025� (0.333) � 0.194 � (0.200) � 0.205
S2: 0.225 � (0.649) � 0.316 � (0.600) � 0.199 � (0.659) � 0.041 � (0.550) � 0.025� (0.333) � 0.194 � (0.600) � 0.614
S3: 0.225 � (0.279) � 0.316 � (0.100) � 0.199 � (0.156) � 0.041 � (0.210) � 0.025� (0.333) � 0.194 � (0.200) � 0.181

16. R. F. Dyer and E. H. Forman, An Analytical Approach to Market-CONCLUSIONS
ing Decisions, Englewood Cliffs, NJ: Prentice-Hall, 1991.

17. T. L. Saaty and E. H. Forman, The Hierarchon: A Dictionary ofThis article discusses an overall process for evaluating and
Hierarchies, Pittsburgh, PA: RWS Publication, 1992, Vol. V.selecting a software package by the AHP methodology. This

18. G. A. Miller, The magical number seven plus or minus two; Somedecision support tool allows a decision maker to incorporate
limits on our capacity for processing information, Psychologicalqualitative and quantitative criteria in the decision process.
Rev., 63: 81–97, 1956.Technical requirements, functional requirements, ease of use,

vendor support, training time, and price are considered the
FARROKH MAMAGHANIdecision criteria for selecting one of the three software pack-
St. John Fisher Collegeages under evaluation. The application described in this pa-

per was carried out with the aid of an interactive computer
program (Expert Choice) to compute the priority vectors. Ma-
jor conclusions from similar applications of the model find
that is valid, flexible, easy to apply, and does not overlook any
significant factor.
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