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MICROCOMPUTER APPLICATIONS

This article reviews the field of microcomputer applications.
We will discuss basic concepts and provide examples of micro-
computers used in the design of embedded systems. We begin
with an overall discussion of the topic and introduce relevant
terminology. Next, we present the fundamental hardware and
software building blocks required to construct a microcom-
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puter system. Then, we customize our computer system by 1. Consumer
• Washing machines (computer controls the water andinterfacing specific devices to create the desired functional-

ity. We conclude with a systems-level approach to micro- spin cycles)
• Exercise bikes (computer monitors the workout)computer applications by presenting a few case studies that

illustrate the spectrum of applications which employ micro- • TV remotes (computer accepts key touches and sends
IR pulses)computers.

• Clocks and watches (computer maintains the time,
alarm, and display)

OVERVIEW OF MICROCOMPUTER APPLICATIONS • Games and toys (computer entertains the child)
• Audio/video (computer interacts with the operator

The term embedded microcomputer system refers to a device and enhances performance)
that contains one or more microcomputers inside. To get a 2. Communication
better understanding, we break the expression ‘‘embedded mi-

• Telephone answering machines (record and play back
crocomputer system’’ into pieces. In this context, the word em- messages)
bedded means ‘‘hidden inside so we can’t see it.’’ A computer

• Cellular phones and pagers (provide a wide range of
is an electronic device with a processor, memory, and input/ features)
output ports, as shown in Fig. 1. The processor performs oper-

• Cordless phones (combine functionality and security)
ations (executes software). The processor includes registers

• ATM machines (provide both security and banking
(which are high-speed memory), an arithmetic logic unit convenience)
(ALU) (to execute math functions), a bus interface unit (which

3. Automotivecommunicates with memory and I/O), and a control unit (for
• Automatic braking (optimizes stopping on slipperymaking decisions.) Memory is a relatively high-speed storage

surfaces)medium for software and data. Software consists of a se-
• Noise cancellation (improves sound quality by remov-quence of commands (functions) which are usually executed

ing background noise)in order. In an embedded system, we use read only memory
• Theft-deterrent devices (keyless entry, alarm systems)(ROM) (for storing the software and fixed constant data,) and
• Electronic ignition (controls spark plugs and fuel in-random access memory (RAM) (for storing temporary infor-

jectors)mation.) The information in the ROM is nonvolatile, meaning
• Power windows and seats (remember preferred set-the contents are not lost when power is removed. I/O ports

tings for each driver)allow information to enter via the input ports and exit via the
• Instrumentation (collects and provides the driver withoutput ports. The software, together with the I/O ports and

necessary information)associated interface circuits, give an embedded computer sys-
4. Militarytem its distinctive characteristics.

• Smart weapons (don’t fire at friendly targets)The term microcomputer means a small computer. Small
• Missile-guidance systems (direct ordnance at the de-in this context describes its size not its computing power, so

sired target)a microcomputer can refer to a very wide range of products
• Global positioning systems (can tell you where you arefrom the very simple (e.g., the PIC12C08 is an 8-pin DIP

on the planet)microcomputer with 512 by 12 bit ROM, 25 bytes RAM, and
5. Industrial5 I/O pins) to the most powerful Pentium. We typically re-

• Set-back thermostats (adjust day/night thresholds,strict the term embedded to systems which do not look and
saving energy)behave like a typical computer. Most embedded systems do

• Traffic-control systems (sense car positions and con-not have a keyboard, a graphics display, or secondary storage
trol traffic lights)(disk). In the context of this article we will focus on the micro-

• Robot systems used in industrial applications (com-computers available as single chips, because these devices are
puter controls the motors)more suitable for the embedded microcomputer system.

• Bar code readers and writers for inventory controlWe can appreciate the wide range of embedded computer
• Automatic sprinklers for farming (control the wetnessapplications by observing existing implementations. Exam-

of the soil)ples of embedded microcomputer systems can be divided into
categories: 6. Medical

• Monitors (measure important signals and generate
alarms if patient needs help)
• Apnea (monitor breathing and alarms if baby stops

breathing)
• Cardiac (monitor heart functions)
• Renal (study kidney functions)

• Therapeutic devices (deliver treatments and monitor
patient response)
• Drug delivery

Processor

Computer

Registers

Control unit

Bus
interface

unit

ALU

Memory

I/O Ports

Bus

Interface
circuits

• Cancer treatments (radiation, drugs, heat)
• Control devices (take over failing body systems provid-Figure 1. An embedded computer system performs dedicated func-

tions. ing life-saving functions)
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• Pacemakers (help the heart beat regularly) puts, the sum of the IIL of the inputs must be less than the
available IOL of the output which is driving those inputs. Simi-• Prosthetic devices (increase mobility for the handi-

capped) larly, the sum of the IIH’s must be less than the IOH. Using the
above data, we might be tempted to calculate the fanout• Dialysis machines (perform functions normally done

by the kidney) (IOL/IIL) and claim that one 74HC04 output can drive 4000
74HC04 inputs. In actuality, the input capacitance’s of the
inputs will combine to reduce the slew rate (dV/dt duringMICROCOMPUTER COMPONENTS
transitions). This capacitance load will limit the number of
inputs one CMOS output gate can drive. On the other hand,Hardware Components
when interfacing digital logic with external devices, these cur-

Digital Logic. There are many logic families available to rents (IOL, IOH) are very important. Often in embedded applica-
design digital circuits. Each family provides the basic logic tions we wish to use digital outputs to control non-CMOS de-
functions (and, or, not), but differ in the technology used to vices like relays, solenoids, motors, lights, and analog circuits.
implement these functions. This results in a wide range of
parameter specifications. Some of the basic parameters of dig-

Application-Specific Integrated Circuits. One of the pres-ital devices are listed in Table 1. Because many microcomput-
sures which exist in the microcomputer embedded systemsers are high-speed CMOS, typical values for this family are
field is the need to implement higher and higher levels ofgiven. In general, it is desirable to design digital systems us-
functionality into smaller and smaller amounts of space usinging all components from the same family.
less and less power. There are many examples of technologySpeed. There are three basic considerations when using
developed according to these principles. Examples includedigital logic. The first consideration is speed. For simple com-
portable computers, satellite communications, aviation de-binational logic, speed is measured in propagation delay or
vices, military hardware, and cellular phones. Simply using athe time between changes in the input to resulting changes
microcomputer in itself provides significant advantages inin the output. Another speed parameter to consider is the rise
this faster-smaller race. Since the embedded system is nottime of the output (time it takes an output signal to go from
just a computer, there must also be mechanical and electricalhigh to low or from low to high). A related parameter is slew
devices external to the computer. To shrink the size andrate (dV/dt on outputs during transitions). For memory de-
power required of these external electronics, we can integratevices, speed is measured in read access time, which is how
them into a custom IC called an application-specific inte-long it takes to retrieve information. For communication de-
grated circuit (ASIC). An ASIC provides a high level of func-vices, we measure speed in bandwidth, which is the rate at
tionality squeezed into a small package. Advances in inte-which data are transferred.
grated circuit design allow more and more of these customPower. The second consideration is power. Many embed-
circuits (both analog and digital) to be manufactured in theded systems run under battery power or otherwise have lim-
same IC chip as the computer itself. In this way, systems withited power. High-speed CMOS is often used in embedded ap-
fewer chips are possible.plications because of its flexible range of power supply

voltages and low power supply current specifications. It is im-
Microprocessor. In the last 20 years, the microprocessorportant to remember that CMOS devices require additional

has made significant technological advances. The term micro-current during signal transitions (e.g., changes from low to
processor refers to products ranging from the oldest Intelhigh or from high to low). Therefore, the power supply current
8080 to the newest Pentium. The processor, or CPU, controlsrequirements will increase with the frequency of the digital

signals. A dynamic digital logic system with many signal the system by executing instructions. It contains a bus inter-
transitions per second requires more current than a static face unit (BIU), which provides the address, direction (read
system with few signal transitions. data from memory into the processor or write data from pro-

Loading. The third consideration is signal loading. In a cessor to memory), and timing signals for the computer bus.
digital system, where one output is connected to multiple in- The registers are very high-speed storage devices for the com-

puter. The program counter (PC) is a register which contains
the address of the current instruction which the computer is
executing. The stack is a very important data structure used
by computers to store temporary information. It is very easy
to allocate temporary storage on the stack and deallocate it
when done. The stack pointer (SP) is a register which points
into RAM specifying the top entry of the stack. The condition
code (CC) is a register which contains status flags describing
the result of the previous operation and operating mode of the
computer. Most computers have data registers which contain
information and address registers which contain pointers.
The arithmetic logic unit (ALU) performs arithmetic (add,
subtract, multiply, divide) and logical (and, or, not, exclusive
or, shift) operations. The inputs to the ALU come from regis-
ters and/or memory, and the outputs go to registers or mem-
ory. The CC register contains status information from the
previous ALU operation. Typical CC bits include:

Table 1. Some Typical Parameters of a High-Speed CMOS
74HC04 Not Gate

Parameter Meaning Typical 74HC04 Value

Vcc Power supply voltage 2 V to 6 V
Icc Power supply current 20 �A max (with Vcc � 6 V)
tpd Propagation delay 24 ns max (with Vcc � 4.5 V)
VIH Input high voltage 3.15 V min (with Vcc � 4.5 V)
IIH Input high current 1 �A max (with Vcc � 6 V)
VIL Input low voltage 0.9 V max (with Vcc � 4.5 V)
IIL Input low current 1 �A max (with Vcc � 6 V)
VOH Output high voltage 4.4 V min (with Vcc � 4.5 V)
IOH Output high current 4 mA max (with Vcc � 4.5 V)
VOL Output low voltage 0.33 V max (with Vcc � 4.5 V)
IOL Output low current 4 mA max (with Vcc � 4.5 V)
CI Input capacitance 10 pF
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Figure 2. This program implements a
bang-bang temperature controller by con-
tinuously reading temperature sensor on
port A (location 0), comparing the temper-
ature to two thresholds, then writing to
the heater connected to port B (location 1)

DDRA=0
RegA=$FF
DDRB=$FF
RegA=temperature
Is RegA>27?
Goto off if RegA>27
Is RegA<24?
Goto loop if RegA≥24
RegA=1
PortB=1, heat on
Goto loop
PortB=0, heat off
Goto loop

main:  clr   2     
       ldaa  #$FF  
       staa  3     
loop:  ldaa  0     
       cmpa  #27   
       bhi   off   
       cmpa  #24   
       bhs   loop  
on:    ldaa  #1    
       staa  1     
       bra   loop  
off:   clr   1     
       bra   loop  

Labels
Op 
codes Operands Comments

Make Port A inputs and
make Port B outputs

Read temperature from sensor

Loop

Main

Temperature

Turn on heat Turn off heat

T < 24°C T > 27°C

24≤T≤27°F

On Off

if the temperature is too hot or too cold.

• Z result was zero point to the need for a single-board computer like the one
shown in Fig. 4. This board has all of the features of the sin-• N result was negative (i.e., most significant bit set)
gle-chip computer but laid out in an accessible and expand-• C carry/borrow or unsigned overflow
able manner. For some microcomputer systems, the final

• V signed overflow (some computers do not have this bit) product is delivered using a single-board computer. For exam-
ple, if the production volume is small and the project does not

Software is a sequence of commands stored in memory. The have severe space constraints, then a single-board solution
control unit (CU) manipulates the hardware modules ac- may be cost-effective. Another example of a final product de-
cording to the software that it is executing. The CU contains livered with a single-board occurs when the computer require-
an instruction register (IR), which holds the current instruc- ments (memory size, number of ports, etc.) exceed the capabil-
tion. The BIU contains an effective address register (EAR) ities of any single-chip computer.
which holds the effective address of the current instruction.
The computer must fetch both instructions (op codes) and in-

Choosing a Microcomputerformation (data). Both types of access are controlled by the
bus interface unit. The computer engineer is often faced with the task of select-

When an instruction is executed, the microprocessor often ing a microcomputer for the project. Figure 5 presents the
must refer to memory to read and/or write information. Often relative market share for the top twelve manufacturers of 8
the I/O ports are implemented as memory locations. For ex- bit microcontrollers. Often the choice is focused only on those
ample, on the Motorola 6812, I/O ports A and B exist as loca- devices for which the engineers have hardware and software
tions 0 and 1. Like most microcomputers, the I/O ports can experience. Because many of the computers overlap in their
be configured as inputs or outputs. The 6812 Port A and B cost and performance, this is many times the most appro-
have direction registers at locations 2 (DDRA) and 3 (DDRB), priate approach to product selection. In other words, if a mi-
respectively. The software writes 0’s to the direction register crocomputer that we are familiar with can implement the de-
to specify the pins as inputs, and 1’s to specify them as out- sired functions for the project, then it is often efficient to
puts. When the 6812 software reads from location 0 it gets bypass that more perfect piece of hardware in favor of a faster
information from Port A, and when the software writes to lo- development time. On the other hand, sometimes we wish to
cation 1, it sends information out Port B. For example, the evaluate all potential candidates. It may be cost-effective to
Motorola 6812 assembly language program, shown in Fig. 2, hire or train the engineering personnel so that they are profi-
reads from a sensor which is connected to Port A, if the tem- cient in a wide spectrum of potential computer devices. There
perature is above 27 �C, it turns off the heat (by writing 0 to are many factors to consider when selecting an embedded mi-
Port B). If the temperature is below 24 �C, then it turns on crocomputer:
the heat by writing 1 to Port B.

• Labor costs include training, development, and testingMicrocomputer. The single-chip microcomputer is often
• Material costs include parts and suppliesused in embedded applications because it requires minimal

external components to make the computer run, as shown in • Manufacturing costs depend on the number and complex-
Fig. 3. The reset line (MCLR on the PIC or RESET on the ity of the components
6805) can be controlled by a button, or a power-on-reset

• Maintenance costs involve revisions to fix bugs and per-
circuit. form upgrades

During the development phases of a project, we often
• ROM size must be big enough to hold instructions andwould like the flexibility of accessing components inside the

fixed data for the softwaresingle-chip computer. In addition, during development, we
• RAM size must be big enough to hold locals, parameters,are often unsure of the memory size and I/O capabilities that

will be required to complete the design. Both of these factors and global variables
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Figure 3. These PIC and 6805 single-
chip microcomputer circuits demonstrate
that to make the computer run, usually
all we need to add is an external crystal
for the clock.
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• EEPROM to hold nonvolatile fixed constants which are • Timer functions generate signals, measure frequency,
measure periodfield configurable

• Speed must be fast enough to execute the software in • Pulse width modulation for the output signals in many
real time control applications

• I/O bandwidth affects how fast the computer can input/ • ADC is used to convert analog inputs to digital numbers
output data • Package size and environmental issues affect many em-

• 8, 16, or 32 bit data size should match most of the data bedded systems
to be processed • Second source availability

• Numerical operations, like multiply, divide, signed, • Availability of high-level language cross-compilers, simu-
floating point lators, emulators

• Special functions, like multiply&accumulate, fuzzy logic, • Power requirements, because many systems will be bat-
complex numbers tery operated

• Enough parallel ports for all the input/output digital sig-
nals When considering speed it is best to compare time to execute

a benchmark program similar to your specific application,• Enough serial ports to interface with other computers or
rather than just comparing bus frequency. One of the diffi-I/O devices
culties is that the microcomputer selection depends on the
speed and size of the software, but the software cannot be
written without the computer. Given this uncertainty, it is
best to select a family of devices with a range of execution
speeds and memory configurations. In this way a prototype
system with large amounts of memory and peripherals can be
purchased for software and hardware development and, once
the design is in its final stages, the specific version of the

Figure 4. The Adapt-11C75 board from Technological Arts is a typi-
cal example of a single-board microcomputer used to develop embed-

Hitachi
SGS

Matsushita

Siemens
National

TI
Microchip

MotorolaMitsubishi

NEC

Philips

Intel

6.3%

7.5%

7.9%

11.3%
30.6%

ded applications. It is based on the Motorola MC68HC11 computer,
and has 8 K of external EEPROM. Additional I/O ports and memory Figure 5. 1995 worldwide market share in dollars for 8 bit microcon-

trollers (from 1997 Motorola University Symposium, Austin, TX).can be easily added to the 50-pin connector.
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computer can be selected, knowing the memory and speed re- level language, and see if the solution meets the product spec-
ifications. If it does, then leave the software in the high-levelquirements for the project.
language because it will be easier to upgrade in the future. If
the software is not quite fast enough (or small enough to fitSoftware
into the available memory), then one might try a better com-

Assembly Language. An assembly language program, like
piler. Another approach is to profile the software execution,

the one shown in Fig. 2, has a 1 to 1 mapping with the ma-
which involves collecting timing information on the percent-

chine code of the computer. In other words, one line of assem-
age of time the computer takes executing each module. The

bly code maps into a single machine instruction. The label
profile allows you to identify a small number of modules

field associates the absolute memory address with a symbolic
which, if rewritten in assembly language, will have a big im-

label. The op code represents the machine instruction to be
pact on the system performance.

executed. The operand field identifies the data itself or the
memory location for the data needed by the instruction. The

Software Development
comment field is added by the programmer to explain what,

Simple Approach. Recent software and hardware techno-
how, and why. The comments are not used by the computer logical developments have made significant impacts on the
during execution, but rather provide a means for one pro- software development for embedded microcomputers. The
grammer to communicate with another, including oneself at simplest approach is to use a cross-assembler or cross-com-
a later time. This style of programming offers the best static piler to convert source code into the machine code for the tar-
efficiency (smallest program size), and best dynamic efficiency get system. The machine code can then be loaded into the
(fastest program execution). Another advantage of assembly target machine. Debugging embedded systems with this sim-
language programming is the complete freedom to implement ple approach is very difficult for two reasons. First, the em-
any arbitrary decision function or data structure. One is not bedded system lacks the usual keyboard and display that as-
limited to a finite list of predefined structures as is the case sist us when we debug regular software. Second, the nature
with higher level languages. For example one can write as- of embedded systems involves the complex and real-time in-
sembly code with multiple entry points (places to begin the teraction between the hardware and software. These real-
function). time interactions make it impossible to test software with the

usual single-stepping and print statements.
High-Level Languages. Although assembly language en-

forces no restrictions on the programmer, many software de- Logic Analyzer. A logic analyzer is a multiple channel digi-
velopers argue that the limits placed on the programmer by tal oscilloscope. For the single-board computer which has ex-
a structured language, in fact, are a good idea. Building pro- ternal memory, the logic analyzer can be placed on the ad-
gram and data structures by combining predefined compo- dress and data bus to observe program behavior. The logic
nents makes it easy to implement modular software, which is analyzer records a cycle-by-cycle dump of the address and
easier to debug, verify correctness, and modify in the future. data bus. With the appropriate personality module, the logic
Software maintenance is the debug, verify, and modify cycle, analyzer can convert the address&data information into the
and it represents a significant fraction of the effort required corresponding stream of executed assembly language instruc-
to develop products using embedded computers. Therefore, if tions. Unfortunately, the address and data bus singles are
the use of a high-level language sacrifices some speed and not available on most single-chip microcomputers. For these
memory performance, but gains in the maintenance costs, computers, the logic analyzer can still be used to record the
most computer engineers will choose reliability and ease of digital signals at the microcomputer I/O ports. The advan-
modification over speed and memory efficiency. tages of the logic analyzer are:

Cross-compilers for C, C��, BASIC, and FORTH are
available for many single-chip microcomputers, with C being

• Very high bandwidth recording (100 MHz to 1 GHz)
the most popular. The same bang-bang controller presented

• Many channels (16 to 132 inputs)in Fig. 2 is shown in Fig. 6 implemented this time in C and
• Flexible triggering and clocking mechanismsFORTH.

One of the best approaches to this assembly versus high- • Personality modules, which assist in interpreting the
datalevel language choice is to implement the prototype in a high-

Figure 6. Bang-bang controllers imple-
mented in C and FORTH, showing that both
languages have well-defined modular control
structures and make use of local variables on

// bang-bang controller in C \ bang-bang controller in FORTH
void main(void) { unsigned char T; : main ( - )

DDRA=0; // Port A is sensor DDRA 0 ! \ Port A is senso
DDRB=0xFF; // Port B is heater DDRB 0xFF ! \ Port B is heate
while(1){ begin

T=PORTA; // read temperature PORTA @ \ read temperature
if(T>27) dup 27 > if

PORTB=0; // too hot PORTB 0 ! \ too hot
else else

if(T<24) dup 24 < if
PORTB=1; // too cold PORTB 1 ! \ too col

} then
} then drop 0 until ; the stack.
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Simulation. The next technological advancement which has In an embedded application, we usually put structures which
greatly affected the manner in which embedded systems are must be changed during execution in RAM. Examples include
developed is simulation. Because of the high cost and long recorded data, parameters passed to subroutines, global and
times required to create hardware prototypes, many prelimi- local variables. We place fixed constants in EEPROM because
nary feasibility designs are now performed using hardware/ the information remains when the power is removed, but can
software simulations. A simulator is a software application be reprogrammed at a later time. Examples of fixed constants
which models the behavior of the hardware/software system. include translation tables, security codes, calibration data,
If both the external hardware and software program are sim- and configuration parameters. We place machine instruc-
ulated together, even although the simulated time is slower tions, interrupt vectors, and the reset vector in ROM because
than the actual time, the real-time hardware software inter- this information is stored once and will not need to be repro-
actions can be studied. grammed in the future.

In-Circuit Emulator. Once the design is committed to hard- Real-Time Systems. The microcomputer typically responds
ware, the debugging tasks become more difficult. One simple to external events with an appropriate software action. The
approach, mentioned earlier, is to use a single-board com- time between the external event and the software action is
puter which behaves similarly to the single-chip. Another ap- defined as the latency. If we can guarantee an upper bound
proach is to use an in-circuit emulator. An in-circuit emulator on the latency, we characterize the system as real time, or
(ICE) is a complex digital hardware device which emulates

hard real time. If the system allows one software task to have(behaves in a similar manner to) the I/O pins of the micro-
priority over the others, then we describe it as soft real time.computer in real time. The emulator is usually connected to a
Since most real-time systems utilize interrupts to handle crit-personal computer, so that emulated memory, I/O ports, and
ical events, we can calculate the upper bound on the latencyregisters can be loaded and observed. Figure 7 shows that to
as the sum of three components: (1) maximum time the soft-use an emulator we first remove the microcomputer chip from
ware executes with interrupts disabled (e.g., other interruptthe circuit, then attach the emulator pod into the socket
handlers, critical code); (2) the time for the processor to ser-where the microcomputer chip used to be.
vice the interrupt (saving registers on stack, fetching the in-
terrupt vector); and (3) software delays in the interrupt han-Background Debug Module. The only disadvantage of the
dler before the appropriate software action is performed.in-circuit emulator is its cost. To provide some of the benefits
Examples of events which sometimes require real-time pro-of this high-priced debugging equipment, some microcomput-
cessing include:ers have a background debug module (BDM). The BDM hard-

ware exists on the microcomputer chip itself and communi-
• New input data ready to when the software reads thecates with the debugging personal computer via a dedicated

new input2- or 3-wire serial interface. Although not as flexible as an
ICE, the BDM can provide the ability to observe software exe- • Output device is idle to when the software gives it more
cution in real time, the ability to set breakpoints, the ability data
to stop the computer, and the ability to read and write regis- • An alarm condition occurs until the time the alarm is
ters, I/O ports, and memory. processed

Segmentation. Segmentation is when you group together in
Sometimes the software must respond to internal events. Aphysical memory information which has similar logical prop-
large class of real-time systems involve performing softwareerties. Because the embedded system does not load programs
tasks on a fixed and regular rate. For these systems, we em-off disk when started, segmentation is an extremely impor-
ploy a periodic interrupt which will generate requests at fixedtant issue for these systems. Typical software segments in-
intervals. The microcomputer clock guarantees that the inter-clude global variables, local variables, fixed constants, and
rupt request is made exactly on time, but the software re-machine instructions. For single-chip implementations, we
sponse (latency) may occur later. Examples of real-time sys-store different types of information into the three types of
tems which utilize periodic interrupts include:memory:

1. RAM is volatile and has random and fast access • Data acquisition systems, where the software executes at
the sampling rate2. EEPROM is nonvolatile and can be easily erased and

reprogrammed • Control systems, where the software executes at the con-
troller rate3. ROM is nonvolatile but can be programmed only once

Figure 7. To use an in-circuit emulator,
remove the microcomputer chip from the
embedded system, and place the emulator
connector into the socket.

Registers
CC  =  $B4
A   =  $55
B   =  $31
X   =  $1234
Y   =  $5678
SP  =  $9FF0
PC  =  $8003

Memory I/O
PortA  =  $83
PortB  =  $00
PortC  =  $55
PortD  =  $0F
PortE  =  $21
TCNT   =  $A010
$0800  =  $67

I/OI/O  Cµ

Embedded system with
microcomputer and I/O

Embedded system with
emulator and I/O

Emulator

Socket
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Figure 8. The matrix-scanned keyboard
allows many keys to be interfaced using a

..
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.

50 Hz interrupt

Out=0XXX,XXXX then read In
Out=X0XX,XXXX then read In

Out=XXXX,XXX0 then read In

Convert row/column
data to keycode

Return from
interrupt

Microcomputer

Out7

Out1

Out0

In7

In1

In0

+5

+5

+5

small number of I/O pins.

• Time-of-day clocks, where the software maintains the scanned keyboard is the fact that three keys simultaneously
pressed sometimes ‘‘looks’’ like four keys are pressed.date and time

Finite State Machine Controller
MICROCOMPUTER INTERFACING AND APPLICATIONS

To illustrate the concepts of programmable logic and software
segmentation, consider the simple traffic light controller illus-Keyboard Inputs
trated in Fig. 9. The finite state machine (FSM) has two in-

Individual buttons and switches can be interfaced to a micro- puts from sensors in the road which identify the presence of
computer input port simply by converting the on/off resis- cars. There are six outputs, red/yellow/green for the north/
tance to a digital logic signal with a pull-up resistor. When south road and red/yellow/green for the east/west road. In
many keys are to be interfaced, it is efficient to combine them this FSM, each state has a 6 bit output value, a time to wait
in a matrix configuration. As shown in Fig. 8, 64 keys can be in that state, and four next states, depending on if the input
constructed as an 8 by 8 matrix. To interface the keyboard, is 00 (no cars), 01 (car on the north/south road), 10 (car on
we connect the rows to open collector (or open drain) micro- the east/west road), or 11 (cars on both roads).
computer outputs, and the columns to microcomputer inputs. In the software implementation, presented in Fig. 10, the
Open collector means the output will be low if the software following three functions are called but not defined: Initial-
writes a zero to the output port, but will float (high imped- izeHardware(); is called once at the beginning to initialize the
ance) if the software writes a one. Pull-up resistors on the hardware. The function Lights() outputs a 6 bit value to the
inputs will guarantee the column signals will be high if no lights. The function Sensor() returns a 2 bit value from the
key is touched in the selected row. The software scans the key car sensors. The software implementation for this system ex-
matrix by driving one row at a time to zero, while the other hibits the three classic segments. Since the global variable Pt
rows are floating. If there is a key touched in the selected and the local variable Input have values which change during
row, then the corresponding column signal will be zero. Most execution, they must be defined in RAM. The finite state ma-
switches will bounce on/off for about 10 ms to 20 ms when chine data structure, fsm[4], will be defined in EEPROM, and
touched or released. The software must read the switch posi- the program main() and its subroutines InitializeHardware();
tion multiple times over a 20 ms time period to guarantee a Lights() and Sensor() will be stored in ROM. You should be
reliable reading. One simple software method to use a peri- able to make minor modifications to the finite state machine
odic interrupt (with a rate slower than the bounce time) to (e.g., add/delete states, change input/output values) by
scan the keyboard. In this way, the software will properly de- changing the linked list data structure in EEPROM without

modifying the assembly language controller in ROM.tect single key touches. One disadvantage of the matrix-

Figure 9. A simple traffic controller has
two inputs and six outputs, and is imple-
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struct State
{ unsigned char Out; /* 6 bit Output */

unsigned char Time; /* Time to wait in seconds */
struct State *Next[4];} /* Next state if input=00,01,10,11 */

typedef struct State StateType;
typedef StateType * StatePtr;
StatePtr Pt; /* Current State RAM */
#define GoNorth &fsm[0]
#define WaitNorth &fsm[1]
#define GoEast &fsm[2]
#define WaitEast &fsm[3]
StateType fsm[4]={ /* EEPROM*/

{0x21,100,{GoNorth, GoNorth,WaitNorth,WaitNorth}}, /* GoNorth EEPROM*/
{0x22, 8,{ GoEast, GoEast, GoEast, GoEast}}, /* WaitNorth EEPROM*/
{0x0C,100,{ GoEast,WaitEast, GoEast, WaitEast}}, /* GoEast EEPROM*/
{0x0C,100,{GoNorth, GoNorth, GoNorth, GoNorth}}}; /* WaitEast EEPROM*/

void Main(void){ /* ROM*/
unsigned char Input; /* RAM*/
Pt=GoNorth; /* Initial State ROM*/
InitializeHardware(); /* Set direction registers, clock ROM*/
while(1){ /* ROM*/

Lights(Pt->Out); /* Perform output for this state ROM*/
Wait(Pt->Time); /* Time to wait in this state ROM*/
Input=Sensor(); /* Input=00 01 10 or 11 ROM*/
Pt=Pt->Next[Input];}}; /* ROM*/

Figure 10. C implementation of the finite state machine and controller.

Two advantages of segmentation are illustrated in this ex- pins do not usually have a large enough IOL to drive these
devices directly, so we can use an open collector gate (like theample. First, by placing the machine instructions in ROM, the

software will begin execution when power is applied. Second, 7405, 7406, 75492, 75451, or NPN transistors) to sink current
to ground or use an open emitter gate (like the 75491 or PNPsmall modifications/upgrades/options to the finite state ma-

chine can be made by reprogramming the EEPROM without transistors) to source current from the power supply. Darling-
ton switches like the ULN-2061 through ULN-2077 can bethrowing the chip away. The RAM contains temporary infor-

mation which is lost when the power is shut off. configured as either current sinks (open collector) or sources
(open emitter). Table 3 provides the output low currents for

Current-Activated Output Devices some typical open collector devices. We need to select a device
with an IOL larger than the current required by the control el-Many external devices used in embedded systems activate
ement.with a current, and deactivate when no current is supplied.

Examples of such devices are listed in Table 2. The control
Stepper Motors

element describes the effective component through which the
activating current is passed. dc motors which are controlled The unipolar stepper motor is controlled by passing current

through four coils (labeled as B� B A� A in Fig. 12) exactlywith a pulse width modulated (PWM) signal also fall into this
category and are interfaced using circuits identical to the EM two at a time. There are five or six wires on a unipolar stepper

motor. If we connect four open collector drivers to the fourrelay or solenoid. Figure 11 illustrates the similarities be-
tween the interface electronics for these devices. coils, the computer outputs the sequence 1010, 1001, 0101,

0110 to spin the motor. The software makes one change (e.g.,The diode-based devices (LED, optosensor, optical isola-
tion, solid-state relay) require a current-limiting resistor. The change from 1001 to 0101) to affect one step. The software

repeats the entire sequence over and over at regular time in-value of the resistor determines the voltage (Vd), current (Id)
operating point. The coil-based devices (EM relay, solenoid, tervals between changes to make the motor spin at a constant

rate. Some stepper motors will move on half-steps by out-motor) require a snubber diode to eliminate the large back
EMF (over 200 V) that develops when the current is turned putting the sequence 1010, 1000, 1001, 0001, 0101, 0100,

0110, 0010. Assuming the motor torque is large enough tooff. The back EMF is generated when the large dI/dt occurs
across the inductance of the coil. The microcomputer output overcome the mechanical resistance (load on the shaft), each

Table 2. Output Devices Which Can Be Controlled by an Open Collector Driver

Device Control Element Definition Applications

LED Diode Emits light Indicator light, displays
EM relay Resistor � inductor coil �C-controlled switch Lights, heaters, motors, fans
Solid-state relay Diode �C-controlled switch Lights, heaters, motors, fans
Solenoid Resistor � inductor coil Short binary movements Locks, industrial machines
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Figure 11. Many output devices are acti-
vated by passing a current through their
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control elements.

output change causes the motor to step a predefined angle. variables. Any differences between the estimated state vari-
ables and the real state variables will translate directly intoOne of the key parameters which determine whether the mo-

tor will slip (a computer change without the shaft moving) is controller errors. A closed-loop control system uses the output
of the state estimator in a feedback loop to drive the errorsthe jerk, which is the derivative of the acceleration (i.e., third

derivative of the shaft position). Software algorithms which to zero. The control system compares these estimated state
variables, X�(t), to the desired state variables, X*(t), in orderminimize jerk are less likely to cause a motor slip. If the com-

puter outputs the sequence in the opposite order, the motor to decide appropriate action, U(t). The actuator is a trans-
ducer which converts the control system commands, U(t), intospins in the other direction. A bipolar stepper motor has only

two coils (and four wires.) Current always passes through driving forces, V(t), which are applied the physical plant. The
goal of the control system is to drive X(t) to equal X*(t). If weboth coils, and the computer controls a bipolar stepper by re-

versing the direction of the currents. If the computer gener- define the error as the difference between the desired and es-
timated state variable:ates the sequence (positive, positive) (negative, positive) (neg-

ative, negative) (positive, negative), the motor will spin. A
circular linked list data structure is a convenient software im- E(t) = X ∗(t) − X ′(t) (1)
plementation which guarantees the proper motor sequence is

then the control system will attempt to drive E(t) to zero. Inmaintained.
general control theory, X(t), X�(t), X*(t), U(t), V(t), and E(t)
refer to vectors (multiple parameters), but the example in thisMicrocomputer-Based Control System
article controls only a single parameter. We usually evaluate

Basic Principles. A control system, shown in Fig. 13, is a the effectiveness of a control system by determining three
collection of mechanical and electrical devices connected for properties: (1) steady-state controller error, (2) transient re-
the purpose of commanding, directing, or regulating a physi- sponse, and (3) stability. The steady-state controller error is
cal plant. The real state variables are the actual properties of the average value of E(t). The transient response is how long
the physical plant that are to be controlled. The goal of the does the system take to reach 99% of the final output after
sensor and data-acquisition system is to estimate the state X* is changed. A system is stable if steady-state (smooth con-

stant output) is achieved. An unstable system may oscillate.

Pulse Width Modulation. Many embedded systems must
generate output pulses with specific pulse widths. The inter-
nal microcomputer clock is used to guarantee the timing accu-
racy of these outputs. Many microcomputers have built-in
hardware which facilitate the generation of pulses. One clas-
sic example is the pulse-width modulated motor controller.
The motor is turned on and off at a fixed frequency (see the
Out signal in Fig. 14). The value of this frequency is chosen
to be too fast for the motor to respond to the individual on/
off signals. Rather, the motor responds to the average. The
computer controls the power to the motor by varying the
pulse width or duty cycle of the wave. The IRF540 MOSFET
can sink up to 28 A. To implement Pulse Width Modulation

Table 3. Output Low Voltages and Output Low Currents
Illustrate the Spectrum of Interface Devices Capable of
Sinking Current

Family Example VOL IOL

Standard TTL 7405 0.4 V 16 mA
Schottky TTL 74S05 0.5 V 20 mA
Low-power Schottky TTL 74LS05 0.5 V 8 mA
High-speed CMOS 74HC05 0.33 V 4 mA
High-voltage output TTL 7406 0.7 V 40 mA
Silicon monolithic IC 75492 0.9 V 250 mA
Silicon monolithic IC 75451 to 75454 0.5 V 300 mA
Darlington switch ULN-2074 1.4 V 1.25 A
MOSFET IRF-540 Varies 28 A
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Figure 12. A unipolar stepper motor has
four coils, which are activated using open
collector drivers.
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(PWM), the computer (either with the built-in hardware or period measurement resolution is defined to be the smallest
difference in period which can be reliably measured. Theoreti-the software) uses a clock. The clock is a simple integer

counter which is incremented at a regular rate. The Out sig- cally, the period measurement resolution should be the clock
period, but practically the value may be limited by noise innal is set high for time Th then set low for time Tl. Since the

frequency of Out is to be fixed, (Th � Tl) remains constant, the interface electronics.
but the duty cycle [Th/(Th � Tl)] is varied. The precision of
this PWM system is defined to be the number of distinguish- Control Algorithms

Incremental Control. There are three common approachesable duty cycles that can be generated. Let n and m be integer
numbers representing the number of clock counts the Out sig- to designing the software for the control system. The simplest

approach to the closed-loop control system uses incrementalnal is high and low, respectively. We can express the duty
cycle as n/(n � m). Theoretically, the precision should be n � control, as shown in Fig. 15. In this motor control example,

the actuator command, U, is the duty cycle of the pulse-widthm, but practically the value may be limited by the speed of
the interface electronics. modulated system. An incremental control algorithm simply

adds or subtracts a constant from U, depending on the sign
of the error. To add hysteresis to the incremental controller,Period Measurement. In order to sense the motor speed, a

tachometer can be used. The ac amplitude and frequency of we define two thresholds, XH XL, at values just above and be-
low the desired speed, X*. In other words, if X� � XL (motorthe tachometer output both depend on the shaft speed. It is

usually more convenient to convert the ac signal into a digital is spinning too slow) then U is incremented and if X� 
 XH

(motor is spinning too fast), then U is decremented. It is im-signal (In shown in the Fig. 14) and measure the period.
Again, many microcomputers have built-in hardware which portant to choose the proper rate at which the incremental

control software is executed. If it is executed too many timesfacilitate the period measurement. To implement period mea-
surement the computer (either with the built-in hardware or per second, then the actuator will saturate resulting in a

bang-bang system like Fig. 6. If it is not executed oftenthe software) uses a clock. Period measurement simply re-
cords the time (value of the clock) of two successive rising enough, then the system will not respond quickly to changes

in the physical plant or changes in X*.edges on the input and calculates the time difference. The

Figure 13. The block diagram of a
closed-loop control system implemented
with an embedded computer shows that
the computer: (1) estimates the state vari-
able, (2) compares it with the desired val-
ues, then (3) generates control commands
which drive the physical plant to the de-
sired state.
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Figure 14. A dc motor can be controlled
by varying the duty cycle, and the com-
puter can sense the shaft speed by mea-
suring the frequency or period from the
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Proportional Integral Derivative (PID) Control. The second odic rate (every �t). The relationship between the real time,
t, and the discrete time, n, is simply t � n �t. If the samplingapproach, called proportional integral derivative, uses linear

differential equations. We can write a linear differential equa- rate varies, then controller errors will occur. The software al-
gorithm begins with E(n) � X�(n) � X*. The proportional termtion showing the three components of a PID controller.
makes the actuator output linearly related to the error. Using
a proportional term creates a control system which applies
more energy to the plant when the error is large. To imple-

U (t) = KPE(t) + KI

∫ t

0
E(τ )dτ + KD

dE(t)
dt

(2)

ment the proportional term we simply convert the above
equation into discrete time.To simplify the PID controller, we break the controller equa-

tion into separate proportion, integral and derivative terms,
where P(t), I(t) and D(t) are the proportional, integral, and P(n) = KP · E(n) (3)
derivative components, respectively. In order to implement

The integral term makes the actuator output related to thethe control system with the microcomputer, it is imperative
integral of the error. Using an integral term often will im-that the digital equations be executed on a regular and peri-
prove the steady-state error of the control system. If a small
error accumulates for a long time, this term can get large.
Some control systems put upper and lower bounds on this
term, called anti-reset-windup, to prevent it from dominating
the other terms. The implementation of the integral term re-
quires the use of a discrete integral or sum. If I(n) is the cur-
rent control output, and I(n � 1) is the previous calculation,
the integral term is simply

I(n) = KI ·
n∑
1

[E(n) · �t] = I(n − 1) + KI · E(n) · �t (4)

The derivative term makes the actuator output related to the
derivative of the error. This term is usually combined with
either the proportional and/or integral term to improve the
transient response of the control system. The proper value of
KD will provide for a quick response to changes in either the
set point or loads on the physical plant. An incorrect value
may create an overdamped (very slow response) or an under-
damped (unstable oscillations) response. There are a couple
of ways to implement the discrete time derivative. The simple
approach is

Periodic interrupt

Estimate speed X′

X'

U U

Return from
interrupt

X′ > XH

Too fast

0% 100%

OK

X′ < XL

Too slow

U = U + 1U = U – 1

U > 0% U < 0%

XL ≤  X′ ≤ XH

D(n) = KD · E(n) − E(n − 1)

�t
(5)

Figure 15. An incremental controller simply adds or subtracts a con-
In practice, this first-order equation is quite susceptible tostant to the actuator control, depending on whether the motor is too

fast or too slow. noise. In most practical control systems, the derivative is cal-
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culated using a higher-order equation like change in speed when developing a control system. Our fuzzy
logic system will have two crisp inputs. E is the error in motor
speed, and D is the change in motor speed (acceleration).D(n) = KD · E(n) + 3E(n − 1) − 3E(n − 2) − E(n − 3)

6�t
(6)

E(n) = S∗ − S′(n) (8)The PID controller software is also implemented with a peri-
odic interrupt every �t. The interrupt handler first estimates D(n) = S′(n) + 3S′(n − 1) − 3S′(n − 2) − S′(n − 3) (9)
the state variable, X�(n). Finally, the next actuator output is
calculated by combining the three terms.

Notice that if we perform the calculations of D on periodic
intervals, then D will represent the derivative of S�, dS�/dt.U (n) = P(n) + I(n) + D(n) (7)
To control the actuator, we could simply choose a new duty
cycle value U as the crisp output. Instead, we will select, �UFuzzy Logic Control. The third approach uses fuzzy logic to

control the physical plant. Fuzzy logic can be much simpler which is the change in U, rather than U itself because it bet-
than PID. It will require less memory and execute faster. ter mimics how a ‘‘human’’ would control it. Again, think
When complete knowledge about the physical plant is known, about how you control the speed of your car when driving.
then a good PID controller can be developed. That is, if you You do not adjust the gas pedal to a certain position, but
can describe the physical plant with a linear system of differ- rather make small or large changes to its position in order to
ential equations, an optimal PID control system can be devel- speed up or slow down. Similarly, when controlling the tem-
oped. Since the fuzzy logic control is more robust (still works perature of the water in the shower, you do not set the hot/
even if the parameter constants are not optimal), then the cold controls to certain absolute positions. Again you make
fuzzy logic approach can be used when complete knowledge differential changes to affect the ‘‘actuator’’ in this control sys-
about the plant is not known or can change dynamically. tem. Our fuzzy logic system will have one crisp output. �U is
Choosing the proper PID parameters requires knowledge the change in output:
about the plant. The fuzzy logic approach is more intuitive,
following more closely to the way a ‘‘human’’ would control

U = U + �U (10)the system. If there is no set of differential equations which
describe the physical plant, but there exists expert knowledge
(human intuition) on how it works, then a fuzzy system can Next we introduce fuzzy membership sets which define the
be developed. It is easy to modify an existing fuzzy control current state of the crisp inputs and outputs. Fuzzy member-
system into a new problem. So if the framework exists, rapid ship sets are variables which have true/false values. The
prototyping is possible. The approach to fuzzy design can be value of a fuzzy membership set ranges from definitely true
summarized as (255) to definitely false (0). For example, if a fuzzy member-

ship set has a value of 128, you are stating the condition is
• The physical plant has real state variables (like speed, half way between true and false. For each membership set, it

position, temperature, etc.). is important to assign a meaning or significance to it. The
• The data-acquisition system estimates the state vari- calculation of the input membership sets is called fuzzifica-

ables. tion. For this simple fuzzy controller, we will define six mem-
• The preprocessor calculates relevant parameters, called bership sets for the crisp inputs:

crisp inputs.
• Fuzzification will convert crisp inputs into input fuzzy

1. Slow will be true if the motor is spinning too slow.membership sets.
2. OK will be true if the motor is spinning at the proper• The fuzzy rules calculate output fuzzy membership sets.

speed.• Defuzzification will convert output sets into crisp out-
puts. 3. Fast will be true if the motor is spinning too fast.

• The postprocessor modifies crisp outputs into a more con- 4. Up will be true if the motor speed is getting larger.
venient format.

5. Constant will be true if the motor speed is remaining
• The actuator system affects the physical plant based on the same.

these outputs.
6. Down will be true if the motor speed is getting smaller.

The objective of this example is to design a fuzzy logic micro-
computer-based dc motor controller for the above dc motor We will define three membership sets for the crisp output:
and tachometer. Our system has two control inputs and one
control output. S* is the desired motor speed, S� is the current
estimated motor speed, and U is the duty cycle for the PWM 1. Decrease will be true if the motor speed should be de-
output. In the fuzzy logic approach, we begin by considering creased.
how a ‘‘human’’ would control the motor. Assume your hand

2. Same will be true if the motor speed should remain thewere on a joystick (or your foot on a gas pedal) and consider
same.how you would adjust the joystick to maintain a constant

3. Increase will be true if the motor speed should be in-speed. We select crisp inputs and outputs on which to base
our control system. It is logical to look at the error and the creased.
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Same = OK and Constant (11)

Decrease = (OK and U p) or (Fast and Constant)

or (Fast and U p) (12)
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value

255

128

0
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Definitely false

Half true

–TE +TE0
Crisp input, E

Fast SlowOK

Increase = (OK and Down) or (Slow and Constant)

or (Slow and Down) (13)

Figure 16. These three fuzzy membership functions convert the
In fuzzy logic, the and operation is performed by taking thespeed error into the fuzzy membership variables Fast, OK, and Slow.
minimum and the or operation is the maximum. The calcula-
tion of the crisp outputs is called defuzzification. The fuzzy
membership sets for the output specifies the crisp output,

The fuzzy membership sets are usually defined graphically �U, as a function of the membership value. For example, if
(see Fig. 16), but software must be written to actually calcu- the membership set Decrease were true (255) and the other
late each. In this implementation, we will define three adjust- two were false (0), then the change in output should be �TU
able thresholds, TE, TD, and TN. These are software con- (where TU is another software constant). If the membership
stants and provide some fine-tuning to the control system. If set Same were true (255) and the other two were false (0),
TE is 20 and the error, E, is �5, the fuzzy logic will say that then the change in output should be 0. If the membership set
Fast is 64 (25% true), OK is 192 (75% true), and Slow is 0 Increase were true (255) and the other two were false (0), then
(definitely false.) If TE is 20 and the error, E, is �21, the the change in output should be �TU. In general, we calculate
fuzzy logic will say that Fast is 0 (definitely false), OK is 0 the crisp output as the weighted average of the fuzzy mem-
(definitely false), and Slow is 255 (definitely true.) TE is de- bership sets:
fined to be the error above which we will definitely consider
the speed to be too fast. Similarly, if the error is less than
�TE, then the speed is definitely too slow.

�U = [Decrease · (−TU) + Same · 0 + Increase · TU]/

(Decrease + Same + Increase) (14)
In this fuzzy system, the input membership sets are con-

tinuous piecewise linear functions. Also, for each crisp input A good C compiler will promote the calculations to 16 bits,
value, Fast, OK, Slow sum to 255. In general, it is possible for and perform the calculation using 16 bit signed math, which
the fuzzy membership sets to be nonlinear or discontinuous, will eliminate overflow on intermediate terms. The output,
and the membership values do not have to sum to 255. The �U, will be bounded in between �TU and �TU. The Motorola
other three input fuzzy membership sets depend on the crisp 6812 has assembly language instructions which greatly en-
input, D, as shown in Fig. 17. TD is defined to be the change hance the static and dynamic efficiency of a fuzzy logic imple-
in speed above which we will definitely consider the speed to mentation.
be going up. Similarly, if the change in speed is less than
�TD, then the speed is definitely going down. Remote or Distributed Communication

The fuzzy rules specify the relationship between the input
Many embedded systems require the communication of com-fuzzy membership sets and the output fuzzy membership val-
mand or data information to other modules at either a nearues. It is in these rules that one builds the intuition of the
or a remote location. We will begin our discussion with com-controller. For example, if the error is within reasonable lim-
munication with devices within the same room, as presented

its and the speed is constant, then the output should not be
in Fig. 18. The simplest approach here is to use three or two

changed, [see Eq. (11)]. If the error is within reasonable limits wires and implement a full duplex (data in both directions at
and the speed is going up, then the output should be reduced the same time) or half duplex (data in both directions but only
to compensate for the increase in speed. If the motor is spin- in one direction at a time) asynchronous serial channel. Half-
ning too fast and the speed is constant, then the output duplex is popular because it is less expensive (two wires) and
should be reduced to compensate for the error. If the motor is allows the addition of more devices on the channel without
spinning too fast and the speed is going up, then the output change to the existing nodes. If the distances are short, half-
should be reduced to compensate for both the error and the duplex can be implemented with simple open collector TTL-
increase in speed. When more than one rule applies to an level logic. Many microcomputers have open collector modes
output membership set, then we can combine the rules using on their serial ports, which allow a half-duplex network to be
the or function. created without any external logic (although pull-up resistors

are often used). Three factors will limit the implementation
of this simple half-duplex network: (1) the number nodes on
the network, (2) the distance between nodes; and (3) presence
of corrupting noise. In these situations a half-duplex RS485
driver chip like the SP483 made by Sipex or Maxim can be
used.

To transmit a byte to the other computers, the software
activates the SP483 driver and outputs the frame. Since it is

Fuzzy
membership
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255

128

0

Definitely true

Definitely false

Half true

–TD +TD0
Crisp input, D

Down Constant Up

half-duplex the frame is also sent to the receiver of the com-
puter which sent it. This echo can be checked to see if a colli-Figure 17. These three fuzzy membership functions convert the ac-
sion occurred (two devices simultaneously outputting.) Ifceleration into the fuzzy membership variables Down, Constant, and

Up. more than two computers exist on the network, we usually
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Figure 18. Three possibilities to imple-
ment a half-duplex network. The first net-
work requires that the serial transmit
output be open collector.
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send address information first, so that the proper device re- Data-Acquisition Systems
ceives the data.

Before designing a data-acquisition system (DAS) we mustWithin the same room, infrared (IR) light pulses can be
have a clear understanding of the system goals. We can clas-used to send and receive information. This is the technology
sify system as a quantitative DAS, if the specifications can beused in the TV remote control. In order to eliminate back-
defined explicitly in terms of desired range, resolution, preci-ground EM radiation from triggering a false communication,
sion, and frequencies of interest. If the specifications are morethe signals are encoded as a series of long and short pulses
loosely defined, we classify it as a qualitative DAS. Exampleswhich resemble bar codes.
of qualitative DAS include systems which mimic the humanThere are a number of techniques available for communi-
senses where the specifications are defined, using terms likecating across longer distances. Within the same building the
‘‘sounds good,’’ ‘‘looks pretty,’’ and ‘‘feels right.’’ Other qualita-X-10 protocol can be used. The basic idea is to encode the
tive DAS involve the detection of events. In these systems,binary stream of data as 120 kHz pulses and mix them onto
the specifications are expressed in terms of specificity andthe standard 120 V 60 Hz ac power line. For each binary one,
sensitivity. For binary detection systems like the presence/a 120 kHz pulse is added at the zero crossing of the first half
absence of a burglar or the presence/absence of cancer, weof the 60 Hz wave. A zero is encoded as a 120 kHz pulse in
define a true positive (TP) when the condition exists (there isthe second half of the 60 Hz wave. Because there are three
a burglar) and the system properly detects it (alarm rings).phases within the ac power system, each pulse is repeated
We define a false positive (FP) when the condition does notalso 2.778 ms, and 5.556 ms after the zero crossing. It is de-
exist (there is no burglar) but the system thinks there iscoded on the receiver end. X-10 has the flexibility of adding or
(alarm rings). A false negative (FN) occurs when the conditionexpanding communication capabilities in a building without
exists (there is a burglar) but the system does not think thererewiring. The disadvantage of X-10 is that the bandwidth is
is (alarm is silent). Sensitivity, TP/(TP � FN), is the fractionfairly low (about 60 bits/s) when compared to other tech-
of properly detected events (burglar comes and alarm rings)niques. A typical X-10 message includes a 2 bit start code, a
over the total number of events (number of burglars). It is a4 bit house code, and a 5 bit number code requiring 11 power
measure of how well our system can detect an event. A sensi-line cycles to transmit. A second technique for longer dis-
tivity of 1 means you will not be robbed. Specificity, TP/(TPtances is RF modulation. The information is modulated on the
� FP) is the fraction of properly detected events (burglartransmitted RF, and demodulated at the receiver. Standard
comes and alarm rings) over the total number of detectionstelephone modems and the internet can also be used to estab-
(number of alarms.) It is a measure of how much we believelish long-distance networks.
the system is correct when it says it has detected an event. AThere are two approaches to synchronizing the multiple
specificity of 1 means when the alarm rings, the police willcomputers. In a master/slave system, one device is the mas-
arrest a burglar when they get there.ter, which controls all the other slaves. The master defines

Figure 19 illustrates the basic components of a data-acqui-the overall parameters which govern the functions of each
sition system. The transducer converts the physical signalslave and arbitrates requests for data and resources. This is
into an electrical signal. The amplifier converts the weakthe simplest approach but may require a high-bandwidth
transducer electrical signal into the range of the ADC (e.g.,channel and a fast computer for the master. Collisions are
�10 V to �10 V). The analog filter removes unwanted fre-unlikely in a master/slave system if the master can control
quency components within the signal. The analog filter is re-access to the network.
quired to remove aliasing error caused by the ADC sampling.The other approach is distributed communication. In this
The analog multiplexer is used to select one signal from manyapproach each computer is given certain local responsibilities
sources. The sample and hold (S/H) is an analog latch usedand certain local resources. Communication across the net-
to keep the ADC input voltage constant during the ADC con-work is required when data collected in one node must be
version. The clock is used to control the sampling process.shared with other nodes. A distributed approach will be suc-
Inherent in digital signal processing is the requirement thatcessful on large problems which can be divided into multiple
the ADC be sampled on a fixed time basis. The computer istasks that can run almost independently. As the interdepen-
used to save and process the digital data. A digital filter maydence of the tasks increase, so will the traffic on the network.
be used to amplify or reject certain frequency components ofCollision detection and recovery are required due to the asyn-

chronous nature of the individual nodes. the digitized signal.
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Figure 19. Block diagram of a multiple-
channel data-acquisition system, where
the transducer and bridge convert the
measurands into electrical signals (Vo),
the analog circuits amplify and filter the
signals, and the multiplexer-ADC system
converts the analog signals into digital
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