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MOLECULAR ELECTRONICS
AND HYBRID COMPUTERS

Molecular electronics is an interdisciplinary field which lies
at the interface of chemistry, electrical engineering, optical
engineering, and solid-state science. It is defined as the en-
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Table 1. Characteristics, Potential Advantages and Current Disadvantages of Implementing Molecular Electronics

Characteristic Potential Advantages Current Disadvantages

Size/speed Small size of molecular scale offers high intrinsic speed. Small size makes connection to control, input and output
Picosecond switching rates are common. circuitry difficult.

Architecture Neural, associative and parallel architectures can be im- Three-terminal devices and standard logic designs are
plemented directly. difficult to implement.

Quantized The quantum mechanical properties can be engineered Quantized behavior limits electron current densities and
behavior with high precision. architectural flexibility.

Nanoscale Synthetic organic chemistry, self-assembly and genetic Nanolithography provides higher scale factors and flexi-
engineering engineering provide nanometer resolution. bility than current molecular techniques.

Stability Some molecules and proteins offer thermal and photo- Most molecules and proteins are photochemically or ther-
chemical stabilities comparable to bulk semicon- mally labile, precluding general application.
ductors.

Nonlinear Intrinsic second- and third-order properties of molecules Lifetimes and damage thresholds of molecular based non-
properties can be synthetically optimized. linear optical devices are not yet competitive.

Reliability Ensemble averaging using optical coupling or state as- Thermal or photochemical stress, impurity effects, and
signment averaging provides high reliability. quantum statistics limit reliability of many systems.

coding, manipulation, and retrieval of information at a molec- semble. Nevertheless, the characteristics listed in the first
ular or macromolecular level. This approach contrasts with column of Table 1 represent the principal challenges to scien-
current commercial techniques, which are exponentially ap- tists seeking to implement molecular electronics. Each is dis-
proaching their practical (economic) limits, and where these cussed separately below.
tasks are accomplished by lithographic manipulation of bulk
materials to generate integrated circuits. Molecular electron- Size and Speed
ics not only represents the final technological stage in the
miniaturization of computer circuitry, but it also promises Molecules are synthesized from the ‘‘bottom up’’ by carrying
new methods for high-speed signal processing and communi- out additive synthesis that starts with readily available or-
cation, volumetric data storage, novel associative and neural ganic compounds. Bulk semiconductor devices are generated
architectures, as well as linear and nonlinear devices and ‘‘from the top down’’ by lithographic manipulation of bulk ma-
memories. The ability to explore new architectures unique to terials. A synthetic chemist can selectively add an oxygen
molecular based systems has a potential equal to that pro- atom to a chromophore with a precision that is far greater
vided by molecular-scale engineering and miniaturization. than a comparable oxidation step using electron beam or x-

Biomolecular electronics (bioelectronics) is a subfield of ray lithography. Molecular based gates are typically ����� the
molecular electronics that investigates the use of native as size of their semiconductor equivalents. At the same time,
well as modified biological molecules (chromophores, proteins, such gates have yet to approach a comparable level of reliabil-
etc.) in place of the organic molecules synthesized in the labo- ity or interconnect capability as compared with their semicon-
ratory. Because natural selection processes have often solved ductor counterparts.
problems of a similar nature to those that must be solved in The signal propagation times of molecular gates are due
harnessing organic compounds, and because self-assembly mainly to their small sizes. Whether the gate is designed to
and genetic engineering provide sophisticated control and ma- operate using electron transfer, electron tunneling, or confor-
nipulation of large molecules, biomolecular electronics has mational photochromism, a decrease in size will yield a com-
shown considerable promise. It is commonplace to use the ad- parable increase in speed. This is because all gates in use,
jective ‘‘molecular’’ to cover both synthetic and natural under study, or envisioned are activated by the shift in the
sources of organic compounds. position of a charge carrier, and all charge carriers have

mass. Whether the device is classical or relativistic, the mass
of the carrier places a limit on how rapidly the conformationalADVANTAGES AND DISADVANTAGES
change can take place. Thus, size and speed are intimatelyOF MOLECULAR BASED DEVICES
related. One can criticize this view as arbitrarily restrictive
in that electrostatic changes can be generated using opticalA majority of readers of this encyclopedia will have limited
excitation, and the generation of an excited electronic stateexperience with molecular electronics. One of the best ways
can occur within a large chromophore in less than one femto-to introduce this field is to examine the potential advantages
second (one femtosecond � 10�15 s, the time it takes light toand disadvantages as outlined in Table 1. The list presented
travel �0.3 �m). Nevertheless, the reaction of the system toin Table 1 is neither exhaustive nor orthogonal. First, many
the charge shift is still a size-dependent property, and theadditional characteristics could have been included. Those
relationship between the total size of the device and the re-listed in Table 1 are selected to provide the broadest coverage
sponse time remains valid. A comparison of switching speedswith a minimum number of categories. Second, the character-
of molecular gates versus those of some of the higher-speedistics are in some cases overlapping. For example, the reliabil-
semiconductor gates and switches is presented in Fig. 1.ity of a device is a function of the size and stability of the

The ultimate speed of a device is determined by other fac-component molecules, the speed of the device, and the quan-
tum mechanical properties of the molecule or molecular en- tors as well. Heisenberg uncertainty limits the maximum fre-
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Figure 1. The propagation delay and power dis-
sipation of selected molecular systems and semi-
conductor devices. The following abbreviations
are used: HBT, hetero-junction bipolar transistor;
HEMT, high electron-mobility transistor; RTD,
resonant tunneling device; OCNAND, optically
coupled NAND gate: JJ, Josephson junction; bR,
bacteriorhodopsin primary photochemical event;
Rhod, visual rhodopsin primary photochemical
event. Feature sizes of the semiconductor devices
are indicated in parentheses. Propagation delay
of photonic molecular devices are defined in terms
of the time necessary for the absorption spectrum
to reach 1/e of the final photoproduct absorption
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quency of operation, fmax, of a monoelectronic or monomolecu-
lar device, based on the following relationship (1):

fmax ∼= 0.00800801 · ṽs · π2
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where ṽs is the energy separation of the two states of the de-
vice in wavenumbers and N is the number of state assign-
ments that must be averaged to achieve reliable state assign-
ment. This equation only applies to monoelectronic or
monomolecular devices; Heisenberg’s uncertainty principle
permits higher frequencies for ensemble averaged devices.
For example, if a device requires 1000 state assignment aver-
ages to achieve reliability and ṽs � 1000 cm�1, it will have a
maximum operating frequency of �960 MHz. The concept of
state assignment averaging is defined and quantitatively ex-
amined in Ref. 1. Virtually all monomolecular or monoelec-
tronic devices require N � 500 at ambient temperature, but
cryogenic devices operating at 1.2 K can approach N � 1.
Thus, while molecular devices have an inherent advantage
with respect to speed, quantum mechanics places constraints
on the maximum operating frequency and these constraints �
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are significant at ambient temperatures.
Figure 2. Analysis of the area in square microns required to store aIt is interesting to examine the trends in bit size that have
single bit of information as a function of the evolution of computercharacterized the last few decades of memory development.
technology in years. The data for magnetic disk, magnetic bubble,The results are shown in Fig. 2 and indicate that the area per
thin-film, and silicon DRAM memories are taken from Ref. 2. Thesebit has decreased logarithmically since the early 1970s (2,3).
data are compared to the cross-sectional area per bit (neuron) for theFor comparison we also show in Fig. 2 the cross-sectional area
human brain, as well as anticipated areas and implementation times

per bit calculated for the human brain (assuming one neuron for optical 3-dimensional memories and molecular memories (3). Note
is equivalent to one bit), for proposed 3-dimensional memo- that the optical 3-D memory, the brain, and the molecular memories
ries, and proposed molecular memories. Although current are 3-dimensional, and therefore the cross-sectional area (A) per bit
technology has surpassed the cross-sectional density of the is plotted for comparison. The area is calculated in terms of the vol-

ume per bit, V/bit, by the formula A � (V)2/3.human brain, the major advantage of the neural system of
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the brain is that information is stored in three dimensions. changes. This characteristic limits the electron current a mol-
ecule can carry and complicates the design of 3-terminal de-At present, the mind of a human being can store more ‘‘infor-

mation’’ than the disk storage allocated to the largest super- vices that provide amplification. Thus, quantized behavior
can limit architectural flexibility.computer. Of course, the human brain is not digital, and such

comparisons are tenuous. Nevertheless, the analogy under-
scores the fact that the current memory technology is still Nanoscale Engineering
anemic compared to the technology that is inherent in the

The feature size of high-speed semiconductor devices has de-human brain. It also demonstrates the rationale for, and po-
creased dramatically during the evolution of computer tech-tential of, the development of 3-dimensional memories. We
nology (see Fig. 2). Driven by the demand for higher speedscan also include from an analysis of Fig. 2 that the trend in
and densities, micron and even submicron feature sizes arememory densities will soon force the bulk semiconductor in-
now commonplace. Ultraviolet lithography can provide mod-dustry to address some of the same issues that confront scien-
est improvement over current densities, but the evolution to-tists who seek to implement molecular electronics.
wards nanoscale feature sizes will require electron beam or
X-ray lithography. While such lithography is well understood.Architecture
it is very expensive to implement. As we have noted above,

Molecular electronics offers significant potential for exploring organic synthesis provides a ‘‘bottom up’’ approach that offers
new architectures and represents one of the key features a 100- to 1000-fold improvement in resolution relative to the
prompting the enthusiasm of researchers. This enthusiasm is best lithographic methods. Organic synthesis has been devel-
somewhat tempered, however, by the recognition that the 3- oped to a high level of sophistication largely because of the
terminal transistor that represents the fundamental building efforts of natural product synthetic chemists to recreate a pri-
block of current computer gates and signal processing cir- ori the complex molecules that nature has developed through
cuitry is difficult to implement using molecules. This problem, billions of years of natural selection. There is already a so-
which also applies to Josephson junction devices, has either phisticated synthetic effort within the drug industry, and
of two potential consequences. It could limit the role that mo- thus a commercially viable molecular electronic device could
lecular electronics will play in enhancing current computer possibly be generated in large quantities using present com-
and signal processing systems. Alternatively, it could encour- mercial facilities.
age the investigation and development of new designs based There are two alternatives to organic synthesis that have
on neural, associative, or parallel architectures and lead to had a significant effect on current efforts in molecular elec-
hybrid systems with enhanced capabilities relative to current tronics, self-assembly, and genetic engineering. The use of the
technology. This author considers the latter alternative to be Langmuir-Blodgett technique to prepare organized structures
far more likely. For example, optical associative memories is the best known example of self-assembly (7,8). However,
and 3-dimensional memories can be implemented with unique self-assembly can also be used in the generation of membrane
capabilities based on molecular electronics (4). Implementa- based devices, microtubule based devices, and liquid-crystal
tion of these memories within hybrid systems is anticipated holographic films (7,8). Genetic engineering offers a unique
to have near-term application (see the section on Hybrid Com- approach to the generation and manipulation of large biologi-
puting). Furthermore, the human brain, a computer with cal molecules. We discuss this unique element of bioelectron-
capabilities that far exceed the most advanced supercom- ics below.
puter, is a prime example of the potential of molecular elec- Thus, molecular electronics provides at least three discrete
tronics (5). While the development of an artificial neural com- methods of generating nanoscale devices: organic synthesis,
puter is beyond our current technology, it would be illogical self-assembly, and site directed mutagenesis. That the latter
to assume that such an accomplishment is impossible. Thus, two methods currently offer access to larger and often more
we should view molecular electronics as opening new archi- complicated structures has been the reason for the early suc-
tectural opportunities that will lead to advances in computer cess of biomolecular electronics. All three techniques offer res-
and signal processing systems. olutions significantly better than those possible with bulk li-

thography.
Quantized Behavior High resolution is not the only criterion in examining the

quality of nanoscale engineering. Lithography offers an ad-Bandgap engineering and nanofabrication techniques have
vantage that none of the techniques available to molecularmade possible a new class of quantum devices with unique
electronics can duplicate. Lithography can be used to con-functionalities (6). Quantum devices have the potential for
struct very large scale integrated (VLSI) devices involvinggreatly reducing the complexity of circuits, while simultane-
from 105 to 106 discrete components with complex intercon-ously increasing the maximum frequency of operation. The
nections. This ability can be quantitatively analyzed by de-fact that scientists and engineers working on bulk semicon-
fining the scale factor, a ratio defined as the overall area ofductor gates have endorsed the potential of quantum devices
the device divided by the size of the discrete gates or transis-is an indirect endorsement of molecular electronics. This posi-
tors that make up the device. A typical VLSI circuit has ation follows from a recognition that the quantum mechanical
scale factor of approximately 105. Despite the fact that organicproperties of molecules can be optimized for particular appli-
synthesis offers convenient access to a 3-dimensional struc-cations with considerable precision and growing sophistica-
ture, the preparation of extremely large molecules is a sig-tion. Quantized behavior is not always advantageous, how-
nificant challenge. A comparable scale factor for large organicever. Molecules invariably respond to the addition or
molecules is approximately 103 to 104. Genetic engineeringsubtraction of an electron with reorganization of the core elec-

trons and the movement of the atoms in response to bonding provides access to much larger structures, and scale factors
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of 105 and even 106 are common. Nevertheless, the use of use ensemble averaging in optically coupled molecular gates
and switches is symptomatic of the inherent unreliability ofamino acid building blocks limits flexibility. Self-assembly ex-

pands the size still further, but at present the scale factors molecular electronic devices. This point of view is comparable
to suggesting that transistors are inherently unreliable be-are small due to the use of identical molecules. In conclusion,

nanoscale semiconductor engineering still provides the best cause more than one charge carrier must be used to provide
satisfactory performance. The majority of ambient tempera-combination of scale factor and flexibility.
ture molecular and bulk semiconductor devices use more than
one molecule or charge carrier to represent a bit for two rea-Stability
sons: (1) ensemble averaging improves reliability, and (2) en-

One of the commonly claimed advantages of bulk semiconduc- semble averaging permits higher speeds. The nominal use of
tor materials over organic molecules is thermal stability. Sili- ensemble averaging does not, however, rule out reliable
con and gallium arsenide can operate at temperatures that monomolecular or monoelectronic devices.
exceed those that most molecules can withstand for extended The probability of correctly assigning the state of a single
periods. However, many molecules and proteins can operate molecule, p1, is never exactly unity. This less than perfect as-
at very high temperatures and some have thermal stabilities signment capability is due to quantum effects as well as in-
that exceed those of silicon and gallium arsenide. Further- herent limitations in the state assignment process. The prob-
more, the use of ensemble averaging, in which many molecules ability of an error in state assignment, Perror, is a function of
are used to simultaneously represent a single bit of informa- p1 and the number of molecules, n, within the ensemble used
tion, enhances system stability by allowing some molecules to represent a single bit of information. Perror can be approxi-
to decompose without adversely affecting system reliability. mated by the following formula (1):
Similar observations apply to photochemical stability, an is-
sue relevant to optical computing and optical memories. For
example, the protein bacteriorhodopsin, which is the light- Perror(n, p1) ∼= −erf

�
(2p1 + 1)

√
n

4
√

2p1(1 − p1)
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√
n

4
√
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�
(2)

transducing protein in the salt marsh bacterium Halobacter-
ium halobium, exhibits outstanding thermal and photochemi- where erf [Z0; Z1] is the differential error function defined by:
cal stability (see the section entitled Bioelectronics). This is
due in part to natural selection and in vivo requirement that erf[Z0; Z1] = Erf [Z1] − Erf [Z0] (3)
this protein operate within a bacterium inhabiting a hot salt
marsh under intense solar radiation. In summary, thermal where
and photochemical stability is an important issue in imple-
menting molecular electronics, but organic and biological mol-
ecules can be designed with stabilities more than adequate erf[Z] = 2

(π )1/2

Z Z

0
exp(−t2) dt (4)

for device applications.

Equation (2) is approximate and neglects error associated
Nonlinear Properties with the probability that the number of molecules in the cor-

rect conformation can stray from their expectation valuesThere are many optical and electronic devices that make use
based on statistical considerations. Nevertheless, it is suffi-of the nonlinear properties of the constituent materials. Most
cient to demonstrate the issue of reliability and ensembleof the recent work in this area has concentrated on nonlinear
size. First, we define a logarithmic reliability parameter, �,optical properties because of the importance of these proper-
which is related to the probability of error in the measure-ties to the design of optical communication systems, optical
ment of the state of the ensemble (device) by the function,computing, and optical memories. One of the principal advan-
Perror � 10��. A value of � � 10 is considered a minimal re-tages of using organic molecules in nonlinear optical applica-
quirement for reliability in nonerror-correcting digital archi-tions is the ability to tailor the properties of the molecules to
tectures.suit specific applications. Synthetic organic chemistry offers a

If we assume that the single molecule can be assigned cor-level of flexibility in optimizing the dipole moment, transition
rectly with a probability of 90% (p1 � 0.9), then Eq. (2) indi-moments, electronic symmetry, and conjugation length of a
cates that 95 molecules must collectively represent a singlecandidate material that exceeds the limitations inherent in
bit to yield � � 10 [Perror (95, 0.9) � 8 � 10�11]. We must recog-manipulation of bulk inorganic materials. The principle prob-
nize that a value of p1 � 0.9 is larger than is normally ob-lems encountered with present day nonlinear optical molecu-
served, and some examples of reliability analyses for specificlar materials are associated with transparency, damage
molecular based devices are given in Ref. 1. In general, en-threshold, and lifetime. Thus, while organic materials have
sembles larger than 103 are required for reliability unlessbeen prepared with second-order hyperpolarizabilities much
fault-tolerant or fault-correcting architectures can be imple-higher than lithium niobate, the latter inorganic material has
mented.found greater commercial application in second-harmonic

The question then arises whether or not we can design ageneration. Organic materials, however, are rapidly closing
reliable computer or memory that uses a single molecule tothe gap, and commercial viability is fast approaching (7,8).
represent a bit of information. The answer is yes, provided
one of two conditions apply: The first condition is architec-

Reliability
tural. It is possible to design fault-tolerant architectures
which either recover from digital errors or simply operate reli-The issue of reliability has been invoked repeatedly by semi-

conductor scientists and engineers as a reason to view molec- ably with occasional error due to analog or analog-type envi-
ronments. An example of digital error correction is the useular electronics as impractical. Some believe that the need to
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of additional bits beyond the number required to represent a ment for a salt marsh bacterial protein and a significant ad-
vantage for photonic device applications.number. This approach is common in semiconductor memo-

ries, and under most implementations these additional bits
provide for single-bit error correction and multiple-bit error Photonic Properties of Bacteriorhodopsin
detection. Such architectures lower the required value of � to

When the protein absorbs light in the native organism, it un-values less than 4. An example of analog error tolerance is
dergoes a complex photocycle that generates intermediatesembodied in many optical computer designs that use holo-
with absorption maxima spanning the entire visible region ofgraphic and/or Fourier architectures to carry out complex
the spectrum (Fig. 3). Most current devices operate at ambi-functions.
ent temperature and utilize the following two states: the ini-The second condition is more subtle. It is possible to design
tial green-red absorbing state (bR) and the long-lived bluemolecular architectures that can undergo a state reading pro-
absorbing state (M). The forward reaction only takes place bycess that does not disturb the state of the molecule. For exam-
light activation and is complete in �50 �s. In contrast, theple, an electrostatic switch could be designed which can be
reverse reaction can be either light activated or can occur‘‘read’’ without changing the state of the switch. Alternatively,
thermally. The light activated M � bR transition is a directan optically coupled device can be read by using a wavelength
photochemical transformation. The thermal M � bR transi-that is absorbed or diffracted, but that does not initiate state
tion is highly sensitive to temperature, environment, geneticconversion. Under these conditions, the variable n, which ap-
modification, and chromophore substitution. This sensitivitypears in Eq. (1), can be defined as the number of read ‘‘opera-
is exploited in many optical devices that use bacteriorhodop-tions’’ rather than the ensemble size. Thus our previous ex-
sin. Another reaction of importance is a photochemicalample, which indicated that 95 molecules must be included in
branching reaction from the O intermediate to form P. Thisthe ensemble to achieve reliability, can be restated as follows:
intermediate form subsequently decays to form Q, a speciesa single molecule can be used, provided we can carry out 95
that is unique in that the chromophore breaks the bond withnondestructive measurements to define the state. Multiple
the protein but is trapped inside the binding site. The Q inter-measurements are equivalent to integrated measurements,
mediate is stable for extended periods of time (many years)and should not be interpreted as a start-read-stop cycle re-
but can be photochemically converted back to bR. Thispeated n number of times. A continuous read with digital or
branching reaction provides for long term data storage as dis-analog averaging can achieve the same level of reliability.
cussed later (9).

Associative MemoriesBIOELECTRONICS

Associative memories take an input data block (or image),
There are many different bioelectronic devices that could be and independently of the central processor, ‘‘scan’’ the entire
discussed here, but we will concentrate on one approach that memory for the data block that matches the input. In some
has achieved recent success because of a major international implementations, the memory will find the closest match if it
effort involving research groups in the U.S., Canada, Europe, cannot find a perfect match. Finally, the memory will return
and Japan. The interest dates back to the early 1970s and the the data block in memory that satisfies the matching criteria,
discovery of a bacterial protein that has unique photophysical or it will return the address of the data block to permit access
properties. The protein is called bacteriorhodopsin and it is of contiguous data. Some memories will simply return a bi-
grown by a salt-loving bacterium that populates salt marshes. nary bit, indicating whether the input data are present or
A light-absorbing group (called the chromophore) imbedded not present. Because the human brain operates in a neural,
inside the protein matrix converts the light energy into a com- associative mode, many computer scientists believe that the
plex series of molecular events that store energy. Scientists development of large capacity, high-speed, associative memo-
using the protein for bioelectronic devices exploit the fact that ries will be required if we are to achieve genuine artificial
the protein cycles through a series of spectrally distinct inter- intelligence. We have implemented the design proposed by
mediates upon absorption of light. This complex series of Paek and Psaltis (10) by using thin films of bacteriorhodopsin
thermal reactions results in dramatic changes in the optical as the photoactive components in holographic associative
and electronic properties of the protein. The excellent holo- memories (4). The memory is shown schematically in Fig. 4.
graphic properties of the protein derive from the large change Both the reference and input images are entered into the
in refractive index that occurs following light activation. Fur- system using a spatial light modulator (input SLM) and are
thermore, bacteriorhodopsin converts light into a refractive focused by Fourier lenses (FL) onto the two holographic films,
index change with remarkable efficiency (approximately H1 and H2. Fourier association at H1 results in preferential
65%). The size of the protein is one-tenth the wavelength of illumination of the pinhole corresponding to the reference im-
light (�500 nm light), which means that the resolution of the age that has the highest correlation (similarity) to the input
thin film is determined by the diffraction limit of the optical image, or partial image. The radiation passing through that
geometry rather than the ‘‘graininess’’ of the film. Also, the pinhole illuminates the selected image on H2, which is then
protein can absorb two photons simultaneously with an effi- transferred out of the associative loop onto a charge-coupled
ciency that far exceeds other materials. This latter capability device (CCD) detector. Thresholding is handled electronically,
allows the use of the protein to store information in three rather than optically, in this implementation. However, opti-
dimensions by using two-photon architectures. Finally, the cal thresholding can also be done to improve performance
protein was designed by nature to function under conditions (4,10,11). As the example in Fig. 4 shows, only a partial input

image is required to generate a complete output image (11).of high temperature and intense light, a necessary require-
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Figure 3. Spectra of select intermediates during the
bacteriorhodopsin photocycle. The lighter arrows indi-
cate photochemical transitions, and the solid arrows
represent thermal transitions. The insets represent the
conformation of the retinal in that state. [N � nitrogen
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The ability to rapidly change the holographic reference �m3) within a much larger volume of a photochromic mate-
patterns from a single optical input, while maintaining both rial. Either a simultaneous two-photon or a sequential one-
feedback and thresholding, increases the utility of the asso- photon process is used to initiate the photochemistry. The
ciative memory; in conjunction with solid-state hardware, the former process involves the unusual capability of some mole-
memory can be integrated into hybrid computer architec- cules to capture two photons simultaneously. The sequential
tures. The diffraction limited performance of the protein one-photon process requires a material that undergoes a
films, coupled with high write/erase speeds associated with branching reaction, where the first photon activates a cyclical
the excellent quantum efficiencies of the these films, repre- process and the second photon activates a branching reaction
sents a key element in the potential of this memory. The abil- to form a stable photoproduct. The 3-dimensional addressing
ity to modify the protein by selectively replacing one amino capability of both memories derives from the ability to adjust
acid with another provides significant flexibility in enhancing the location of the irradiated volume in three dimensions. In
the properties of the protein (12). principle, an optical 3-dimensional memory can store roughly

three orders of magnitude more information in the same size
Three-Dimensional Memories enclosure relative to a 2-dimensional optical disk memory. In

practice, optical limitations and issues of reliability lower theMany scientists believe that the major effect of molecular
above ratio to values closer to 300. Nevertheless, a 300-foldelectronics on computer hardware will be in the area of volu-
improvement in storage capacity is significant. Furthermore,metric memory. There are three different types of protein
the two-photon or sequential one-photon approach makes par-based volumetric memories currently under investigation: ho-
allel addressing of data possible, which enhances data read/lographic (13–15), simultaneous 2-photon (16–18) and se-
write speeds and system bandwidth.quential one-photon (9,19). We have already described a holo-

The simultaneous two-photon memory architecture has re-graphic memory based on bacteriorhodopsin. Thus, we can
ceived a great deal of attention in the past few years, andfocus our discussion on the latter two architectures. These
because bacteriorhodopsin exhibits both high efficiency inmemories read and write information by using two orthogonal

laser beams to address an irradiated volume (10 �m3 to 200 capturing two photons and a high yield of producing pho-
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Figure 4. Schematic diagram of a Fourier transform holographic (FTH) associative memory
with read/write FTH reference planes using thin polymer films of bacteriorhodopsin to provide
real-time storage of the holograms. Note that a partial input image can select and regenerate
the entire associated image stored on the reference hologram. Although only four reference im-
ages are shown, an optical associative memory can store many hundreds or thousands of images
simultaneously. This memory can also work on binary data by using redundant binary represen-
tation logic, and a small segment of data can be used to find which page has the largest associa-
tion with the input segment. Selected components are labeled as follows: FL, Fourier lens; FVA,
Fresnel variable attenuator; H1, H2, holographic films; PHA, pin-hole array; SF, spatial filter;
SP, beam stop.

toproduct after excitation (20), this material has been a popu- these states can only be generated by a temporally separated
pulse sequence provides a convenient method of storing datalar memory medium. But more recent studies suggest that

the branched-photocycle memory architecture may have in three dimensions by using orthogonal laser excitation. The
process is based on the following sequence: where K, L, M,greater potential. This sequential one-photon architecture

completely eliminates unwanted photochemistry outside of N, and O are all intermediates within the main photocycle,
and P and Q are intermediates in the branching cycle (Fig.the irradiated volume and provides for a particularly straight-

forward parallel architecture. We discussed above the use of 5). The numbers underneath the letters give the wavelengths
of the absorption maxima of the intermediates in nanometersthe P and Q states for long-term data storage. The fact that

Figure 5. Storing data in three dimensions using or-
thogonal laser excitation.
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Figure 6. Schematic diagram of the branched-pho-
tocycle 3-dimensional memory. The four operations
associated with the process of data storage, retrieval,
and erasure are shown. Both writing and reading
take place within a thin page of material, selected by
activating the paging beam. The position of the page
is selected by moving the location of the paging beam
by using miniature actuators. In the actual system,
there are two paging laser systems on both sides of
the data cuvette, but we show only one for clarity.
Individual components are labeled as follows: QHL,
quartz halogen lamp (used for data erase); PA, page
aperature; DBS, dichroic beam splitter; BEO, beam
expanding optics; SLM, spatial light modulator (se-
lects which data within the page will be written);
BCO, beam condensing optics; DC, data cuvette con-
taining the protein in a transparent polymer matrix;
CCD, charge coupled device (reads data); DCKH, data
cuvette kinematic holder; PTC, Peltier temperature
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(for example, bR has a maximum absorbance at 570 nm, in ing state (bR) in about 10 ms, the time window during which
subsequent writing or reading must takes place. In the ab-the yellow-green region; O absorbs at 640 nm, in the red

region). sence of secondary laser stimulation, the protein within the
paged region will simply return to the resting state.The reading and writing process starts by selecting a very

thin region (�15 �m) inside the data cuvette by a process A parallel write is accomplished by using the sequential
one-photon optical protocol. The paging beam activates thecalled ‘‘paging’’ (top, Fig. 6). In this process, the paging lasers

(there are two, one on each side of the data cuvette, but only photocycle of bacteriorhodopsin, and after a few milliseconds
the O intermediate approaches maximal concentration. Theone is shown for clarity) with a wavelength in the region 550

nm to 640 nm initiates the photocycle within a �15 �m slice data laser and the SLM are now activated (� � 680 nm, �t �
3 ms) to irradiate those volume elements into which ‘‘1’’ bitsof the memory medium. The photocycle will return to the rest-
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Figure 7. General scheme for cassette mutagenesis. The
double circles represent a double-stranded plasmid, and the
gray region indicates a gene. Restriction sites unique to the
plasmid are on each side the region to be mutated. The dis-
tance from site A to site B should not be more than 80 nu-
cleotides. In Step 1, enzymes A and B are added to digest
the plasmid at Sites A and B only, producing two linear
pieces of DNA. The large fragment is then purified by gel
electrophoresis, and added to a synthetic piece of DNA
which contains the desired mutation (denoted by a white M
in a black circle) (Step 2). In the final step (Step 3), the
small synthetic fragment containing the desired mutation)
is ligated onto the large fragment. One end of the fragment
then ligates with the other end to produce a circular mutant
plasmid. The plasmid can then be expressed in bacteria to
produce protein.

M

M

Site A

Site A
Site B

Site A
Site B

Site A

Site B

Site B
+

Site A

Site A

Site B

Site B
+

Step 1 Step 3

Step 2

Wild-type plasmid Mutated plasmid

are to be written. This process converts O to P in these, and Each read operation must be monitored for each page, and a
refresh operation performed after �1000 reads. While dataonly these, locations within the memory cuvette. After many

minutes, the P state thermally decays to form the Q state refresh slows the memory slightly, page caching can minimize
the effect.(the P � Q decay time, �P, is highly dependent upon tempera-

ture and polymer matrix). The write process is accomplished Data erase is accomplished by using a filtered quartz halo-
gen lamp, the blue light from which photochemically convertsin �10 ms, the time it takes the protein to complete the pho-

tocycle. both P and Q back to bR. Because this light is not coherent,
single-page focusing is not possible, and multiple pages areThe read process takes advantage of the fact that light

around 680 nm is absorbed by only two intermediates in the cleared simultaneously. The optimal wavelength for erasing
data is �410 nm. Alternatively, one can clear an entire dataphotocycle of light-adapted bacteriorhodopsin, the primary

photoproduct K and the relatively long-lived O intermediate cuvette by using incoherent light in the 360 to 450 nm range.
The latter option may prove useful for some less expensive(see Fig. 3). The read sequence starts out in a fashion identi-

cal to that of the write process by activating the 568 nm pag- implementations.
ing beam. After two milliseconds, the data timing (DTS) and
the data read (DRS) shutters are opened for 1 ms, but the Genetic Engineering
SLM is left off, allowing only 0.1% of the total laser power

Genetic engineering is the systematic manipulation of the ge-through. A CCD array (clocked to clear all charges prior to
netic code (such as DNA) of an organism to modify the traitsreading) images the light passing through the data cuvette.
of that organism. Material scientists and molecular electronicThose elements in binary state 1 (P or Q) do not absorb the
engineers view genetic engineering primarily as a tool for680 nm light, but those volumetric elements that started out
changing the properties of biological molecules for potentialin the binary 0 state (bR) absorb the 680 nm light, because
device applications. While genetic engineering has long beenthese elements have cycled into the O state. Noting that all
a standard technique in the fields of biochemistry, pharma-of the volumetric elements outside of the paged area are re-
ceuticals, and agriculture, it has only recently become a stan-stricted to the bR, P, or Q states, the only significant absorp-
dard method in bioelectronics. Although a comprehensive re-tion of the beam is associated with O states within the paged
view of the techniques and theory of genetic engineering isregion. The CCD detector array therefore observes the differ-
beyond the scope of this work, a brief discussion is providedential absorptivity of the paged region and the paged region
below. Our goal is to provide the reader with an appreciationalone. This selectivity is the key to the read operation, and it
for the basic methods and procedures, as well as the inherentallows a reasonable signal-to-noise ratio even with thick (1
capabilities of this technique.cm to 1.6 cm) memory media containing �103 pages. Because

Deoxyribonucleic acid (DNA) is the molecule that carriesthe absorptivity of the O state within the paged region is
the genetic code for all organisms. DNA is a long, double-more than 1000 times higher than the absorptivity of the re-
stranded biopolymer made up of four nucleotides: adenine (A),maining volume elements combined, a very weak beam can
guanine (G), thiamine (T), and cytosine (C). A region of DNAbe used to generate a large differential signal. The read pro-

cess is complete in �10 ms, which gives a rate of 10 MB/s. that encodes for a single protein is called a gene. A gene can
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Figure 8. General schematic for mismatched primer
mutagenesis. Although Fig. 7 is based on the Chamel-
eon� Mutagenesis kit (Stratagene, LaJolla, CA), the
overall strategy used by this kit is common to all mis-
matched primer methods. Two simultaneous mutations
will be made. One of the mutations will result in a mu-
tant gene (which will produce a mutant protein). The
other mutation will silently remove a unique restriction
site. Two primers, complementary to the wild-type DNA,
are designed with a mutation in each of them. Initially,
the DNA is heated to produce single-stranded DNA, and
the primers are annealed to the plasmid (Step I). Nucleo-
tides and enzymes extend the primers to form circular
DNA (Step II). In Step III, a restriction enzyme cuts only
the wild-type DNA. Since a primer silently removed this
restriction site in the mutant plasmid, only wild-type
DNA is cut. This mixture of DNA is then transformed
into E. coli. Circular (mutant, in this case) DNA is trans-
formed more efficiently because it is more permeable to
the cell membrane (Step IV). The bacteria then amplifies
the DNA, and double-stranded mutant and wild-type
DNA is isolated (Step V). Another restriction digest lin-
earizes the wild-type DNA, before being transformed.
The circular DNA transforms more efficiently, so the
mutant DNA is more likely to be transformed. Plasmids
are again isolated from the bacteria and sequenced to

A plasmid with a unique restriction site (   )
and a target site (    ) within the gene of
interest for mutation.

Denature the plasmid and anneal the
primers. The selection primer removes a
unique restriction site within the plasmid.
The mutagenic primer mutates the codon
of interest in the protein.

Incubate with dNTPs and enzyme mix to
extend and ligate the new mutant DNA
strand.

Digest with the restriction enzyme that was
deleted in the mutant DNA to linearize the
remaining parental plasmid.

Transform into competent cells (which do
not correct primer mismatches) and grow
in liquid culture.

Recover the DNA from the pool of
transformants using a miniprep procedure.

Perform a second restriction digestion with
the selection restriction enzyme.

Transform into competent cells and screen
the colonies for the desired mutation.

+

+

+

Step IV

Step III

Step II

Step I

Step V

Step VI

     Mutant
plasmid Linearized

parental
plasmid

Mutagenic
primer

Selection
primer

analyze for the presence of mutants (Step VI).

be isolated and transferred to a circular piece of DNA, called of amino acids within the primary structure. For a review of
mutagenesis see Refs. 22–24. Biochemists and biophysicistsa plasmid, which contains only that gene and the genetic ma-

chinery required to express that gene. The average protein is routinely use site-specific mutations to study structure-func-
tion relationships existing in different proteins. Two strate-400 amino acids long, and the average gene is 1200 nucleo-

tides long (21). This relationship occurs because three consec- gies most commonly used to construct site-specific mutants
are known as cassette and mismatched primer mutagenesis.utive nucleotides make a codon, and each codon is ultimately

translated to a single amino acid. More than one codon exists Restriction enzymes will cut DNA only at sites within a
specific sequence. To perform cassette mutagenesis, the loca-for most amino acids. For example, GGG codes for a glycine

amino acid, but so do GGT, GGC, and GGA. The amino acids tion of the desired mutant must be flanked by two restriction
sites unique to the plasmid, and the distance between the twoare then constructed in the order of the codons on the DNA.

There are 20 different amino acids that are used to make pro- restriction sites must be not more than 80 nucleotides. The
sites must be unique in the plasmid because the DNA shouldteins.

A mutation occurs when an amino acid other than that be cut into no more than two pieces, a large fragment and a
small fragment (Fig. 7). The synthetic fragments are limitedwhich is present in the native protein is selected by the ge-

netic code. Mutations can take the form of site specific or ran- to a length of about 80 nucleotides because this is the practi-
cal length limit of oligomeric synthesis. Once the small frag-dom replacements, additions of new amino acids, or deletions
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Figure 9. A schematic diagram of the optical data path of the
hybrid computer. A semiconductor laser is manipulated by a set
of lenses and aperatures to form a homogeneous collimated rect-
angular or square laser beam. This beam is directed through
each of the optical interconnects of the 16 cards and circulates
from Card 1 (the main central processing unit or MCPU)
through to card 16 and back to Card 1. Each optical interconnect
contains an optical read capable spatial light modulator
(RCSLM) array of 264 � 264 elements (see Fig. 10). The beam
splitter adds photons from the laser to maintain intensity, but
any information transferred onto the optical data path can still
be read by the MCPU after one pass through the beam splitter.
Each card has a separate optical address and can read data in
parallel from the optical data path and, if addressed by the
MCPU, can read data from or transfer data onto the 256 � 256
portion of the array assigned to the data page. The remaining
elements are for addressing and error correction. The optical in-
terconnect can transfer data in parallel pages of 8 kbytes, with
rates of approximately 24 Mbytes per second. An electronic back-
plane also connects the cards to provide power and slower elec-
tronic data transfer.
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ment is removed, a new synthetic oligonucleotide with the de- mutant is added to the denatured DNA, which is single
stranded. The primer is designed so that it will be the comple-sired mutant is attached into place with an enzyme (ligase).

Interestingly, one of the first examples of cassette mutagene- ment of the wild type DNA, except for the mutation intro-
duced. The DNA is then cooled so that the primer will annealsis was one by H. Gobind Khorana and co-workers on the

bacteriorhodopsin gene (25). to the wild type DNA. The primer is then elongated with poly-
merase enzyme, which makes the complement DNA of theThis type of mutagenesis is not always possible because

unique restriction sites do not always flank a desired muta- template. Now two strands of DNA exist, the original (tem-
plate DNA) and the new mutant extended primer. The tem-tion location. If many mutations are going to be performed on

a gene, a synthetic gene can be made. A synthetic gene is one plate DNA is selectively digested (discarded), and the DNA is
then replicated (usually using a bacterium like Escherichiawhere restriction sites are added or deleted until there is a

unique restriction site approximately every 70 nucleotides coli). The resultant mutant DNA is then expressed to obtain
the mutant protein.throughout the gene. This is accomplished by using silent mu-

tations, that is mutations that change the DNA sequence but Genetic engineering has been used to create bacteriorho-
dopsin mutants with enhanced materials properties (27–31).leave the translated amino acid sequence unchanged. This is

possible because there are multiple codons for each amino For example, some mutants have enhanced the holographic
properties of the protein by producing an M state with anacid (26).

An alternative mutagenesis strategy uses a mismatched extended lifetime (27–30), while others improve the
branched-photocycle memory by enhancing the yield of the Oprimer extension (Fig. 8). This strategy is more common than

the cassette method, because it can be used on any sequence. state (31). The challenge for material scientists is to predict a
priori what amino acid sequence will create or enhance a spe-Many different techniques (and many commercially available

kits) have been developed to take advantage of the flexibility cific protein property. At present, the vast majority of genetic
engineering for materials applications is a trial and error pro-of this method. This alternative strategy is based on the fact

that double-stranded DNA can be denatured and renatured cess, due to the complexity of protein structure and function
and the lack of satisfactory molecular modeling tools. It isas a function of temperature. A primer containing the desired
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hoped that continued theoretical work will yield computer
programs with the predictive capabilities comparable to the
SPICE packages that are the cornerstone of electrical engi-
neering. In this regard, bioelectronics is many years if not
decades behind computer engineering.

HYBRID COMPUTERS

The previous discussion has emphasized the internal archi-
tectures of two types of optical systems based on bacteriorho-
dopsin. The first step in the evolutionary development of com-
puters will be the generation of hybrid systems that combine
some of the best features of semiconductor, optical, and mo-
lecular architectures. It is well known that current semicon-
ductor computers are limited not so much by processor speed
as by interconnect speeds and memory capacity. During the
past decade, the speed of computer processors has increased
between two and three orders of magnitude. This dramatic
increase in processor capability has been unmatched by a cor-
responding increase in data storage densities, which have in-
creased by only one order of magnitude in both random access
memory and hard disk technology. Of equal importance is the
recognition that transferring data within the computer is the
principal bottleneck that limits performance. Optical architec-
tures provide for the transfer of massive amounts of data in
parallel, and hybrid computers may take advantage of this
capability by using optical interconnects to access a beam of
coherent light that passes through each card (Fig. 9). Each
card will be capable of reading data from the beam and writ-

Associative
memory

High-capacity,
medium-speed,
protein memory

Medium-capacity,
high-speed,
protein memory

Main CPU card

RCSLM

RCSLM

RCSLM

RCSLM

ing data onto the beam by using a square or rectangular
Figure 10. Four examples of potential cards for use in the hybridarray of independently addressable pixels, which sense light
computer. All cards share a common 264 � 264 element RCSLM. The(by using thin film photovoltaic materials such as bacteriorho-
first card (bottom) is the main central processing unit (MCPU) baseddopsin) and interrupt light (by using liquid crystal or ferro-
on a semiconductor based, reduced instruction set (RISC) processor.electric molecules) (Fig. 10). Our proposed system uses an op-
The second card is a protein based, branched-photocycle, volumetrictical read/write array of 264 � 264 elements with a 256 � 256 memory capable of storing 32 GBytes of data. The third card is an 8

portion of the array assigned to the data page. The remaining GByte volumetric memory, which uses slower, actuator-based paging,
elements are for addressing and error correction. This device but provides removable storage. This latter card is comparable to cur-
is called a Read Capable Spatial Light Modulator (RCSLM) rent magnetic disk storage in speed, but provides comparable density
and represents one of many possible designs for optical in- with removable media. The fourth card (top) is a paged, optical asso-

ciative memory capable of handling either image or block redundantterconnects. The key feature of this design is that any card
binary data. Molecular electronics contributes to the architecture ofalong the optical path can take over control of the data por-
the cards by providing the ferroelectric SLM, the protein-based volu-tion and all cards along the optical path can read data simul-
metric memory elements, and the thin film holographic media for thetaneously. Although each RCSLM extracts a small amount of
associative memory.light from the data beam, by using thin film technology, the

attenuation per card is small and as many as 32 cards can
share the same optical path before optical repeaters are re-
quired. A key advantage of this type of optical interconnect is
that it can be made inexpensively (projected costs of less than large scientific and numerical data bases with alacrity. The

availability of optical associative processing, coupled with$100 per unit). A single main central processor (MCPU) medi-
ates all of the activity, but the power of the computer derives paged volumetric memory, will make database searches many

orders of magnitude faster than currently possible; it will pro-from the distributed processing capability inherent in the hy-
brid architecture. Four sample cards, three of which use the vide a unique platform for investigating the importance and

capabilities of massive associative processing in artificial in-protein based architectures discussed in this chapter, are
shown in Fig. 10. Nevertheless, the use of a semiconductor telligence. Because this hybrid computer can be designed to

function as a neural associative computer capable of both bi-MCPU emphasizes the hybrid character of the computer.
The type of hybrid computer envisioned here would be nary and image association and learning, the potential impor-

tance of hybrid computers to studies in artificial intelligencehighly flexible, and by selecting the appropriate cards, could
be designed to handle large database problems, complex sci- cannot be underestimated.

We close by emphasizing that the hybrid computer de-entific simulations, or serve as a unique platform for investi-
gations of artificial intelligence. By providing close to a tera- scribed here does not yet exist. While such speculation is

based on a solid foundation of fundamental research, furtherbyte (109 bytes) of paged memory, this computer can handle
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