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FIFTH GENERATION SYSTEMS posed to work toward improving Japanese industrial
competitiveness by catching up with the latest Western

The Fifth-Generation Computer System (FGCS) project was computer technologies, reaching a level where Japanese
industry would make worldwide scientific contributions.proposed by Japanese researchers in the late 1970s. The word

generation characterizes progress in computer development, This was to be achieved by the risky development of cut-
ting-edge computer technologies.usually relating to advances in hardware and referring to the

elements used in building the computers. Thus the first-gen-
eration computers were based on vacuum tubes, the second In this environment, MITI started a study of a new proj-
generation on transistors, the third on Integrated Circuits ect—the Fifth Generation Computer Project.
(ICs). These were followed by computers using Large Scale The Fifth Generation Computer Research Committee and
Integration (LSI) and were denoted the third and a half gen- its subcommittee (Fig. 1) were established in 1979. It took
eration. Today’s computers use (Very Large Scale ICs) VLSI, until the end of 1981 to decide on target technologies and a
and they constitute the fourth generation. The term fifth gen- framework for the project.
eration has two meanings: (1) a future computer beyond the Well over 100 meetings were held with a similar number
fourth-generation computer due to appear in the near future, of committee members participating. The following important
and (2) a logic-based computer different from conventional near-term computer technologies were discussed:
von Neumann-type computers which all computers to this
date have essentially followed.

• Inference computer technologies for knowledge pro-The Japanese Ministry of International Trade and Indus-
cessingtry (MITI) organized the following committees and projects

• Computer technologies to process large-scale databasesfor the FGCS, where the year denotes the Japanese fiscal year
and knowledge bases(April through March):

• High-performance workstation technologies
• 1979–1981: Fifth Generation Computer Research Com-

• Distributed functional computer technologiesmittee
• Supercomputer technologies for scientific computation• 1982–1992: FGCS Project

• 1982–1984: Initial stage
• 1985–1988: Intermediate stage These computer technologies were investigated and dis-
• 1989–1992: Final stage cussed from the standpoint of the important future technolo-

gies, social needs, and conformance with Japanese govern-• 1993–1994: FGCS Follow-on Project
ment policy for this national project and with the goal of
making important international contributions by developingICOT (Institute for New Generation Computer Technologies)
original Japanese technologies.was founded as the core research institute of the Project in

Through these studies and discussions, the committee de-1982 and closed in March, 1995. There have been more than
cided on the objectives of the project by the end of 1980 and100 research themes during the FGCS Project. As it is very
continued future studies of technical matters, social impact,difficult to explain all of them in detail, this article is re-
and project schemes.stricted to an overview of their history.

The committee’s proposals for the FGCS Project are sum-
marized as follows:PRELIMINARY STUDY FOR THE FGCS PROJECT

The circumstances prevailing during the preliminary stage of 1. Concept of the Fifth Generation Computer. The Fifth-
the FGCS Project, from 1979 to 1981, can be summarized as Generation Computer is to be based on parallel (non-
follows: von Neumann) processing and inference processing us-

ing knowledge bases as basic mechanisms. In order to
• The state of Japanese computer technology had reached realize these mechanisms, the hardware and software

the level of its most up-to-date overseas competitors. interface is to be a logic programming language (Fig. 2):
• Computer for knowledge information processing sys-• A change in the role of the Japanese national project for

computer technologies was under discussion. It was pro- tem (KIPS)

Figure 1. Organization for the Fifth Gen-
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ect. It has been Japan’s largest national project in the area of
computer technology.

At the same time, the international conference on FGCS
(FGCS’81) was prepared and held in October 1981 to an-
nounce these plans and to hold discussions on the topic with
foreign researchers.

OVERVIEW OF R&D ACTIVITIES AND
RESULTS OF THE FGCS PROJECT

Stages and Building in the FGCS Project

The FGCS Project was to investigate a large number of un-
known technologies that had yet to be developed. Since this
involved a number of risky goals, the project was scheduled
over a relatively long period of ten years. Although it was
initially designed as a ten-year project, it was later extended
to eleven years, and was divided into three stages:

• In the initial stage (April 1982 to March 1985), the pur-
pose of R&D was to develop the basic computer technolo-
gies needed to achieve the goal.

• In the intermediate stage (April 1985 to March 1989),
the purpose of R&D was to develop small to medium sub-
systems.
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Applications
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• In the final stage (April 1989 to March 1993), the pur-
Figure 2. Concepts of the Fifth Generation Computer. pose of R&D was to develop a total prototype system. The

final stage was initially planned to be three years. After
reexamination halfway through the final stage, this

• Basic functions consist of inference using knowledge stage was extended to four years to allow evaluation and
bases and ease of use as an intelligent assistant for improvement of the total system in 1992.
human activities

• Basic mechanisms of hardware and software consist Further, a two-year project was added to disseminate the
of logical inference processing based on logic program- FGCS technologies:
ming and highly parallel processing.

• Follow-on Project (April 1993 to March 1995)2. Objectives of the FGCS Project. The objectives were to
develop these innovative computers, capable of knowl-

Each year the budget for the following year’s R&D activitiesedge information processing, and to overcome the tech-
was decided. MITI made great efforts in negotiating eachnical restrictions of conventional computers.
year’s budget with the Ministry of Finance. The budgets for3. Goals of the FGCS Project. Project goals were to re-
each fiscal year, which are all covered by MITI, are shown insearch and develop a set of hardware and software tech-
Table 1. The total budget for each year for the three-year ini-nologies for FGCSs and to develop an FGCS prototype
tial stage was 8 billion yen. For the four-year intermediateconsisting of one thousand element processors with in-
stage, it was about 22 billion yen. The total budget for 1989ference execution speeds of between 100M LIPS and 1G
to 1992 was about 25 billion yen. Consequently, the total bud-LIPS (logical inference per second).
get for the thirteen-year period was about 57 billion yen.4. R&D period for the project. This was a 10-year project,

divided into three stages:
R&D Subjects of Each Stage

• 3-year initial stage for R&D of basic technologies
• 4-year intermediate stage for R&D of subsystems At the beginning, it was considered that an R&D plan could

not be decided in detail for a period as long as ten years. The• 3-year final stage for R&D of a total prototype system
R&D goals and the means to reach these goals also were not
decided in detail. During the project, goals were sought andMITI decided to launch the Fifth-Generation Computer Sys-

tem (FGCS) Project as a national project for new information methods decided by referring back to the initial plan at the
beginning of each stage. The R&D subjects for each stage,processing and made efforts to acquire a budget for the proj-

Table 1. Budgets for the FGCS Project

Budget 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994

Yen 400M 2.7B 5.1B 4.7B 5.55B 5.6B 5.7B 6.5B 7.0B 7.2B 3.6B 1.3B 1.3B
US $ 1.86M 12.6M 23.7M 21.9M 34.5M 35.0M 35.6M 40.6M 43.7M 51.4M 25.7M
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Table 2. Transition of R&D Subjects in Each Stage

Initial Stage Intermediate Stage Final Stage

Basic Software System
Experimental Parallel

• 5G kernel languagesBasic Software System
Application System

• Problem solving & Inference• 5G kernel languages

module• Problem solving & inference Knowledge Programming
• KB management modulemodule System
• Intelligent interface module• KB management module • Knowledge construction &
• Intelligent programming• Intelligent interface module utilization

module• Intelligent programming • Natural language interface
• Experimental applicationmodule • Problem solving &

system for basic software programming (CLP, Prover)
Pilot Model for Software

• Advanced inference method
Development SupportDevelopment

System• SIM hardware Basic Software System
• Pilot model for parallel• SIM software • Inference control module

software development (PIMOS)
Hardware System

• Network system for • KB management module
• PIM functional mechanism

development support (KBMS: Kappa & Quixote)
• KBM functional mechanism

Hardware System
Prototype Hardware System

• Inference subsystem

• KB subsystem

shown in Table 2, were decided by considering the framework Overview of R&D Results of Hardware System
and conditions mentioned below. R&D on hardware systems was carried out in each stage as

ICOT defined three groups out of nine R&D subjects at the listed below.
beginning of the initial stage by analyzing and rearranging
the five groups of ten R&D subjects proposed by the Fifth

1. Initial stageGeneration Computer Committee.
(a) Functional mechanism modules and simulators forAt the end of the initial stage, the basic research themes of

PIM (Parallel Inference Machine) of the hardwaremachine translation and speech, figure, and image processing
systemwere excluded from this project because computer vendors’

(b) Functional mechanism modules and simulators forefforts in these technologies had become very active.
KBM (Knowledge Base Machine) of the hardwareIn the middle of the intermediate stage, the task of devel-
systemoping a large-scale electronic dictionary was transferred to

EDR (Electronic Dictionary Research Center), and develop- (c) SIM (Sequential Inference Machine) hardware of pi-
lot model for software developmentment of the CESP (Common ESP system on Unix) was started

by AIR (the AI Language Research Center). 2. Intermediate stage
The basic R&D framework for promoting this project is to (a) Inference subsystem of the hardware system

have common utilization of developed software by unifying
(b) Knowledge base subsystem of the hardware system

the software development environment (especially by unify-
(c) Pilot model for parallel software development sup-ing programming languages). By utilizing software develop-

port systemment systems and tools, the results of R&D can be evaluated
3. Final stageand improved. In each stage, the languages and the software

development environment are unified as follows: (a) Prototype hardware system

The transition is shown in Fig. 3.• Initial stage. Prolog on DEC machine
The major R&D results on SIM were the PSI (Personal

• Intermediate stage. ESP on PSI and SIMPOS Sequential Inference machine) and CHI (High-Performance
• Final stage. KL1 on Multi-PSI (or PIM) and PIMOS (PSI back-end Inference unit). In the initial stage, PSI-I (1(c)) was

developed as the KL0 (Kernel Language Version 0) machine.machines are also used as pseudo multi-PSI systems.)
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Figure 3. Transition of R&D results of hardware system.

PSI-I had around 35 K LIPS execution speed. Around 100 • At the final stage, ICOT completed developed prototype
hardware consisting of three large-scale PIM modulesPSI-I machines were used as main WSs (workstations) for the
and two small-scale experimental PIM modules (3(a)).sequential logic programming language, ESP, in the first half
These modules are designed to be equally suited to theof the intermediate stage. CHI-I (1(c)) achieved around 200 K
KL1 machine for inference and knowledge base manage-LIPS execution speed by using WAM instruction set and high-
ment, and to be able to have installed all programs writ-speed devices. In the intermediate stage, PSI was redesigned
ten by KL1, in spite of their using different architectures.as the multi-PSI FEP (Front End Processor) PSI-II and has a

performance of around 330 K LIPS to 400 K LIPS. CHI was
The VPIM system is a KL1-b language processing systemalso redesigned as CHI-II (2(c)), with more than 400 K LIPS
which gives a common base for PIM firmware for KL1-b de-performance. PSI-II machines were the main WSs for ESP
veloped on conventional computers.after the middle of the intermediate stage and could be used

R&D on KBM continued until the end of the intermediatefor KL1 by the last year of the intermediate stage. PSI-III was
stage. An experimental relational database machine (Delta)developed as a commercial product by a computer company by
with four relational algebraic engines was trial-fabricated inusing PIM/m CPU technologies, with the permission of MITI,
the initial stage (1(b)). During the intermediate stage, a de-and by using Unix. R&D on PIM had been continued through-
ductive database simulator was developed to use PSIs without the project, as follows:
an accelerator for comparison and searching. An experimental
system was also developed with multiple name spaces, by us-

• In the initial stage, experimental PIM hardware simula- ing CHI. Last, a knowledge base hardware simulator with
tors and software simulators with 8 to 16 processors unification engines and multiport page memory was devel-
were trial-fabricated based on data flow and reduction oped in this stage (2(b)). ICOT developed database and knowl-
mechanism (3(a)). edge-base management software, called Kappa, on concurrent

basic software themes. At the beginning of the final stage,• In the intermediate stage, ICOT developed multi-PSI V1,
ICOT thought that adaptability of PIM with Kappa for thewhich was to construct six PSI-Is, as the first version of
various description forms for the knowledge base was morethe KL1 machine. The performance of this machine was
important than effectiveness of KBM with special mecha-only several K LIPS because of the KL1 emulator (2(c)).
nisms for the specific KB forms. In other words, ICOT thoughtIt did, however, provide evaluation and experience by de-
that deductive object-oriented database technologies were notveloping a very small parallel OS in KL1. This meant
yet sufficiently mature to design KBM as a part of the proto-that ICOT could develop multi-PSI V2 with 64 PSI-II
type system.CPUs connected by a mesh network (2(a)). The perfor-

mance of each CPU for KL1 was around 150 K LIPS, and
Overview of R&D Results of Software Systemsthe average performance of the full multi-PSI V2 was 5

M LIPs. This speed was a significant improvement that The R&D of software systems was carried out on a number of
encouraged efforts at developing various parallel KL1 subjects listed below in each stage:
software programs, including a practical OS.

1. • Basic software• After development of multi-PSI V2, ICOT promoted the
(a) 5G kernel languagesdesign (2(a)) and trial-fabrication of PIM experimental

models (3(a)). (b) Problem solving and inference software module
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(c) Knowledge base management software module for writing parallel software and pragma (KL1-p) to describe
the division of parallel processes. Parallel inference machines,(d) Intelligent interface software module
multi-PSI and PIM, are based on KL1-b. Various parallel soft-(e) Intelligent programming software module
ware, including PIMOS, is written in KL1-c and KL1-p.(f) SIM software module of pilot model for develop-

A’um is an object-oriented language. The results of devel-ment support
oping the A’um experimental language processor reflect im-

2. 1(a)–(e) (as in the initial stage) provements in KL1 (2(a), 3(a)).
(f) Experimental application system for basic software To research higher-level languages, several languages

module were developed to aid description of specific research fields.
3. • Basic software system CIL (complex indeterminate language) is an extended lan-

guage of Prolog that describes meanings and situations for(a) Inference control module
natural language processing (1(d), 2(d)). CRL (complex record(b) Knowledge-base management module
language) was developed as a knowledge representation lan-

• Knowledge problem software
guage to be used internally for deductive databases based on

(c) Problem solving and programming module nested relational database software (2(c)). CAL (contrainte
(d) Natural language interface module avec logique) is a sequential constraint logic language for con-
(e) Knowledge construction and utilization module straint programming (2(b)).

Mandala was proposed as a knowledge representation lan-(f) Advanced problem solving inference method
guage for parallel processing but was not adopted because it(g) Experimental parallel application system
lacks a parallel processing environment, and there were not
enough experience with it in the initial stage (1(c)).R&D Results of Fifth-Generation Computer Languages. As the

Quixote is designed as a knowledge representation lan-first step in 5G language development, ICOT designed se-
guage and knowledge-base language for parallel processingquential logic programming languages KL0 and ESP (ex-
based on the results of evaluation by CIL and CRL. Quixotetended self-contained Prolog) and developed these language
is also a deductive object-oriented database language andprocessors (1(a)). KL0, designed for the PSI hardware system,
plays the key role in KBMS. GDCC (Guarded Definite Clauseis based on Prolog. ESP has extended modular programming
with Constraints) is a parallel constraint logic language thatfunctions to KL0 and is designed to describe large-scale soft-
processes CAL results.ware such as SIMPOS and application systems.

The transition is shown in Fig. 4.As a result of research on a parallel logic programming
language, Guarded Horn Clauses (GHC) were proposed as the
basic specification for KL1 (Kernel Language Version 1) R&D Results of Basic Software (OS). In the initial stage,

ICOT developed a preliminary programming and operating(1(a)). KL1 was then designed by adding various functions to
KL0 such as a macro description (2(a)). KL1 consists of a ma- system for PSI, called SIMPOS, using ESP (1(e),(f)). ICOT

continued to improve SIMPOS by adding functions corre-chine level language [KL1-b (base)], a core language (KL1-c)
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Figure 4. Transition of R&D results of 5G languages.
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sponding to evaluation results. ICOT also took into account Meta-programming technologies, partial evaluation tech-
nologies, and the learning mechanism were investigated asthe opinions of inside users who had developed software for

the PSI machine using SIMPOS (2(b),(f)). basic research on advanced problem solving and the inference
method (1(b), 2(b), 3(f)). The transition is shown in Fig. 5.Since no previous parallel OS suitable to its goals had been

developed anywhere in the world, ICOT started to study par-
R&D Results on Natural Language Processing Technolo-allel OS using our experiences with SIMPOS development in

gies. Natural language processing tools such as BUP (bottom-the initial stage. A small experimental PIMOS was developed
up parser) and a miniature electronic dictionary were experi-on the multi-PSI V1 system in the first half of the intermedi-
mentally developed in the initial stage (1(d)). These tools wereate stage (2(b)). Then, the first version of PIMOS was devel-
extended, improved and arranged into LTB (Language Tooloped on the multi-PSI V2 system and was used by KL1 users
Box). LTB is a library of Japanese processing software mod-(2(b)). PIMOS continued to be improved by the addition of
ules such as LAX (Lexical Analyzer), SAX (Syntactic Ana-functions such as remote access, file access and debugging
lyzer), a text generator and language databases (2(d), 3(d)).support (3(a)).

An experimental discourse understanding system, DUALS,The Program Development Support System was also devel-
was implemented to investigate context processing and se-oped by the end of the intermediate stage (2(b)).
mantic analysis using these language processing tools (1(d),With regard to DB/KB management software, Kaiser was
2(d)). An experimental argument system, called Dulcinea,developed as an experimental relational DB management
was implemented in the final stage (3(d)).software in the initial stage (1(c)). Then, Kappa-I and Kappa-

II were developed to provide the construction functions re-
R&D Results on Knowledge Utilization Technologies and Exper-quired to build a large scale DB/KB that could be used for

imental Application Systems. In the intermediate stage, ICOTnatural language processing, theorem proving and various ex-
implemented experimental knowledge utilization tools suchpert systems (2(c)). Kappa-I and Kappa-II, based on a nested
as APRICOT, based on hypothetical reasoning technology,relational model, were aimed at the database engine of deduc-
and Qupras, based on qualitative reasoning technology (2(c)).tive object-oriented DBMS.
In the final stage, such inference mechanisms for expert sys-In the final stage, a parallel version of Kappa, Kappa-P,
tems as assumption-based reasoning and case-based reason-was developed. Kappa-P can manage distributed databases
ing were implemented as knowledge utilization tools to be ap-stored on distributed disks in PIM (3(b)). Kappa-P and Qui-
plied to the experimental application systems (3(e)).xote constitute the KBMS.

As an application system, ICOT developed, in Prolog, an
experimental CAD system for logic circuit design support inR&D Results of Problem Solving and Programming Technolo-

gies. Throughout this project, from the viewpoint of mathe- the initial stage. ICOT also developed several experimental
expert systems such as a CAD system for layout and logicmatical theorem proving and program specification, ICOT has

been investigating proving technologies. The CAP (Computer circuit design, a troubleshooting system, a plant control sys-
tem, and a go-playing system written in ESP (2(f), etc).Aided Proof) system was experimentally developed in the ini-

tial stage (2(e)). TRS (term rewriting system) and Metis were Small to medium parallel programs written in KL1 were
also developed to test and evaluate parallel systems by thealso developed to support specific mathematical reasoning,

that is, the inference associated with equality (2(e)). end of the intermediate stage. These were improved for appli-
cation to PIM in the final stage. These programs are PAXAn experimental program for program verification and

composition, Argus, was developed by the end of the interme- (parallel semantics system analyzer), Pentomino solver short-
est path solver, and Tsume-go.diate stage (1(e) and 2(e)). These research themes concen-

trated on R&D into the MGTP theorem prover in the final ICOT developed several experimental parallel systems im-
plemented using KL1 in the final stage, such as the LSI-CADstage (3(c)).

Figure 5. Transition of R&D results of basic
software.
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system (for logical simulation, wire routing, block layout, and • A user interface consistent with widely used operating
systemslogical circuit design), a genetic information processing sys-

tem, a legal inference system based on case-based reasoning, • A higher level programming language which could pro-
and expert systems for troubleshooting, plant control, and go- vide more general theorem-proving capabilities: such as
playing (3(g)). Some of these experimental systems were de- new common infrastructure for advanced research into
veloped from other earlier sequential systems in the interme- computer science and technology
diate stage, while others are new application fields that
started in the final stage. For this reason, ICOT placed all the major software developed

in the FGCS Project in the public domain as ICOT Free Soft-
Infrastructure of the FGCS Project ware. However, all the major software systems, including the

PIMOS operating system, are written in KL1 and able to runAs explained earlier, the main language used for software im-
only on PIMs. This is obviously an obstacle to their dissemi-plementation in the initial stage was Prolog. In the intermedi-
nation.ate stage, ESP was mainly used, and in the final stage KL1

Around the end of the FGCS Project, general-purposewas the principal language.
MIMD parallel machines started to appear in the market forTherefore, ICOT used a Prolog processing system on a con-
large-scale numerical applications. They have the potential toventional computer and terminals in the initial stage.
provide greater processing power at low cost in the near fu-SIMPOS on PSI (I and II) was used as the workbench for
ture. Furthermore, they are equipped with a Unix-based op-sequential programming in the intermediate stage. ICOT
erating system with some extension for parallel processingused PSI (II and III) as a workbench and remote terminals to
such as the software called ‘‘Parallel Virtual Machine’’ (PVM).parallel machines (multi-PSIs and PIMs) for parallel pro-

In view of this, ICOT and MITI decided to carry out thegramming in the final stage. ICOT also used conventional ma-
FGCS Follow-on Project as a two-year project in June 1992.chines for simulation to design PIM and a communication (E-
The primary technical goal of the Follow-on Project was tomail, etc.) system. With regard to the computer network sys-
develop a new KL1 and PIMOS environment on Unix-basedtem, a LAN was used as the in-house system, and a LAN was
parallel machines to overcome the above obstacles. This newconnected to domestic and international networks via gate-
environment was named KLIC because a KL1 program isway systems.
compiled into a C program in this environment.

The second goal is to port several new and interesting sys-
OVERVIEW OF THE FGCS FOLLOW-ON PROJECT

tems developed in the FGCS Project to Unix-based machines
using KLIC. To achieve this goal, these systems had to be

Motivations and Objectives
made compact so that they could run on the Unix-based ma-

The parallel inference system built in the FGCS Project had chines which are currently much smaller than the PIMs. Fur-
the following drawbacks: thermore, new user interface portions have to be developed

using standard software tools such as the X-windows Motif.
• PIMs had processing and interprocessor communication These goals were attained by the end of the Follow-on Proj-

hardware specially devised for concurrent logic program- ect. Furthermore, even after the Follow-on Project was com-
ming. It had many experimental features and consider- pleted, many researchers at ICOT member universities re-
ation of their cost was premature. This prevented wider fined and developed more software systems as ICOT Free
availability of the hardware. Software (http://www.icot.or.jp/).

• KL1 was the only high-level programming language
available on the system. This prevented utilization of al- Overview of R&D Activities of the Follow-on Project
ready existing software written in other languages.

In the final stage of the FGCS Project, ICOT had more than
• The operating system of PIMs had a user interface much 50 research themes, including about 20 parallel application

different from commonly used operating systems. New systems. The general technical goal of the Follow-on Project
users needed to get over this threshold before enjoying was to make major software systems developed in the FGCS
the benefits. Project operational on Unix-based machines. Thus, the pri-

• Although KL1 was appropriate for the description of par- mary technical goal was the development of a new KL1 and
allel symbolic processing programs, it does not have fea- PIMOS environment named KLIC on Unix-based machines.
tures of theorem-proving mechanisms for the full first- In choosing other themes, selection criteria included whether
order logic, and higher level logic programming were the theme would have a large impact on the future of com-
needed. puter science, and whether progress could be effectively accel-

erated by the use of parallel processing. The following re-
These had been obstacles to broader utilization of the soft- search themes were chosen for the Follow-on Project:
ware developed in the FGCS Project. To overcome these ob-
stacles, the following had to be achieved:

• Parallel basic software
1. KLIC system: a KL1 programming environment for• An efficient and portable implementation of KL1 on com-

sequential and parallel Unix-based machinesputer hardware accessible to a wider range of research-
2. Evaluation of PIM architectures and their KL1 lan-ers

guage processors• Language features to allow smooth linkage with already
existing software 3. Parallel nested relational DBMS, Kappa
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• Knowledge processing software ICOT started discussions on how to introduce the merits of
OO databases into the above framework.1. Parallel theorem prover, MGTP

In the final stage of the FGCS Project, ICOT started the2. Knowledge representation languages:
design of a deductive and OO databases language and DBMS,• Deductive object-oriented language, Quixote
which resulted in the knowledge representation language,• Parallel constraint logic programming language,
Quixote. As Quixote has rich OO based functions combinedGDCC
with a deductive language, it can fulfill the requirements for• Heterogeneous distributed cooperative problem solv-
describing complex knowledge fragments, such as legal rea-ing system, Helios
soning, biological reactions, and the semantic structure of

3. Generic information processing systems natural language. In the Follow-on Project, intensive efforts
• DNA and protein sequence alignment and editing were made to improve the language specification and system

system implementation, and the system was ported to Unix-based
• New algorithms for sequence and structure analysis machines using KLIC.
• Biological DBMS and KBMS

4. Legal reasoning system, new Helic-II Genetic Information Processing Systems. Research on genetic
information processing was started with parallel processing

KLIC System. The KL1 system consists of a KL1 compiler of multiple alignment of protein sequences. This research
and a runtime library. The KL1 compiler is written in KL1 topic had been continued in the Follow-on Project and ex-
and compiles a KL1 program into a C program. The runtime tended to a sequence alignment and editing system. The sys-
library is prepared as a library of C programs which provide tem can handle both protein and DNA sequences. Its align-
functions such as debugging, monitoring, parallel execution ment algorithm is based on a DP matching algorithm. The
management, resource management, and so on. These func- use of genetic algorithms gives better alignments for some
tions are almost the same as the ones which PIMOS provides interesting cases. The use of constraints between some amino
on the PIMs. acids or nucleic acids was attempted in order to narrow the

The development of KLIC was done in two steps: sequen- search space. The system was ported to Unix-based parallel
tial version and parallel version. The parallel version uses the machines and is available to biologists. Research on predic-
software called PVM which provides a standard interface for tion of protein structure was made in the Follow-on Project.
interprocessor communications over parallel or distributed The use of the Hidden Markov Model (HMM) gave interesting
machines. results in some cases.

Research on biological DBMS and KBMS was made in con-
Parallel Theorem Prover, MGTP. MGTP is a model genera- nection with research on knowledge representation lan-

tion theorem prover for full first-order logic. It is one of the guages. Some biological reactions as well as the characteris-
most successful application programs in the FGCS Project. tics of biological and chemical materials were written in
Generally, it has been well known that theorem provers have Quixote and stored in the knowledge-base.
a very large search space and thus would be an interesting
application of parallel processing. However, its computational Legal Reasoning System, New Helic-II. Research on Helic-II
structure is very irregular, and it is hard to predict how its was started in the final stage of the FGCS Project. It was one
search tree will extend its balances. Thus the computation of the application systems developed to generally evaluate the
has to be divided into parallel processable operations and al- KL1 and PIMOS environment, knowledge representation lan-
located to many elemental processors. guages, and other software tools. To analyze a given case and

MGTP successfully implemented this job division and allo- predict all the possible judgments, Helic-II uses two knowl-
cation in the KL1 and PIMOS environment on the PIM model edge-bases and two inference engines (case knowledge-base
in late 1991. In the Follow-on Project, MGTP became the fast- with case-based reasoning and rule knowledge-base with rule-
est theorem prover of this kind in the world and proved some based reasoning). The rule-based engine was built on the
open problem in quasi group theory. Furthermore, some of MGTP theorem prover as its kernel. In the FGCS Follow-on
the MGTP provers were provided as tools for practical appli- Project, the new Helic-II added more sophisticated functions
cations such as the rule-based engine of the Hellic-II legal to Helic-II in order to simulate a debate between a prosecutor
reasoning system. This indicates that a theorem prover can and a lawyer.
be regarded as a higher-level inference engine and that it can This system was very successful not only in demonstrating
be adapted for knowledge processing applications such as the usefulness of the FGCS technology, but also in showing
KBMS, natural language understanding, and software engi- possible uses for the FGCS technology which are beyond ini-
neering. tial expectations. It also showed a better understanding of

how FGCS technology can be used for applications in social-
Knowledge Representation Languages. In the FGCS Project, science areas.

the research on knowledge representation language had been
based on mathematical logic. The research started from
nested relational databases and deductive languages. In the PROMOTING ORGANIZATION OF THE FGCS PROJECT
intermediate stage, research on constraint logic programming
language started. On the other hand, research on Object-Ori- ICOT was established in 1982 as a nonprofit core organiza-

tion for promoting the FGCS Project and it began R&D workented (OO) languages at ICOT was mainly done with system
description languages such as ESP, which is extended Prolog on fifth-generation computers in June 1982, under the aus-

pices of MITI. Establishment of ICOT was decided after con-developed as a programming language for PSI machines.
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Figure 6. ICOT organization.

sidering the following needs and the efficiency offered by a ICOT consisted of a general affairs office and a research cen-
ter, as shown in Fig. 6.centralized core research center for promoting original R&D:

The organization of the ICOT research center was changed
depending on the progress being made, as shown in Fig. 7. In• R&D themes should be directed and selected by a strong
the initial stage, the research center consisted of a researchleadership, with the goal of hardware and software inte-
planning department and three research laboratories. Thegration based on a unified framework of fifth-generation
number of laboratories was increased to five at the beginningcomputers, throughout the ten-year project period.
of the intermediate stage. These laboratories became one re-

• It was necessary to develop and nurture researchers search department and seven laboratories in 1990.
working together because of the shortage of researchers The number of researchers at the ICOT research center
in the field. increased yearly, from 40 in 1982 to 100 at the end of the

• A core center was needed to exchange information and to intermediate stage.
collaborate with other organizations and outside re- All researchers at the ICOT research center were trans-

ferred from national research centers, public organizations,searchers.

1983 1984 1985 1986 1987 1988 1989 1990 1991 1992 1993 19941982

42 45 50 80 90 95 100 100 90 60 50 5040Number of
researchers

11 12 12 12 13 16 19 19 17 1711
Number of

researchers’
organizations

7 8 13 15 9 13 13 15 17 17 7 77Number of committee
and working/task groups

Research Center

Research planning department / Section

1st R. Lab.
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4th R. Lab.
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1st R. Lab.
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3nd R. Lab.

4th R. Lab.

5th R. Lab.

6th R. Lab.

7th R. Lab.

1st R. Lab.
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Figure 7. Transition of ICOT research center organization.
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computer vendors, and the like. To encourage young creative based on memorandums with the National Science Founda-
tion (NSF) in the United States, the Institute National de Re-researchers and to promote imaginative R&D, the age of re-

searchers was limited to 35 years. Because all researchers cherche en Informatique et Automatique (INRIA) in France,
and the Department of Trade and Industry (DTI) in thewere normally transferred to the ICOT research center for

three to four years, ICOT had to continually receive and nur- United Kingdom (Fig. 9).
Figure 9 shows the overall structure for promoting thisture newly transferred researchers. ICOT had to make con-

siderable effort to continue to consistently advance R&D de- project. The entire cost for the R&D activities of this project
was supported by MITI based on the agreement betweenspite researcher rotation. This rotation meant that ICOT was

able to maintain a staff of researchers in their thirties, and MITI and ICOT. Yearly and at the beginning of each stage,
ICOT negotiated its R&D plan with MITI. MITI received ad-could also easily change the structure of its organization.

In total, 184 researchers had been transferred to the ICOT vice of this R&D plan and evaluations of R&D results and
ICOT research activities from the FGCS Project advisoryresearch center for an average transfer period of 3 years and

eight months. The number of organizations that transferred committee.
ICOT executed the core part of R&D and had contractsresearchers to ICOT also increased, from 11 to 19. This in-

crease in participating organizations was caused by the habit with eight computer companies for experimental production
of hardware and development software. Consequently, ICOTof the approximately 30 supporting companies, to transfer re-

searchers to ICOT midway through ICOT’s intermediate could handle all R&D activities, including the developmental
work of computer companies toward the goals of this project.stage.

The themes each laboratory was responsible for changed ICOT set up committees and working groups to discuss
and to exchange opinions on overall plans, results, and spe-occasionally depending on the progress made. Figure 8 shows

the assignment of research themes to each laboratory in the cific research themes with researchers and research leaders
from universities and other research institutes. Consideringfinal stage.

Every year several visiting researchers were invited from construction and the number of people in each working group,
around 10 to 20 members, the total number in the committeeabroad for several weeks at ICOT’s expense for discussions

and to exchange opinions on specific research themes with and working groups was about 150 to 250 each year.
ICOT researchers. During the project, 74 researchers from 12
countries were invited in this program.

DISTRIBUTION OF R&D RESULTS AND INTERNATIONALICOT also received six long-term (about one year each) vis-
EXCHANGE ACTIVITIESiting researchers from foreign governmental organizations

Because the project was a national project in which world-
wide scientific contribution was very important, ICOT had
made every effort to include its R&D ideas, processes, and
project results when presenting ICOT activities. ICOT also
collaborated with outside researchers and other research or-
ganizations.

These efforts had contributed to progress in parallel and
knowledge processing computer technologies. The R&D ef-
forts in these fields have increased because of the stimulation
provided by the project. The R&D efforts continued to in-
crease through distribution of R&D results. Many outside re-
searchers have also made significant contributions to the
FGCS Project through their discussions and information ex-
changes with ICOT researchers.

For example, GHC, a core language of the parallel system,
was created through discussion with researchers working on
Prolog and Concurrent Prolog. The Performance of the PSI
system was improved by introducing the WAM instruction set
proposed by Professor Warren.

ICOT had several programs for distributing the R&D re-
sults of the project, to exchange information and to collabo-
rate with researchers and organizations.

1. The important way to present R&D activities and re-
sults was publication and distribution of ICOT journals
and technical papers. ICOT published and distributed
quarterly journals, which contain introduction to ICOT
activities and technical papers to more than 600 loca-
tions in 35 countries. ICOT periodically published and
sent more than 1800 technical papers to around 30
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FGCS project.

dresses. These technical papers consisted of more than four Japan-France AI symposiums since 1986, four Ja-
700 TRs and 1100 TMs published since the beginning pan-US AI symposiums since 1987 (cosponsored with
of the project. A third of these technical papers were NSF of the US), and two Japan-U.K. workshops since
written in English. 1989 (cosponsored with DTI of the U.K.).

• ICOT also hosted domestic symposiums on the project2. In the second program, ICOT researchers had discussed
and logic programming conferences every year.research matters and exchanged information with out-

side researchers. 4. Because the entire R&D cost of the project was provided
• ICOT researchers had made more than 450 presenta- by the government, such intellectual property rights

tions at international conferences and workshops, and (IPR) as patents, which had been produced in the proj-
at around 1800 domestic conferences and workshops. ect, belong to the Japanese government. These IPRs are
They had visited many foreign research organizations managed by AIST (Agency of Industrial Science and
to discuss specific research themes and to explain Technology). Any company wishing to produce commer-
ICOT activities. cial products that use any of these IPRs must get per-

• Every year, ICOT had welcomed around 150 to 300 mission to use them from AIST. For example, PSI and
foreign researchers and specialists in other fields to SIMPOS were commercialized by companies licensed by
exchange information with them and explain ICOT ac- AIST. The framework for managing IPR must impar-
tivities to them. tially utilize IPR acquired through the project. That is,

• As already described, ICOT invited 74 active research- impartial permission to domestic and foreign compa-
ers from specific technical fields related to FGCS nies, and among participating companies or others is
technologies. ICOT also received six long-term visit- possible because of AIST.
ing researchers sent from foreign governmental orga-

5. Software tools developed in the project that are not yetnizations based on mutual agreements. These visiting
managed as IPR by AIST can be used by other organiza-researchers conducted research at ICOT and pub-
tions for noncommercial aims. ICOT started its Worldlished the results of that research.
Wide Web server (http://www.icot.or.jp/) in October,

3. ICOT sponsored the following symposiums and work- 1994. These software tools were distributed through the
shops to disseminate and exchange information on the above URL by ICOT until September, 1995, and by
R&D results and on ICOT activities: AITEC (Research Institute for Advanced Information
• ICOT hosted the International Conference on FGCS

Technology) from October, 1995, according to the re-in November 1984 (1). Around 1,100 persons partici-
search tools permission procedure. They include morepated and the R&D results of the initial stage were
than 20 software tools, such as PIMOS, PDSS, Kappa-presented. This followed the International Conference
II, the A’um system, LTB, the CAP system, the cu-Pro-on FGCS in 1981 (2), in which the FGCS Project plan
log system, and the TRS generator. In other cases,was presented. ICOT hosted the International Confer-
ICOT made the source codes of some programs publicence on FGCS in November 1988 (3). 1,600 persons
by printing them in technical papers.participated in this symposium, and the R&D results

6. On specific research themes in the logic programmingof the intermediate stage were presented. Further,
field, ICOT has collaborated with organizations such asICOT hosted the International Conference on FGCS
Argonne National Laboratory (ANL), National Institutein December 1992 (4), where the R&D results in the
for Health (NIH), Lawrence Berkley Laboratory (LBL),final stage were presented and demonstrated.
Swedish Institute of Computer Science (SICS), and Aus-• ICOT had held seven Japan-Sweden (or Japan-
tralia National University (ANU). Furthermore, in theSweden-Italy) workshops since 1983 (cosponsored

with institutes or universities in Sweden and Italy), Follow-on Project, ICOT set up tighter collaborative re-
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search projects with the University of Bristol and the ACKNOWLEDGMENTS
University of Oregon.

It is very difficult to describe all R&D activities during the
FGCS Project and the FGCS Follow-on Project, because thereAround the end of the FGCS Project, MITI organized a
had been many research themes in various areas related tohigh-level committee to assess the research results of the
FGCS technologies. Takashi Kurozumi summarized theFGCS Project (5). One of its conclusions was that the results
FGCS Project at FGCS’92 (10) and Shuichi Uchida summa-were considered to be still so far away from the market’s
rized the FGCS Follow-on Project at FGCS’94 (11). This arti-needs that computer companies could not commercialize them
cle is mainly based on the above two reports. The author espe-in a few years although they can be of great value from an
cially wishes to thank Takashi and Shunichi for theiracademic point of view.
permission to use their work.After ICOT was closed, AITEC was established in October,

1995, as a subsidiary organization to the Japan Information
Processing Development Center (JIPDEC). It has two roles:
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