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Figure 2. Example of CAM contents.

CAM can operate as a RAM wherein the address is used to
get the corresponding word.

IMPLEMENTATION

A simple block diagram of CAM for m words with n bits perCONTENT-ADDRESSABLE STORAGE
word is shown in Fig. 1. The masking register is used to spec-
ify a subfield of the comparand register to be chosen as theConsider a list of student records being stored in a computer
key. The contents of each word in CAM is chosen according tomemory, each record containing a student’s name, a student’s
the masking register. The selected subfields of all the wordsID number, a phone number, and a grade. The instructor is
in CAM are compared to the key simultaneously. For thosetrying to get a list of students’ names with A grades. The
words that match the key, the corresponding indicators willconventional method of solving this task requires reading all
be set and the contents placed in the output register.records in the list sequentially and comparing all grades to A.

Consider an example with CAM contents as displayed inFor those records with grades equal to A, the corresponding
Fig. 2. From the bit pattern that appears in the masking reg-names are identified. This implementation seems to be
ister, only the middle 4 bits of the comparand register arestraightforward, but could be time-consuming. To speed up
selected as a key. The key is then compared to three words inthe search, one might suggest using additional hardware to
CAM and Word 2 and Word 3 will be chosen.perform comparisons simultaneously. The matched records

The performance of CAM relies on its ability to conduct thecould then be found with a shorter delay. Content-ad-
comparisons simultaneously. Therefore, additional circuitsdressable memory (CAM) was, therefore, introduced to speed
are required to perform the task. Figure 3 shows a simpleup many data-processing applications.
logic circuit for a 1-bit CAM cell, which includes circuits forIn a typical memory unit, an address is first specified and
reading from and writing into the memory cell as well as athe corresponding content is then read. In CAM, the content
match circuit for comparing the flip-flop contents to a corre-can be identified for access by the data themselves, rather
sponding bit in comparand register. Output for a match cir-than by an address in read-only memory (ROM) or random-
cuit is set to 1 if the data in the cell match the data in theaccess memory (RAM). For the preceding example, if CAM is
corresponding bit in the comparand register or if the bit isused to store student records, the search process is replaced
not selected as a subfield of the key. The match indicator forby simultaneous comparisons of all students’ grades to the
a word will be set only if all match circuits within a word aregrade A. Names of students with an A grade will then be se-
set to 1. Figure 4 shows a bit slice of CAM that is formed bylected and the process finished. To perform the comparisons
selecting a memory cell at the same position for each memoryin a parallel fashion, hardware for memory has to be modified
word in CAM. The fully parallel CAM allows all bit slices toand the cost of the memory is increased. For this reason, CAM
perform comparisons in parallel. The comparison result fromis employed only when the search time is crucial, even though
each selected bit in a memory word will be available simulta-
neously to specify the match indicator. But the circuits
for each cell and the communication among cells makes
CAM more expensive and complicated than conventional
storage.
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Figure 1. CAM block diagram. Figure 3. Logic diagram of CAM bit cell.
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When only one bit slice is allowed to perform comparisons
at any given time, delays for determining the match indicator
can be expected. On the other hand, significant savings on
hardware can be achieved. Figure 4 illustrates an implemen-
tation of a bit serial CAM in which a set of processing ele-
ments (PE) is added to the memory. To perform the compari-
sons among bits in the same bit slice and key, additional
circuits are provided to read bit slices and place each bit in
the corresponding PE. All PEs perform comparisons simulta-
neously, and the bit slices are replaced when the comparisons
are finished.

For a bit serial CAM, a PE is assigned to each word in
CAM, and all PEs can perform the processing simultaneously.
Comparison, as described previously, is one of the functions
that can be conducted by PEs. If PEs are enhanced to have
registers and arithmetic logic capabilities, the bit serial CAM
can be treated as a SIMD (single instruction stream multiple
data stream) computer (1).

The discussions of CAM implementations thus far have
been at bit level. It is also possible to expand the implementa-
tions discussed previously to be character based, word based,
or field based. This can be achieved by adding additional
hardware for fully parallel CAM or by developing algorithms
for bit serial CAM. Numerous algorithms have been proposed
in Ref. 2 for performing fast search and ordered retrieval of
data in a bit serial CAM.

For applications where speed is a critical factor and the
amount of information is relatively small, CAM is usually
considered. Recent advances in semiconductor processing and
memory design have increased the density and lowered the
cost of CAM devices and expanded the applications for CAMs.
CAM applications can be found mainly in the areas of data-
base environment (3), signal processing (1,4–6), network rout-
ing tables, and computer address mapping for cache memory
and translation look-aside buffers (5,7).
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