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called battery life. Naturally, users of portable electronics
prefer to use equipment with the longest possible battery life.
In order to increase battery life, one can either use a longer-
lasting battery or design the system so that it consumes less
power. Unfortunately, progress in battery design has been
slow, and longer-lasting batteries can be heavier, which is un-
desirable in portable equipment. This has led equipment
manufacturers to pursue aggressively new and innovative de-
signs that consume as little power as possible.

Modern portable equipment contains a variety of power-
consuming components, such as integrated circuits (IC) or
chips, disk drives, and display devices (typically liquid-crystal
displays for computers and PDAs). In the pursuit of low-
power design, it is natural to start by reducing the power of
the most power-consuming components of a system. Thus,
much has been done lately to reduce the power consumption
of displays and disk drives, as these parts can consume large
amounts of power if not well designed.

This article will focus on integrated circuits, which are per-
vasive throughout the electronics industry, and not just in
portable components. Indeed, low-power ICs are desirable not
only for prolonging battery life, but also for better IC reliabil-
ity, in both portable and line equipment. This is because if the
heat generated in a high-power IC is not properly dissipated
(through the use of expensive IC packages), the chip tempera-
ture will rise, degrading the circuit performance and aggra-
vating various failure mechanisms that can cause the chip to
fail much sooner than it otherwise would.

Due to the complexity of modern integrated circuits (mil-
lions of transistors per chip), ICs are designed by using so-
phisticated computer-aided design (CAD) software systems.
These consist of myriad software tools (CAD tools) that can
be used to enter a description of the design in terms of its
parts or behavior, simulate the design using computer simu-
lation models in order to verify its correctness, and then
transform the design into the low-level physical specifications
(layout) required to manufacture the chip. The design process
of state of the art ICs is a very complex procedure involving
design groups of hundreds of people, for periods of a year or
a few years. This involves the use of many CAD tools, and the
overall project requires careful planning and management.
The overall flow of activities is referred to as the design meth-
odology. Thus, in recent years, the industry has been slowly
shifting toward the use of a low-power design methodology.
While these efforts are still continuing, it is clear that part of
such a methodology must be CAD capabilities for estimating
the power requirements of a proposed design, and for optimiz-
ing (reducing) the power consumption of a proposed design.
Only recently have such power estimation and optimization
tools been introduced into the market place, and it is certain
that better tools will be released in the future as a result ofPOWER ESTIMATION AND OPTIMIZATION
current research and development efforts in both industry
and academia.In recent years, there has been great demand for portable

electronic systems, such as cellular phones, two-way pagers, Electronic circuits are usually classified as either digital or
analog. Digital circuits are those that implement logic func-personal digital assistants (PDA), and general portable audio

and video communications equipment. If current market tions, and are pervasive throughout modern electronic equip-
ment. Analog circuits process signals that do not have dis-trends persist, as is generally believed, then these systems

will probably continue to be in high demand in the future. A crete (logic) states, but are more continuous in nature.
Amplifiers are a common example of analog circuits. This ar-common feature of all portable systems is that they are usu-

ally powered by batteries, and that the power consumption of ticle will focus on digital circuits, for the following reasons.
Analog circuits are typically small (in terms of their numberthe system determines how long one can use the equipment

before having to replace or recharge the batteries, the so- of components), so that designers can easily predict their
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power from their knowledge of the design. Furthermore, de- 3. Standby current
signers have a few good design practices that lead to low- 4. Leakage current
power analog circuits, beyond which there is little scope for
computer-aided optimization. Finally, since most systems are These will be explained with the help of the CMOS in-
becoming predominantly digital, it is the digital parts that verter circuit in Fig. 1. During a low-to-high output transi-
are consuming the most power, and it makes sense to focus tion, power supply current is required in order to charge up
on digital chips. the output capacitance CL. This is indicated by the current

The most power-consuming logic ICs are the very large path labeled I1 in the figure. In the next transition (high-to-
scale integration (VLSI) components. ICs of this type can con- low), the output capacitance is discharged through the local
tain millions of transistors and consume several tens of watts discharge current path I2. Since the charge is not returned to
of power. Next generation VLSI circuits are forecasted to con- the power supply, there is a net transfer of charge from the
sume around 100 W, which requires very costly packaging power supply to the ground rail. The component of current
and system design solutions. VLSI circuits are built mostly in required to charge or discharge circuit capacitances is called
complementary metal-oxide-semiconductor (CMOS) technol- the capacitive current, and the power resulting from it is
ogy transistors. Even though CMOS was originally introduced called the capacitive power. This component of power repre-
for its desirable low-power properties, the sheer number of sents the biggest component of IC power. It depends only on
transistors per chip and the high clock frequencies used have the magnitude and number of capacitors, and on how often
led to the present situation, where modern VLSI CMOS they are charged/discharged.
micro-processor chips are dissipating up to 60 W or more. Still referring to the CMOS inverter in Fig. 1, the short-

It is instructive to consider why it is that modern chips circuit current is the current that flows from the power supply
consume so much power, and how the technology has evolved directly to ground through the two p and n transistors during
up to this point. In broad terms, power in VLSI CMOS is di- a logic transition. This current takes the form of a current
rectly proportional to the supply voltage, transistor count, pulse, and it is there because for a short time interval during
and clock frequency. Although the supply voltage has been a logic transition both transistors will be conducting. If the
steadily and slowly reduced over the last few years in order circuit is well designed, so that the gate input signal makes a
to control the chip power, the exponential increase in transis- fast logic transition, then the short-circuit current pulse will
tor count and clock frequency since the early 1970s has been be narrow, and the short-circuit power will be relatively
a phenomenal trend; this trend is the main cause for the high small. In this case, for typical circuits, this component of the
levels of power dissipation in modern ICs. The Semiconductor power would represents a small fraction (about 15%) of the
Industry Association (SIA) road-map for 1998–2001 forecasts total circuit power. Otherwise, if the gate input signal is slow,
transistor widths around 0.18 �m, clock frequencies of 300 to this component can be more important. In any case, the total
600 MHz, and 28 to 64 million transistors per chip. Some of short-circuit power of a logic circuit depends on the number
these predictions have already been met or exceeded. of gates, how often they switch, and how fast their inputs

Managing the power of a chip design adds to the list of switch.
problems that IC designers have to contend with. In the The sum of the short-circuit and capacitive power contribu-
1970s and 1980s, designers had to worry about two dimen- tions is called the dynamic power of the design, because this
sions, namely circuit delay and circuit area. In the 1990s and power is dissipated only during logic transitions. In contrast,
beyond, power has become the third dimension, significantly the power due to the standby and leakage current is not di-
complicating the overall design methodology. This article cov- rectly linked to logic transitions, and the sum of the standby
ers the CAD techniques and tools that have been developed and leakage power is called the static power.
or proposed to help designers overcome this problem, specifi- Standby current refers to current that is continuously
cally for digital CMOS VLSI chips. In some cases, where CAD drawn from the power supply, but excluding leakage current.
techniques are not available, certain design decisions and While a fully complementary static CMOS gate, as in Fig. 1,
choices that can be made to reduce the power are briefly men- consumes no standby current, the chip may contain other
tioned. This has been an active area of research in the recent
past. Some good survey articles have been written on the
overall methodology (1), the estimation problem (2,3), and the
optimization problem (4,5).

SOURCES OF POWER DISSIPATION

A CMOS VLSI chip dissipates power because it draws current
from its power supply. Indeed the product of the average sup-
ply current and the (approximately constant) power supply
voltage gives the average power dissipation of the chip. The
supply current consists of four components, listed here in de-
creasing order of importance:

I1

I2 CL

Vdd

1. Capacitive current

2. Short-circuit current Figure 1. Current flow in a CMOS inverter during a logic transition.
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types of circuitry (memory circuits, pseudo-nMOS gates, pass- 3. Reduce the Node Activity-Capacitance Product by De-
sign. The third option is to reduce the product of nodetransistor logic), which can draw standby current from the

power supply. switching activity and node capacitance. This leads to
power reduction because the capacitive power dissipa-Finally, the leakage current is of two kinds, diode leakage

and subthreshold leakage. The diode leakage current is the tion of the whole circuit is proportional to the summa-
tion of product terms of the form Cif i, where Ci is thesmall, often negligible, current which flows in a reverse-

biased pn-junction. Reverse biased pn-junctions abound in capacitance at node i and f i is its average switching fre-
quency. This can be achieved by either reducing f i, with-CMOS circuits, since all drain and source diffusions consti-

tute reverse biased diodes. This current is small, typically in out reducing the overall clock speed, or reducing Ci, by
reducing the fanout, or both. This can be done throughthe 10�12 A range for a single diode. It is, therefore, often ne-

glected. The subthreshold leakage current is the current that proper design of the circuit. In contrast, the circuit/logic
designer has no control over the supply voltage, and onflows in an MOS transistor when it is supposed to be off (open

circuit, due to vgs � 0). Even though this current is also small, the basic capacitance per unit area of the metal, both of
which are determined by the manufacturing process.it is becoming more important nowadays because it increases

significantly for low-threshold transistors that are being pro-
posed for future low-power IC technology.

VLSI DESIGN ABSTRACTION LEVELS

The design process for VLSI spans many levels of abstraction.THE POWER DESIGN SPACE
When the design is specified as an interconnection of logic
gates, we refer to that as being a logic-level view of the de-If a capacitor C is being charged from 0 to a voltage V and
sign. When the design is described as an interconnection ofthen discharged, and if this happens f times per second, then
transistors, it is said to be at the transistor-level. When de-the average power being delivered by the charging circuitry
scribed in terms of its layout, the design is said to be at theis CV 2f . Since capacitive power is the dominant component of
physical or layout level. Designs are usually specified at highthe total power, this simple analysis makes it clear that the
levels of abstraction, and then the design effort is aimed atpower dissipation of a VLSI chip depends on the node capaci-
translating that description to lower levels of abstraction, alltances, the power supply voltage, and the node-switching fre-
the way to the layout level. Higher levels of abstractionquencies. Thus, in order to develop low-power chip designs,
include the architectural-level (also called register-transfer-the industry has attacked this problem on three fronts:
level, or RTL). At this level, the structure of the design is spec-
ified, typically in terms of functional blocks and memory

1. Reduce the Power Supply Voltage. This option is most
elements. Yet another higher level of abstraction is the behav-

attractive because of the quadratic dependence on V.
ioral-level, where the chip behavior, rather than structure, is

However, this is not easy to implement. For one thing,
described in terms of interconnections of behavioral/func-

with a new supply voltage, the whole transistor manu-
tional modules. Digital signal processing (DSP) chips are typi-

facturing process may have to be modified so that the cally represented at the behavioral level, while general micro-
transistors have lower threshold voltages and reason- processors are specified at the architectural level. DSP
able noise margins. This can be very expensive. Another designs are transformed from the behavioral to architectural
complication is that it would complicate the overall sys- level using high-level behavior-preserving transformations. In
tem design if some chips are at 5 V while others are at reality, complex chips are specified as a mix of behavioral and
3 V. Thus, if a microprocessor design is to be executed architectural constructs, because some parts of the system
with a 3.3 V supply, then enough support chips must be may be amenable to an algorithmic (behavioral) descriptions,
made available on the market so that the whole board while others may not.
or system is at 3.3 V. The industry has by now migrated Since most designs are implemented by transforming some
from 5 V to 3.3 V, although 5 V technology is still in high-level specifications to lower-level implementations, a
use, and is forecasted to slowly migrate to 2 V, or even gate or transistor level representation of the chip may not be
1 V supplies. Currently, semiconductor companies are available until the design process is almost complete. If one
struggling with the technology design issues for transis- were to get to that point and only then discover (using a
tors with such low supply voltages. In summary, this power estimation tool) that the power consumption is unac-
voltage scaling is expensive and slow, and it is impera- ceptably high, then it would be too expensive to make design
tive that other options be explored. changes. The circuit may require significant rework, involving

2. Reduce the Node Capacitance, by Scaling (Shrinking) the perhaps changes to the overall architecture of the chip, so
Technology. Smaller transistors lead to logic gates with that the whole design effort may have to be repeated. For this
less output capacitance, which leads to faster gates and reason, it would be very beneficial to have a power estimation
overall higher clock speeds. This is desirable for improv- capability at a high level of abstraction. However, as we will
ing chip and system performance, but the smaller ca- see below, estimation from a high level of abstraction is po-
pacitances also provide for lower power dissipation per tentially inaccurate, while low-level power estimation can be
logic transition. Sometimes, though, the increase in very accurate. Therefore, a power estimation capability is
transistor count and clock frequency that results from needed at every level of abstraction, in order to check the de-
technology scaling offsets the power gains from reduced sign at every step in the design flow.
capacitance and the overall effect can be an increase in As for optimization, it is also generally believed that

higher reductions in power would be possible at higher levelspower.
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of abstraction, simply because there would be more scope for need to be estimated when the rest of the chip has not yet
been designed, or even completely specified. In such a case,changing and optimizing the design at a higher level. Once

the logic design has been specified, for instance, there is very very little may be known about the inputs to this block, and
exact information about its inputs may be impossible to ob-little that an optimization tool can do besides rewire certain

connections or resize certain gates. While, at the architectural tain. Furthermore, for a microprocessor or a DSP chip, the
exact data inputs cannot be determined a priori, because theylevel, an optimization algorithm may change the design to use

a different style of implementation altogether, say by using a depend on how the chip is used in the design of a larger board
or system.Booth rather an array multiplier, possibly leading to large

reductions in power. Thus, optimization capabilities are most Recently, several techniques have been proposed to over-
come this problem by using probabilities as a compact way tobeneficial at higher levels of abstraction, but are also needed

at every abstraction level. describe a large set of possible logic signals, and then study-
ing the power resulting from the collective influence of allIn the remainder of this article, we will discuss power esti-

mation and optimization techniques at the behavioral, archi- these signals. In order to use these techniques, the user only
specifies typical behavior at the circuit inputs, in the form oftectural, and logic levels. In the literature, estimation from a

transistor level and optimization at the layout level are also transition probability, or average frequency. If typical input
pattern sets are available, then the required input probabilitydiscussed, but these techniques will not be covered, due to

lack of space and also because there is more interest in the or frequency information can be easily obtained by a simple
averaging procedure. Thus, the average switching frequencyindustry in estimation and optimization at the higher levels

of abstraction. at a node is considered to be the mean or average of many
possible switching behaviors at the node.

We will classify power estimation techniques as being ei-
ther static or dynamic. An approach is called static when it isPOWER ESTIMATION
based on propagating a probability or activity measure di-
rectly through the logic, in order to estimate the averageBy power estimation we will generally refer to the problem of

estimating the average power dissipation of a digital circuit. switching frequency. To perform this, special models for cir-
cuit blocks must be developed and stored in the cell library.This is different from estimating the worst case instantaneous

power (6–8), also referred to as the voltage drop problem, or In contrast, other techniques, referred to as dynamic, do not
require specialized circuit models. Instead, they use tradi-the worst case power per cycle (9). These problems will not be

discussed in this article. Instead, we will focus on average tional simulation models and simulate the circuit, using ex-
isting simulation capabilities, for a limited number of ran-power estimation, which is directly related to chip heating

and temperature and to battery life. domly generated input vectors while monitoring the power.
These vectors are generated from user-specified probabilityGiven a transistor-level description, a simple and straight-

forward method of average power estimation is to simulate information about the circuit inputs. Essentially, these tech-
niques are based on statistical mean estimation resultingthe circuit, say using a circuit simulator, to obtain the power

supply voltage and current waveforms, from which the aver- from a Monte Carlo procedure. Using statistical estimation
techniques, one can determine when to stop the simulation inage power can be computed. Techniques of this kind were the

first to be proposed. Since they are based on circuit simula- order to obtain certain user-specified accuracy and confidence.
tion, these techniques can be quite expensive. In order to im-
prove computational efficiency, several other simulation- Logic Level
based techniques were also proposed using various kinds of

At this level of abstraction, we usually exclude special andRTL, gate-, switch-, and circuit-level simulation. Given a set
highly structured circuits such as memory arrays or PLAs,of input patterns or waveforms, the circuit is simulated, and
because these are not amenable to a gate level representationa power value is reported based on the simulation results.
and are perhaps better represented at higher levels of ab-Almost all of these techniques assume that the supply and
straction. Instead, we focus on circuits that can be repre-ground voltages are fixed, and only the supply current wave-
sented as an interconnection of logic gates (of any kind) andform is estimated.
memory elements (flip-flops or registers). In describing the es-Even though these simulation-based techniques can be ef-
timation techniques at this level, it is also helpful to restrictficient, their utility, in practice, is limited because the esti-
the discussion to synchronous circuits, and to circuits withmate of the power which they provide corresponds directly to
just a single clock. Circuits with multiphase clocks can bethe input patterns that were used to drive the simulation.
handled by extensions of the techniques to be presented. Fi-This points to the central problem in power estimation,
nally, another common simplification is to assume that thenamely, that the power dissipation is input pattern-depen-
memory elements are edge-triggered flip-flops, rather thandent. Indeed, in CMOS and in most other modern logic styles,
transparent latches. In a circuit with transparent latches, thethe chip components (gates, cells) draw power supply current
power analysis should be identical to the edge-triggered caseonly during a logic transition (if we ignore the small leakage
if no cycle-borrowing is employed.current). Thus, the power-dissipation is highly dependent on

The first issue to consider is the gate power model. A com-the switching activity inside these circuits. Simply put, a
mon simplification at this level of abstraction is to ignore themore active circuit will consume more power. Since internal
leakage power and to assume that a logic gate consumesactivity is determined by the input signals, then the circuit
power only when its output makes a logic transition. In real-power is input pattern-dependent.
ity, a gate does consume power due to incomplete output tran-In practice, the pattern-dependence problem is a serious

limitation. Often, the power dissipation of a circuit block may sitions and due to charging/discharging events at its internal
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capacitances that do not lead to an output transition, but the proposed power estimation techniques assume this parti-
tioning is provided, and take the following two-step approachthese are considered second-order effects and are generally

ignored. If, for now, we also ignore the short-circuit current, to power estimation:
it can be shown that the average energy consumed per logic

1. From an analysis of the overall (sequential) circuit,transition is:
compute certain switching statistics for the flip-flop out-
puts.

2. From a knowledge of the flip-flop switching statistics,
E = QVdd = 1

2
CV 2

dd

compute the switching activity for every logic gate in
where Vdd is the supply voltage, Q is the average charge deliv- the combinational blocks.
ered per transition, and where C is the gate output capaci-
tance, which includes the gate intrinsic (diffusion) capaci- This decoupling of the problem is purely a simplification. It
tance and the extrinsic capacitance due to interconnect leads to some loss of accuracy because the relationships be-
capacitance and gate oxide capacitance of the fanout gates. tween various flip-flop output values are lost when applying
This simple model is very desirable because it greatly simpli- the second step. The error is felt to be generally acceptable,
fies the power estimation problem and affords reasonable ac- and this is an ongoing research topic. The two steps men-
curacy. It is possible to include the short-circuit power in this tioned above will be discussed in detail in the following. It
model by choosing an appropriate value of C, which we will is simpler to start with a discussion of the second step, the
call Ceff (C-effective), such that (1/2)CeffV 2

dd represents the av- combinational circuit analysis, and then present the sequen-
erage energy per transition including the short-circuit power. tial circuit step.
Since the short-circuit power depends on the input signal
slope during transition and the output loading, this requires Combinational Circuit Power. Several power estimation

methods have been proposed for isolated combinational cir-one to assume a ‘‘nominal’’ slope for the gate input signals,
based on knowledge of the technology, and a nominal output cuits. All assume that some information is provided about the

circuit inputs, mainly in the form of switching statistics. Twoloading. The value of Ceff can be determined a priori during a
characterization step that takes these factors into account. statistics are deemed important, the signal probability and

the switching activity. The signal probability is the fractionThus, in summary, the average energy per output transition
for a logic gate is: of time that a node is in the high state. The switching activity

is the average number of logic transitions per second. Two
styles of techniques have been proposed: static and dynamic.

In the static methods, one directly propagates the supplied
E = 1

2
CeffV

2
dd

input statistics into the circuit to compute the corresponding
switching activity at all the nodes. We can give a flavor ofThus, all that is required in order to estimate the power is to

compute the average number of transitions per second for ev- these methods by considering one of the earliest proposed
techniques, the signal probability propagation method of (10).ery gate output node, a quantity which we will simply refer

to as the switching activity at that node. Similar modeling can In this method, the signal probability at the inputs to a logic
gate are propagated to its output by making the simplifyingbe performed for the flip-flops.

In a synchronous, edge-triggered, single-clock, sequential assumption that the gate inputs are (statistically) indepen-
dent. As a result if z � AND(x, y) is an AND gate, then thecircuit, it is clear that when a flip-flop output makes a logic

transition, it does so simultaneously with the clock and probability of z is computed simply as Pz � PxPy. Once the
signal probability is available for every gate output node, themakes at most one transition per clock cycle. The same is not

true for all logic gates. Many gates may experience multiple node transition probabilities are computed as 2P(1 � P),
which assumes that the node values before and after the clocktransitions per cycle, due to the possibly unequal delays from

the flip-flop outputs to the inputs of the logic gate. If an even edge are independent. Finally, the switching activity is ob-
tained as the transition probability divided by the clocknumber of transitions occur in a certain cycle, then the gate

output was not intended to make a transition at all, and all period.
This algorithm is very efficient, but the first independencethe transitions that did occur were artificial and not needed.

If the number of transitions is odd, then only one of them was assumption (called a spatial independence assumption) may
be unacceptable if the circuit has many reconvergent fanoutrequired and all the rest were not needed. In any case, these

additional unneeded transitions have been called glitches in paths, and the second (called a temporal independence as-
sumption) also may not be acceptable. Furthermore, thethe power literature, and the power due to them is called the

glitch power. The glitch power for a circuit can be small (20% method does not take delay into account so that glitches are
ignored. This and other improved methods are reviewed inof total power) or can be large (70% of total power), depending

on the circuit structure. The glitch power is hard to handle more detail in (2). Some of the improved methods are probabi-
listic simulation (11), transition density propagation (12,13),because it depends on the relative delays inside the circuit.

It is generally the case that all feedback paths in a circuit symbolic propagation (14), correlation coefficients (15), and
spatio-temporal correlation (16,17).go through flip-flops. Thus, if somehow the flip-flops are re-

moved, we would be left with (perhaps disconnected) circuit The above three issues of temporal independence, spatial
independence, and delay sensitivity are major failings of theblocks that are all combinational, that is, they contain no

feedback paths. Given a general sequential circuit, it is conve- static methods, because no one method completely deals with
these issues in an efficient and practical way. Some methodsnient to think of it as partitioned into blocks of combinational

logic separated by boundaries consisting of flip-flops. Most of which succeed in doing so are computationally too expensive.
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Particularly annoying is that the error cannot be predicted or propagated through the circuit (around the feedback loops) in
order to provide updated values of the assumed probabilities.bounded up-front. Typically, if one is interested only in the

total circuit power, then static methods will on average have This process is repeated until convergence of the probability
values is obtained. One problem with this approach is thatan error of around 10% for large circuits. But if one is inter-

ested in the power consumption of every gate or of small cir- the state bits are assumed independent during the propaga-
tion, but the error due to this can be reduced by unrolling thecuits, then the error is potentially much larger and unaccept-

able. Nevertheless, these methods are the fastest available feedback loop several times.
In the dynamic method (25), several copies of the wholeand are the only way that we may be able to estimate the

power at the gate level for extremely large circuits. Because circuit are simulated in parallel using randomly chosen input
vectors until convergence of the monitored node statistics isof this, at least one of these methods (12,13), has been incor-

porated into commercial products in spite of the above weak- obtained. This method can solve very large sequential circuits
very efficiently, and has the advantage that the desired accu-nesses. This method directly propagates the switching activ-

ity from the circuit inputs to provide the switching activity at racy and confidence can be specified up-front. It has been used
to estimate the power for circuits with up to 1,500 flip-flopsall nodes, and is based on a spatial independence assumption.

The switching activity D(xi) at the inputs to a logic gate (or, and 20,000 gates.
more generally, a Boolean logic block) are used to compute
the switching activity D(y) at its output, according to: Architectural Level

At this level of abstraction, also called the register-transfer
level (RTL), the circuit is described as an interconnection of

D(y) =
n∑

i=1

P
(

∂y
∂xi

)
D(xi)

clocked memory elements (flip-flops or registers) and combi-
national logic blocks whose gate-level structure is not speci-where �y/�x is the Boolean difference of y with respect to x,
fied. Typically, the combinational logic blocks may be speci-defined as �y/�x � y�x�1 � y�x�0 where � denotes the exclusive-
fied only as Boolean functions, so that the design descriptionor operation.
consists of flip-flops and Boolean black boxes. Since the flip-Another class of methods, called dynamic, is based on the
flops are specified, then it is possible to simulate the circuit,use of traditional simulators and simulation models. The key
as described above, in order to estimate the switching statis-idea is that, even though the power depends on the specific
tics at the flip-flop outputs. After this essential first step, itvectors, if one were to simulate the circuit for randomly cho-
remains to compute the power consumed by the Booleansen typical vectors, then the average cumulative power mea-
blocks, given their input/output switching statistics. Thus,sured from the simulation will converge to the true average
the problem reduces to developing a power model for thesepower. It turns out that the number of vectors required to
blocks that can be used to compute their power from theirachieve convergence can be quite small, under 100 vectors for
I/O statistics.circuits with a few hundred gates or more. Often, circuits

In some cases, the Boolean blocks may correspond to cir-with thousands of gates will converge with under 50 vectors.
cuit blocks that were used in previous designs. In this case,Also, it turns out that using statistical mean estimation tech-
the detailed implementation of the combinational black boxesniques, it is possible to tell, during the simulation, when to
is completely known. This is, for example, the case in DSPstop the simulation in order to achieve some user-specified
designs, where the circuit blocks come from a library of well-accuracy and confidence in the result, leading to a stopping
characterized adders, multipliers, and so forth, and where thecriterion. Being able to specify the accuracy up-front is a ma-
design task may be to determine which type of adder or multi-jor advantage of these methods. Glitches are taken into ac-
plier to use in a given chip design. In this case, it is still ad-count and only the primary inputs are assumed spatially in-
vantageous to carry out the analysis at a high level of abstrac-dependent, although this is not a limitation of these methods
tion, because the analysis can be done much faster. We refer(they can be extended to not require this).
to techniques of this kind as being bottom-up approaches—Such methods were proposed in (18,19) for finding the total
the low-level details are known, but we choose to ignore themaverage power of a circuit. They are fast but do not provide
and use instead a simplified high-level model of the block be-estimates of the individual node power values. An extension,
havior. This is essentially a macro-modeling for power ap-given in (20), does so, but becomes somewhat slower. Further
proach. Bottom-up techniques have been proposed in (26),improvements have been proposed in (21) and (22).
where black-box models (macro-models) are built for circuit
blocks by a process of characterization that models the blockSequential Circuit Power. In this case, the objective is to
power as a function of the input/output signal statistics (prob-compute the switching statistics at the flip-flop outputs.
abilities) of the block. Other details are also included, such asThese would then be used for the combinational circuit analy-
the bus width, average capacitance, etc.sis. Given the above discussion of combinational circuit tech-

In other cases, the low-level details of the circuit blocksniques, it is clear that we need two statistics, the signal prob-
may be truly yet unknown, because such a circuit block myability and the switching activity. To simplify the analysis,
never have been designed before. This presents a harder prob-we will only discuss the estimation of the signal probabilities.
lem to solve of extracting power out of pure (Boolean) func-Estimation of the switching activity is similar. Since flip-flop
tionality. We refer to such techniques as being top-down. Re-outputs constitute the circuit state, they are usually referred
cently, some top-down techniques have been proposed (27,28)to as the state bits.
that make use of entropy of a logic signal as a measure of theOnce more, two styles of techniques have emerged, static
amount of information that can be carried by that signal. Theand dynamic. In the static methods (23,24), initial values of

probability at the state bits are assumed, and they are then rationale for this is that the power requirements of a circuit
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is probably related to the amount of computational work that length and capacitance would have been estimated by an in-
telligent guess. Today and in the future, due to the fine di-the circuit performs, which has traditionally been modeled

with the entropy measure. mensions of sub-micron CMOS technology, this is no longer
the case. Interconnect delays are now dominant, significantlyAll these techniques are fairly recent, and it is not clear yet

how useful they will be in practice, or how their performances larger than gate delays (52). So any accurate power estima-
tion must factor in the interconnect capacitance. If the designcompare/contrast in a practical setting.
description has been extracted from a layout, then we may
have good estimates of the wire capacitance. But this is rarelyBehavioral Level
the case, because it would be too late to wait until the layout

In this case, the circuit description is at an even higher level has been done before doing a power estimation. More fre-
of abstraction, where it is not clear exactly where the flip- quently, power estimation (and optimization) would be at-
flops are, and the design is an interconnection of blocks for tempted long before layout.
which only their behavior is known. These blocks will eventu- This problem impacts estimation and optimization at all
ally be implemented using flip-flops and/or combinational levels of abstraction. The research literature (30,31) includes
logic, but the specific architecture to be chosen for the imple- several references to approaches that attempt to estimate the
mentation is not known. For instance, all we may know about average wire length from knowledge of the circuit structure
a given block is that it performs n additions, but we may not and function. Application and validation of these techniques
know whether it performs them sequentially (on a single in the realm of power analysis is an ongoing and future re-
adder) or concurrently (on n adders). Or, a block may be a search problem.
small microprocessor that will be embedded in a larger chip
design, and which may be only specified in terms of its in-
struction set and its I/O ports. POWER OPTIMIZATION

Power estimation at this level of abstraction is, under-
standably, very difficult, but also very appealing because of Reducing the average power dissipation of a VLSI chip is a
the potential gains of knowing the power so early in the de- fairly recent concern of the industry, which became prevalent
sign process. Estimation techniques in this area are still in in the early 1990s. It is now a major concern, and all design
their infancy, and much needs to be done to develop practical groups are faced with power management problems. A variety
and accurate solutions. Notable is the method of (29) in which of techniques have been developed, both in industry and aca-
the design is described with a behavioral flow-chart that demia, to address this problem. As pointed out previously,
shows several computational resources (behavioral blocks, or three courses of action are open: (1) reduce the power supply
modules) and the way that they interact. From a simulation voltage, (2) reduce the node capacitance through technology
of the behavior, the frequency with which a resource is ac- scaling, and (3) reduce the node activity-capacitance product
cessed is measured (in accesses per second); call this f . The by design. The first two of these have to do with the manufac-
total capacitance inside the module, call this C, is either turing process, while the third has to do with design and
known from its low-level description (bottom-up approach), or CAD, and is the one option with which we are concerned in
is a rough estimate from prior design knowledge or using this article.
techniques borrowed from high-level synthesis (top-down ap- If the circuit contains n nodes (logic gate outputs) and if
proach). With this, the average power for a behavioral module each node has capacitance Ci (this can be Ceff in order to in-
is given by: clude the short-circuit current as explained previously) and

has a switching activity Di (average number of transitions per
second), then we can write:Pavg = αCV 2

dd f

where � is the average node switching activity per access in-
side the module. The estimation of � is difficult. One way is Pavg �

n∑
i=1

CiDi

to just use a fixed number, obtained from experimental stud-
ies of prior designs of the same class as this. For instance,

Thus the power is proportional to the summation of a largeminicomputers have been found experimentally to have � in
number of cross-products of activity and capacitance. If thethe range 0.01 to 0.005, while microcomputers have � in the
values of the product terms are reduced, then the power willrange 0.05 to 0.01. Another way of estimating � is to simulate
be reduced as well. To be sure, one further way of reducinga low-level description of the design, if available (bottom-up
the value of the summation is to reduce the value of n, theapproach), under some arbitrary input switching statistics,
number of gates, which is related to circuit area. Thus, toand to use the resulting � value as a fixed number, and not
some extent, area optimization can lead to power optimiza-bother to account for its dependence on the input switching
tion. In some cases, though, such as when one considers areastatistics once it is embedded in the system being considered
reduction through gate sizing, the minimum-power circuit is(to do otherwise would be computationally too expensive).
not necessarily the minimum-area one (51), mainly due to the
effect of gate sizing on the overall short-circuit current of the

Interconnect Issues
circuit. Nevertheless, it is fortunate that, at least as far as
the capacitive power is concerned, the two objectives of areaMissing in all of the above discussion has been the issue of

interconnect length, which, of course determines the physical and power do not conflict. Unfortunately, this is not the case
with the delay objective. In order to reduce circuit delay oftencapacitance at a node. In the past, when gate delays (capaci-

tance) were significantly larger than wire delays (capaci- requires one to use larger gates, which will dissipate larger
capacitive power.tance), the interconnect could be ignored, or somehow its
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The complex interactions between the area, delay, and value of the objective function. These transformations range
from retiming the provided RTL, to looking for common Bool-power objectives lead to a situation where the objective func-

tion to be reduced during optimization can be hard to specify, ean expressions to form a multi-level logic network, to choos-
ing the right size gates from the library, etc. We will considerand even harder to evaluate. Traditionally, optimization has

been done with a compound objective function that takes into some important transformations below and briefly give a feel
for how they work and how they may be adapted to the newaccount both delay and area. Nowadays, it also has to take

into account the power. The power component of this objective power objective.
function is supposed to reflect the change in circuit power due
to some candidate transformation that is being considered State Assignment. If the circuit implements a finite-state

machine (FSM), then the circuit states are assigned specificduring optimization. We will refer to this as the power cost
function. codes (Boolean vectors) that uniquely identify each state.

Choosing the best state codes (to provide the smallest objec-In principle, the power cost function has only to perform a
power estimation. However, since the cost function has to be tive function value) is called the state assignment problem.

This is a very difficult classical synthesis problem that canevaluated several times during an optimization process, dy-
namic (simulation-based) estimation methods cannot be used, only be solved efficiently when the objective function is quite

simple and the number of states is small. In case of classicalbecause they can take too long, especially since we often need
to know the power consumption (or switching activity) of ev- area optimization, the cost function may be simply the num-

ber of literals in a two-level Boolean expression for the Bool-ery gate in order to decide what optimizations to apply. On
the other hand, static estimation methods are notoriously in- ean function representing the combinational part of the cir-

cuit. For power, one can aim to minimize the switchingaccurate for estimating individual gate power or switching ac-
tivity. This is a serious problem that confronts power optimi- activity on the state lines, or to minimize the Hamming dis-

tance between neighboring states. The Hamming distance be-zation. The few existing solutions include application of a mix
of static and dynamic estimation in a way that offers an ac- tween two states is the number of bits that are not the same

in their two codes, i.e., it is the number of bits that have toceptable trade-off between execution speed and accuracy.
In the following, we will look at optimizations that can be switch if a transition occurs from one of these states to the

other. The Hamming distance measure does not reflect theapplied at the three levels of abstraction previously consid-
ered, namely, the logic, architecture, and behavioral levels. At effect of the code assignment on the size and functionality

(and therefore, power) of the combinational logic. A recentall levels, certain transformations will be applied to modify
the design, and the cost function is the central difficulty. technique that does include these effects is given in (33).
Given the loss of design detail at higher levels of abstraction,
it is clear that estimation, and therefore the cost function Clock Control. A common-sense technique to reduce power

dissipation is to shut off circuit sections that are not requiredevaluation, will not be entirely accurate. Given this, we are
interested in cost functions with so-called relative accuracy to perform a useful function for a certain time period. Inside

an IC, this does not mean that the supply voltage is turnedrather than absolute accuracy. This means that we need a
cost function that correctly predicts that we are on the right off to parts of the circuit, because that creates many prob-

lems, such as having to recover the correct circuit state andtrack, that transformation A would reduce the power, and
would do so more than transformation B, but the exact value the turn-off/turn-on transients and the resulting noise. In-

stead, this only means turning the clock off (holding it fixedof the cost function may not be equal to the true power con-
sumption of circuit. To date, there is no simple cost function at either logic 0 or 1) so that the registers or flip-flops do not

keep switching when the data stored in them is not needed.that has been rigorously demonstrated to have this property,
and this is an ongoing research topic. This general solution can be applied at all levels of abstrac-

tion and is common practice in the industry by now. However,In the sections below, we will discuss briefly the different
optimizations that have been applied at the different levels. it is not always easy to automate.

At the logic level, there have been some attempts to auto-Most of these will be part of CAD, that is, will be part of
synthesis methods [for a general reference on synthesis, see mate this procedure. The method in (34) uses so-called pre-

computation architectures, which are essentially generaliza-(32)], but some will be design decisions or styles that can be
used irrespective of automatic CAD optimization. It is gener- tions of the idea of look-ahead circuitry, in order to determine

inexpensively whether or not some Boolean function needs toally agreed that optimizations at the highest level have the
potential of producing the most gains, because there is more be computed in the next clock cycle. This is implemented by

using additional circuitry to monitor the flip-flop inputs and,freedom to make design changes at that the higher levels.
if the transition there is a ‘‘don’t care’’ (will not cause a usefulBut optimizations at all levels are useful and possible, as we
transition at the circuit outputs), then the clock is disabled,discuss below.
and that transition is not applied at the combinational circuit
inputs. Other related techniques include guarded evaluationLogic Level
(35) and activity-driven clock network design (50).

Logic level optimization is usually performed as part of the
process of logic synthesis, which is the automatic translation Multi-Level Logic Optimization. At this point in the synthe-
from an RTL description to a gate-level description that refers sis flow, one is dealing with a combinational logic circuit, rep-
to a given gate library. In this process of translation, the cir- resented as a multi-level Boolean network. A Boolean net-
cuit representation goes through different intermediate work is an interconnection of artificial Boolean gates that
forms, and several kinds of optimizations or transformations may not correspond to any real gates in the library. For this

reason, this representation is said to be technology indepen-are performed at intermediate steps in order to improve the
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dent and constitutes an intermediate form of the circuit being function value. We briefly consider the following optimiza-
tions:designed. Previously, several kinds of optimizations have

been applied to the Boolean network in order to reduce its
area, including making use of ‘‘don’t cares’’ and extraction of 1. Rewiring and Transduction. The transduction method
common sub-expressions to do Boolean factoring. For area (42) is a logic synthesis approach that applies transfor-
minimization, the cost function used was related to the literal mations to the mapped network. One of these transfor-
count (the number of Boolean variables). In order to adapt mations rewires the network in a way that does not
these techniques to the power minimization objective, the change its overall function (making use of internal don’t
methods in (36,37) include switching activity in the cost func- cares) if the rewired network has a lower objective func-
tion and predict the effect of the change in the function on its tion value. This has been applied with a power cost
fanout cone. The method in (38) modifies the Boolean fac- function, leading to power reductions of 5 to 20%.
toring procedure by using a cost function that looks at the 2. Path Balancing. If the delays along the paths leading
amount of loading and logic sharing. One needs to keep in to the inputs of a logic gate are approximately equal,
mind though, that the circuit is at this point technology inde- then there will be few or no glitches at the gate output.
pendent, so that notions of loading and switching activity are Thus path balancing has been applied to equalize the
approximate, because no capacitance or delay information is path delays, through either delay insertion or gate siz-
available yet. ing. In either case, there are possible disadvantages

that one should watch out for, such as increased area
or delay, or even increased power in some other part ofTechnology Decomposition. Once the processing of the
the circuit.technology independent Boolean network is complete, it is

time to start selecting gates from the library to implement 3. Retiming. If a node has high glitching activity, then if
the artificial gates of the Boolean network. As a prerequisite a flip-flop is inserted right after it, only the one mean-
to that step, one performs a so-called technology decomposi- ingful transition at that node would be allowed to prop-
tion, by which an artificial gate is decomposed into a tree of agate through. This is the idea behind using retiming
smaller gates, whose sizes are such that it is possible to find for power reduction. The flip-flops are moved around,
a library gate to implement each of them. For example, an while preserving the circuit functionality and delay, in
artificial gate in the Boolean network may be a 10-input order to throttle glitches and stop them from propagat-
NAND gate. For performance reasons, such a large gate is ing downstream, thus reducing power.
never implemented as a single gate and will not be found in
the library. Instead, this is decomposed into a simple tree in- As a final word, it should be stated that, in spite of all the
terconnection of 2-input NANDs, which are sure to be found above proposed techniques, some of which are quite complex
in the library. Traditionally, this decomposition is imple- and involved, power reduction from gate-level optimization is
mented as a balanced binary tree, in order to keep the delay limited. In the industry, if an industrial-strength logic syn-
of the tree structure at a minimum. For low-power, considera- thesis is applied for minimum area, it is typically found that
tions of switching activity at the tree inputs are used to re- the resulting circuit has been optimized to such an extent
structure the tree to reduce its overall switching activity. Typ- that only about 5% reduction in its power is possible through
ically, the result is a tree which is not balanced, and examples further power-specific gate-level optimization. This is in-line
of these techniques may be found in (39,40). with the comments made earlier that optimizations at higher

levels can have more impact.
Technology Mapping. After technology decomposition, the

Architectural Levelcircuit is mapped to the library by selecting library gates that
can be used to implement either single gates or groups of Higher gains in power reduction are possible at this level.
gates in the decomposed Boolean network. The cost function Indeed, order of magnitude reduction in power has been re-
used in the traditional mapping algorithm has been extended ported by choosing the right architecture for an application.
to take switching activity and power into account in (39,41). Unfortunately, there are no good automatic algorithms for

making these choices. The automatic translation from a be-
havioral description to an architectural (RTL) description isPost-Mapping Transformations. After the circuit has been

mapped, there is a much better chance of doing a good job of called high-level synthesis. This topic has been studied for
over 10 years (43), but no commercial tools exist yet that effi-low-power optimization because one is working with a tech-

nology-dependent representation. The gate delays and capaci- ciently provide a good RTL solution given a general behav-
ioral level specification for a large design. As a result, theretances are known throughout the circuit. It is only at this

point, for instance, that one can accurately estimate the are no commercial architectural level power optimization
tools available today. In this section, we will consider theglitching power, because one can use dynamic power estima-

tion to compute a cost function that includes the glitches. types of decisions/choices that such a tool would have to make
in order to reduce power, and consider some attempts thatHowever, given the relatively higher computational cost of dy-

namic estimation, when the individual gate power values or have been made recently to solve this problem.
One type of transformation that has been applied at thisswitching activity are desired, it cannot be applied for every

cost function evaluation. Instead, it is applied every now and level is to consider that the voltage supply is variable and to
consider decreasing the voltage as much as possible in orderthen as a corrective measure, and in the meantime static esti-

mation techniques can be used, usually in a small neighbor- to reduce the power. Since voltage reduction leads to longer
delays, and in order to compensate for this, the logic is repli-hood around the optimization site, in order to update the cost
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cated and concurrent computation and multiplexing are used accesses to background (secondary) memory by accessing fore-
ground memory or by using distributed memory (47).to maintain the computational throughput. This has been ap-

plied mainly to DSP designs (44). Another option is to choose the right data representation
or encoding so as to reduce switching activity. For instance,Other approaches aim to construct the architecture in a

way that maintains a locality of reference. This means that, the commonly used 2’s complement notation has the disad-
vantage that all data bits switch together when the datawhenever possible, communication between computational re-

sources should take place over small distances, in a local value changes from 0 to �1, which occurs quite often. In con-
trast, the sign magnitude representation produces a single bitneighborhood. One should minimize the accesses to central

resources such as memories, ALUs, or buses. This approach change for this occurrence. And finally, for embedded pro-
cessors, one can consider choosing the right instruction set sohelps reduce the power because long interconnect lines can be

a big source of power dissipation. This technique, even though as to reduce power, and compiling software to produce low-
power programs. This issue has been explored in (48).it sounds simple, is hard to automate, because of the complex-

ity of the interactions that have to be considered. Architec- Other power optimizations have been applied at the behav-
ioral level. The reader is referred to (49) for a more detailedtural choices can impact the amount of concurrency, multi-

plexing, and frequency of a design, so the search problem for discussion.
the best architecture is a very difficult one.
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