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Very-large-scale integrated (VLSI) circuits have been recog-
nized as an important area of electrical and computer engi-
neering. With the accelerating complexity of semiconductors
shown in Fig. 1 (1), VLSI must address the needs of consumer
products, personal computers, workstations, midrange com-
puters, mainframes, and supercomputers.

Among the stages of VLSI design, such as architectural
design, functional design, logic design, and circuit design,
the physical (or layout) design stage is the back-end process
of determining the physical location of circuit components
from the circuit net list and interconnecting them inside
the VLSI chip by interconnecting a collection of transistors.

Physical design is an art based on the science of establish-
ing interconnections and fulfilling system functions by placing
modules in a chip. Continuous advances in the speed and
scale of integrated circuits have created ever greater demands
for higher density packaging to ensure reduced interconnec-
tive delays for improved electrical performance.

In the physical design stage, the circuit representation of
each component is converted into a geometric representation.
This representation is a set of geometric patterns that per-
form the intended logical function of the corresponding com-
ponent. Connections between different components are also
expressed as geometric patterns. The geometric representa-
tion of a circuit is called a layout. The exact details of the
layout also depend on design rules, which are guidelines
based on the limitations of the fabrication process and the
electrical properties of the fabrication materials. Physical de-
sign is a very complex process, and thus it is generally parti-
tioned into smaller subproblems and solved in a hierarchical
fashion. At the highest level of hierarchy, for example, in
multichip module (MCM) or printed circuit board (PCB) de-
signs, a set of integrated circuits (ICs) are interconnected.
Within each IC, a set of modules, such as memory units,
arithmetic logic units (ALUs), input-output ports, and ran-
dom logic are arranged and interconnected. Each module con-
sists of a set of gates.

Because the cost of fabricating a circuit is a function of the
circuit area, circuit layout techniques aim to produce layouts
with a small area. Also, a smaller area implies fewer defects
and interconnects, hence a higher yield and higher perfor-
mance.

Conventional physical design is becoming a limiting factor
in translating semiconductor speed into system performance.
In high-end systems such as supercomputers, mainframes,
and medical and military electronics, more than 50% of the
total system delay usually results from interconnection, and
by the year 2000, the share of interconnection delay is ex-
pected to rise to 80% (2). In the medical electronics industry,
speed and reliability are the main objectives. Moreover, in-
creasing circuit count and density in circuits continue to place
demands on high-level physical design.

Physical design in the timing and performance-driven en-
vironment differs from classical VLSI design in a number of
important ways. Performance is of overriding importance in
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Figure 1. Trends in semiconductor de-
vice integration.
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‘‘aggressive’’ design. The need for a systematic approach to planning, and placement to routings, together with such
physical design and analysis is paramount. This approach related areas as special structures for clock, power, and
must link high-performance tools with timing and integrity cross talk.
parameters. Engineers must be able to exploit these linkages This article explores various high-level physical layout
to make early design trade-offs based on such parameters. problems in designing high-speed, very large integrated cir-
Thus, physical design algorithms must be driven by perfor- cuits in multilayer environments to minimize interconnect de-
mance constraints. This involves careful consideration to min- lays, bends, vias, cross talk, clock skew, and, finally, power
imize signal integrity effects, such as cross talk, reflections, consumption. Continual advances in the speed and integra-
and the effects of crossings, bends, and vias (3–11). The num- tion scale of integrated circuits have created ever greater
ber of layers required continually increases, with a three-di- demands for high density VLSI to ensure reduced intercon-
mensional flavor, which is lacking in existing VLSI routing nection delays for improved electrical performance. Disconti-
where the number of layers rarely exceeds three. nuities must be controlled to keep the resulting reflections to

Because of rapid development in VLSI technology, the av- a minimum. Because high-performance circuits are usually
erage transistor count in a chip has increased enormously. designed aggressively (i.e., most of the nets are considered as
The minimization of power consumption in modern circuits, critical nets), it is preferable to minimize the number of bends
therefore, is of great importance. In particular, battery oper- and vias. In high-speed clock design, a number of physical
ated products, such as portable computers, cellular phones, constraints may result in a substantial increase in wiring
etc., have come to a point in which minimization of power area especially in smaller routing subregions.
consumption is among the most crucial issues. On the other The remainder of this article is organized in the following
hand, it has been shown (12) that circuit activity (which is sections: Layout Methodology, Physical Design Flow, Parti-
closely related to power consumption) is an acceptable mea-

tioning, Floor Planning, Placement, Routing, Other Issues insure of failure in digital circuits. Transitional density or aver-
Physical Design Flow, and High-Performance Layout Designage switching rate at different sites in a circuit is introduced
with Deep Submicron Technologies (Clock-Tree Synthesis,in Ref. 13 as a model to measure the circuit activity, which
Cross Talk).can be used to estimate the power consumption in the circuit.

For a comprehensive book on VLSI circuit layout, seeBecause of the importance of power consumption, there has
Ref. 18.been a great shift of attention in the logic and layout synthe-

sis from delay and area minimization toward this issue
(14–17).

LAYOUT METHODOLOGYToday’s electronics industry requires new automated de-
sign tools and design methodologies that allow designers to

Design styles are broadly classified as full-custom or semicus-concurrently design high-performance integrated circuits and
tom. In a full-custom layout, different blocks of a circuit arehigh-performance packaging. The purpose of this article is
placed at any location on a silicon wafer as long as all theto provide the tool developer and VLSI designer with recent
blocks do not overlap. On the other hand, in semicustom lay-automated design techniques and algorithms in VLSI and
out, some parts of a circuit are predesigned and placed atMCM methodologies. This article focuses on the VLSI phys-
some specific point on the silicon wafer. Selection of layoutical design methodology and automation and covers most

aspects of up-to-date physical design from partitioning, floor styles depends on many factors including type of chip, cost,



VLSI CIRCUIT LAYOUT 297

and time to market. Full-custom layout is a preferred style look at each one of these in turn. Because of rapid advances
in the state of the art of mask and wafer processing, the mini-for mass produced chips because the time required to produce
mum dimensions of the shapes on the mask have been shrink-a highly optimized layout is justified. On the other hand, to
ing. A minimum dimension is the smallest width of a shape,design an application-specific integrated circuit (ASIC), a
or the smallest spacing between two adjacent shapes. Becausesemicustom layout style is usually preferred.
the minimum spacings in a typical process are reduced inThe term custom means the least restricted design style.
both the x and y dimensions, the increase in complexity is aThe term gate array is used to describe chips which are per-
square function, that is, a reduction in minimum dimensionssonalized by metal levels only. The gate array is the most
by a factor of 2 results in an increase in complexity by a factorrestricted design style. The term standard cell describes chips
of 4. In the early 1970s, minimum features were on the orderwhich are personalized by all masking levels within the con-
of 10 microns. In the early to mid 1980s the minimum fea-straints of some design system. The standard cell falls into
tures dropped to 2 microns and less. In the 1990s the mini-the middle of this restrictivity spectrum. These chips are
mum features shrank to less than one micron.sometimes called master image and semicustom. Standard

The second driving force for increased chip complexity iscells have a fixed height but different widths, depending on
the increasing chip size. As the chip size increases, the num-the functionality of the modules. They are laid out in rows,
ber of shapes on a chip increases. The maximum size of a chipwith routing channels or spaces between rows reserved for
is controlled by the ability of the maskmaking tools and bylaying out the interconnects between the chip components.
the quality (purity) of the chip manufacturing process. BothStandard cells are usually designed so the power and ground
of these have been improving, and the result is that chip sizesinterconnects run horizontally through the top and bottom of
are increasing. This improvement is projected to continue sothe cells. When the cells are adjacent to each other, these
that chips in the future will be still larger.interconnects form a continuous track in each row. The logic

The third driving force for the increase in chip complexityinputs and outputs of the module are available at pins or ter-
is the complexity of the process in the vertical dimension.minals along the top or bottom edge (or both). They are con-
Early processes typically had only four masking levels. To-nected by running interconnects or wires through the routing
day’s processes range from 8 to 14 levels, and in the futurechannels. Connections from one row to another are made
even more masking levels will be employed. In addition therethrough vertical wiring channels at the edges of the chip or
is exploratory work for placing another layer of circuits onby using feedthrough cells, which are standard height cells
top. This will obviously require even more masking levels re-with a few interconnects running through them vertically.
sulting in more shapes that must be drawn.Macro blocks are logic modules not in the standard cell for-

mat, usually larger than standard cells, placed at any conve-
Gate Arraysnient location on the chip. Here, the circuit consists only of

primitive logic gates, such as NAND gates, not only prede- A gate array consists of a chip in which a predefined pattern
signed but prefabricated as a rectangular array, with hori- of transistors is fabricated on the chip. These transistors are

constructed only in the silicon levels. The customization of thezontal and vertical routing channels between gates reserved
chip occurs only on the metal levels. Because every chip con-for interconnects. Then the design of a chip is reduced to de-
tains the same pattern of transistors independent of its finalsigning the layout for the interconnects according to the cir-
usage, the chips (wafers) are manufactured in volume, stock-cuit diagram. Likewise, fabrication of a custom chip requires
piled, and the metal customizing is placed on the chips at theonly the making of steps for interconnect layout. The third
last moment. Thus, the unique manufacturing processing ischip layout style uses only macro blocks. The blocks are irreg-
only a portion of the total manufacturing time, and the timeular in shape and size and do not fit together in regular rows
from design to end product is significantly reduced. In a typi-and columns. Once again, space is left around the modules for
cal gate array, the manufacturing turnaround time is halfwiring. For a detailed description of layout styles, see Ref.
that for a chip which has customization built into all of the19a.
mask levels.A VLSI chip designer has several approaches to design.

The layout of a typical gate array is shown in Fig. 2. TheEach of these choices offers the designer trade-offs between
chip has three main areas. Around the periphery of the chipchip density and chip design time. A semiconductor wafer is

coated with a light-sensitive substance called a photoresist.
A mask containing patterns that represent circuits and their
interconnections is placed over the wafer, and an ultraviolet
light shines through the mask. This light exposes the photore-
sist on the wafer, and with additional processing, the shapes
on the mask are transferred to the wafer. The process is simi-
lar to photography, where the mask is the negative and the
wafer with photoresist is the light-sensitive photographic pa-
per. The chip design problem is to design a mask with shapes
that represent all of the circuits on the chip. Therefore, the
complexity of a chip design is measured by the number of
shapes that must be drawn to represent a complete chip. This
number has historically doubled every two years. There are
at least three major reasons for this increase in complexity:

I/O pads

Wiring bay

Cells

Gate array cell

decreasing minimum dimensions, larger chip sizes, and in-
creasing process complexity in the vertical dimension. Let us Figure 2. Typical gate array.
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dependently and a large variety of engine and transmission
options are combined in the final car.

The entire chip image described previously is designed
ahead of time (before the logic function is implemented on the
chip). The image design is usually done in the laboratory of
the chip manufacturer by its design engineers. Similarly,
these same engineers are usually responsible for the electrical
design and the physical design (layout) of the circuits. Doing
this portion of the design requires a detailed knowledge of the
particular technology, including circuit design and process.

First-level wiring

Second-level wiring

This is best done by the manufacturer of the chip. By seg-
menting the design process in this manner, the logic design-Figure 3. Wiring channels.
ers, who implement the logic, do not have to acquire the de-
tailed skills necessary to design the image and circuits. A
further advantage is that the chip manufacturer is free to

is the area reserved for input/output (I/O) circuits and the modify the process without concern over distributing that in-
bonding pads which connect the chip to the next higher level formation to a wide variety of designers.
package. Inside the area is the so-called active area that con- Once the image and circuits are designed, they are con-
tains the array of transistors which are connected to imple- verted to digital form for storage in a design system. The chip
ment the required logic. This active area is typically divided design process consists of assembling the various circuit con-
into entities called cells and wiring bays. Cells are regularly figurations on the chip image. Because all of the design re-
shaped areas that contain the transistors. A circuit is formed quiring detailed technical knowledge is done ahead of time,
by interconnecting the transistors in one or more cells. Be- the process of designing a chip is done by people who do not
tween the rows of cells are wiring channels used to connect understand the technological details. In fact, if the design
circuits. In typical gate array, the connections between cir- process is fully automated, which many gate array design sys-
cuits consist of a series of line segments in a vertical and hori- tems are at this time, the chip design is done by relatively
zontal direction. These wiring segments lie on the wiring grid. unskilled people. This is described in more detail in this
The wiring grid consists of all of the allowable locations for

section.
placing line segments used to interconnect circuits. It is usu-

The discussion of gate arrays shows some clear advantagesally defined as a series of vertical and horizontal lines spaced
for this approach. There are, however, some drawbacks. Gateas close together as the technological rules allow. These lines
arrays shorten and simplify the design process. They do thisdo not exist in reality, but they are stored by computer to
at the expense of silicon efficiency. A design done as a gatedefine permissible line segment locations. If the gate array
array is larger than a design done by a more manual process.has two metal levels, the first metal level is typically routed
The reason for this is that the gate array image designer musthorizontally and the second level metal is routed vertically
anticipate all of the potential usages of the gate array and(Fig. 3). The connection between metal levels is made by a via
incorporate them in the selection of transistors. This makes(a hole in the dielectric that separates the metal levels). These
the transistors larger then if they were designed for each indi-vias can be thought of as wiring segments in a vertical direc-
vidual application. Also in any typical design, not all of thetion. If only one metal level is available, the vertical segments
transistors are used. Another problem with the gate array ismust be implemented on a diffusion or polysilicon mask level.
that it uses more power than a more customized design. TheA typical gate-array cell contains four transistors. The
larger transistors and the inability to tailor the design to thesmall square shapes are contacts to the transistors which
specific application result in higher power usage. The switch-must be connected together to define a specific circuit.
ing speed for gate arrays is usually not as high as that ofAll input and output (I/O) connections of this gate are
more customized chips. Performance is usually related to chipbrought to the cell boundary next to the wiring channels.
size. For any given logic function, the bigger the chip, theThese circuit I/Os are the only valid connection points to the
slower it runs. Also the inability to custom design transistorscircuit. They must fall on the exact locations of the vertical
for a given application affects performance. In summary, gateand horizontal wiring grid described before. Thus the connec-
arrays offer the designer a trade-off between design time andtions of the transistors to form circuits are independent of the
cost/performance/power of the finished product.connections between circuits by making all circuit I/Os fall off

the wiring grid. This is an important concept in design called
hierarchy. Hierarchy is a methodology of doing various parts Standard Cells
of a design independent of other portions of the design but

For the purpose of this section, standard cells are defined asunder certain constraints. These constraints ensure that the
chips which are customized on all mask levels with the excep-various pieces of the design are merged at the end and that
tion of pure custom designs. Referring to the design spectrum,the chip works. This is done by defining standard interfaces
standard cells cover the entire spectrum from the gate arrayswhich each part of the design must meet. A simple analogy to
on one side to the custom design on the other side of the spec-this is the way automobiles are assembled. Car engines are
trum. This results in a wide variety of design methods. In thisbuilt in one plant, transmissions are built in another plant,
introductory section, a simple, restricted design methodologyand the car is assembled in still another plant. By designing
has been chosen. This simple methodology is sufficient to ex-the interface between the engine and the transmission in a

standard format, the engines and transmissions are built in- plain the concepts and to contrast standard cells with gate
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Figure 4. Standard cell layouts with
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arrays. The last part of this section deals with variations in Field-Programmable Gate Arrays
the basic approach covered in this section. The field-programmable gate array (FPGA) is a new approach

At this level of detail, the image looks just like the gate to ASIC design that dramatically reduces manufacturing
array (Fig. 2). The chip is divided into the same major areas. turnaround time and cost (18–19). FPGA designs provide
The outside of the chip contains the I/O circuits and pads. large-scale integration and user programmability. An FPGA
Inside is the so-called active area that contains cells into consists of horizontal rows of programmable logic blocks
which circuits are placed and also wiring bays which contain which are interconnected by a programmable routing net-
the intercircuit wiring. work. In its simplest form, a logic block is a memory block

For the gate array, the cells contained a predefined pattern that is programmed to remember the logic table of a function.
of transistors. In a standard cell, the cells are totally blank at Given a certain input, the logic block ‘‘looks up’’ the corre-
the time the image is defined. They are just reserved areas of sponding output from the logic table and sets its output line
silicon which will contain circuits. Because these areas are accordingly. Thus by loading different look-up tables, a logic
reserved by the design system and the customization of the block is programmed to perform different functions. It is clear
chip occurs on all mask levels, there are no restrictions on the that 2K bits are required in a logic block to represent a K-bit
types of circuit devices that are placed in the cells. This allows input, 1-bit output combinational logic function. Obviously,
much more flexibility in designing standard cell circuits, re- logic blocks are feasible only for small values of K. Typically,
sulting in a more efficient utilization of silicon. In a standard the value of K is 5 or 6. The value of K is even less for multi-
cell, only the transistors needed to make a circuit are used. In ple outputs and sequential circuits. The rows of logic blocks
addition the transistors used are tailored to the specific use. are separated by horizontal routing channels. The channels

Another feature of standard cells that allows for higher are not simply empty areas in which metal lines are arranged
density is the ability to place large complex circuits (called for a specific design. Rather, they contain predefined wiring
macros) on the image (Fig. 4). These macros occupy all of the ‘‘segments’’ of fixed lengths. Each input and output of a logic
image area and also the wiring bay area. They are random block is connected to a dedicated vertical segment. Other ver-
access memory (RAM) macros, read only memory (ROM) mac- tical segments merely pass through the blocks, serving as
ros, registers, arithmetic logic units (ALUs), or any other cus- feedthroughs between channels. Connection between a hori-

zontal segment and a vertical segment is provided through atomized piece of logic.
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nects have to be completed by routing through gates or by
adding more metal or polysilicon interconnection layers.
There are problems associated with either solution. The for-
mer reduces the gate utilization, and the latter increases the
mask count and increases fabrication time and cost.

Comparison of Different Design Styles

The choice of design style depends on the intended functional-
ity of the chip, time to market, and the total number of chips
to be manufactured. It is common to use full-custom design
style for microprocessors whereas FPGAs are used for a small
circuit used in networking. However, there are several chips
which have been manufactured by using a mix of design
styles. For large circuits, it is common to partition the circuit
into several small circuits which are then designed by differ-
ent teams. Each team may use a different design style or a
number of design styles. Another factor complicating the is-
sue of design style is reusability of existing designs. It is a
common practice to reuse a complete or partial layout from
existing chips for new chips to reduce the cost of a new design.

Design styles are a continuum from very flexible (full-cus-

Cross fuse

Switch

Programmable
interconnect pointLogic

tom) to a rather rigid design style (FPGA) to cater to differing
Figure 5. Architecture of an array-style FPGA. needs. A comparison of layout styles is given in Table 1. For

example, it takes longer to fabricate a standard cell; however,
the resulting chip operates at a higher speed. As seen from

cross fuse. Figure 5 shows the general architecture of an the table, full-custom provides compact layouts for high-per-
FPGA, which consists of five rows of logic blocks. The cross formance designs but requires considerable fabrication effort.
fuses are shown as circles, whereas antifuses are shown as On the other hand, an FPGA is completely prefabricated and
rectangles. does not require any user-specific fabrication steps. However,

Because there are no user-specific fabrication steps in an FPGAs are used only for small, general purpose designs.
FPGA, the fabrication process is set up cost effectively to pro-
duce large quantities of generic (unprogrammed) FPGAs. The Other Layout Environments
customization (programming) of an FPGA is rather simple.

A printed circuit board (PCB) is a multilayer sandwich ofGiven a circuit, it is decomposed into smaller subcircuits, so
routing layers. ICs are packaged into ceramic or plastic carri-that each subcircuit is mapped to a logic block. The intercon-
ers and then mounted on a PCB. The current PCB technologynections between any two subcircuits are achieved by pro-
offers as many as 30 or more routing layers. Via specificationsgramming the FPGA interconnects between the correspond-
are also very flexible and vary so that a wide variety of combi-ing logic blocks. Programming (blowing) one of the fuses
nations is possible. For example, a set of layers can be con-(antifuse or cross fuse) provides a low resistance bidirectional
nected by a single via called the stacked via. The traditionalconnection between two segments. When blown, antifuses
approach of single chip packages on a PCB has intrinsic limi-connect the two segments to form a longer one. To program a
tations in silicon density, system size, and contribution tofuse, a high voltage is applied across it. FPGAs have special
propagative delay. Thru-hole assemblies gave way to surface-circuitry to program the fuses. The circuitry consists of the
mounted assemblies (SMAs). In an SMA, pins of the devicewiring segments and control logic at the periphery of the chip.
do not go through the board but are rather soldered to theFuse addresses are shifted into the fuse programming cir-
surface of the board and devices are placed on both sides ofcuitry serially.

The programmable nature of these FPGAs requires new
CAD algorithms to effectively use logic and routing resources.
The problems involved in customizing an FPGA are some-
what different from those of other design styles, but many
steps are common. For example, the partition problem of
FPGAs is different from the partitioning problem in other de-
sign styles whereas the placement and the routing are similar
to the gate-array approach.

Sea of Gates

The sea of gates is an improved gate array in which the mas-
ter is filled completely with transistors. The master of the sea
of gates has a much higher density of logic implemented on
the chip and allows a designer to fabricate complex circuits,

Table 1. Comparison Among Various Layout Styles

Full Standard Gate
Custom Cell Array FPGA

Fabrication time �� �� � ��

Packing density �� � � ��

Unit cost in large quantity �� �� � ��

Unit cost in small quantity �� �� � ��

Easy design and simulation �� � � ��

Remedy for erroneous design �� �� � ��

Accuracy of timing simulation � � � �

Chip speed �� �� � �

� desirable
� not desirablesuch as RAMs. In the absence of routing channels, intercon-
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the board. SMAs eliminate the need for large diameter of I/Os and increased chip power dissipation. The increased
clock rate is directly related to the device feature size. Withplated-thru-holes, allowing finer pitch packages and in-

creased routing density. SMAs reduce the package footprint reduced feature sizes, each on-chip device is smaller and
therefore has reduced parasitic effects and allows fasterand improve performance.

The layout problems for printed circuit boards are similar switching. Furthermore, the scaling has reduced on-chip gate
distances and therefore interconnect delays.to those in VLSI design, although printed circuit boards offer

more flexibility and a wider variety of technologies. The rout- Much of the improvement in system performance promised
by the ever increasing semiconductor device performance,ing problem is much easier for PCBs because many routing

layers are available. The planarity of wires in each layer is a however, has not been realized because of the performance
barriers imposed by today’s packaging and interconnectionrequirement in a PCB as it is a chip. There is little distinction

between global routing and detailed routing in the case of cir- technologies. Increasingly more complex and dense semicon-
ductor devices are driving the development of advanced VLSIcuit boards. In fact, because many layers are available, the

routing algorithm must be modified to adapt to this three- packaging and interconnection technology to meet increas-
ingly more demanding system performance requirements.dimensional problem. Compaction has no place in PCB layout

because of the gridlike domain used to represent layout infor- The alternative approach to the interconnect and packaging
limits of conventional chip carrier/PCB assemblies is to elimi-mation.

For more complex VLSI devices with 120 to 196 I/Os, even nate packaging levels between the chip and PCB. One such
approach uses multichip modules. The MCM approach elimi-the surface-mounted approach becomes inefficient and limits

system performance. A 132 pin device in a 635 �m pitch car- nates the single chip package and, instead, mounts and in-
terconnects the chips directly onto a higher density, fine-pitchrier requires a 25.4 to 38.1 mm2 footprint. This represents a

four to sixfold density loss and twofold increase in intercon- interconnection substrate. In some MCM technologies, the
substrate is simply a silicon wafer on which layers of metalnect distances versus a 64 pin device. It has been shown that

the interconnect density for current packaging technology is lines are patterned. This substrate provides all of the chip-to-
chip interconnections within the MCM. Because the chips areat least one order of magnitude lower than the interconnect

density at the chip level. This translates into long intercon- only one-tenth of the area of the packages, they are placed
closer together on an MCM. This provides higher density as-nection lengths between devices and a corresponding increase

in propagation delay. For high-performance systems, the semblies and shorter and faster interconnects. Figure 6 is a
diagram of an MCM package.propagation delay is unacceptable, even with surface mount-

ing. A higher performance packaging and interconnection ap- It is predicted that multichip modules will have a major
impact on all aspects of electronic system design. Multichipproach is necessary to achieve the performance improvements

promised in VLSI technologies. This has led to the develop- module technology offers advantages for all types of electronic
assemblies. Mainframes will need to interconnect the highment of multichip modules (MCMs).

The key to semiconductor device improvement is the numbers of custom chips needed for the new systems. Cost-
performance systems will use the high density interconnectshrinking feature size, that is, the minimum gate or line

width on a device. The shrinking feature size provides in- to assemble new chips with a collection of currently available
chips to achieve high performance without time-consumingcreased gate density, increased gates per chip, and increased

clock rates. These benefits are offset by an increased number custom design, allowing quick time to market. The significant

Figure 6. A typical diagram of a
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Chip-level pad

Interchip
connections
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nected to realize the entire system on the wafer. The
attractiveness of WSI lies in its promise of greatly reduced
cost, high performance, high level of integration, greatly in-
creased reliability, and significant application potential. How-
ever there are still major problems with WSI technology, such
as redundancy and yield, that are unlikely to be solved in the
near future.

PHYSICAL DESIGN FLOW

The design cycle of VLSI chips consists of consecutive steps
from high-level synthesis (functional design) to production
(packaging). The physical design is the process of trans-
forming a circuit description into the physical layout, which
describes the positions of cells and routes for the interconnec-
tions between them. The main concern in the physical design
of VLSI chips is to find a layout with minimal area and mini-
mal total wire length. Some critical nets have much stricter
limitations for the maximal wire length.

Since VLSI is such a complex system, the designer is
forced to use a hierarchical approach or top-down approach.
In circuit layout, we do placement first, then global and de-
tailed routing. Because of its complexity, the physical design
is normally broken into various substeps:

• First, the circuit has to be partitioned to generate some
(up to 50) macro cells.

• In the floor-planning stage, the cells have to be placed on
the layout surface.

• After placement, the global routing is done. In this step,
the ‘‘loose’’ routes for the interconnections between the
single modules (macro cells) are determined.

• In detailed routing, the exact routes for the interconnect-
ing wires in the channels between the macro cells have
to be computed.

• The last step in the physical design is compacting the
layout by compressing it in all dimensions, so that the

Detailed routing

MCM design

System descriptionBare dies

System
partitioning

Thermal
analysis

Physical
design

Global routing

Layer assignment Timing analysis

Chip placement

Pin redistribution

total area is reduced.
Figure 7. Multichip module design flow.

Although we decompose the complex problem into a series
of simpler problems to reduce the design complexity, relying
on incomplete and abstract models when performing early de-benefits of multichip modules are reduced size, reduced num-

ber of packaging levels, reduced complexity of the intercon- sign decisions may adversely affect the quality of the final
solution. Unfortunately, the exact physical attributes of a de-nection interfaces and clearly cheaper and more efficient as-

semblies. The multichip revolution in the 1990s will have an sign are not known, even in the placement step, until the en-
tire design process is carried out. Because design steps areimpact on electronics as great or greater than surface-mount

technology had in the 1980s. quite expensive, it is not feasible to go through a full design
interative step evey time a high-level decision is made.The layout problems in MCMs are essentially perfor-

mance-driven (Fig. 7). The partitioning problem minimizes At the heart of all methodologies, however, are logic entry
programs and checking and auditing programs that ensurethe delay in the longest wire. Although placement in MCM is

simple compared with VLSI, global routing and detailed rout- that the chip has been placed and wired properly according to
the logic specification. Figure 8 shows a typical design meth-ing are complex in MCM because of the large number of lay-

ers. The critical issues in routing include the effects of cross odology flowchart.
Each block in the logic list corresponds to a graphical lay-talk and delay modeling of long interconnect wires.

MCM packaging technology does not completely remove all out of a logic function. The discipline of physical design en-
tails placing, wiring, and checking these physical blocks andof the barriers of IC packaging technology. Wafer-scale inte-

gration (WSI) is considered the next major step, bringing with then generating the final graphics for manufacture. As de-
scribed previously, the chip image consists of an array of cellsit the removal of a large number of barriers. In WSI, the en-

tire wafer is fabricated with several types of circuits, the cir- separated by wiring bays into which the physical blocks fall.
Automatic placement and wiring programs take advantage ofcuits are tested, and the defect-free circuits are intercon-
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tion of large array macros, such as RAMs and PLAs. These
macros might have to be manually placed, because placing
them automatically is not easy.

After placement, global routing decomposes a large routing
problem into small, manageable problems for detailed rout-
ing. The method first partitions the routing region into a col-
lection of disjoint rectilinear subregions. This decomposition
is carried out by finding a ‘‘rough’’ path for each net in order
to reduce the chip size, shorten the wirelength, and evenly
distribute the congestion over the routing area. Detailed rout-
ing follows global routing. The traditional model of detail
routing is the two-layer Manhattan model with reserved lay-
ers, where horizontal wires are routed on one layer and verti-
cal wires are routed in the other layer. The layout is verified
to ensure that the layout meets the system specifications and
the fabrication requirements. Design verification consists of
design rule checking and circuit extraction.

Once the chip is place and wired, then design rule checking
is next. This checks the placement for violations, such as over-
lapping circuits, circuits falling off the chip, and I/O circuits
placed in the internal cell structure, or vice versa. Wiring
checks include checks for shorts and opens and checks for
wires routed through blockages created by chip power buses.
Electrical checking is also done at this point. Bipolar circuits
are sensitive to wire widths because they drive currents
through global nets. Checking for adequate wire widths
should be done here. Excessive numbers of plane to plane vias
are checked for, because they add resistance and, hence, delay
to the nets. Results from all this checking must be folded back
into the placement and wiring, forming another iterative loop
in the design process.

The next step in the physical design process is to extract
the net lengths from the design to create a more accurate set
of delays. Parasitic resistance and capacitance per unit length
for the technology are stored in the technology database, and
these values are multiplied by the lengths of each net. The
delay of each circuit is computed accurately only when this
information is known. Then the delays are fed back to the
logic designer for a more accurate delay simulation. If delay
paths are too long, then the logic must be changed, necessitat-
ing a complete restart on the design, or the placement or wir-

Logic-to-physical
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Verification

Postlayout
simulation

Mask generation

Test generation

Logic simulation

Manufacture

Logic entry

Partitioning

Floorplanning

Physical design

ing must be changed. The crude delay estimation done before
physical design should try to be accurate enough that thisFigure 8. Physical design flow.
does not happen.

Some design systems offer the capability of doing power
optimization. This consists of automatically replacing eachthis regularity and save much time in the physical design

process. logic circuit with a higher power version until certain delay
criteria are met. The advantage of doing this is that unneces-Now we can place and wire the chip. Automatic placement

and wiring programs are not strictly necessary for the chip sary ac or dc power consumption is minimized automatically.
The design is started with all logic at the lowest power level.design process. Earlier design systems have relied upon large

manual efforts to accomplish this task. Indeed, a manual Then, successive iterations of delay calculation, identifying
the failing blocks and powering up are done until either all ofplacement and wiring capability is necessary because often

the programs do not do a complete job. the nets pass their delay criteria or the maximum power level
is reached.Placement simply consists of assigning a module location

to each logic circuit. If the logic library is not all identical in The final step in physical design is converting the place-
ment and wiring information and the graphic designs of thesize, then the physical size of each circuit must be known so

that the placement does not overlap the circuits. It is all too chip power structure and circuit library into a complete
graphical description of the chip to send to manufacturing.easy to assign a one-cell circuit to an area already occupied

by a multicell circuit. The end goal of placement is to reduce Shape level layout checking can be done at this point as a
final check on the design. If the image and library are de-the total wire length on the chip. Preplacement is done if per-

formance of a particular logic path is critical and must be signed correctly, then there should never be a layout error at
this stage. Extremely large data volumes characteristic ofmanually controlled. Some standard cell systems offer the op-
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VLSI have been raising questions about the ability to con- cess begins at a high temperature T, at which a large number
of moves that increase the energy are accepted. The tempera-tinue on this chipwide layout checking. One solution to the

problem is to use a ‘‘shadow’’ for each circuit when actually ture is gradually reduced according to a cooling schedule until
it reaches zero or a very low value. As the temperature de-doing the checking. The layout of the circuits is checked when

the library is designed, and a simplified outline shape is gen- creases, the number of accepted moves that increase the cost
functional value (or the energy) also decreases.erated which is substituted for the actual graphics before

checking. If the gate array approach is chosen, then only the At low temperatures, the method resembles a greedy algo-
rithm because only moves that reduce the cost functionalmetallization levels need to be checked and sent to manufac-

turing. Otherwise, all design levels must be checked and sent. value are accepted. SA does not get trapped in a local opti-
mum because moves that increase the cost functional valueThe data volumes of VLSI have forced modern placement

programs to approach the chip hierarchically. The task is di- are also accepted which lead to a more exhaustive search of
the solution space. Register transfer level (RTL) designs arevided into a coarse of global phase and a fine or detailed

phase. The global phase is concerned with partitioning, or di- evaluated with a spreadsheet-like approach and violations for
area, power, and pin count constraints are checked. The hier-viding the logic into more manageable portions, and the de-

tailed phase makes the exact cell assignment. The global and archical clustering technique is used in partitioning behav-
ioral hardware descriptions in which a similarity measure isdetailed phases are repeated as many times as necessary to

fit each logic partition into the program’s available storage computed for all pairs that communicate with one another.
Clusters of functions are formed with these similarity mea-area. Partition looks at the circuit’s interconnection and de-

cides where a boundary can be drawn with relatively few nets sures. However, no designed constraints are considered while
forming these clusters.crossing it. Detailed placement then iterates through many

physical arrangements based on different random number In addition to these four broad categories of partitioning
algorithms, several variations and improvements to parti-seeds looking for the smallest total net length.
tioning strategies continue to be researched. Network flow
techniques have been applied to graph bipartitioning and also
to multiway partitioning with area and pin constraints. ThePARTITIONING
maximum-flow, minimum-cut algorithm transforms the mini-
mum-cut problem into a maximum-flow problem (22).A chip may contain several million transistors. Layout of the

entire circuit cannot be handled because of the limitation of An approach that also serves as a strategy to generate ini-
tial partitions is based on eigenvector decomposition. This ap-memory space and computational power available. Even

though fabrication technologies have made great improve- proach requires transformation of every multiterminal net
into two terminal nets which could result in a loss of informa-ments in packing more logic in a smaller area, the complexity

of circuits has also been increasing correspondingly. This ne- tion needed for a performance-based partitioning. Although
this algorithm finds the optimal solution between any pair ofcessitates breaking a circuit and distributing it across several

chips. Thus, the first step in the physical design phase is par- nodes in a network, there is no constraint on size of resultant
partitions. Another related partitioning technique is thattitioning.

Partitioning is a complex, discrete, and highly intractable based on spectral partitioning, which relies on finding the ei-
genvalues and eigenvectors of a Laplacian matrix.problem which is nondeterministic polynomial (NP)-complete.

The nature of the partitioning problem and with the size of The eigenvectors yield a k-dimensional Euclidean space
embedding of a graph which minimizes the weighted sum ofthe circuit make it difficult to perform an exhaustive search

for an optimal solution. squared distance of the vertices. The k smallest eigenvectors
provide an embedding of the n vertices of the graphs in a k-We review the commonly used methods for partitioning.

Classic iterative approaches, such as Kernighan–Lin and Fi- dimensional subspace. Then efficient clustering heuristics are
used to coerce the points in the embedding into k partitions.duccia–Mattheyses begin with some initial solution and try

to improve it by making small changes, such as swapping Hagen et al. (24) propose the Rent parameter as a quality
measure for the underlying partitioning algorithm. The Rentmodules between clusters. Iterative improvement has become

the industry standard for partitioning because of its simplic- parameter characterizes a power-law relationship between
the number of external terminals of a partition in the layoutity and flexibility. Recently, there have been many significant

improvements to the basic FM algorithm. and the number of nodes in the layout. Their results suggest
that top-down layout techniques based on spectral ratio-cutThese are broadly classified into four categories: direct

method, group migration method, metric allocation method, partitioning achieve denser layouts than the current methods
based on Fiduccia–Mattheyses partitioning. The power ofand simulated annealing. All these methods, except simu-

lated annealing, suffer from the problem of getting stuck in spectral methods lies in their ability to take global informa-
tion into account during partitioning. Another effectivelocally optimal solutions. Simulated annealing (SA) is a prob-

abilistic hill-climbing search technique with the advantage of method is using clustering within a two-phase methodology.
A clustering on the net list induces a smaller net list. Fornot being stuck in a local optimum. For this reason, it is

widely used. example, if the average cluster size is 5, a 10000 module net
list is clustered to a 2000 module net list. Then iterative im-The foundation of SA in the process of the problem is the

central aspect of SA, and it is analogous to the energy of a provement is run on the smaller net list to derive an initial
solution for the larger solution. Then iterative improvementphysical system. The stability of a physical system depends

on the energy possessed by it. Lower energy (or low-cost func- is run a second time on the larger net list. Bui et al., Hagen
and Kahng, and Alpert and Kahng (24) have all shown thetional value) indicates a more stable state. The SA method

corresponds to a solution (or state) of the problem. The pro- effectiveness of the two-phase methodology. This two-phase
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approach can be repeated many times to give a multilevel al- tained by recursively using circuit partitioning techniques. A
partition divides a given circuit into k parts so that (1) thegorithm. Multilevel approaches are very popular in the sparse

matrix computational community, with works such as Hen- sizes of the k parts are as close as possible and (2) the number
of nets connecting the k parts is minimized. If k � 2, a re-drickson and Leland and Kumar and Karypis (23). To apply

it to circuit net lists as opposed to graphs, extension of the cursive bipartition generates a slicing floor plan. A floor plan
is slicing if it is a basic rectangle or there is a line segmentwork of Kumar and Karypis is presented in Ref. 24. There are

three steps in the algorithm: first, the coarsening algorithm, (called a slice) that partitions the enclosing rectangle into two
slicing floor plans. A slicing floor plan is represented by a slic-then, the initial partitioning algorithm, and, finally, the re-

finement algorithm. ing tree. Each leaf node of the slicing tree corresponds to a
basic rectangle, each nonleaf node of the slicing tree corre-
sponds to a basic rectangle, and each nonleaf node of the slic-
ing tree corresponds to a slice.FLOOR PLANNING

There are many different approaches to the floor-planning
problem. Wimer et al. (25) describe a branch and bound ap-In the floor-planning phase, the macro cells have to be posi-

tioned on the layout surface so that no blocks overlap and proach for the floor-plan sizing problem, that is, finding an
optimal combination of all possible layout alternatives for allthere is enough space left to complete the interconnections.

The input for the floor planning is a set of modules, a list of modules after placement. Although their algorithm finds the
best solution for this problem, it is very time-consuming, es-terminals (pins for interconnections) for each module, and a

net list, which describes the terminals to be connected. At this pecially for real problem instances. Cohoon et al. (26) imple-
mented a genetic algorithm for the entire floor-planning prob-stage, good estimates for the area of the single macro cells

are available, but their exact dimensions still vary in a wide lem. Their algorithm uses estimates for the required routing
space to ensure completing the interconnections. Anotherrange. Consider, for example, a register file module consisting

of 64 registers. These alternatives are described by shape more often used heuristic solution method for placement is
simulated annealing (27,28).functions. A shape function is a list of feasible height/width

combinations for the layout of a single macro cell. The result When the area of the floor plan is considered, the problem
of choosing each module for the implementation that opti-of the floor-planning phase is the sized floor plan, which de-

scribes the position of the cells in the layout and the chosen mizes a given evaluation function is called the floor plan area
optimization problem (29).implementations for the flexible cells.

In this stage, the relative positions of the modules to be A floor plan consists of an enveloping rectangle partitioned
into a nonoverlapping basic rectangles (or modules). For everylaid out are determined. Timing, power, and area estimates

are the factors guiding the relative placement. Floor planning basic rectangle, a set of implementations is given, which have
a rectangular shape characterized by a width w and a heightis used to verify the feasibility of integrating a design onto

chip without performing the detailed layout and design of all h. The relative positions of the basic rectangles are specified
by the floor-plan tree. The leaves are the basic rectangles, theof the blocks and functions. If the control logic is implemented

with standard cells, then the number of rows used for the root is the enveloping rectangle, and the internal nodes are
the composite rectangles. Each of the composite rectangles ismodules is not necessarily fixed. Many rows produce a long,

skinny block. Few rows produce a short, fat block. As other divided into k parts in a hierarchical floor plan of order k. If
k � 2 (slicing floor plan), a vertical or horizontal line is usedexamples, folding and partitioning of a PLA is used to modify

the aspect ratio of the module, or the number of bits used for to partition the rectangle. If k � 5, a right or left wheel is
obtained. The general case of composite blocks which cannotrow and column decoding in a RAM or ROM module also mod-

ifies their aspect ratio. be partitioned in two or five rectangles is dealt with by
allowing them to be composed of L-shaped blocks. Once theSince floor planning is done very early in the design pro-

cess, only estimates of the area requirements are given for implementation for each block has been chosen, the sizes of
the composite rectangles are determined by traversing up theeach module. Recently, the introduction of simulated anneal-

ing algorithms has made it possible to develop algorithms floor-plan tree. When the root is reached, the area of the en-
veloping rectangle is computed. The goal of the floor plan areawhere the optimization is carried out with all the degrees of

freedom mentioned previously. A system developed at the optimization problem is to find the implementation for each
basic rectangle, so that the minimum area enveloping rectan-IBM T. J. Watson Research Center and the TimberWolf pack-

age developed at Berkeley use the simulated annealing algo- gle is obtained. The problem has been proved to be NP-com-
plete in the general case, although it is reduced to a problemrithm to produce a floor plan that gives the relative positions

of the modules and also aspect ratios and pin positions. solvable in polynomial time in the case of slicing floor plans.
Automatic floor planning is more and more important as Several solutions have been proposed for this problem:

automatic module generators become available which accept
pin positions and aspect ratios of the blocks as constraints or

• a branch and bound algorithm able to produce the exact
parts of the cost functions. Typically, floor plans consists of solution when the size of the problem is not too large;
the following two steps: first, the topology, that is, the relative

• a complete algorithm which is based on a bottom-up tra-positions of the modules, is determined. At this point, the chip
versal of the floor-plan tree and produces the optimumis viewed as a rectangle and the modules are the (basic) rect-
solution with medium-size problems;angles whose relative positions are fixed. Next, we consider

• an approximation algorithm which deals with the great-the area optimization problem, that is, we determine a set of
est problem sizes with acceptable CPU time and memoryimplementations (one for each module) so that the total area

of the chip is minimized. The topology of a floor plan is ob- requirements;
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• an alternative algorithm which is based on the replace- in determining the total chip area, and we have a tradeoff
between minimizing area and minimizing the wire length. Inment of superblocks by equivalent basic blocks; and
some cases, secondary performance measures, such as the• a recent algorithm particularly effective for floor plans,
preferential minimization of the wire length of a few criticalwhich are approximately slicing, and reduces to a polyno-
nets, are also needed, at the cost of increased total wiremial algorithm for slicing floor plans.
length. Module placement is an NP-complete problem and,• Recently, a genetic algorithm was proposed to deal with
therefore, cannot be solved exactly in polynomial time. Tryinggeneral floor plans (29).
to get an exact solution by evaluating every possible place-
ment to determine the best one would take time proportional

PLACEMENT to the factorial of the number of modules. This method there-
fore, is impossible to use for circuits with any reasonable

The placement problem is defined as follows (Fig. 9). Given number of modules. A heuristic algorithm must be used to
an electrical circuit consisting of modules with predefined in- search through a large number of candidate placement con-
put and output terminals and interconnected in a predefined figurations efficiently. The quality of the placement obtained
way, construct a layout indicating the positions of the mod- depends on the heuristic used. At best, we can hope to find a
ules so that the estimated wire length and layout area are good placement with wire length quite close to the minimum,
minimized. The inputs to the problem are the module descrip- with no guarantee of achieving the absolute minimum.
tion, consisting of the shapes, sizes, and terminal locations,
and the net list, describing the interconnections between the

Classification of Placement Algorithm
terminals of the modules. The output is a list of x and y coor-
dinates for all modules. The main objectives of a placement Placement algorithms are divided into two major classes: con-

structive placement and iterative improvement. In construc-algorithm are minimizing the total chip area and the total
estimated wire length for all of the nets. We need to optimize tive placement, a method is used to build up a placement from

scratch; in iterative improvement, algorithms start with anchip area to fit more functionality into a given chip area. We
need to minimize wire length to reduce the capacitive delays initial placement and repeatedly modify it in search of a cost

reduction. If a modification results in a reduction in cost, theof longer nets and speed up the chip operation. These goals
are closely related to each other for standard cell and gate- modification is accepted; otherwise it is rejected. In typical

constructive placement, a seed module is selected and placedarray designs, because the total chip area is approximately
equal to the area of the modules plus the area occupied by in the chip layout area. Then other modules are selected, one

at a time, in order of their connectivity to the modules placedthe interconnects. Hence, minimizing the wire length is ap-
proximately equivalent to minimizing the chip area. In the (most densely connected first) and are placed at a vacant loca-

tion close to the placed modules, so that the wire length ismacro design style, the irregularly sized macros do not always
fit together, and some space is wasted. This plays a major role minimized. Such algorithms are generally very fast, but typi-

Figure 9. An example of placement.
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cally result in poor layouts. These algorithms are now used reduced cost. Moves that result in a cost increase are accepted
with a probability that decreases with the increase in cost. Afor generating an initial placement for iterative improvement

algorithms. The main reason for their use is their speed. They parameter T, called the temperature, controls the acceptance
probability of the moves increasing cost. Higher values of Ttake a negligible amount of computation time compared to

iterative improvement algorithms and provide a good starting cause more such moves to be accepted. In most implementa-
tions of this algorithm, the acceptance probability is given bypoint for them. More recent constructive placement algo-

rithms, such as numerical optimization techniques (30,31), exp(��C/T), where �C is the cost increase. In the beginning,
the temperature is set to a very high value so that most ofplacement by partitioning (32), integer programming formula-

tion (33), and simulated annealing (34) yield better layouts the moves are accepted. Then the temperature is gradually
decreased so that the moves increasing cost have less chancebut require significantly more CPU time. Iterative improve-

ment algorithms typically produce good placements but re- of being accepted. Ultimately, the temperature is reduced to
a very low value so that only moves reducing cost are ac-quire enormous amounts of computation time. The simplest

iterative improvement strategy interchanges randomly se- cepted, and the algorithm converges to a low cost configu-
ration.lected pairs of modules and accepts the interchange if it re-

sults in a reduction in cost (35). The algorithm is terminated
when there is no further improvement during a given large Wire Length Estimates
number of trials. An improvement over this algorithm is re-

The placement process is followed by routing, that is, de-peated iterative improvement in which the iterative improve-
termining the physical layout of the interconnects throughment process is repeated several times with different initial
the available space. Finding an optimal routing given a place-configurations in the hope of obtaining a good configuration
ment is also a NP-complete problem. Many algorithms workin one of the trials. Currently popular iterative improvement
by iteratively improving the placement and, at each step, esti-algorithms include simulated annealing, the genetic algo-
mating the wire length of an intermediate configuration. It isrithm, and some force-directed placement techniques, which
not feasible to route each intermediate configuration to deter-are discussed in detail in the following sections. Other possi-
mine how good it is. Instead we estimate the wire length. Toble classifications for placement algorithms are deterministic
make a good estimate of the wire length, we should consideralgorithms and probabilistic algorithms. Algorithms that
the way in which routing is actually done by routing tools.function on the basis of fixed connectivity rules or formulas
Almost all automatic routing tools use Manhattan geometry,or determine the placement by solving simultaneous equa-
that is, only horizontal and vertical lines are used to connecttions are deterministic and always produce the same result
any two points. Further, two layers are used. Only horizontalfor a particular placement problem. Probabilistic algorithms,
lines are allowed in one layer and only vertical lines in theon the other hand, work by randomly examining configura-
other. The shortest route for connecting a set of pins togethertions and produce a different result each time they are run.
is a Steiner tree [Fig. 10(a)]. In this method, a wire branchesConstructive algorithms are usually deterministic, whereas
at any point along its length. This method is usually not usediterative improvement algorithms are usually probabilistic.
by routers, because of the complexity of computing both theSimulated annealing (34) is probably the most well-developed
optimum branching point and the resulting optimum routemethod available for module placement today. It is very time-
from the branching point to the pins. Instead, minimum span-consuming but yields excellent results. It is an excellent heu-
ning tree connections and chain connections are the mostristic for solving any combinatorial optimization problem,
commonly used connection techniques. For algorithms thatsuch as the graph coloring (36), partitioning, routing (37,39),
compute the Steiner tree, see (41–45). Source-to-sink connec-floor planning (28), or placement (39,40). The basic procedure

in simulated annealing is to accept all moves that result in tions [Fig. 10(b)] called the Steiner distance-preserving tree
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Figure 10. Some wiring topologies.
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(46–49), where the output of a module is connected to all of Global routing is described by a list of routing regions for each
net of the circuit, and none of the capacities of any routingthe inputs by the shortest path, are the simplest to imple-

ment. They result, however, in excessive interconnect length region is exceeded.
After global routing is done, the number of nets routedand significant wiring congestion. Hence, this type of connec-

tion is seldom used for estimation. Chain connections [Fig. through each routing region is known. In the detailed routing
phase, the exact physical routes for the wires inside routing10(c)] do not allow any branching at all. Each pin is simply

connected to the next one in the form of a chain. These con- regions have to be determined. This is done stepwise, that is,
one channel at a time is routed in a predefined order.nections are even simpler to implement than the spanning

tree connection, but they result in slightly longer intercon-
nects. Channel Router

An efficient and commonly used method for estimating
If the region to be routed contains pins only on two sides,

wire length is the semiperimeter method. The wire length is
then effective detailed routing tools called channel routers are

approximated by half the perimeter of the smallest bounding
used. If the routing region has pins on four sides, then a

rectangle enclosing all of the pins. For Manhattan wiring, this
switch box route is used. The shortest path problem is stated

method gives the exact wire length for all two-terminal and
as follows: Given a graph G, each arc connecting vi and vj has

three-terminal nets, provided that the routing does not over-
an associated length dij. Find the shortest path between two

shoot the bounding rectangle. For nets with more pins and
vertices in the graph. Here, the length of the path is defined

more zigzag connections, the semiperimeter wire length is
as the sum of the lengths of arcs in the path. This problem

generally less than the actual wire length. Besides, this
was solved by Dijkstra (55). A straightforward implementa-

method provides the best estimate for the most efficient wir-
tion of Dijkstra’s algorithm needs O(n2) time. Moore and Lee

ing scheme, the Steiner tree. Some of the algorithms use the
(56) suggest that breadth-first search be used to find the

euclidean wire length or squared euclidean wire length. The
shortest path. This is known as the maze router. This algo-

squared wire length is used to save the time required for
rithm is guaranteed to find a path with minimum wire length.

floating-point computations as compared with integral pro-
Another type of algorithm, called the line-expansion algo-

cessing. Optimization of the squared wire length ensures that
rithm, was developed to minimize the number of vias in the

the euclidean wire length is optimized.
path and to reduce the memory storage and increase speed

For a comprehensive overview of placement and routing
(57). The Lee–Moore grid-expansion algorithm (20) and many

algorithms see (50). Over the years, a wide variety of place-
of its variations (19) have been widely used.

ment algorithms have been developed. Sharookar and Ma-
The channel routing problem is stated as follows: Given

zumder (51) provide a survey of various placement tech-
two parallel horizontal lines at distance m � 1 units apart

niques. Several genetic placement algorithms have been
(i.e., there are m tracks between the two horizontal lines),

presented (26,40,52,53). The classical work on layout genera-
there are numbers 0, 1, 2, . . ., n written on the two hori-

tion with a genetic algorithm (GA) was done by Cohoon et al.
zontal lines. The problem is to connect all nets using two lay-

(40). They encode a placement by a Polish notation of a binary
ers and to minimize the required number of tracks m. Chan-

slicing tree, thus having a chromosome represented by a
nel routing is widely used in automatic layout design because

string. They use different recombinatory operators, which
of its high packing density. Given the wiring list of a channel

work either directly on this string or take the tree structure
routing problem, we define the maximum density as the maxi-

into consideration by decoding the chromosome. Chan et al.
mum intersections of a vertical column with the horizontal

(54) represent a placement in a bit-matrix. The layout area is
net segments over all columns, assuming that each net occu-

divided into discrete regions, and each row in the matrix de-
pies the routing of any channel with a number of tracks equal

scribes the orientation and the position of a single cell. Re-
to or approaching the maximum density. Thus the maximum

combination is done by mixing two matrices. During the opti-
density is used to estimate the required channel width, which

mization, incorrect placements with overlapping cells are
is crucial in chip planning. The problem is NP-complete

allowed and are handled by adding a penalty term when com-
(58,59). For over two decades, many researchers have tried

puting the fitness. A GA for macro cell placement is described
to solve various channel routing problems. Several channel

where the genotype representation is a binary tree (40). In
routers were developed to generate near optimal solutions: an

contrast to the approach of Cohoon et al., this tree does not
optimal solution for the channel assignment problem (60), a

directly characterize a placement, but it is generated by de-
dogleg channel router (61), greedy channel router (62), hierar-

coding the tree in a traversal by a given order. The operators
chical channel router (63), three- or multilayer channel rout-

directly work on the tree structure.
ing (64–67), 45� channel routing (68), gridless channel routing
(69,70), parallel algorithm (71), segmented channel routing
for FPGA’s (72–75), constrained channel routing for analog

ROUTING
and mixed signal circuits (76,77), crosstalk-minimum channel
router (78,79). See (80,81) for a survey of other previous chan-

The routing stage, where the interconnections are laid out on
nel routing problems and their algorithms.

the chip, is then broken into two stages because of complexity:
global and detailed routing. In global routing sometimes

Global Routing
called channel assignment, the ‘loose’ routes (which channel
the interconnections go through) for the nets are determined. The problem of global routing is very much like a traffic prob-

lem. The pins are the origins and destinations of traffic. TheTo compute global routing, the routing space is represented
as a graph. The edges of this graph represent the routing re- wires connecting the pins are the traffic, and the channels are

the streets. If there are more wires than the number of tracksgions and are weighted with the corresponding capacities.
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in a given channel, some of the wires have to be rerouted just is used to solve the timing problem by first routing all nets to
minimize some global objectives (such as total wire length orlike rerouting traffic. For the real traffic problem, all drivers

wants to go to their destinations in the quickest way and may overall timing), and then rerouting the critical nets, net-by-
net, based on net priorities.try different routes every day. Finally each driver selects the

best route possible and the traffic pattern is stabilized. Intu- A performance-driven global routing algorithm for custom
chip design is presented in Ref. 82b. Interconnective delaysitively, we can do the same for the routing problem. In global

routing the usual approach was to route one net at a time are modeled, directly included, and incrementally updated
during the routing process. The objective of routing is to max-sequentially until all nets are connected. To connect one net,

we could use the maze runner for example. If some nets can- imize the minimum remaining delay slack. By having the
maximum allowable delay from signal source to each sink ter-not be routed at the end, these nets must be routed manually.

Obviously, the success of this kind of routing depends on the minal of the signal (which is obtained from the timing analy-
sis) as a set of constraints during the routing of a signal net,order in which we route the nets, and there is no systematic

way of rerouting the nets. Ting and Tien (82a) used the fol- the route (which is based on the A-search technique) uses the
remaining net delay slack as the primary parameter for guid-lowing approach for gate-array designs:
ing connective path searching. It is shown that when inter-

• First, route every net as if it were the first net to be connection resistance is comparable to the output driver resis-
routed, that is, pay no attention to conditions at bound- tance, minimizing the total net length is not always
ary overflows. equivalent to minimizing the delay for a multiterminal net.

Sometimes reducing delays at some critical sink terminals is• After all nets have been routed, identify the boundaries
achieved by increasing delays at some less critical terminals.that overflowed and the amount of overflow.
Because the delay at each sink terminal of a signal depends• Identify the nets that use these overflow boundaries and
on how the interconnective tree is constructed.form a bipartite graph with one part of the vertices rep-

There are various approaches to the routing problem inresenting the nets and the other part of the vertices rep-
two-dimensional arrays based on hierarchical wiring (82,83),resenting the overflowed boundaries. An edge connects a
sequential methods (84–87), simulated annealing (34,37), lin-net to a boundary if the net uses the boundary. The bi-
ear programming (88,89), multicommodity flow (90,91) andpartite graph shows the supply-demand situation among
flat approaches (92,93). Global routing is NP-complete evenboundaries and nets, and a subset of nets is selected for
in the case of one-bend routing of two-terminal nets (92).rerouting. The criterion of selection is ‘‘greedy.’’

Based on a binary-cut tree, a custom chip routing algo-
rithm using linear assignment together with hierarchical netAn interesting probabilistic approach called simulated an-
decomposition is proposed in Ref. 94. The algorithm is basednealing is due to Vecchi and Kirkpatrick (37). Basically, they
on a top-down hierarchical scheme. At each level of hierarchy,first route the nets randomly. Then they change the routing
the current routing problem is partitioned into two subprob-pattern if the new pattern decreases the objective function:
lems by assigning pins to channels on a cut line (or bisector).
To find an optimal pin assignment for a cost function, a linear
assignment minimizes the total summation of the costs sub-

F =
∑
v=1

m2
v

ject to the capacity constraints of the channels (or holes).
Then, to determine the path of nets inside each subregion,where mv is the number of wires in the vth arc. Because this

objective function is convex, a lower value of the objective interface (or pseudo) pins are created on the cut lines and
nets are broken into several parts that are processed indepen-function indicates that the wires are more uniformly distrib-

uted over the whole area. dently. The process of cutting and linear assignment contin-
ues until all the nets are connected or all the boundaries areA novel approach is to change the pattern even if the objec-

tive function increases. This happens with a small probabil- included in the cuts. Note that this approach produces many
bends. With signals in the gigahertz range, the electricality, say 1/100, and changes the pattern is the objective func-

tion decreases with probability, say 99/100. characteristics of the packages require treating the signal
lines as transmission lines. On most conventional intercon-As previously mentioned, many ingenious heuristic algo-

rithms have been proposed. However, the fundamental ques- necting substrates, transmission line delay is linearly propor-
tional to the distance traveled, but with multilayer thin films,tion is Is there an algorithm which can be proved mathemati-

cally? (Here, we discount the algorithms, such as backtrack delay becomes proportional to the distance squared. Because
of the high series resistance of thin conductive lines and theor branch-and-bound, which are classified as implicit enumer-

ations). The amazing answer is ‘‘yes’’ using a linear program- high capacitance of these lines to ground caused by thin di-
electrics. In practice, transmission lines are not perfectly uni-ming approach. The algorithm was invented in 1949 by G. B.

Dantzig. A serious reader should consult books on linear pro- form, that is, in the package level, significant reflections are
generated from capacitive and inductive discontinuities alonggramming.

Recently, as VLSI chips become more tightly packed, the transmission lines. Moreover, in a multilayer ceramic
substrate of MCM, wires at different levels do not have ex-multilayer routing with more than two layers is necessary.

Several approaches have been proposed for global wire rout- actly the same impedance. Such mismatches of line imped-
ance cause reflections from the junction points, such as viasing. One simple approach is to incorporate net weights into

the global routing process by assigning high weights to criti- and bends. In general, xy plane-pair routing techniques used
for multilayer routing yield many vias. If we minimize thecal nets. The other method is to assign net priorities. Critical

nets are routed before less critical nets, so that their paths number of segments per net (i.e., the number of bends), the
number of vias is reduced proportionally. Therefore, propaga-are much more direct than the others. A rerouting technique
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tive delays associated with discontinuities (e.g., see Refs. 5, One may suspect that moat routing is analogous to color-
ing an circular-arc graph. Then, one may easily prove that95–97) are minimized by careful design.

We call the process of assigning pseudoterminals to cut- moat routing under the restricted model is NP-complete, but
the complexity for the case containing only two-terminal netslines in each level of hierarchy terminal propagation. Termi-

nal propagation depth (denoted as �i) for a net i denotes the in not known. Furthermore, moat routing has a special prop-
erty that the circular moat creates the possibility of manynumber of levels of top-down hierarchy through which a net’s

pseudoterminals are allowed to propagate. In this way, the different routing paths, independent of the assignment of nets
to tracks. Specifically, a net with m pins can be routed in mdepth of terminal propagation controls the number of bends.
different ways, each corresponding to a complete track with
the span between two adjacent pins removed. Because nets inMoat Router
a moat can be routed in multiple ways, the notion of density

The final stage in detailed routing typically is routing the con- applied to channel routing is not directly generalizable to
nections between the I/O pads and the core circuits. The area moat routing. Thus, given restricted moat routing, we should
between the core and the pads is called the moat. Moat rout- resort to an approximation algorithm based on finding the as-
ing consists of nets whose pins lie on either or both the inside sociated circular-arc graphs. An approximation algorithm
perimeter of the pad frame and the outside perimeter of the called an iterated maximum independent set heuristic is pro-
core circuit area. The moat between the pads and the core is posed by Ganley and Cohoon (104). The idea is to construct a
divided into a number of concentric tracks, similar to channel circular-arc graph G� (we call it an extended circular-arc
routing except each track forms a circle rather than a line graph) considering all different routing paths as additional
segment. The moat routing problem is to minimize the num- arcs and iteratively peeling off a maximum independent set
ber of tracks required to connect all nets in the moat. The pad (MIS) from G until no more MIS remains. The time complex-
assignment that avoids vertical constraints and minimizes ity of the heuristic is O[n(nm)2] time.
the total wire length between pads and terminals on the core
is effectively solved by the linear assignment algorithm. Over-The-Cell Router

A similar problem is the case when all the points lie on a
The conventional channel is defined as a rectangular areacore frame periphery. The problem is to find the smallest en-
with terminal rows along its top and bottom. The main roleclosing rectangle with the least area among all feasible lay-
of the channel router is to connect the given terminals ac-outs. Gonzalez and Lee (98) presented a linear-time optimal
cording to the net list with minimum area. In two-layer stan-algorithm for the case when all nets have exactly two termi-
dard cell design methodology, the M1 layer is typically usednals. They (98a) also presented a polynomial time approxima-
for connections internal to the cell, and the M2 layer is avail-tion algorithm for multi terminal nets that generates a layout
able for routing over the cell.with an area at most 1.6 times the area of an optimal layout.

Recently, the concept of over-the-cell (OTC) routing wasAlso note that a similar problem, minimum-congestion rout-
introduced to minimize layout area. In OTC routing, the celling around a rectangle is polynomial time solvable for two-
layout area and the channel area between two cell rows arepin nets (99), and the problem of routing two-terminal nets
used as a routing resource. Some heuristics have been devel-around two equal-width rectangles to minimize the total area
oped to achieve 20–35% reduction in channel height com-was presented by Gonzalez and Lee (100) with an O(n log n)
pared with those for non-OTC channel routers. A recent algo-time two-approximation.
rithm yields as much as 65% reduction in the channel heightThe density of channel route is the maximum number of
with a triple-layer OTC router. Recently, Kim and Kang (105)intervals that intersect any vertical line, that is, the size of
present a new channel routing algorithm that uses threethe maximum clique in the corresponding interval graph.
metal layers in the OTC area. Metal layers can be dynami-Clearly the density in a channel is a lower bound on the num-
cally located for horizontal and vertical connections in OTCber of tracks required to route through the given channel. In
area even for the case where cyclic constraint exists. The algo-fact, interval graphs are perfect graphs, meaning that the
rithm relocates as many critical net segments as possible formaximum clique size is equal to the minimum number of col-
the OTC area and, thus, the real channel space.ors required to color the graph. Thus, the optimal number of

tracks is precisely equal to the density. The left-edge algo-
High-Performance MCM Routerrithm (60) computes an optimal channel routing solution.

A circular-arc graph is similar to an interval graph except With the accelerating complexity of semiconductors shown in
that the vertices correspond to arcs on a circle rather than Fig. 1 (1), packaging must address the needs of consumer
intervals on a line. Unlike interval graphs, a circular-arc products, personal computers, workstations, midrange com-
graph is not necessarily equal to its density. Thus, coloring puters, mainframes, and supercomputers. Electronic packag-
the circular-arc graph is NP-complete. ing is an art based on the science of establishing interconnec-

It is proved by Tucker (101) that �(G) � 2�(G). The theo- tions and fulfilling system functions. Continuous advances in
rem results in a two approximation algorithm for coloring a the speed and integrative scale of integrated circuits have cre-
circular graph G. Find a maximum clique C in G in O(n log ated ever greater demands for higher density packaging to
n) time (102), and color it using �C� colors. Color the interval ensure reduced interconnective delays for improved electri-
graph G � C optimally using the left-edge algorithm, which cal performance.
requires at most �C� colors in O(n log n) time (60,103). Thus, Packaging is becoming a limiting factor in translating
a coloring using at most 2�C� colors is computed, and the opti- semiconductor speed into system performance. Moreover, in-
mal coloring requires at least �C� colors. The time complexity creasing circuit count and density in circuits have been con-

tinuing to place further demands on packaging. To minimizeof the algorithm is O(n log n) time.
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the delay, chips must be placed close together. Thus, the tempts to find a minimum Steiner tree based on symmetric
multichip module (MCM) (106) technology has been intro- expansion from all pins.
duced to improve system performance significantly by elimi-
nating the entire level of interconnection. MCM is a packag-
ing technique that places several semiconductor chips, OTHER ISSUES IN PHYSICAL DESIGN FLOW
interconnected in a high-density substrate, into a single pack-
age. This innovation led to major advances in interconnective Compaction is simply the task of compressing the layout in
density at the chip level of packaging. Compared with single- all directions so that the total area is reduced. By making the
chip packages or surface-mounted packages, MCMs reduce chip smaller, wire lengths are reduced which, in turn, reduces
circuit board area by 5 to 10 times and improve system perfor- the signal delay between circuit components. At the same
mance by 20% or more. time, a smaller area means that more chips are produced on

Therefore, MCM is used in a large percentage of today’s a wafer which in turn reduces the manufacturing cost. The
mainframes to replace the individual packages. The size of expense of computing time, however, mandates that extensive
MCMs varies widely (107): 10–150 ICs, 40–1000 I/Os per IC, compaction is used only when large quantities of IC’s are pro-
1,000–10,000 nets, where the low end is ceramic/wire-bond, duced. Compaction must ensure that no rules regarding the
the high end is thin film/flip chip (maximum linear dimension design and fabrication process are violated during the
is now up to 4–6 inches for thin-film MCMs, up to around 8.5 process.
inches for ceramic MCMs, and up to 18 inches for laminated Design verification encompasses many different techniques
MCMs). to guarantee the specification of a VLSI logic chip. The types

Physical design in the MCM environment differs from clas- of analysis done on VLSI logic chips include functional simu-
sical VLSI design in a number of important ways. Perfor- lation, delay calculation, delay simulation and timing analy-
mance is of overriding importance in MCM design, because sis. A chip designer may choose to do all of the above analysis
that is the primary reason for choosing MCMs over conven- or only a subset. All simulation routines require a model
tional single-chip packages. Thus, MCM physical design algo- which describes the function of the logic chip. This model is
rithms must be driven by performance constraints. This in- created by interconnecting functions available in the design
volves careful consideration of minimizing transmission line system library using a standardized descriptive language.
effects, such as crosstalk, reflections, and the effects of cross- Each circuit in the library has a logical model coded by the
ings, bends and vias, as opposed to simple lumped-capacitor circuit designer and provided to the chip designer via the
approximations commonly used in single-chip packages. An- technology database described in the last section.
other important difference is that some types of MCMs, such The types of functions in a gate array design system li-
as ceramic and laminated MCMs, require several tens of wir- brary include primitive functions (i.e., NAND, NOR, AND,
ing layers. For example, the ceramic MCM designed by IBM and OR) and complex function (i.e., AO, OA, AOI, and OAI).
uses over 60 layers of signal, power, and ground wiring (106). The standard cell library includes all the functions in the gate
This imbues the MCM routing problem with a three-dimen-

array library with the addition of macros. A typical list ofsional flavor, which is lacking in existing VLSI routing where
macros includes RAMs, PLAs, ALU, and register macros. Thethe number of layers rarely exceeds three.
logical models for simple circuit functions are coded by Bool-It can be argued that printed circuit board (PCB) wiring,
ean primitives. The logical models for macros are coded aswhich has been studied by many researchers over the past
flat (Boolean) models using the primitives for test generation,two decades, also handles comparable numbers of layers.
but behaviorals are coded for functional simulation. Behavior-However, MCM high-density substrates have many unique
als are programs which interact with the simulator duringfeatures, such as blind, buried, stacked and segmented vias,
the actual simulation and reduce the overall CPU time whenwhich are not commonly considered in PCB routing algo-
simulating an entire chip.rithms. Also, the need for simultaneous consideration of per-

Once the logical model of the chip is coded, the designerformance issues, which are rarely brought up in PCB wiring
must code patterns for exercising the logic. The first step isalgorithms, provides stimulus for new and innovative design
defining all the primary inputs and outputs of the chip andapproaches (3–7,9–11).
organizing them into groups which form the data flow. EachSeveral wiring layers are required to route the large num-
group of inputs or outputs is given a variable name, and thatber of interchip connections. Thus, the problem is three-di-
name is used to set the input patterns and monitor the resultsmensional. A multilayer routing strategy for high perfor-
at the output. The input pattern modes available in a typicalmance MCMs is to route all nets optimizing routing
simulator include binary, hexadecimal, and decimal. A well-performance and to satisfy various design constraints (e.g.,
structured input language offers DO loops for repetitive oper-minimizing coupling between vias and signal lines and min-
ations and a WAVE facility for clock pulse generation. Afterimizing discontinuities, such as vias and bends).
functional simulation is completed, the next step in designThere are several new and interesting MCM routers for
verification is delay calculation. Delay calculation is run be-this new packaging technique (3,6,7,9,10). Automatic layout
fore placement and wiring by estimating the amount of capac-of silicon-on-silicon hybrid packages developed at Xerox
itance per fan-out. An average capacitance value for a singlePARC is presented in Ref. 3. Placement determines the rela-
fan-out is hard-coded into the delay program. The delays aretive positions of the ICs automatically or interactively and
obtained by two different techniques. For the simple books inorganizes the routing areas into channels. The hybrid routing
the library (NOR, NAND, etc.), the device parameters areuses a topological model that reduces the complexity of hybrid
stored in the technology rules. The parameters include devicerouting by abstracting the geometrical information. Computa-

tion of geometry is deferred until needed. Global routing at- width and length and input capacitance. These parameters
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are used as input to a device model which uses a numerical physical design phases was necessary to successfully complete
a design. For deep submicron designs, this model does notintegrative scheme to compute the book delays.

This scheme proves too costly and inefficient for large mac- hold true. Delay, routability, size, and power dissipation are
no longer predicted accurately unless information about theros, however. These functions have precalculated delays

which are stored in tables of delay versus capacitance. The physical implementation is available to the logic designer. In-
terconnect, for example, now plays such a dominant role indelay calculator either interpolates or extrapolates the delay

from the points given in the delay tables. The macro function predicting delay and power dissipation that it cannot be
loosely estimated.(i.e., RAMs, PLAs, etc.) delays are divided into two parts: the

skin delay and the body delay. The skin delays are for the Timing, routability, size, and power problems are not dis-
covered until after detailed placement and routing. Multiple,input and output blocks of the macro and depend on input

transition and output capacitance. These delays are precalcu- lengthy iterations ensue between the logic and physical de-
signer to repair the problems. The end result is that iterationslated and stored in the database. The body delay depends on

a particular path in the macro and is embedded in the behav- between logic and physical designers grow from 1–3 itera-
tions for 0.8 micron designs, to more than 10 iterations forioral.

Delay calculation is typically run after the logic is placed 0.6 micron and smaller feature size designs.
Only by developing a floor plan of a design and preciselyand wire on the chip. Actual wiring lengths for poly and metal

wires are used to compute the wiring capacitance. Each wir- predicting the placement of cells and the routing of nets are
interconnect effects accurately forecast during the logic de-ing level has a precalculated capacitance value per unit

length which is stored in the technology rules. Certain as- sign phase. Because a floor plan provides a high-level abstrac-
tion of the eventual physical design implementation, it is cre-sumptions are made with about the amount of wire crossings

and the amount of parallel and fringe capacitance. In a design ated and modified quickly. As a result, multiple iterations
with synthesis and timing analysis tools are completedsystem, it is too costly to compute the exact capacitance for

each net because the positional relationship to other wires. quickly, and timing, size, and power constraint violations are
resolved. Because the logic designer has access to key physi-The input gate capacitances are stored in the rules and are

added to the wire capacitance to compute the total net capaci- cal design information, problems are solved during the logic
design phase, where they are least expensive to fix. Becausetance. The capacitance values are passed to the delay calcula-

tor, and the delays are computed for each book and stored in the final logic design takes into account the physical imple-
mentation of the design, a single placement and routing cyclea file. Delays computed by the delay calculator are typically

three-sigma worst case. is achieved and design cycle times are significantly reduced.
Increased interconnect resistance affects the load seen by

a driving gate and pin-to-pin interconnect delay. The increase
in coupling and interlayer capacitance caused by intercon-HIGH-PERFORMANCE LAYOUT DESIGN

WITH SUBMICRON TECHNOLOGIES nects running closer together and the heightened use of
multilayer interconnect technologies must also be considered.

IC designers moving to deep submicron technologies face big Failure to consider these submicron effects causes significant
predictive errors. After full placement and routing, mostchallenges. Initial design projects have experienced unexpect-

edly long design cycles, a larger than expected number of de- physical design groups accurately predict delays if they have
taken into account the submicron effects discussed previously.sign iterations, problems getting chips to operate at target

clock speeds and surprises with die size late in the design But during logic design, tools and methodologies in common
use today often predict delays with errors in excess of 100–cycle. The effects of deep submicron geometries, high clock

speeds, and soaring gate counts all create new design prob- 200, and the design fails.
Determining the routability of a design is critical to pre-lems that are not addressed by existing tools and methodolo-

gies. The limitations of available tools and methodologies are dicting both size and performance. Today, relatively simple
calculations based on total cell area and number of nets areclear. Logic designers, who once needed to know little about

the physical implementation of their devices to successfully typically used to estimate design size early in the design pro-
cess. The estimates do not consider routability. Given thecomplete their designs, now must have access to key physical

design information early in the design process. Without this mounting routability challenges facing deep submicron design
projects, predictions based on these calculations are ex-information, timing delays, routability, and power dissipation

are not accurately predicted, and the logic designer has no tremely inaccurate and cause major surprises late in the de-
sign process.way of knowing if basic design constraints, such as functional-

ity, cost, power, and speed are being met. The result is often Design routability has become a big problem for a number
of reasons. One important factor is the continued explosion inbig surprises late in the design cycle. Gate delay has de-

creased by about 30%, but interconnect delays have not been design complexity. There are more cells and nets in a design
to place and route optimally, and the likelihood of consider-reduced as quickly. For 0.5 micron technologies, the solution

lies in enabling early design improvement by providing logic able routability problems is increased. A second factor is the
use of top-down design methodologies, specifically synthesisdesigners with insight into physical implementation realities

without forcing designers to do detailed placement and tools. They have increased the average number of connections
per net by 50–100 throughout the chip. A third factor is therouting.

Because information about the actual physical implemen- increased number of macro blocks or mega cells with a high
number of input and output pins, increasing congestion andtation of a design was not necessary to make accurate predic-

tions, logic and physical design were highly decoupled. Con- more challenging routing problems. Finally, the use of larger
and larger buses causes special problems for routers. De-ventionally, only a single iteration between the logic and the
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pending on the design, one or more of these issues needs to be
considered to accurately determine the routability of a design.

Fixing routability problems is also extremely difficult. Be-
cause most place and route tools operate flat, it is difficult to
isolate routability problems and fix them incrementally. In
addition, because place and route tools typically immediately
flatten design hierarchy, it is impossible for them to take ad-
vantage of the highly structured major portions of a logic hier-
archy. As a result, resolving routability issues requires many
iterations and time.

Clock-Tree Synthesis (a) (b)

In a synchronous VLSI design, which carries the heaviest Figure 11. Clock network topologies: (a) Single driver scheme; (b)
load and switches at high frequency, clock distribution is a Distributed buffers scheme.
major source of power dissipation. Also, circuit speed and chip
area have been an important consideration, and the delay on
the longest path (phase delay) through combinatorial logic ing-driven routing problem are in (109). A minimum rectilin-
and the maximum skew among the synchronizing compo- ear Steiner tree (MRST) approach for interconnecting the ter-
nents should be minimized. There has been active research in minals of a clock net is not necessarily the best in various
the area of high-performance and low-power clock routing. applications. To reduce phase delays and supply sufficient
This chapter gives an overview of a number of combinatorial driving current, several levels of buffers are added to create
aspects and highlights the state of the art of currently active a so-called multistaged clock tree [refer to Fig. 11(b)]. To opti-
research in clock-tree synthesis. mize the buffer placement inside each group and between

Reduction in power consumption without sacrificing pro- groups, we simply apply the variations of H-tree (called hier-
cessing speed is an increasingly important objective in inte- archical matching tree (110). Then, we generate the rectilin-
grated circuit design nowadays. One reason is the longer bat- ear clock net topology to minimize the clock skew, Elmore de-
tery life required for the growing class of personal computing lay (111), and wire length, simultaneously.
devices, such as portable desktops and wireless communica- Because of its fidelity to SPICE-computed delay, Elmore
tion equipment. Another reason is the dramatic decrease in delay is a good performance objective for constructing high-
chip size and increase in transistor count and clock rate for performance routing trees. Figure 12 shows an instance of
integrated circuits. Power is reduced at various design levels, Elmore delay estimation for a hierarchical distributed buffer
including circuit, logic, register-transfer, behavior, and sys- tree.
tem levels. Clock is the fastest and most heavily loaded net Because interconnect resistance and capacitance are usu-
in a digital system. Power dissipation of the clock net contrib- ally proportional to the edge length, we see that the delay has
utes a large fraction of the total power consumption. The a quadratic relationship to the length of the source-sink path,
clocking circuitry in an adaptive equalizer consumes 33% of suggesting a min-radius criterion. However, the Cj term im-
the total power. In a microprocessor, 18% of the total power plies that Elmore delay is also linear in the total edge length
is consumed by clocking (108) because the clock frequency is of the tree which lies outside the n0 � ni path, suggesting a
typically several times higher than other signals, such as data min-cost criterion.
and control. There are clock signals which synchronite ele- The relative size of the driver resistance heavily influences
ments. Both clock and data signals are delayed by the combi- the optimal routing topology (ORT). If rd decreases, the ORT
national blocks delays introduced by wires.

For a circuit to function correctly, clock pulses must arrive
nearly simultaneously at the clock pins of all clocked compo-
nents. Performance of a digital system is measured by its cy-
cle time. Shorter cycle time means higher performance. At the
layout model, performance of a system is affected by two fac-
tors, signal propagative time and clock skew. The difference
in arrival times between a single pulse arriving at two differ-
ent clocked components is referred to as clock skew which
must be within a certain tolerance. Using advanced routing
tools to minimize total wire length is helpful in reducing re-
sistance of wires. But in high frequency applications, clock
skew and phase delay should be considered to attain a desir-
able chip performance. It is said that the clock skew must be
less than 5% of the critical path delay time to build a high-

Clock source

Top level
clock driver

Local buffer

R1

R2

Rs

R3

R4

C3

C4

C

D

CC

CE

C1

C2
CDE

A

B

Sink

performance system. Timing critical nets with a high fan-out
requires several layers of buffering to drive all the leaf cells. Figure 12. An instance of Elmore delay estimation for a hierarchical,

With the scaling of device technology and die size, inter- distributed, buffer tree. For example, d(A) � �Rs(C1 � C2 � C3 �
connective delay now contributes up to 70% of the clock cycle C4 � CC � CD � CE), d(B) � d(A) � �R1C1 � �R1(C3 � C4 � CC �

CD).in dense, high-performance circuits. The earlier works on tim-
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tends to a star topology. Elmore delay implies that the num- compute the delays. Although the algorithm is greedy, it finds
trees with significantly smaller delays (up to 50% less) thanber of Steiner points in the source-sink path should be mini-

mized and the Steiner points ‘‘shifted’’ toward n0 (i.e., a sophisticated Steiner tree algorithm (114).
In the PowerPC clock design methodologies (115), the firstbranches off the source-sink path should occur as close to the

source as possible). stage of clock design is during synthesis. The synthesis per-
forms load balancing and duplication of clock buffers to mini-It is well understood that reducing the wirelength reduces

the delay sensitivities at the leaf nodes because small process mize clock skew. The objective of load balancing is to balance
capacitive and resistive loadings among the groups and thevariations in the wire length result in smaller changes in the

overall delays and, consequently, smaller skew. Then the ob- number of pins among the group. Capacitive loading is ap-
proximated by the Elmore sum of clocked cells’ input loadingjective is to make the delay sensitivities at the leaf nodes

small enough (by shortening wires) so that the upper bound capacitances. Resistive loading of each group is approximated
by the half perimeter of the smallest bounding box enclosingon the skew is acceptable without elongatting wires exces-

sively. It is important to point out that the wirelengths are all of the clocked pins in the group. The purpose of balancing
the number of clocked pins is to distribute the wiring conges-optimized in a bottom-up manner from the leaf-nodes to prop-

erly consider the possible changes in the upstream sensitiv- tion over the routing area. All three parameters are incorpo-
rated into a cost function to be optimized. Here clock buffersities.

The change in the Elmore delay to any node n downstream are inserted based on net fan-out and pin capacitances. The
second stage is a physical clock design. First, clustering ofof branch 1 is given by �TDn

� �R1(Cd1
� C1). We see that the

skew of binary tree-like clock nets is extremely sensitive to regenerator (circuits that split the master clock into phases)
and estimation of skews inside circuit blocks is performed.changes in the wire lengths of the branches closest to the root

of the tree. Small changes in the lengths of such branches, The second stage of physical clock design is optimizing the
wire widths of the main trunks of the clock tree. The finaltherefore, have a large effect on skew.

Delay, power, skew, area, and sensitivity to process varia- stage of physical clock design is final buffer selection in the
clock network.tions are most important concerns in current clock-tree de-

sign. As with other signal integrity issues, clock layout prob- Two different clock distribution shemes are used in Pow-
erPC designs: an H-tree clock distribution network [Fig.lems force designers to evaluate a set of complicated, opposing

alternatives, such as area, delay, skew sensitivity, and 13(a)], and a multilevel buffered clock grid [Fig. 13(b)]. The
H-tree style designs are used for designs targeted for lowerpower consumption.

In the global routing phase, route shapes for all nets are power and desktop markets, whereas the multilevel buffered
grid design style has been used for high-performance pro-determined on a two-dimensional grid, to minimize the maxi-

mum routing density and minimize the interconnect delays in cessors with larger clock distribution area.
There are many works related to high-performance clockthe nets. In VLSI routing, the primary objective is to mini-

mize wire length. This is equivalent to minimizing delay physical network designs (116,117). In this article, we explore
a number of important contributions to clock synthesis, andwhen the lumped-capacitor model is used. However, when the

Elmore or second-order model is used, minimum wire length we use the following notations:
does not necessarily imply minimum interconnect delay. Con-
sequently, conventional minimum Steiner tree algorithms de- T: A clock tree with a driver w0 at the root (clock source,
veloped for VLSI routing are inadequate for MCMs. N0) and a set of s sinks �N1, N2, . . ., Ns�.

Performance-driven, tree-generating algorithms are cur- S: a set of t Steiner points �S1, S2, . . ., St� whose locations
rently a topic of considerable research. Using a first-order de- are to be determined.
lay model, Cong et al. (112) show that the delay of a net con-

dist(Ni, Nj): Manhattan distance between Ni and Nj.sists of three terms. The first term is proportional to the total
wi: ith wire segment or buffer.wire length of the net. The second term is proportional to the
X: X � (x0, x1, ..., xn�m), where n is the number of wire seg-sum of the path lengths from the source to each of the sink

ments and m is the number of buffers, a wire- andvertices in the tree. The third term is related quadratically to
buffer-sizing solution.the path lengths. Based on this analysis, they introduce the

concept of an A-tree, whose interesting property is that the ri, ci: resistance and capacitance of wi, respectively.
second term is always minimized and the first and third Ui, Li: upper bound and lower bound of the size of wi.
terms are closely related, so that minimization of one leads

xi, �i: size and length of wi.to minimization of the others. They propose a near-optimal
Pi: all wires and buffers on the path from the source toalgorithm for A-tree construction and find experimentally

sinks Ni.that the algorithm reduces delays up to 43% compared with
Ti: All wires and buffers in the subtree of T rooted at wi.a very good Steiner tree algorithm.

A different approach based on a second-order delay model Ans(wi to the nearest upstream buffer or the root.
is proposed in Ref. 113. In this approach, the tree for a net is Dec(wi): all wires, buffers, or sinks on the path from wi to
generated constructively by adding one sink at a time. During the nearest downstream buffers or sinks.
the ith step, a point k is found in the current tree, so that,

Ri: upstream resistance of wi, Ri � �wi�Ans(wi)
rj.when a minimum-length path from the current sink si to k is

Ci: downstream capacitance of wi, Ci � �wi�Dec(wi)
(Cj � cj) �introduced, the second-order delays to sinks s1 . . . si are min-

�Nj�Dec(wi)
c�j , where c�j is the capacitance of sink Nj.imized. The point k is found efficiently by performing a ‘‘trial’’

connection from si to a set of points in the current tree and Di: Elmore signal delay (Fig. 12) at sink Ni, Di �
�wj

�Pi,wire rj(Cj � cj/2) � �wj�Pi,buffer rjCj.incrementally updating the admittance and coefficients to
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Figure 13. Typical PowerPC clocking
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S: clock skew defined as the maximum difference in the balance point is computed by finding the point p along the
delays from the clock source to clock sinks, S � straight line connecting the roots of the two subtrees so that
maxi, j�Di � Dj�. the difference in path lengths from p to any two leaves in the

combined tree is minimum. Then, another MEWM is per-A: area of a clock tree: A � �n
i�1 �i � �n�m

i�n�1 xi.
formed on generated balanced points. In this manner, aP: power consumption proportional to nCV2

dd, where nC is
height-(� log n) balanced binary clock tree is constructed bythe sum of capacitance times transitions (switching ac-
recursive geometric matching in a bottom-up manner. We calltivity) needed to compute an operation and Vdd is the
the generated tree the rectilinear hierarchical matching treesupply voltage.
(RHMT). The RHMT produces a near-optimal solution in
terms of total wiring cost and clock skew when clock pins areThe signal net N is to be embedded in an underlying graph
evenly distributed over chip area.G � (V, E) with N � V. The graph G is associated with Ha-

nan’s grid (41) and has variable edge costs. Each edge (i, j) �
E has a cost d(i, j) equal to the routing cost between node

Bounded-Skew Steiner Tree: The Deferred-Merge Embeddingi � (xi, yi) and node j � (xj, yj), that is, the rectilinear distance
Approach. Based on the hierarchical matching tree, the de-between the two points (�xi � xj� � �yi � yj�). The nodes in V
ferred-merge embedding (DME) algorithm (121) improves thecorrespond to the interconnection point (called Hanan’s point)
existing method and consists of two stages. In a bottom-upin Hanan’s grid. Hanan’s grid is generated by drawing a hori-
phase, a tree of merging segments is constructed that repre-zontal straight line and a vertical straight line crossing each
sents loci of possible placements of internal nodes (or Steinerpoint in N. The cost of T is defined as cost(T) � �(i, j)�T d(i, j).
points) in a zero-skew tree, and, in a top-down phase, a treeThe Steiner tree (118) is a routing tree T in G that spans N.
is embedded determining exact locations for the internalHanan’s point denoted as H can be as large as n2. We set
nodes in T. For node v with children a and b, the mergingH � H � N. A Steiner tree for a set N contains at most
region of v corresponds to the set of all locations at which(n � 2) other points of set S � H called Steiner points on the
subtrees Ta and Tb are joined to v with minimum wiring costplane. The Minimum Rectilinear Steiner Tree (MRST) prob-
while still maintaining the skew bound B.lem, given a set of N of n points in the plane, is to determine

In general, to ensure correct clock operation under a re-a set S of Steiner points so that the tree cost over N � S has
quired clock period P, the allowable clock skews between twoa minimum rectilinear cost. The problems are known to be
adjacent flip-flops i and j are (1) to avoid zero-clocking withNP-hard for a long time (119).
negative skews, Di � Dj:Figure 10 shows a set of alternative Steiner trees, each of

whose objective is different. In this section, we exhibit a num-
ber of results on constrained Steiner trees for clock networks. Dj − Di ≤ MIN(Dlogic) + Dff − Dhold

Hierarchical, Recursive, Matching Tree. Let us briefly de-
scribe the algorithm proposed by Kahng, Cong, and Robins and (2) to avoid zero-clocking with positive skew, Di 	 Dj:
(120). Given a set N of randomly distributed clock pins and a
distinguished pin called a source, they first match the closest
pairs using minimum edge-weighted matching (MEWM). A Di − Dj ≤ P − (Dff + MAX(Dlogic) + Dsetup)
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where Di and Dj are clock arrival times, MAX(Dlogic) and the merged tree satisfies the path length bound (1 � 
) � R
from the farthest sink. Negative-sum exchange is defined asMIN(Dlogic) denote the longest and shortest path delays of the

combinational block between two FFs, and Dff is the delay in a sequence of T-exchanges where the sum of weights of ex-
change is negative. An exact algorithm starts from any solu-a FF.

However, the formulation of the previous algorithm does tion tree, finds the negative-sum exchange, converts the solu-
tion tree to a new solution tree by exchanging edges, andnot address the skew constraints. In practice, only minimiz-

ing the skew is not an actual design requirement. We should iterates until no more possible exchanges(s) are found. Let us
denote the search tree as �. Each node in � represents a span-allow some tolerable (or sometimes useful for lower power)

skew with which the system functions correctly. Bounded- ning tree. The root of � is the initial solution. A child node is
generated by a T-exchange from its parent node. Note thatskew clock routing under the Elmore delay model is presented

in Ref. 122 and its problem is as follows: one reaches any spanning tree from the initial tree by a series
of at most (V � 1) T-exchanges. Because the number of possi-
ble T-exchanges in a tree T is O(EV), a node in � has O(EV)Minimum-Cost, Bounded-Skew Routing Tree Problem:

Given a set of N � (N1, N2, . . ., Ns) of sinks in a plane and a children. So � has O(EnVn) nodes where n is the depth of �.
skew bound B, find a routing topology G and a minimum-cost
clock tree T that satisfies Dmax � Dmin � B. Trade-off between Cost and Skew. We denote by L(T) the

lower bound on wire length (cost or weight) of a worst-case
The section proves several key properties of the deferred- tree T in the unit square.

merge embedding regions. Kahng, Cong and Robins (120) showed that, for random
sets of terminals chosen from a uniform distribution in the

Minimal Steiner Trees with Bounded Path Length. Let R be unit square, the total wire length of rectilinear hierarchical
the length of the direct path from the source to the farthest matching tree (RHMT) is, on average, within a constant factor
sink and 
 be a nonnegative, user-specified parameter. The of the total wire length of the optimal Steiner tree. The con-
shortest path between u and v in graph G is distG(u, v). The stant is at most two (124).
shortest path between u and v in tree T is distT(u, v). The Then, the bound is used for establishing bounds on wire
radius of node v � G is radiusT(v) (i.e., maxdistT(u, v), u � length and clock-skew of the combined approach of MRST and
V). The method of (123) constructs a bounded path length RHMT (124,110) (refer to Fig. 14).
minimal Steiner tree (BMST) with radius at most (1 � 
) � R
by using an analog of the classical Kruskal’s MST construc-

Theorem. The total weight of a worst-case MRST-RHMT ortion. The tree cost is empirically at most 1.19 of that of an
RHMT-MRST in the unit square is at most twice the totaloptimal BMST.
weight of a worst-case MRST.

Given the routing graph G(V, E) in Manhattan space, find a
minimum cost routing tree with radius(S) � (1 � 
) � R. Many systems uses clock trees with a buffer at each inter-

nal node and short daisy chains at the clustered leaves. By
properly adjusting the size of the cluster at the leaves, oneA heuristic algorithm for the problem is as follows: The

Kruskal algorithm adds an edge (u, v) in G to MST, or equiva- can tradeoff among skew and wire length. Minimizing the
wirelength or the number of buffers also leads to powerlently, merges two partial trees tu and tv by the edge (u, v) if

(u, v) is the least weight edge among the available edges and savings.

Figure 14. MRST-RHMT construction.

Algorithm-1: MRST-RHMT construction

Input: a set of clock pins N

Output: A clock tree topology

Step 1. Construct a RHMT.

Step 2. Reconstruct a set of subtrees of
RHMT at Level k using the minimum rectilinear
Steiner subtrees (MRSS).
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Minimum-Cost, Rectilinear, Distance-Preserving Tree. The with the delay constraint Di(X) � Dmax and Di(X) 	 Dmin,
respectively. The constraints are relaxed, scaled with Lagran-shortest distance between the source and a given sink i in G

is denoted as ri. The shortest distance between the source and gian multipliers into its objective function, and then the
subproblems resulting from dynamically adjusting the La-a given sink i in T is denoted as ci.

The problem of a minimum-cost, rectilinear, Steiner dis- grangian multiplier are iteratively solved. Then,
tance-preserving tree (MRDPT) (46) seeks a minimum-cost
tree with a special property such as ci � ri, for every sink i
(refer to Fig. 5).

Minimize αDmax + βP + γ A + δ(Dmax − Dmin)

+ ∑s
i=1 λi[Di(X ) − Dmax] + ∑s

i=1 δi[Dmin − Di(X )],

subject to Li ≤ xi ≤ Ui, 0 ≤ i ≤ n + m, Dmax ≥ 0,Dmin ≥ 0
It is known that the minimum-cost Steiner distance-pre-

serving tree (125) (or min-cost, shortest path Steiner tree
Note that Dmax is a variable introduced to minimize maxi-(117) in general graphs is NP-hard (126). The complexity of

mum delay and Dmin is introduced to minimize clock skew.the problem in a planar graph has not been known. See Ref.
Chen et al. (128) presented an algorithm for simultaneously117 for the history.
optimizing the previous objectives by sizing wires and buffersA typical approach for finding MRDPT as in (125) is as
in clock trees. The algorithm, based on the Lagrangian relax-follows:
ation method, effectively minimizes delay, power and area,
simultaneously, with low skew and sensitivity.

1. Partition the plane into quadrants Q0, Q1, Q2, and Q3. However, the formulation of the previous algorithm does
The partitioning of the plane divides the terminals into not address the skew constraints. In practice, minimizing
a one-quadrant MRDPT problem (1Q MRDPT) as de- only the skew is not an actual design requirement. We should
picted in Fig. 1(c). allow some tolerable (or sometimes useful for lower power)

2. Solve the 1Q MRDPT problem for Q0, Q1, Q2, and Q3, skew with which the system functions correctly. Bounded-
independently, obtaining an MRDPT T(Q0), T(Q1), skew clock routing is presented in Ref. 122. This method,
T(Q2), and T(Q3). however, considers only the skew bound and does not control

3. Merge the solutions for each quadrant, thus obtaining the maximum source-sink delay. Long wires require more
the MRDPT T. buffers and cause slower rise and fall times. More buffers and

slower switching result in higher power dissipation. A power
optimizing clock routing algorithm with bounded skew andCho (127) was concerned with finding T(Q0) whose sinks
bounded maximum source-sink delay under the Elmore delayare in the quadrant Q0 (i.e., right, upper corner of the plane).
model is presented in Ref. 129. In this algorithm, delays areGiven the solutions for each quadrants, the MRDPT T is
controlled by buffer sizing rather than by controlling the wirefound in polynomial time (125). Thus, the underlying graph
lengths, the clock tree is an equal, source-sink, path lengthof the 1Q MRDPT (we call it just MRDPT) is called flow graph
Steiner-tree regardless of skew bounds (it is a zero-skew treeG � [A, V � (H � N)] so that there is a directed arc in A from
under the linear model), and finally the routing cost becomesi to j in V if rj � ri, xj � xi and yj � yi, that is, every arc is
large when non-zero skew is required.oriented toward the source s. Thus, arcs are embedded using

Thus, Oh et al. (130) proposed allowing the user to specifysome monotone or ‘‘staircase’’ path between the source to
different delay bounds for each individual sink, which lead toany sink.
a further reduction of the routing cost. In case of clock rout-A tree is directed in-tree rooted at node s if the unique
ing, the required signal arrival times among sinks are madepath in the tree from any node to node s is a directed path.
to differ. In addition, if the combinational delay between twoObserve that every node in the directed in-tree has outdegree
FFs violates the short path delay constraint, common practice1. Note that all paths from a sink to the source have the same
is to insert delay elements on the short path or increase thelength in G. Thus the problem of MRDPT is to find a directed
wire length. However, one cannot arbitrarily increase thein-tree from G with minimum cost. An exact algorithm based
length a wire because it may violate the required arrivalon min-cost flow transformation is given in (127).
times of other sinks. These observations motivated develop-
ment of a method for controlling the path lengths so that anyMinimum-Cost, Bounded-Skew, Bounded-Delay Clock
delays lie beween given upper and lower bounds. Variables ofTree. The wire- and buffer-sizing problem is defined as
the proposed mathematical programming formulation are thefollows:
edge lengths of the trees. The following formulation leads to
a simple linear programming problem under the linear delayThe Clock-Tree Wire- and Buffer-Sizing Problem
model which is solved optimally in polynomial time.Given: A clock tree T with source N0 and sinks �N1, N2, . . .,

Ns�, wire segments �w1, w2, . . ., wn�, buffers �w0, wn�1, wn�2,
. . ., wn�m�, upper bounds �U0, U1, . . ., Un�m�, and lower
bounds �L0, L1, ..., Ln�m�.
Objective: Find an X that minimizes max1�i�sDI, S, P, A, and/
or �.

An approach by Chen et al. (128) is based on Lagrangian

Minimize
n∑

i=1

�i,

subject to
∑

wi ∈path(Ni ,Nj ) �i ≥ dist(Ni, Nj ),

∀ sinks Ni, Nj (Steiner point constraints)

Dmin ≤ Di ≤ Dmax∀ sink Ni (delay constraints).
relaxation so that the delay constraints are relaxed into the
objective function by introducing Lagrange multipliers �i and Once the edge lengths are determined, the positions of

Steiner points are determined from geometric considerations.�i, where �i and �i are the Lagrange multipliers associated
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The method for placing Steiner points is similar to the DME Although such techniques have been developed for timing-
driven placement, only limited progress has been reported foralgorithm. In the DME algorithm, the feasible regions for

Steiner points and the edge lengths are found in a bottom-up the timing-driven interconnective problem. In Ref. 109, net
priorities are determined on the basis of static timing analy-fashion, and then Steiner points are placed in the feasible
sis. Nets with high priorities are processed earlier using fewerregions in a top-down fashion. The proposed method is differ-
feedthroughs. In Ref. 136, a hierarchical approach to timing-ent in that edge lengths are predetermined and the feasible
driven routing was outlined. A timing-driven global routerregions are rectangular regions instead of simple line seg-
based on the A* heuristic search algorithm was proposed forments.
building-block design. However, these results do not provideIn the Elmore delay model, the delay equation is quadratic
a general formulation of the timing-driven global routingwith respect to �i’s. Because the Elmore delay function is qua-
problem. Moreover, their solutions are not flexible enough todratic and the sum of the quadratic terms is positive (i.e., the
provide a tradeoff between interconnective delay and routingfunction is posynomial in �i.), the delay function is convex.
‘‘cost.’’ Cong et al. (137) proposed a bounded-radius, mini-The feasible set defined by a convex function with both lower
mum-routing tree and gave experimental results on theand upper bounds, however, is not a convex set. Some edges
tradeoff between interconnective delay and routing ‘‘cost.’’may be given higher weights to account for wirability con-

Three types of Steiner trees have been studied before incerns, blockage, type of metals used, cross talk or switching
connection with global routing: min-max weight Steiner treesactivities. However, the approach splits the original problem
(84), minimum-length Steiner trees (20,38), and minimum-into two subproblems solved separately and does not consider
weight Steiner trees (138). A minimum-length Steiner tree isthe interaction between two stages. Thus, we may need a new
not appropriate, for it goes through ‘‘critical regions’’ includ-approach for determining the bounded-skew and bounded-de-
ing the modules. Indeed such a path needs to be modified solay Steiner tree in a ‘‘single’’ step.
that it does not go through any modules. After the modifica-
tion (shown by an arrow in Fig. 15) the path still goes through

Bounded-Radius, Weighted Steiner Tree. With progress in ‘‘critical regions’’ (e.g., the region with weight 9 in Fig. 15).
VLSI fabrication technology, interconnective delay has be- After the modification, we may even violate the optimality of
come increasingly significant in determining circuit speed. its length. A min-max Steiner tree is also not suitable, for it
Recently, it has been reported that interconnective delay con- is excessively long. (Heuristics have been introduced to obtain
tributes from 50% to 70% of the clock cycle in the design of shorter min-max Steiner trees in Ref. 84). A minimum-weight
dense, high-performance circuits (131,132). Thus, with submi- Steiner tree is a Steiner tree with minimum total weight,
cron device dimensions and up to a million transistors inte- where an edge thereof with length � in a region with weight
grated on a single microprocessor, on-chip and chip-to-chip w has total weight �w (138). A minimum-weight Steiner tree
interconnections play a major role in determining the perfor- deals with length and density, simultaneously. A minimum-
mance of digital systems. weight Steiner tree, however, does not consider the intercon-

Because of this trend, performance-driven layout design nective delay (e.g., from P1 to P3 in Fig. 15). We employ the
has received increased attention in the past several years. notion of bounded-radius weighted Steiner trees (BRWRST)
Most of the work in this area has been on the timing-driven to trade off between interconnective delay and routing weight.
placement problem, where a number of methods have been
developed for placing blocks or cells in timing-critical paths Balanced-Mesh Clock Routing. Clock routing using a bal-

anced-mesh routing with circuit partitioning (Fig. 16) wasclose together, for example, see Refs. 131–135.

Figure 15. Four types of Steiner trees.
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Figure 16. Balanced-mesh clock routing
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proposed (21,139). The circuit is partitioned into subblocks source by a balanced or a minimum-delay tree. The circuit is
partitioned so that each subblocks’s skew and the clock-signalcalled mesh-routing regions (MRs) in which clock skew is sup-

pressed below a constant by mesh routing. Then the net from delay time are bounded under given allowances, based on the
relationship of the clock skew, delay time, and FF density inthe clock source to each MR is routed as a balanced tree. Us-

ing the technique in the design of MPEG2-encoder LSI, a a chip. A subblock region that ensures skew is called a mesh-
routing region (MR). In MR partitioning, the circuit is parti-skew of 210ps was achieved.

The balanced-tree method (BTM) achieves very low skew, tioned into MRs so that they satisfy the MR constraints and
then a clock buffer, whose size depends on the number of FFsbut it increass area and delay time by making the skew un-

necessarily small. This is especially crucial in the design of and area, is selected in each MR. In the placement stage, the
FF’s cells and its buffers are placed within each MR to whichchips having many FF’s (e.g., MPEG2 LSI’s).

The fixed-mesh method (FMM) generates a clock net in a they belong to. The routing is classified into two types: intra-
MR and inter-MR. Inter-MR routing is the mesh routing infixed mesh driven by a large buffer with wire sizing. FMM

has been applied to the design of a DEC Alpha chip (140). each MR. Inter-MR routing is the minimum-delay time rout-
ing from the clock source to all MR’s.The entire chip is covered by a big mesh of interconnect metal

that drives all the FF’s. Although it achieves clock skew of
less than 300ps for 0.75 �m technology, the power dissipated The MR-partitioning problem. Minimize �i, j C(i, j) subject to

MR constraints,by the clock is almost 40% of the total power dissipation of
the chip because the FMM overestimates the skew, which in-
creases the number of interconnects requiring a large buffer. where C(i, j) is the number of nets connecting MRi and MRj.
However, a fixed mesh is easy to route and at most one rout-
ing track is required in each channel. Taking advantage of Activity-Driven Clock Design. The activity patterns are ob-

tained from Fig. 17. The tree also contains the possible activ-both of BTM and FMM, Sato et al. (139) developed a practical
clock routing method called the balanced-mesh method ity patterns of its internal nodes. These activity patterns are

derived assuming that a gate is placed one very node of the(BMM), in which the circuit is partitioned into some sub-
blocks and the clock net in each subblock is routed as a mesh. clock tree and they represent the times when these gates

must allow propagation of the clock signal. A gate at the rootEach mesh is driven by a relatively small clock buffer placed
at its center row and these buffers are routed from the clock of any clock tree must be active during a time period if any of

Figure 17. High-level design transforma-
tion of differential equation to control

dz

dz

dz

z

z

u

u

y

3

3

C1
C1A2

A1

C2 C3 C4 C5 C6

S1S1M1

M2

M1

M2

M3

M4

+

+*

*

*

*

*

*

– –

^ ctr

z1

y1

u1

data-flow graph.



320 VLSI CIRCUIT LAYOUT

Figure 18. Differential equation exam-
ple: A clock-tree circuit for the modules of
the differential equation circuit.
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its sinks is also active. Thus, the activity of the internal nodes higher density and improved electrical performance of such
technologies are needed in these systems.is obtained by ORing the activity patterns of the sinks that

belong to the corresponding subtree. Using Fig. 17, consider In the mixed analog-digital layout design and deep sub-
micron CMOS technologies, automated synthesis of intercon-the activity pattern which contains modules A2 and M2 as

sinks (001000 � 110110 � 111110). The tree in Fig. 18 has a nections during the early placement stage of the design cycle
is emerging as a most promising approach. Current place-total of 40 idle time periods. This is improved to 52 idle peri-

ods by closely placing modules of similar activity. The second ment level design models do not capture important physical
design effects, such as cross talk, power, and timing, simulta-task is to locate the clock gates, given a clock-tree topology, so

that the total power is minimized. The gate insertion problem neously, which is the first order of factors in chip perfor-
mance.requires detailed information about the parasitic capacitances

of the clock tree and the control lines of the gates. Hence, we Because of the continually decreasing distances between
components and the simultaneous increase of operating fre-model the clock-tree topology with an H-tree construction.

First we define an activity pattern for an element i of the quencies, the noise induced from signal wires physically too
close to each other, called cross talk, becomes stronger. In-system, U(i) � �aij�j � 1, . . ., u, aij � �0, 1��, with u time

periods and activity aij. Let element i consume total active creased cross talk holds for coupling via the interconnects,
and also for cross talk via the substrate (142). Cross talk con-circuit power PA(i) during periods when the circuits are active,

and thus the clock must be supplied for proper function. Also tributes as much as 50% to 75% to interconnective delay as
the width of the wire and the space between wires is reducedlet PI(i) denote the total inactive or idle circuit power, when

clock supply is unnecessary. The power consumed by the clock (2). The problem is particularly important in high-frequency
integrated circuits. A critical area in the layout is an areasupply is negligible. The power consumed by clocked element

i is P(U(i), i) � �u
j�1 [aijPA(i) � (1 � aij)PI(i)]. Define the func- in which spot defects are centered and a malfunction in the

respective critical circuit arises. Both cross talk and spot de-tion t[U(i)], which measures changes in the activity pattern
and the power consumed by the control signals of the clock fects occur frequently in a channel and are avoided by rear-

ranging the wires and vias.gates. The total power of the clock tree is obtained from the
sum of the power contributions defined previously. Cross-talk noise should be considered because cross talk

between long wires increases delay (because of larger effective
line capacitance) and also degrades signal integrity andActivity-Driven Clock Tree Construction
causes logic faults.Let the activity pattern of a clock tree node be obtained by

Excessive local congestion gives rise to future routing dif-ORing the patterns of its sinks. Construct a tree T(V, E) on a
ficulty and also increases the potential cross-talk noise inset of sinks N so that the weighted sum of nodes activities
high-speed signal lines. Furthermore, it increases power dis-A(T) � �vi�V �cit[UT(i)] � �u

j�1 kijaij� in the resulting tree is min-
sipation due to coupling capacitance. Cross talk is minimizedimized. The weights kij and ci are derived from the power con-
by ensuring that wires carrying high-activity signals aretributions defined previously.
placed sufficiently far from other wires. Moreover, for high-
performance circuit routing, intersections of wires cause theThe algorithm proposed by Téllez et al. (141) is based on
use of more vias which, in turn, require more routing re-recursive weighted matching, where the matching weight is
sources (because of the large via pitch), lower manufacturingthe value of the objective function of the resulting subtree.
yield, and cause noise problems (because of the mismatched
characteristic impedance between wires and vias)(143).

Cross Talk
The problem of cross talk is addressed typically after the

placement step. The next step in physical design is to assignRapid growth of multimedia and communication systems de-
mands the use of both analog/digital mixed signal ICs and every global route in the layout environment to a plane pair,

called layer assignment, so that the capacity constraints aredeep submicron (below 0.6 �m) CMOS technologies. The
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satisfied on all plane pairs and the number of plane pairs is
minimized. A layer assignment algorithm to reduce cross talk
presented in Refs. 9, 144–145 maximizes the layer separation
between interfering nets, so as to reduce both intralayer and
interlayer cross talk. There are several works related to cross-
talk minimum routings. The main goal of the MCM router
developed in Refs. 79, 146–148 is to route all the nets with
a minimum number of layers and reduce the cross talk by
separating high-frequency wires with a bound over the num-
ber of vias used in routing.

In the following, we present cross-talk minimization tech-
niques during placement, global routing and channel routing
phases.

The placement model in this paper targets MCMs. A given
input is a set of rectangular chips of the same size with pins
fixed within each block and a specification of n nets, including
timing constraints on nets. Each output solution specifies an
absolute position of each chip. The problem is stated as fol-
lows: Given a set of chips C and a set of chip sites S, find a

1 1

1

2

2 2

2

Li

Wi

A global routing with more
cross talk than (b) 

A global routing with more
crossing than (a) 

(a) (b)

Cross-talk-critical
regions

mapping �: C � S, so as to minimize the cross talk, crossings,
Figure 19. Cross talk and crossing. Observe that minimizing crossand total wire length needed for routing and to ensure routa-
talk introduces more crossings.bility of the design in a minimum number of routing layers.

Early estimation of wirability during placement is important,
but net topology is difficult to estimate at the placement
stage.

Conventionally, a cost metric based on wirelength plus
minal nets are routed within the smallest bounding box en-congestion increases the wirability. However, in our formula-
closing the terminals belonging to the nets, and with theirtion, we do not consider the congestion measure, explicitly.
favorite topologies as mentioned previously. For example, oneWe observed by experiments that congestion minimization is
restricts one to a specific routing pattern for a multiterminaldone automatically and we perform cross talk and crossing
net with a mincost Steiner tree having minimum wire length,minimization simultaneously, because it distributes wires
minimum bends, and minimum stubs. For nets with large ter-evenly over the MCM substrate. Note that minimizing the
minals, a mincost Steiner heuristic is used. A stub or branchnumber of crossings reduces the wire length, whereas min-
in a tree introduces extra delay and/or ringing in the receivedimizing the cross talk does not always do so. Next, we intro-
signal waveform (113). Evidently, the topology estimate fromduce a new interference measure based on cross talk and
a placement in this way is poorer than the estimate fromcrossings.
global routing, but it is a necessary compromise for a strong
coupling between the placement and global routing. Based onNet Topology and Graph Generation. Multiterminal nets
these facts, given a placement, we create a new interferencehave many possible routing topologies, such as daisy chain,

Steiner tree, star and A-tree (128,149). However, it is imprac- graph G � (V, E), where �V� � 2n and �E� � 2n(n � 1) (in the
tical to consider all configurations of a large fan-out net be- case of two-terminal nets, refer to Fig. 19), to formulate the
cause the number of net topologies as a function of the num- interference relationship between nets, so that each node in
ber of a large fan-out receivers increases rapidly. Raghavan, V represents a net and a weight on an edge in E represents a
Cohoon, and Sahni (150) demonstrated a polynomial time so- net-pair cross talk and crossing measured as below.
lution (O(n2) time) for a one-layer routing problem called sin-
gle-bend wirability problem, for two-terminal nets, which is

Cross-Talk Measure. A popular approach used in the pastthe problem of determining whether there exists a planar
to model the dependency of performance functions on parasit-routing with at most one bend per net. The problem can be
ics is net classification. Nets are classified according to thereduced to the 2-satisfiability problem. However, allowing
type of signal they carry (stable, large swing, sensitive tomultiple terminals renders the single-bend wirability problem
noise, etc.). A bus of several sensitive nets running parallel toNP-complete (151). The formulation, however cannot be di-
each other with correlated signals might inject considerablerectly applied to solve our problem that considers multiple
noise into a single net. The cross-talk-critical region is definedconstraints on wires. The bounding box measure (of wiring
as a region enclosed by two wire segments of net i and net jinterference) for placement without taking net topologies into
so that their coupling distance d(i, j) is less than or equal toaccount completely is not sufficient. For example, a simple
a small constant. The value depends on device technology. Formeasure which satisfies this property adds an edge between
example, using ac device technology on an MCM-L layer, � �two vertices if the bounding boxes of corresponding nets inter-
1 cm (146). The shaded regions in Fig. 19 correspond to thesect. If the bounding boxes of two nets intersect in a highly
set of cross-talk-critical regions induced by the given globalcongested region, the routability is more severely affected
routes of the two nets. The cross talk between two nets i(�p)than if they intersect in a region with very few nets. Thus,
and j(�q), denoted as �[i(�p), j(�q)], is estimated as proportionalwe consider, for two-terminal net i, two possible one-bend

global routes, i(�1) and i(�2). It is desirable that the multiter- to the maximum length for which two nets run in parallel and
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∑
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