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CIRCUIT ANALYSIS COMPUTING OF
SEMICONDUCTOR PACKAGES AND SYSTEMS

The electronic package has four major functions: (1) supply of
electrical power necessary for operation of electronic circuits,
(2) distribution of electrical signals carrying information, (3)
removal of heat generated during operation of circuits, and
(4) mechanical support of circuits and protection from envi-
ronment. Electrical package design is concerned primarily
with the first two functions. The typical goal of electrical de-
sign is to obtain a package that supports required speed of
system operation and maintains electrical noises at or below
tolerances. Package design is also influenced by cost and re-
liability considerations. However, this article deals with a
package electrical performance, which is related to the first
two listed package functions.

Design is based on package mathematical modeling, which
describes relations between a performance of designed object
and design variables. Mathematical modeling of electronic
packaging is quite involved, and resulting models are compli-
cated. Consequently, analytical approaches to package design
are so limited that computer support is required. Simulation
that involves computer implementation of package models
and numerical imitation of package performance is commonly
used as a design support.

ELECTRICAL PACKAGE MODELING

Electrical package modeling (i.e., description of relations be-
tween electrical performance and design variables) is based
on a number of simplifying assumptions that depend on the
type of signals considered and packaged device/system appli-
cation. Therefore, packages can be classified into specific cate-
gories on the basis of application and modeling features. Thus
modeling the following package categories will be discussed:
radio-frequency (RF) packages (i.e., packages housing RF cir-
cuits), digital packages housing digital circuits, and mixed-
signal packages containing circuits that perform operations
on both analog and digital signals.

RF Package Modeling

Modeling of RF packages is closely related to modeling of
packaged devices and circuits, and in most cases it is very
complicated. Modeling of parasitic couplings between the
components is a particularly troublesome problem. Typical
models are developed in frequency domain because the rele-
vant circuits and packages usually operate in narrow fre-
quency bands. These models are based on linear approxima-
tion (linearization), which is valid for small signal operations.
Specialized software tools must be used to support modeling.
Such tools are being intensively developed because of growing
demand for a variety of RF circuits needed in wireless com-
munication. These tools are continually updated and modified
in cooperation with the user community. In light of the rapid
changes of simulation tools, they are not described here in
detail.

Some circuits such as RF power amplifiers operate with
large signals such that the linear approximation cannot be
used, and novel methods like harmonic balance are used in
modeling instead (1). Both modeling methods and supporting
software are under vigorous development.
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losses and capacitive and inductive effects, and the role of
those effects varies with the frequency of operation.

The parameters of equivalent circuit are often determined
by characterization (i.e., measurement of actual devices and
matching the equivalent circuit behavior to that of the de-
vice). It should be added here that the equivalent circuits are
not unique, and one could select another equivalent circuit for
the same device that may give similar approximation in a
given frequency range.

Nonuniqueness of equivalent circuit and difficulties in de-(a)

(b)
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termining its parameters are so serious that another ap-
Figure 1. Interdigitated capacitor and its equivalent circuit showing proach, also based on characterization, was developed to rep-
that the structure has inductive and capacitive effects and resistive resent components of RF circuits. This approach consists of
losses: (a) layout, (b) equivalent circuit. constructing special tables, termed look-up tables, depicting

the input-output relations determined by characterization of
devices. The look-up table techniques avoid the problems as-

To illustrate the complexity of modeling RF circuits and sociated with determination of equivalent circuits and ambi-
packages and to point to some of the most important features guities related to nonuniqueness but require characterization
of modeling, a few examples of models for passive components of a number of parts of various dimensions (various layouts).
are presented. A layout of an interdigitated capacitor and its Because manufacturing and characterization are both expen-
equivalent circuit is shown in Fig. 1. The capacitor has losses sive, there is a problem with determining the minimum num-
represented by the resistor R and inductive effects (capability ber of parts to construct a look-up table model for a given
to store magnetic energy) represented by the inductor L. The modeling accuracy. This minimum number of parts is a func-
values of parameters of the equivalent circuit, C, L, R, C1, tion of required accuracy and interpolation routines used in
and C2 cannot be determined accurately from the layout. In computing input-output relations. Use of higher-order inter-
addition, these parameters depend on the frequency with polation routines reduces this number but increases output
which the device operates. In fact, the capacitive effects are processing time. Look-up table techniques with cubic spline
dominating at frequencies significantly different from the interpolation provide a good solution to this trade-off in appli-
self-resonant frequency of the circuit. That is at such frequen- cations to passive elements and active devices (2) of RF cir-
cies the device operates approximately as a capacitor, and at cuits.
other frequencies its function is not clearly that of capacitor.

An example of layouts of spiral inductors and the equiva-
Digital Package Modelinglent circuit illustrate the same point. The spiral inductor (Fig.

2) has inductive effects represented by the lumped inductor Digital circuits are widely used and produced in a great vari-
L, losses R, and capacitive effects represented by the lumped ety and large volume. Consequently, digital packages are very
capacitors C1, C2, and C3. Again, the function of the device common, and because of substantial development resources
cannot be described as an inductor, but it is a mixture of available with large volume production, they are very ad-

vanced. Analogous modeling and design methods are also ad-
vanced. Two basic electrical systems—(1) signal distribution
and (2) power/ground distribution—performing the two major
package functions and the associated electrical performance
and signal integrity issues will be discussed.

Signal Distribution System. Basic components of the signal
distribution in a digital system are internal logic, input-out-
put drivers/receivers, and interconnections. Modeling of inter-
nal logic components and input/output driver/receiver cir-
cuits is the subject of microelectronics, and thus it will not be
discussed here. Propagation of an electrical signal requires
the use of two conductors. One is called the signal line, which
is dedicated to a transmission of specific signal, whereas the
other, which is called a return, reference, or ground conduc-
tor, is usually shared by many signals. Modern digital signals
have a significant energy spectrum up to the range of a few
gigahertz. The interconnections carrying these signals must
be treated as a high-frequency transmission system. It can be
shown that in most practical cases propagation of signals in

(a) (b)
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(c) digital systems can be adequately described by electromag-
netic field equations under the assumption of quasi-traverseFigure 2. Spiral inductors of two types with equivalent circuits illus-
electromagnetic (TEM) wave propagation. Degradation of sig-trating that inductor has many parasitic components (C1, C2, C3, R):
nals occurs as they propagate through package interconnec-(a) layout of concentric inductor, (b) layout of nonconcentric inductor,

(c) equivalent circuit. tions. There are reflections resulting from discontinuities of
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the structure or terminations, which when improperly de-
signed can increase the transition time or in the worst case
cause a false switching in some parts of the system. The inter-
connection resistance causes attenuation and dispersion (giv-
ing an undesirable change in the waveform), which increases
the transition time. The result of attenuation is such that in
a very long interconnection the signal may not reach the
switching threshold. A magnetic field associated with current
changes induces voltage on the line and its neighbors (effects
of self and mutual inductance). Voltage induced on neigh-

PW

PA

NML<H>(NTL<H>)

Safe
area

Forbidden area

boring lines called cross-talk may build up and also cause
false switching. Evaluation of those effects is necessary in the Figure 4. Typical dynamic noise tolerance curve illustrating the
design and can be accomplished by modeling interconnections point that a receiver has smaller tolerance for longer perturbations.
and system simulation.

Circuit Attributes in Signal Transmission. Circuit attributes
important in modeling signal distribution are logic swing the tangent is 45�, see Fig. 3). The dynamic noise tolerance/

immunity (Fig. 4) of an input gate is determined by character-VLS, rise time tr, static noise tolerance (NT) [noise margin
(NM) or noise immunity (NI � NT/VLS)], and dynamic noise ization of existing gate or its extensive simulation with the

use of a circuit simulation program such as SPICE, originatedtolerance/immunity. The immunity is a dimensionless noise
tolerance (or margin) referenced to the logic swing. The im- at the University of California at Berkeley and now widely

used and available from many companies. The dynamic noisemunity is a convenient measure of noise because it may be
used to compare noise properties of various technologies (hav- sensitivity takes into account the inertia of the receiving gate

and allows for larger amplitude perturbations if the perturba-ing different logic swings). The logic swing is the difference
between the potentials of signals in high and low logic state. tions are of shorter duration. To use the dynamic noise sensi-

tivity curve in the design, it is necessary to estimate the am-The rise time is the time needed for the signal to pass through
the central 80% of the logic swing in transition from the low plitude and the duration of the representative perturbation

acting at the receiver’s input. Such an estimate can be ob-to the high logic state. Falling time is analogously defined for
the falling signal and is usually assumed to be equal to the tained from the cross-talk, reflection, and switching perturba-

tion studies.rise time. Static noise tolerance is determined from the trans-
fer curve of the receiving gate as the smaller difference be-
tween the input voltage corresponding to the switching Power/Ground Distribution System. Power/ground distribu-

tion systems bring electrical energy from external sourcesthreshold and the logic high value NTH or low value NTL of
input signal (Fig. 3). Noise margin is defined as the smaller (power supplies) to an individual circuit, which is necessary

for the operation of packaged circuits. Conductors in this sys-difference between logic high value NMH or low values NML

of input voltages and input voltages corresponding to ‘‘unity tem are designed to carry larger currents than the conductors
in the signal distribution system. There is a hierarchy of con-gain’’ points on the transfer curve (points where the slope of
ductors distinguished by their technology and current levels
such as (1) chip level—thin film (10 mÅ to 1 Å), (2) package/
chip carrier level—thin or thick film (1 Å to 10 Å), (3) printed
wire board level—printed wires (10 Å to 100 Å), (4) large sys-
tem level—bus bars (kÅ). A typical dc problem: for given cur-
rent (I), voltage level (E), voltage drop tolerance (� in %), and
conductor length (D), determine the conductor geometry-cross
section (Å) and material (with resistivity �) such that the volt-
age drop satisfies the inequality �(D/A)I 
 (E�/100). Usually
the voltage drop tolerance is 1% to 2% at each level of inter-
connection. Typically, the conductor material is imposed by
other considerations and designer decisions are restricted to
the selection of the conductor cross section.

Switching Perturbations. Transitions between logic levels
are associated with current transitions in digital circuits.
These transient currents flow on power/ground conductors
and cause transitional voltage drops because of parasitic in-
ductive parameters of conductors. These voltage drops are of-
ten termed switching noise or alternatively � � I noise and
are very undesirable because they may cause false switching.
The perturbations are magnified by simultaneous switching
of many gates as the effects of current changes in individual
gates may cumulate. For this reason switching perturbationsVIN

L V IN
 H

NTL NTH VIN

VT

Vout

NML

NMH

are also called simultaneous switching noise. Switching per-
turbations may manifest themselves on power or groundFigure 3. Transfer curve of an inverter is used to define noise toler-

ances, NT, noise margins, NM, and switching threshold, VT. lines. In reference to effects on ground lines these perturba-
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tions are called ground bounce. More details concerning these ground level; (2) the switching drivers are at logic ‘‘0,’’ with
their output voltages close to VSS, and they receive an inputeffects are given in the section on the mechanism of switching

perturbations. Analysis of switching noise and estimation of signal to switch to logic ‘‘1’’ while the quiescent driver is at
logic ‘‘1’’ with its output voltage close to VDD. In case (1), theits levels and effects is in general not easy because the power

and ground conductors have very complex shapes (wires, pins, drivers originally maintained the interconnecting lines
charged to the level of their output voltage (VDD) and, as aperforated plates, etc.), which makes electrical modeling quite

difficult. There are several publications proposing analysis of result of changing input signals, they discharge the line
charges to the ground through their ground connections, toswitching effects with the use of effective inductance of

ground and power connections. This type of analysis is re- bring the line potentials to the level of VSS. The discharging
currents cause a voltage drop on ground connections due tostricted to some special structures with long interconnections

that can be adequately represented by the effective induc- their parasitic inductive effects. Considering a simplified
model with effective inductance, LG1, this voltage drop is pro-tance. However, many practical structures involve ground

and power plates that cannot be meaningfully represented by portional to the rate of change of discharging current,
LG1(diD/dt), where iD is the total line discharging current. In aan effective inductance, and specialized, sophisticated numer-

ical software has to be used in design. The advantage of effec- typical CMOS design with first-reflection switching the dis-
charging occurs in two steps and the rate of change in dis-tive inductance is that it is very simple and could be used for

pedagogical purposes, as is done below, to explain the mecha- charging current of one switching driver is 1/2 VDD/1.2tr Zo. In
derivation of this formula it is assumed that VDD representsnism of switching perturbations.

Mechanism of Switching Perturbations. The mechanism of the potential difference between power and ground lines
which in CMOS circuits is the same as the logic swing VLS.switching perturbations is explained using an example of sig-

nal transmission between two CMOS chips (Fig. 5), showing The total effect may be approximated by multiplication of this
quantity by the number of simultaneously switching drivers.the line drivers on chip A and the receivers on chip B with

their respective power (VDD) and ground connections (VSS). The described voltage drop will raise the potential on the
ground conductors on the chip A with respect to VSS and con-Here, for the sake of simplicity, we utilize the effective induc-

tance of power connections, LDD, and the effective inductance sequently the output of quiescent driver will rise. This phe-
nomenon is often called ground bounce. The corresponding re-of ground connections, LG. We shall assume that a group of

drivers switches (i.e., changes their logical state as a result of ceiver on the chip B will not be able to detect that this rise is
caused by the switching perturbation and not by the inputan input signal), while the input signal to one (or more) of the

drivers remains constant. Such a driver with constant input signal, which may lead to false switching if the perturbation
exceeds the level of receiver noise tolerance. In the case of (b)signal will be called quiescent. We shall discuss the effect of

switching in the signal line involving this driver. We will con- the signal lines connected to switching drivers are originally
discharged and in the transition they are charged to VDD (thissider two simplified cases: (1) the switching drivers are at

logic ‘‘1,’’ with their output voltages close to VDD, and they involves two steps due to the first reflection switching in
CMOS). The transitional currents, iC, are drawn via powerreceive an input signal to switch to logic ‘‘0’’ while the quies-

cent driver is at logic ‘‘0’’ with its output voltage close to the lines and they cause the voltage drop LDD1(diC/dt) on the
power connections. Consequently, the voltage on the power
connections in the chip A drops by this amount from VDD and
the output voltage of the quiescent driver follows this drop,
which is interpreted by the corresponding receiver on the chip
B as a change in the signal. Again, if the perturbation is large
it may lead to false switching. The rate of change in the
charging current for CMOS circuits implementing first-
reflection switching can be estimated by the formula given
above. It should be emphasized here that the most difficult
element in evaluation of switching perturbations is the esti-
mation of inductive effects of power or ground connections
represented in this discussion by the effective inductances
(LDD1, LG1). Typical bipolar drivers and receivers in ECL tech-
nology are designed for the first reflection switching where
the drivers output impedance is significantly smaller than the
line characteristic impedance and the receivers input imped-
ance is matched to the line. In this case the rate of driver
current change can be estimated as VLS/1.2tr Zo. The simple
discussion presented here shows that level of switching per-
turbations is proportional to the effective inductance of
power/ground connections and number of simultaneously
switching drivers and inversely proportional to the rise time

VDD
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LDD1

LG1

LDD2

LG2 

Chip A

...

...

Chip B

and characteristic impedance of signal lines. This indicatesFigure 5. Schematics of signal connections between drivers on the
some of the techniques that are used to reduce the switchingchip A and the receivers on the chip B showing power and ground
effects such as: (1) reduction of inductive parasitics of connec-connections with parasitics represented by equivalent inductors
tions by design of wide, closely spaced ground and power con-(LDD1, LDD2, LG1, LG2) used to illustrate the mechanism of switching per-

turbations. ductors and allocation of several package I/O connections
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(‘‘pins’’) to ground and power, (2) reduced logic swing (this where S is the conductor cross section, j is the current den-
sity, and j* is the conjugate current density. The calculationtechnique agrees with the general trend toward circuits op-

erating at lower voltages), (3) tradeoffs like increased charac- of power involves solution of quasi-static field equations. The
power dissipated in the model isteristic impedance (usually lowers the speed by increasing the

total signal delay) or decreased rise time (again, it lowers the
speed). A common technique for reduction of switching effects
is the use of by-pass capacitors which provide the charge (cur-

PM = 1
2

I2rac

rent) needed for the transitions, thus reducing the currents
where I is the magnitude of the total current flowing throughflowing from power supply, and are replenished with charge
the conductor and rac is the equivalent ac resistance.during quiescent periods. The by-pass capacitors should be

The power equivalency (PM � Pc) yields the ac resistanceplaced as close as possible to the circuits undergoing transi-
tions. However, due to space restrictions, which limit the ca-
pacitor sizes we have small on-chip capacitors, in proximity to
the circuits, larger capacitors built into packages, and large, rac =

∫
S

j∗
(

j
ρ

)
dS

I2discrete capacitors on printed wire boards.
Interconnection Technology, Models, and Model Parameters.

which accounts for the skin effect well known in electromag-The interconnections are formed by chip-substrate connec-
netism.tions (bonding), package carrier lines, package-printed wire

Approximate Evaluation of the Skin Effect. A simple one-board connections, printed wire board (PWB) lines, vias, con-
dimensional analysis of infinite half-open homogeneous metalnectors, and system cables. Chip-substrate interconnections
layer of resistivity � shows that the electric field decays expo-are made using one of the three following techniques: wire
nentially in the direction z perpendicular to the metal sur-bonding (WB), tape-automated bonding (TAB), or controlled
face (4)collapse chip connection (C4) also called flip-chip (FC) tech-

nology. Chip package-PWB connections are made using pins Ex = Eoez/δ

for plated through hole (PTH) mounting or J-leads, gull-
wings, solder balls in the surface mounting technology (SMT). where the quantity 	 � ��/(2��f ) is called the skin depth, �
Chip-substrate bonding structures and PWB connectors are is the metal permeability, and f is the field frequency (3). The
usually modeled using lumped equivalent circuits composed skin effect can be interpreted by replacing the metal layer by
of resistors R, inductors L, and capacitors C. Chip lines are a sheet of thickness 	, where the sheet resistance Rs � �/	 �
usually modeled as lumped equivalent networks composed of �2���f is proportional to the square root of the frequency.
resistors R or resistors and capacitors C. Some on-chip con- Specific quantities for copper, aluminum, and silver are,
nections are modeled as distributed R, C lines. New, larger, respectively, RCu � 2.61 � 10�7 �f , RAl � 3.26 � 10�7 �f , and
and high-speed integrated circuits with submicron devices RAg � 2.52 � 10�7 �f all in the units of ohms per square. Using
will require modeling of distributed interconnection effects. the same concept of sheet conductance, the resistance rac per
Chip carrier lines, PWB lines, and cables are modeled as dis- unit of length of uniform conductor of width w and thickness
tributed lossless or lossy transmission lines. Line junctions, t can be approximated as follows:
bends, and vias are modeled using lumped equivalent R, L,
and C circuits.

Interconnections are three-dimensional structures that are rac = ρ

Seq
≈ ρ

2(w + t)δ
= 1√

2

1
w + t

√
πµρ f

represented by models simplified to a one-dimension (trans-
mission line models) or to lumped equivalent circuits. Param- where Seq is the equivalent area of conductor (of thickness 	)
eters of the models are determined using the principle of available for current conducting. The total resistance [includ-
equivalency of energy stored (or power dissipated) in the ing the direct current (dc) part] of such a square conductor
model and in the actual interconnecting structure. The con- can be expressed as
cepts will be illustrated first using the example of two conduc-
tors (signal and reference conductors).

The equivalency of power dissipated at direct current (dc) r = rdc + rac = ρ

wt
+ 1√

2

1
w + t

√
πµρ f = ρ

wt
+ 1

2
1

w + t
√

µρω

conditions in the model and in the homogeneous metal (resis-
tivity �) strip (width w, thickness t) yields the following for- This formula may be used to evaluate the effect of resistive
mula for the distributed resistance in the units (ohms per cen- losses on signal transmission. This approximation is better
timeter): for low and high frequencies. It is not very good for medium

frequency range (megahertz) frequencies.
The equivalency of magnetic energy stored in the structurer = ρ

wt and in the model yields the inductance (per unit of length) of
the conductor. The time average magnetic energy stored in

Definition and calculation of alternating current (ac) resis- the conductor is
tance (resistance at ac steady state) is more complicated. The
time-average power dissipated in the actual conductor in the
steady ac state is uc = 1

4
Re

{∫
S

j∗ · A dS
}

where A is the magnetic vector potential calculated via solu-
tion of steady state field equations determined by a current

Pc = 1
2

∫
S

j∗
(

j
ρ

)
dS
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source forcing the sinusoidal current through the conductor. values are usually arranged in the form of capacitance matrix
C � �ci, j�m

i, j�1, which is symmetric and diagonally dominant.The symbol Re� � � designates the real part of the complex
quantity in the brackets. The time average magnetic energy The elements of the matrix do not determine capacitances in

the sense used in the circuit theory; for example, the off-diag-stored in the model is
onal elements are negative. To emphasize this difference,
they are sometimes called Maxwell capacitances. The struc-uM = 1

4

I2

ture inductances are computed using the fact that the product
of inductance and capacitance matrices for the same conduc-

where I is the amplitude of current source and � is the model tor structure formed in vacuum satisfies the relation LC0 �
inductance per unit of length. The magnetic energy equiva- (1/�2)E, where C0 is the capacitance matrix computed under
lency yields the assumptions that all dielectric constants are unity (this

corresponds to the replacement of dielectrics by vacuum), � is
the velocity of light in vacuum, and E is the unity matrix.
Thus the inductance matrix is computed using the formula
 = 4uc

I2
=

Re
{∫

S
j∗ · A dS

}
I2

Analogously, the capacitance per unit of length can be deter- L = 1
v2

(C0)−1

mined on the basis of electrostatic energy equivalency. The
electrostatic energy is proportional to the product of voltage Imperfect Dielectrics. Two types of imperfect dielectric sub-
(potential difference between the signal and reference conduc- strates are used in packaging: (1) substrates with polarization
tors) and charge stored in the structure. With dc potentials, losses that are usually observed in organic materials such as,
the voltage is constant; therefore, the equivalency condition for example, very common printed wire board material com-
can be expressed in terms of charges, which simplifies the posed of glass fiber cloth with epoxy resin filler (an example
computation. The charge Qc stored in the conductor is com- of this category is FR-4, which is Electronic Industries Associ-
puted via solutions of electrostatic field equation, and the ation’s designation for fire-retardant epoxy resin/glass lami-
charge stored in the model is Qm � cV, where c is the capaci- nate), (2) substrates with ohmic losses that are encountered
tance of the structure per unit of length and V is the potential in multichip modules using high resistivity silicon (
 300
difference between the signal and the reference conductors. k�cm) as a substrate. These two types of losses result in ma-
The equivalency principle yields terial behavior depending on frequency of transmitted sig-

nals. Lossy dielectric is characterized by a complex dielectric
coefficient:c = Qc

V

Multiconductor Interconnections. Modeling of interconnec- εr = ε ′
r − jε ′′ ; j =

√
−1

tions formed by m parallel and perfect conductors emerged in
or by loss tangenthomogeneous dielectric layers with the dielectric constant 
r

will be presented in this section. Then effects of material im-
perfections such as resistivity of conductors and dielectric tan δ = ε ′′

r

ε ′
rlosses in insulators will be discussed. A cross section of a rep-

resentative interconnection structure is shown in Fig. 6. The
and the magnitude �(
�r )2 � (
�r )2 or real part of the dielectricinterconnection capacitance matrix C is defined using the
coefficient 
�r . These quantities should be specified as func-Maxwell electrostatic formula depicting the relations between
tions of frequency. The polarization losses are negligible atthe charges on the conductors qi and the conductor potentials
low frequencies. The resistive losses show at low and mod-Vj with respect to the reference:
erate frequencies, and their effect drops with frequency as
indicated by the approximate [valid for moderate frequencies
� 20 MHz and such that �/(2�
r
0) 
 1] loss tangent formula

qi = ci1V1 + ci2V2 + · · · + cimVm

i = 1, 2, . . ., m
(polarization losses are included) tan(	) � (
�r /
�r ) � �/(�
r
0),
where � represents the conductivity of substrate layer. ForSolution of electrostatic field equations defined by the applied
example, at the frequency of 800 MHz, the loss tangent duepotentials yields the charges, and then the capacitance cij val-
to the ohmic losses (�/�
�r
0) in high resistivity silicon sub-ues are computed using the Maxwell formula. The resulting
strate (300 k�cm) is of the same order as the loss tangent due
to polarization losses (
�r /
�r � 10�3). At the frequency of 8 GHz,
the ohmic loss tangent in the same material drops one order
of magnitude below the polarization loss tangent.

Effect of Dielectric Losses on Modeling. Considering admit-
tance Y � j�C related to structure capacitive effects with ca-
pacitance C � 
rC0, we obtain������

1 2  r1 m

z
x

y

 r2
Y = ωε ′′

r C0 + jωε ′
rC0

Figure 6. Cross section of prototypical interconnecting structure
which indicates clearly that dielectric losses are modeled byshowing the conductors formed on a dielectric layer (
r2) and coated
the conductance to the ground g(�) � �
�rC0 and capacitanceby another dielectric layer (
r2), all sandwiched between two conduc-

tive planes. CL(�) � 
�rCo.
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Imperfect Conductors. Resistivity of conductor material in- mated by a train of trapezoidal pulses with identical rise and
fall times, tr, interval of time at high level, 3.8 tr, and thefluences the inductance and resistance matrices of the struc-

ture model. Computation of those matrices involves solution separation between the pulses equal to 3.8 tr. The periods 3.8
tr between the transitions are needed for signals to settle.of steady-state electromagnetic fields imposed by the sinusoi-

dal current sources Ik(t) � Ik cos(�t � �k) appropriately con- This setting time is needed because of imperfections in trans-
mission (ringing on the lines) and clock skew. The highestnected to the conducting traces. The inductances are defined

by the principle of equivalency of magnetic energy stored in frequency of signal (3-rd harmonic) that would have to be
transmitted can then be determined as follows:the model and the actual structure yielding

fmax = 0.3
tr


ii = 4uii

I2
i

Using this approximation, the modeling criteria based on thewhere uii is the magnetic energy stored in the system when
ratio of rise time tr and the line time delay tD, also called thethe ith conductor is driven and all others are left open and
time-of-flight (TOF), are constructed. This last term (TOF),
which is used to emphasize that delay, is the time that is
necessary for a signal to travel through the entire line length.
ij = 2uij − uii − ujj

IiIj
In the lossless line defined by the parasitic parameters � and
c (representing the line inductance and capacitance per unitwhere uij is the magnetic energy stored in the structure when
of length), the time delay is given by the formula tD � D��c,ith and jth conductors are driven by the current source of
where D represents the line length. The modeling criteria areamplitudes Ii and Ij, respectively, and the remaining ones are
put in the following form:open. The resistances are defined using equivalency of power

dissipated in the model and in the structure, which results in

rii = ρi

∫
Si

|Ji|2dS

1
2

I2
i

rij = ρ j

∫
S j

|Jj |2dS

1
2

I2
i

where Ji and Jj are the current densities in the ith and jth
conductors, conductor ith is assumed to be driven, and re-
maining conductors are open.

There are many commercial and public domain programs
available for computing capacitance and inductance max-

tr

tD
≥ 100

the interconnection can be modeled as an ideal wire,

4 <
tr

tD
< 100

the interconnection can be modeled as a lumped circuit,
composed of resistor R, and capacitor C,

tr

tD
≤ 4

the interconnection should be modeled as a transmission
line.

trices for models of interconnections constructed with perfect
materials, as well as more involved software packages for These criteria are established analyzing responses of sim-
computing, capacitance, conductance, inductance, and resis- plified models to a runup excitation (rising linearly from zero
tance matrices of imperfect interconnection models. to constant value with given rise time), comparing them with

the exact transmission line solution, and accepting the model
when its amplitude error does not exceed 12.5%.SIMULATION OF SIGNAL TRANSMISSION

Simulation of Signal Transmission on Perfect InterconnectionSimulation of signal transmission on interconnections may in-
volve lumped models in the form of networks composed of re- Perfect interconnection composed of one signal and one refer-
sistors R, inductors L, and capacitors C; distributed models of ence conductor, both with negligible resistance separated by
perfect interconnections in the form of lossless transmission an ideal dielectric, is modeled as a lossless transmission line
lines; and distributed models of imperfect interconnections in described in the time-domain by the equations
the form of lossy transmission lines. The computational ef-
forts in simulation of signal transmission in lumped models
are insignificant, but they are very significant in the case of
lossy transmission line models. Therefore, in practical appli-
cations it is important to select the simplest model that would

∂u
∂x

= −

∂i
∂t

, u = u(x, t)

∂i
∂x

= −c
∂u
∂t

, i = i(x, t)

adequately depict most critical phenomena in signal trans-
mission. The selection is based both on physical length of in- where the symbols � and c represent inductance and capaci-

tance per unit of length of interconnecting structure, u is theterconnections and speed of transmitted signals, which may
be specified by the signal rise time or maximum frequency in potential of signal conductor with respect to the reference con-

ductor, and i is the line current (i.e., the current in the sig-the spectrum of signals to be transmitted. Actually a digital
signal characterized by its rise time can be represented by a nal conductor).

Mathematical analysis of these equations reveals the fol-spectrum of signals determined using the Fourier transforma-
tion of periodic clock signal where the clock period is approxi- lowing important quantities: (1) unit time delay � � ��c, (2)

time delay tD � TOF � D� � D��c with D representing themately 10 times the rise time (this is a ‘‘rule of thumb’’ used
by some designers). The clock signal is assumed to be approxi- line length, (3) characteristic impedance Z0 � ��/c. A solu-
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tion of transmission line equations was investigated by where V�, V� are phasors of forward and backward propagat-
ing voltage waves, respectively.French scientist J. d’Alembert who determined that it may be

decomposed into forward (positive x-direction) traveling The characteristic impedance (derived using the general
equation) iswave, u�(x,t) � u�(t � �x), and reverse (negative x-direction)

traveling wave, u�(x,t) � u�(t � �x), such that the total solu-
tion for the line voltage u(x,,t) and the line current i(x,t) may
be expressed as follows: Zc =

√
r + jω


g + jωc

From the solution in the frequency domain, we can obtain the
time domain solution using

u(x, t) = u+(x, t) + u−(x, t)

i(x, t) = u+(x, t)
Z0

− u−(x, t)
Z0

V (t) = Re{Vejωt}
An important effect in signal transmission is reflection at the
line terminations and in general in points of discontinuity After some simple transformations we get
where the line impedance changes. An interaction of trans-
mission line with terminating circuits is described by the volt-
age reflection coefficients �D at the driver’s output terminals V (t) = V+e−αx cos

[
ω

(
t − β

ω
x
)]

+ V−eαx cos
[
ω

(
t + β

ω
x
)]

and analogous reflection coefficient �R at the receiver’s input.
These coefficients are defined using the driver output imped- It should be noted that the ratio �/� has the dimension of
ance ZD, the receiver’s input impedance ZR, and the line char- time per unit of length and corresponds to the unit time delay
acteristic impedance as follows: �, which is defined for the lossless transmission line. Qualita-

tive discussion of solution in this general form is quite diffi-
cult. There are two simplifiations that can be used: (1) low
loss approximation, which assumes r � �� and g � �c, and

ρD = rD − Z0

rD + Z0
, ρR = rR − Z0

rR + Z0
; −1 ≤ ρD〈R〉 ≤ 1

(2) low loss conductor on a perfect dielectric, which assumes
r � �� and g � 0. In order to describe the role of conductorEffect of Material Imperfections
losses in signal transmission, we shall use the second approxi-

Interconnections constructed using conductors with resis- mation as well as the complex algebra relations given in Ref-
tance and dielectric materials with losses are modeled as erence 4 in order to obtain the attenuation coefficient
lossy transmission lines with models determined in the fre-
quency domain

α ∼= r
2Z0

the ‘‘unit time delay’’
dV
dx

= −(r + jω
)I; V = V (x, ω), V = F{u(x, t)}
dI
dx

= −(g + jωc)V ; I = I(x, ω), I = F{i(x, t)}
τ̃ = β

ω
∼= τ

[
1 + 1

2

( r
2ω


)2
]

The symbol F� � � represents the Fourier transform of the
time-domain functions of line voltage and current, respec- and the characteristic impedance
tively. The definitions of model parameters [� line inductance,
r � r(�) conductor resistance, c line capacitance, and g �
�
�rC0 dielectric conductance, all expressed per unit of length]

Zc ∼= Z0

[
1 + 1

2

( r
2ω


)2
− j

r
2ω


]
are given in the section dealing with modeling.

For uniform lines (r, l are constant vs. x), the model can be where Z0 � ��/c is the characteristic impedance and � �
written in the form of wave equation ��c is the unit time delay of lossless line.

It should be noted that with the increasing frequency �,
we have a decrease in unit time delay �̃ (or equivalently in-
crease in the velocity v of the traveling wave). Consequently,
the conductor resistance is responsible for (1) attenuation

d2V
dx2 = (r + jω
)(g + jωc)V︸ ︷︷ ︸

r2

(amplitude of signal decreases with x) and (2) dispersion (ve-
where � � �(r � j��)(g � j�c) is the propagation coefficient. locity of signal component increases with its frequency).
The propagation coefficient can be expanded into real and
imaginary parts Transient in a Transmission Over a Low-Loss Line Constructed

on a Perfect Dielectric. The mathematical model of the line is
γ = α + jβ

The real part � is the attenuation coefficient and the imagi-
nary part � is the quantity characterizing frequency.

A general solution of wave equation in frequency domain

dV
dx

= −(r + jω
)I

dI
dx

= − jωcV ; γ =
√

(r + jω
) jωc
is of the form

It is convenient to use the notation r � j�� � z, where the
resistance r has dc and ac components.V = V+e−γ x + V−eγ x
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we obtain (via the solution in the operator domain at x � D
and inverse operator transformation) the time-domain solu-
tion at x � D in the form

v(D, t) = e−rdc/2Z0 [p(t − τD)u(t − τD)

− p(t − τD − tr)u(t − τD − tr)]

where u(�) is the unit step function, which is zero for negative
argument and one for the nonnegative values of the ar-
gument.

The function p( � ) is defined as follows:

E

1.2tr

+ 1.2tr

t

τD0

τD

δ t

tt2t1

e

 rd–c

  2Z0

v(D, t)

Vth

1

1

D–

Figure 7. Response of a lossy transmission line (b) to the ramp-
ing excitation (a) illustrating transport delay (D�), attenuation (� �

exp(�(rDC/2Z0)D)), dispersion, and the contribution of skin effect to
the signal delay (	t).

p(ξ ) = ξ

tr

[(
1 + b2

2ξ

)
erfc

(
b

2
√

ξ

)
− b√

πξ
e−b2/4ξ

]
;

b = η

2Zo
D

erfc(χ ) = 2√
π

∫ ∞

χ

e−y2
dy

Using the notation � � ���/2 [1/(w � t)] and algebraic
where erfc( � ) is a complementary error function. Plot of theidentity 1/�2 � �j � j(1/�2), we can write
solution at x � D (Fig. 7) shows the effect of attenuation due
to the dc resistance and dispersion due to the skin effect. In
further discussion of attenuation and skin effect it will be con-

r = rdc + η
√

jω − jη
√

ω

2
venient to introduce the notation e(�rDC/2Z0)D � � and p(t �

and �D)u(t � �D) � p(t � �D � tr)u(t � �D � tr) � F(t). The maxi-
mum tolerable dc resistance may be determined from the con-
dition that in steady state the amplitude of far-end signal, �,
must exceed the switching threshold, �th, which yields DrDC �

z = rdc + η
√

jω + j
(

ω
 − η

√
ω

2

)
�2Z0 ln(�th). Note that in general �th represents a multiplier

where rdc � �/A and A is the conductor cross-sectional area. (fraction) of logic swing. A contribution of skin effect to the
With a low-loss assumption (r � ��), we have delay, 	t, can be computed as 	t � t2 � t1, where t2 is the time

when the far-end signal (with attenuation and dispersion)
reaches the threshold and t1 is the time when the far-end sig-rac � ω
 ⇒ η

√
ω

2
� ω


nal without dispersion, but with attenuation reaches the
threshold. The time t1 is defined by the relation �(t1 �which results in
D�)/(1.2tr) � �th, and the time t2 can be computed from the
relation �F(t2) � �th.z = rdc + η

√
jω + jω


Distortion-Free Interconnections. It is worth mentioning an-and the propagation coefficient
other special type of interconnections in which the model pa-
rameters satisfy the relation r/� � g/c such that the propaga-

γ =
√

z jωc =
√

jωcrdc + jωcη
√

jω + ( jω)2
c
tion coefficient can be written in the form � � ���c �
j���c, where � is the constant defined by the model parame-

The propagation coefficient can be approximated (4) as fol- ter ratio � � r/� � g/c. In this case, the attenuation coefficient
lows: and line delay are independent of frequency, and the signal

propagation is distortionless. This type of interconnection is
designed for telecommunication applications but is not com-γ ∼= jωτ + rdc

2Z0
+

√
jω

η

2Z0
mon in electronic packaging.

where Z0 � ��/c.
Numerical Calculation of Model ParametersFor the transient analysis we assume that j� � s, where s

is the differential operator and obtain The model parameters are obtained using equivalency princi-
ples of energy stored in a structure and its model. The energy
stored in a structure is usually obtained via numerical solu-γ (s) = sτ + √

s
η

2Z0
+ rdc

2Z0
tion of electromagnetic field equations. A large body of com-
mercial and public domain software is available for such cal-Assuming the unit ramp excitation (Fig. 7), with the slope
culations. Some of the better-known software packages are1/1.2 tr, at the near-end (x � 0) of the perfectly matched or
HFSS (5), Mafia (6), and Maxwell (7) and can be used forinfinitely long line described by the wave equation in the op-
solution of two- and three-dimensional static and frequency-erator (s) domain
dependent problems. Interconnections are piecewise, uniform,
straight transmission lines connected to discontinuities like
vias, wire bonds, junctions, bends, and connectors. Exploiting

d2V (x, s)
dx2 = γ 2(s)V (x, s)
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the uniform cross section of lines, one can calculate the model locity of propagation �Se � c0/�
ox[1 � 	/(2tox)], where 
ox is the
relative dielectric constant of silicon dioxide. The slow waveparameters, solving two-dimensional problems. The capaci-

tance c is calculated using the solution of an electrostatic field mode occurs when the silicon resistivity is moderate such that
the substrate is neither an ideal ground nor an insulator andproblem. In cases when frequency dependence of inductance

can be neglected, the Maxwell relation LC � �
 I (where I is the frequency of signal is in the low MHz range (no more than
100 MHz). In this case, the electric field concentrates in thethe unity matrix) can be utilized for calculation of L. This

relation is valid when conductor and dielectric are perfect. To silicon dioxide layer, but the magnetic field penetrates the en-
tire layer of silicon. The propagation velocity is given by thecalculate L, R, G in case of imperfect materials, one has to

solve the quasi-static field problem because the currents must formula �sm � c0/�
ox(1 � tSi/tox), which indicates that the ve-
locity of propagation is reduced significantly (typically c0/30be taken into account. When frequency dependencies must be

considered, then the L, R, G matrices are computed via field ⇒ c0/40), hence the name of the mode.
solutions in the frequency domain. Discontinuities are mod-
eled using equivalent circuits. The structure of an equivalent Multiconductor Lines
circuit must be assumed in advance, and its parameters are

An example of a mathematical model for an interconnectiondetermined through fitting to the results obtained from a
system composed of two signal conductors (and a referencethree-dimensional solver used for frequency-domain or time-
conductor) constructed of perfect materials consists of twodomain solutions (8). Vias are usually modeled using parallel
sets of equations: (1) the equations for the line voltages u1capacitors, and bond wires are modeled using series induc-
and u2tors. The procedure involving field solvers is time-consuming,

and again engineers are forced to use simplifications in de-
termining the parameter values. There are some rules of
thumb in use such as the one stating that bond wire has in-
ductance of order 1 (nH/mm). Another option for solving

∂

∂x

[
u1
u2

]
= −

[

11 
12

21 
22

]
︸ ︷︷ ︸

L

∂

∂t

[
i1
i2

]

three-dimensional problems is characterization of discontinu-
and (2) the equations for the line currents i1, i2ities and fitting the model parameters to the measurements.

The structure model is assumed, and nonuniqueness of the
problem must be considered in model selection. The measure-
ments can be made in the frequency domain with the use of
a network analyzer or in the time domain using time-domain

∂

∂x

[
i1
i2

]
= −

[
c11 c12
c21 c22

]
︸ ︷︷ ︸

C

∂

∂t

[
u1
u2

]

reflectometry equipment.
In general, the matrix equation of perfect interconnection
composed of m conductors (plus a reference conductor) isInterconnections On Silicon Substrates

Interconnections on silicon substrates have different charac-
teristics than those formed on typical packaging dielectric
materials that have negligible low-frequency conductance.
Silicon substrates exhibit finite conductivity at low frequen-

∂u
∂x

= −L
∂i
∂t

∂i
∂x

= −C
∂u
∂t

cies, including the dc regime. The importance of modeling
such substrates is increasing because silicon is used as a sub- where L and C are inductance and capacitance matrices, re-
strate in some multichip packages (Multi Chip Modules with spectively, and u and i represent vectors of line voltages and
Deposited Structures, known as MCM-D type) and because line currents, respectively. In the form of the wave equation,
on-chip interconnections in contemporary, large, and fast the interconnection model is
chips must be modeled as transmission lines. Typically the
metal lines are formed on the layer of silicon dioxide (tox 
 0.2
�m) grown on the layer of silicon (tSi 
 1000 �m), which is

∂2u
∂x2 = LC

∂2u
∂t2

supported by a metal plane (Al). The final conductivity of sili-
con �Si (�Si � ��1

Si , where �Si is the silicon resistivity) adds spe- The interconnections modeled by the equations of this type
cial properties to the interconnection such that three modes are called lossless transmission lines. The equations are
(9) of signal transmission are possible: (1) quasi-TEM mode, called telegrapher’s equations.
(2) skin effect mode, and (3) slow mode. The quasi-TEM mode Model Properties. The solution of d’Alembert is of the form
is characterized by a small loss tangent, tan(	) � (��Si
0
Si)�1

� 1. The symbol 
0 represents the permittivity of vacuum,
and 
Si is the relative dielectric constant of silicon. If the prod-
uct of the frequency and the resistivity of silicon substrate is
large enough such that ��Si � 1/(
0
Si), we can assume a dou-
ble layer with the effective dielectric constant equal to that of
silicon. The velocity of signal propagation is then � � c0/�
Si

where c0 is the velocity of light in vacuum. The skin effect

u = P




g1(t − τ1x)

g2(t − τ2x)

...
gm(t − τmx)




︸ ︷︷ ︸
u+

+P




h1(t + τ1x)

h2(t + τ2x)

...
hm(t + τmx)




︸ ︷︷ ︸
u−

mode that occurs in low resistivity silicon (10�2 � cm or less)
is characterized by a small depth of penetration into silicon 	 where the symbol P represents the eigenvector matrix of the
� �(2�Si)/(��0) � tSi, where �0 is the permeability of vacuum. matrix LC, and the functions gi(t � �ix), hi(t � �ix) where i �

1, 2, . . ., m are determined by the initial and boundary con-In this case, the line behaves highly dispersively with the ve-
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ditions (excitations). The values �1, �2, . . ., �m represent unit
time delays of corresponding modes. These values are square
roots of eigenvalues of the matrix LC, which in general are
determined by an involved numerical process especially in the
cases of multiple eigenvalues. It is convenient for further dis-
cussion to arrange the unit time delays in the form of diago-
nal matrix T. Analogous to the single-line case, the voltage
solution may contain components traveling in the positive di-
rection of the x axis, which are represented by the vector u�,
and components traveling in opposite direction designated by
the vector u�, such that the total line voltage is the superpo-
sition of both components (i.e., u � u� � u�).

Characteristic Admittance Matrix. The characteristic admit-
tance matrix of a system of coupled transmission lines is

����

m

1

2

rrm

rr2

rr1

.

.

.

defined as an admittance matrix of a perfectly matching ter-
Figure 8. Idealized (resistive) terminations of transmission lines atminating network. A brief discussion of techniques for com-
the far end; schematics used for calculation of reflections and diago-puting the characteristic admittance matrix is included in
nally matched loads.this section. The model equations can be used to derive the

current voltage relation in the form

tions (Fig. 8), it is possible to write the relation between the
termination voltages and currents in matrix formi = L−1PTP−1(u+ − u−)

I = YLVwhich shows that the characteristic admittance matrix relat-
ing the voltage waves to the currents waves (i� � Y0u�, i� �

where YL is the admittance matrix of terminations. Using the
�Y0u�, with i � i� � i�) is

transmission line equations, it is possible to derive (e.g., at
x � D) the relation between the incident voltage u� and the
reflected voltage u� in the formYD = L−1PTP−1

u− = (Y0 + YR)−1(Y0 − YR)u+It should be noted that the matrix T contains the square roots
of eigenvalues of the matrix LC. The diagonalization of LC

where YR is the admittance matrix of receivers. This relation
yields defines the reflection coefficient matrix at the receiver’s end

P−1LCP = T2 ρR = (Y0 + YR)−1(Y0 − YR)

Analogous derivation of the reflection coefficient matrix at thewhich shows that
drivers’ end yields

PTP−1 = (LC)1/2 ρD = (Y0 + YD)−1(Y0 − YD)

where YD is the admittance matrix of drivers.The last relation can be easily verified by a simple multiplica-
tion. Finally the characteristic admittance matrix can be com-

Terminating Loads. In signal transmission, the reflectionsputed as follows
must be controlled because they generate noise that may
cause faults. In the case of a single line, we can control the
reflection coefficient by the load impedance. However, in theYD = L−1(LC)1/2

case of multiconductor lines, we do not have a complete con-
trol over the reflections because in practical applications weThis formula is quite useful because it shows that the admit-
can control m load values (m is the number of lines) only, buttance matrix can be computed using directly the square root
there are m(m � 1)/2 different reflection coefficients consider-of matrix LC (10) without performing a complete eigenanal-
ing that the matrices PR�D� are symmetric. In the case of bipo-ysis, which may be quite involved especially in the case of
lar technology, the drivers are designed to achieve minimummultiple eigenvalues.
output impedance (impedance much smaller than the repre-
sentative impedance of the lines), and thus the driver end is

The Matrix of Reflection Coefficients. Analogous to the case not properly terminated. Consequently, the receivers’ input
of the single line, the terminations may cause reflections. Im- impedance must be carefully designed to minimize the reflec-
pedance discontinuities will cause reflections. In practical tions. The receivers’ input impedances can be selected in such
cases, each line is terminated by a load that is isolated from a way that the main diagonal elements of the reflection coef-

ficient matrix are zero. For fastest operation, the receiversother loads. Assuming for simplicity the resistive termina-
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should absorb incoming signals at the level of logic swing where E is the vector of voltages representing the drivers
equivalent sources and YD is the diagonal matrix of driverswhich yields first incident switching. In the case of CMOS

technology, the receivers’ input impedance is very high, and admittances.
The transmission line equations at the near-end (x � 0)thus the receivers’ end is practically open, which results in

perfect reflections. This phenomenon is incorporated into de- yield
sign of signal transmission, which aims at first reflection
switching. In this technology, the drivers’ impedance must be u+ = (Y0 + YD)−1YDE + (Y0 + YD)−1(Y0 − YD)u−
selected so that it is close to the representative impedance of

If the drivers provide the only excitation of lines, then thelines in order to avoid multiple reflections and resulting prob-
solution for 0 
 t 
 2tDmin

, that is, for the time before thelems such as overshoot (and oscillatory behavior of signal in
arrival of the far-end reflections iscase of low driver impedance) or increased delay (and step-

wise increase of signal in case of drivers with too high imped-
u+ = (Y0 + YD )−1YDEance). In designing for signal integrity in bipolar technology,

it is therefore necessary to obtain impedance of receivers close
because during this time u� � 0. The solution so obtained canto the lines’ impedance and in the CMOS technology the im-
be used to estimate the near-end cross-talk (neglecting reflec-pedance of drivers should be close to the lines’ impedance.
tion from the far-end). The maximum near-end cross-talk is
expected to occur when the center line is quiescent (the so-Diagonally Matched Loads. The diagonal match consists of
called listening or victim line) and the surrounding lines aresuch a selection of terminating impedance that the main diag-
excited in an identical manner. In this case, the vector E hasonal in the matrix of reflection coefficients contains elements
the zero entry corresponding to the position of quiescent lineof zero value
(assume ith line), and the cross-talk is given by the ith com-
ponent of the vector u�. The computation of near-end cross-
talk for time exceeding 2tDmin

and computation of far-end cross-
talk is based on the equation of transmission line equivalent
circuit because multiple reflections have to be taken into ac-

ρR〈D〉 =




0
.

.

0




count. This computation is so involved that use of a special-
ized computer program is necessary.An efficient iterative algorithm for computation of imped-

ances in the case of diagonal matching is available (11). The
Far-End Cross-Talk. Far-end cross-talk can be computed as-experience indicates that the terminations connected to the

suming resistive terminations. The result (quoted here with-external conductors should have higher impedance than those
out derivation) for limited time tDmax

� tr � t � 3tDmin
(multipleconnected to the internal conductors. This result is useful for

reflections are not included) is given bydesigning bipolar receivers (for the first incident switching)
and CMOS drivers (for the first reflection switching). VFE = 2(Y0 + YR)−1Y0(Y0 + YD)−1YDE

Near-End Cross-Talk. The near-end cross-talk is discussed Again, as in the case of near-end cross-talk, it is expected that
using the schematics shown in Fig. 9. The circuit equations the maximum of far-end cross-talk occurs in the center line
are under identical excitations of remaining lines.

u = E − Y −1
D i

An Approximate Analysis of Cross-Talk

We shall consider approximate cross-talk relations based on
the theory of week coupling (12). For simplicity of formula-
tion, only two identical lines will be considered, and matching
at both ends will be assumed. The line 1 will be active, and
line 2, passive (listening). The terminating admittance matri-
ces are

YD =




1
rd1

1
rd2


 , YR =




1
rr1

1
rr2




The inductance and capacitance matrices under the assump-
tion of line symmetry are

L =
[

11 
12


12 
11

]
, C =

[
c11 c12

c12 c11

]

����
rdm

em

m

1

2

im

rd1

rd2

e2

e1 i2

i1

–
+

–
+

–
+

.

.

.

The weak coupling can be expressed as follows:Figure 9. The configuration of ideal drivers and transmission lines
(the drivers are represented by their output impedances (Zdi) and
voltage sources (ei). |c12| � c11, 
12 � 
11
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The specified simplifying assumptions concerning the excita- ported by simulation with a use of specialized computer pro-
grams. Numerical complications in the simulation arise fromtion and matching terminations result in the following rela-

tions: the fact that the lines model is defined in the frequency do-
main whereas the terminations are determined by nonlinear
transistor circuits modeled in the time domain. Many pro-
grams are offered for simulation of transient behavior ofE =

[
e
0

]
, rd1 = rd2 = rr1 = rr2 = Z0, Z0 =

√

11

c11
transmission lines with nonlinear circuit terminations. How-
ever, each program has its limitations; error analysis and con-

The analysis of the line equations yields the following for- trol are usually inadequate, and search for better solution
mula: methods and more efficient programs continues.
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Multiconductor Lossy Lines

The mathematical model of lossy multiconductor interconnec-
tion is defined in the frequency domain and has the following CIRCUIT, ANALYSIS IN THE FREQUENCY DO-
form: MAIN. See FREQUENCY-DOMAIN CIRCUIT ANALYSIS.

CIRCUIT ANALYSIS IN TIME DOMAIN. See TIME-DO-

MAIN NETWORK ANALYSIS.
CIRCUIT ANALYSIS, SYMBOLIC. See SYMBOLIC CIR-

CUIT ANALYSIS.

dV
dx

= −(R + jωL)I; V = V (x, ω) = F {u(x, t)}
dI
dx

= −(G + jωC)V ; I = I(x, ω) = F {i(x, t)}
CIRCUIT BOARDS. See PRINTED WIRING BOARD TECH-

where the symbol F ( � ) designates the Fourier transform of NOLOGY.
the time-domain function, and R, L, G, and C are matrices of
resistance, inductance, conductance, and capacitance, respec-
tively. The elements of these matrices are frequency-depen-
dent. These elements are computed using the principles de-
scribed in the first section of this article dealing with the
interconnection electrical modeling. Analysis of signal trans-
mission over lossy lines is so involved that it must be sup-


