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to the occupied bandwidth and high value is desirable.
This is particularly a very important issue in radio com-
munication systems where the channel is a limited and
valuable resource.

PHASE SHIFT KEYING 2. Out-of-Band Radiation. Closely related to bandwidth
efficiency is the amount of transmitted signal energy ly-

Digital transmission has many advantages over conventional ing outside the main lobe of the signal spectrum
analog systems: superior noise immunity, suitability for sig- (1,4,5,9). This is a very important consideration in the
nal processing and multiplexing, source coding, security, error choice of modulation technique for many multiuser ra-
control coding, merging of different sources data, voice, and dio communication systems, such as in mobile radio, as
video, and relatively inexpensive and more reliable digital cir- it represents a potential cause of adjacent channel in-
cuitry. Digital communication systems are rapidly replacing terference (interference to the channels above and be-
analog communication systems. low). A modulation method that gives low out-of-band

Many communication channels, such as radio, are unsuit- radiation is very desirable in such applications. In gen-
able for the direct transmission of data streams. A data eral, this is achieved by choosing modulation signals
stream is used to modulate a high-frequency sinusoidal car- that avoid abrupt phase changes.
rier to produce a digital passband signal, whose energy con- 3. Resilience to Nonlinear Distortion. Most digital radio
tent is centered about the carrier frequency. Compared with systems operate their main high-power amplifiers at or
using a baseband digital signal directly the potential advan- near saturation in order to achieve high efficiency
tages of digital passband signaling include: (1,4,5,9). Such amplifiers introduce nonlinear amplitude

and phase distortion, and a potential consequence of
• More suitable matching of the transmitted signal to the this is a spectral spreading of the transmitted signal

propagation properties of the communication channel which, in turn, increases undesirable adjacent channel
interference. Filtering of signals for band-limiting and• Efficient radio transmission with a reasonably sized an-
spectral shaping results in envelope variation and,tenna
when passed through nonlinear high-power amplifiers,• Ability to exploit the bandwidth capabilities of the chan-
the spectral sidelobes are reintroduced, causing spectralnel by the frequency multiplexing of many different sig-
spreading. In order to minimize this effect it is impor-nals for simultaneous transmission over a common chan-
tant to choose a constant envelope modulation tech-nel
nique without abrupt phase transitions.

• Exploitation of the available radio spectrum
4. Power Efficiency. Another very important parameter,

particularly in power limited systems, is the power effi-The three main categories of digital passband signals in-
ciency. For example, in battery-operated mobile radiovolve using the data stream to change the amplitude, fre-
systems power efficiency is a very important consider-quency, or phase of the carrier, corresponding to amplitude,
ation, as it translates into battery size, weight, and re-frequency, and phase modulation techniques, respectively.
charging intervals. The power efficiency can be charac-This article concentrates entirely on digital phase modula-
terized by the received power that is needed in thetion. There are a number of concepts that influence the choice
presence of noise in order to achieve an acceptablyof phase modulation technique. These include
small number of bit errors. The standard performance
criterion for comparing the power efficiencies of differ-1. Bandwidth Efficiency. The frequency spectrum is one of
ent digital communication systems in additive whitethe primary communication resources and, with ever-
Gaussian noise is the relationship between probabilityincreasing demands for more channels, should be used
of bit error, Pe, and the ratio of signal energy per bit toefficiently. It is important to use spectral modulation
noise spectral density, Eb/N0 (dB) (1–7). A modulationtechniques that make effective use of the available
technique that provides an acceptable Pe with a lowbandwidth by transmitting a maximum information
value of Eb/N0 is important.rate in a minimum possible bandwidth. For this reason

5. Resilience to Multipath. In most radio channels theit is important to determine the spectral content of the
transmitted signal arrives at the receiver via multipledigitally modulated signals from the power spectral
propagation paths and the resilience of the modulationdensity. Unfortunately the bandwidth is somewhat dif-
technique to mutipath is an important factor. This sub-ficult to quantify and a variety of definitions of the mod-
ject is outside the scope of this article. The reader isulation signal are possible. These include the 3 dB (or
referred to (4,5).half-power) bandwidth, the noise equivalent bandwidth,

6. Implementation Complexity. Low complexity implemen-the null-to-null bandwidth, and the fractional power
tation of the modulator and demodulator and hence,containment bandwidth (which is the band containing
cost, are also very important considerations in the99% of the power). The reader is referred to the text-
choice of modulation method.books listed in Refs. 1–7 and to Ref. 8 for detailed treat-

ment of the bandwidth issue. All of the above definitions
are meaningful, but at least a consistent definition In this article we describe a number of commonly used dig-

ital phase modulation techniques for radio transmission, inshould be used when comparing modulation techniques
on the basis of bandwidth efficiency. The bandwidth ef- terms of their modulator and demodulator, their waveforms,

the geometrical representation of their waveforms, theirficiency is defined as the ratio of the information bit rate
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Figure 3. Geometrical representation of BPSK. (a) phasor diagram;
(b) constellation points.

signal is multiplied by a carrier one performs the operations
of Eq. (2), and thus implements a BPSK modulator. A carrier
signal and the resulting BPSK output waveform are shown in
Fig. 1(b) and Fig. 1(c). A symbolic representation of the modu-
lator is shown in Fig. 2.
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It is useful to realize that the signal waveforms given by
Eq. (1) can be represented by vectors on a polar plot; the vec-Figure 1. BPSK (a) Time-domain representation of a baseband bipo-

lar data signal; (b) sinusoidal carrier signal; (c) the resulting BPSK tor length corresponds to the signal amplitude (constant in
signal; Tb is bit period. our case) and the vector direction corresponds to the signal

phase, as shown in Fig. 3(a). If the plot is simplified still fur-
ther by replacing the arrows with dots at the arrowheads,bandwidth efficiency, the effect on their spectral properties of
we obtain a signal space or signal-state constellation diagram,transmission over a nonlinear channel, and their performance
shown in Fig. 3(b). This is particularly useful in the visualiza-in noise. The techniques covered are binary phase shift key-
tion and detection of the signaling scheme.ing, differential phase shift keying, M-ary phase shift keying,

The optimum form of detection for BPSK is to correlate thequadriphase shift keying, offset quadriphase shift keying, and
received signal in a bit period with all possible transmit sig-minimum shift keying (BPSK, DPSK, M-ary PSK, QPSK,
nals (two in this case), and then to select that which givesOQPSK, and MSK, respectively).
the highest correlation. In the case of BPSK this correlation
detection can be simplified to multiplying the incoming signal

BINARY PHASE SHIFT KEYING (BPSK) by a single signal A cos(2�f ct), integrating, and then de-
termining whether this integrated signal is greater or less

In binary phase modulation a constant-amplitude and fixed than zero. This arises because a received signal B cos(2�f ct)frequency carrier signal is permitted to have two phases and will produce ��Tb

0 A cos(2�f ct)B cos(2�f ct)dt � �AB/2 (assum-
these are used to represent the two digital bits 0 and 1. Usu- ing a normalized Tb value of 1 and f c is an integer multiple of
ally the two phases are chosen to differ by 180�, in which case the bit period Tb), whereas a received signal �B cos(2�f ct) will
the BPSK signal during the bit period Tb is given mathemati- produce �Tb

0 A cos(2�f ct)B cos(2�f ct)dt � AB/2. Thus the opti-
cally by: mum detector for BPSK is the conceptually simple coherent

detection system shown in Fig. 4.
A major practical requirement in the receiver of Fig. 4 is

s1(t) = A cos(2π fct) for a data 0
s2(t) = A cos(2π fct + π) = −A cos(2π fc t) for a data 1

(1)
that of obtaining a reference signal A cos(2�f ct) that has the
correct phase relative to that in the incoming BPSK signal.where A is the baseband modulating signal and f c is the car-
Some form of carrier recovery is necessary (1–4) and it is nec-rier frequency. The phase separation of 180� causes the maxi-
essary that this recovered carrier should track any instabili-mum possible difference in phase between the two signals and
ties in the phase of the incoming signal due to changing prop-leads to the lowest probability of an error occurring when ad-
agation conditions. Another practical requirement is that ofditive noise is present (the highest noise immunity). Signals
sampling the integrator at the correct timing instant t �which are 180� apart are sometimes termed antipodal signals.
(n � 1)Tb where n � 0, 1, 2, . . .. This is provided by what isAn alternative way of writing Eq. (1) is:
known as symbol timing recovery circuit (2–7).

s(t) = g(t) cos(2π fct) where g(t) = ±A (2)
Performance of BPSK

One common form of baseband data transmission is nonre- Equation (2) shows that a BPSK signal may be considered as
turn-to-zero signaling, in which the data bit 1 is represented that special form of amplitude modulated signal where the
by a positive pulse and the data bit 0 is represented by a
negative pulse, as shown in Fig. 1(a). If such a bipolar data
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Figure 4. Block diagram of BPSK correlator detector.Figure 2. A symbolic representation of BPSK modulator.
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The corresponding BPSK signal has the same spectrum as
this except centered at �f c. The power spectral density of a
random binary wave given by Eq. (3) and of the consequent
BPSK signal are shown in Fig. 5(a) and Fig. 5(b). It can be
seen that the null-to-null bandwidth of BPSK is 2/Tb, which
is basically twice that of the baseband signal.

It is generally most convenient to express the spectral
properties of digital passband signals in terms of the power
spectral density of its complex envelope, a result known as
the baseband power spectral density S( f) (4–7). If the power
of the BPSK signal is Pc this baseband power spectral density
is given by

S( f ) = 2PcTb

�
sin(π fTb)

π fTb

�2

(4)

This is plotted on a dB scale in Fig. 6 where, by arbitrarily

–1/Tb

fc – 1/Tb fc + 1/Tb–fc fc

f

f
1/Tb

s(f)

(b)

(a)

considering 2PcTb � 1, the baseband power spectral density
Figure 5. Power spectral density of (a) baseband signal; (b) BPSK at zero frequency becomes normalized to 0 dB.
signal. As already stated, the RF power spectral density is of the

same form as the baseband power spectral density except fre-
quency translated. Mathematically the RF power spectral
density is related to the baseband power spectral density (7)carrier is suppressed; it is equivalent to double sideband sup-
by the equationpressed carrier modulation. For the special case of alternate

1’s and 0’s one has the multiplication of a carrier by a bipolar
square wave, and the spectrum is that of a square wave ex- SS( f ) = 1

4
[S( f − fc) + S( f + fc)] (5)

cept for a frequency translation up and down by �f c. How-
ever, a random sequence of 1’s and 0’s represented by the Using Eq. (4) or Fig. 6 it is deduced that the BPSK signal has
values �A and �A is a more relevant data stream. This has a bandwidth to the first spectral nulls of 2/Tb. The bit rate is
an autocorrelation function, which is a triangle of peak Rb � 1/Tb bits per second (bps) and, on the basis of this null-
height A2 centered at zero lag and extending from �Tb to to-null bandwidth, the bandwidth efficiency, �, is 0.5 bps/Hz.
�Tb, where Tb is the bit period. The Fourier transform of this An important factor in judging a modulation technique is
autocorrelation function gives the power spectral density of the fraction of transmitted power lying outside of an RF band-

width B centered at f c. From Eq. (4) one obtainsthe data stream (1–4) as:

G( f ) = A2Tb

�
sin(π fTb)

π fTb

�2

(3) Fractional out-of-band power =
∫ ∞

B/2 S( f ) df∫ ∞
0 S( f ) df

(6)

Figure 6. Power spectral density of BPSK.
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Table 1. Fractional Out-of-Band Power for BPSK

RF Bandwidth, B (Hz) Fractional Out-of-Band Power

1/Tb 23% (�6.4 dB)
1.5/Tb 11% (�9.6 dB)

2/Tb 9.6% (�10.2 dB)
3/Tb 6.7% (�11.7 dB)
4/Tb 4.8% (�13.2 dB)
8/Tb 2.3% (�16.4 dB)

16/Tb 1% (�20 dB)

This equation is important when evaluating the level of adja-
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cent channel interference. For example, applying it to Eq. (6),
one obtains Table 1. The null-to-null bandwidth is 2/Tb but a Figure 7. Probability of bit error versus Eb/N0 for BPSK and DPSK.
bandwidth of 16/Tb is required before the fractional out-of-
band power is down to 1%, and this is considered particularly
important since it corresponds to the Federal Communication the change or lack of change of phase between bits. If a 0 is
Commission (FCC) criterion for the bandwidth containing to be transmitted, the phase in that bit period is changed by
99% of the signal energy. It is noted that this fractional power 180� relative to that in the previous bit period. If a 1 is to be
containment bandwidth is very much greater than the null- transmitted, the phase in that bit period stays unchanged. In
to-null bandwidth. practice, this is done by differentially encoding the binary

One possible way of minimizing adjacent channel interfer- data stream and then applying the resultant sequence to the
ence is to use a band-limiting filter in the transmitter prior same PSK modulator described in Fig. 2. As an example of
to the final power amplifier. An unfortunate side-effect of this differentially encoded data and the consequent DPSK signal,
is that the BPSK signal loses its constant envelope such that consider an original data stream 1101011001, shown in Table
if it is then passed through an efficient nonlinear high-power 2. The differentially encoded sequence needs to commence
amplifier, envelope distortion will be introduced. This signi- with an extra starting bit. Assume this is 1 and that the PSK
fies the reintroduction of spectral sidelobes giving undesirable modulator produces � � 0 for a 0, and � � � for a 1. The
out-of-band radiation. It is apparent that a constrained band- resulting phase shift is then as shown in Table 2. Mathemati-
width and efficient nonlinear amplification are mutually in- cally the relation between the differentially encoded data cn

compatible. A major motivation behind some of the other and the original binary data stream dn can be expressed as
phase shift keying schemes to be considered is that they be-
have better in this respect by having smaller or smoother cn = cn−1 ⊕ dn (8)
phase changes between bits. This causes them to have less
out-of-band spectral content. This means that there is less where � represents modulo-2 addition and the overbar de-
envelope distortion caused by band-limiting and hence the re- notes complementing.
introduction of spectral sidelobes due to nonlinear amplifica- Compared with BPSK, DPSK has several advantages and
tion is less. disadvantages. The first great advantage of DPSK over BPSK

As mentioned in the introduction, another important pa- concerns the avoidance in the receiver of the need to recover
rameter of performance in modulation techniques is the the transmitted carrier signal. Instead the received signal is
power efficiency, which is characterized by the probability of delayed by one bit period and, as shown in Fig. 8, this is used
the detector making an incorrect decision, Pe, versus the ratio as the reference signal for detecting the present bit. The re-
of energy per bit to noise spectral density, Eb/N0. The proba- ceiver, equivalently, compares the phase of the received sym-
bility of bit error of BPSK using coherent detection in additive bol with the phase of the previous symbol and observes
white Gaussian noise is given (2) as whether they are identical or of the opposite phase. No

change is taken as indicating a 1, and a 180� change is taken
as indicating a 0. This is illustrated in Table 3, assuming the
transmitted phase shifts, �n, are received without any chan-

Pe = Erfc

��
2Eb

N0

�
(7)

nel error.
A second advantage is that BPSK carrier recovery circuitswhere Erfc(x) is the complementary error function given by

can suffer from a 180� phase ambiguity, in which the recov-Erfc(x) � 1/�2� ��

x e�y2/2 dy. This result is plotted in Fig. 7. It
ered reference carrier may be either in-phase or in anti-phasecan be seen that a Pe of 10�6 is achieved when Eb/N0 is about
with the transmitted carrier. This can lead to bit inversion of10.6 dB. The noise performance of BPSK is discussed further

in a later section, in conjunction with the other phase shift
keying systems, but it is relevant to say at this stage that
BPSK has the best noise immunity of all of them.

DIFFERENTIAL PHASE SHIFT KEYING (DPSK)

In DPSK the phase does not indicate directly whether a 0 or
a 1 is transmitted. Instead the data stream is conveyed by

Table 2. DPSK Modulation Mapping for the
Data Bits 1101011001

Bit index n 0 1 2 3 4 5 6 7 8 9 10
Data stream dn 1 1 0 1 0 1 1 0 0 1
Differentially encoded data cn 1 1 1 0 0 1 1 1 0 1 1
Transmitted phase shift �n � � � 0 0 � � � 0 � �
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Figure 8. Block diagram of DPSK correlator de-
tector.
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the demodulated data. By using differential encoding at the 110, or 111, as shown in Fig. 9(a). The principle of parti-
tioning a data stream into blocks is summarized by Fig. 9(b)transmitter and the phase of the previous bit of the received

signal as the reference signal, this phase ambiguity is where, if the information rate of the input is Rb bits/s, the
output symbol rate of Rs symbols/s, also referred to as theavoided (2–4).

A disadvantage of DPSK, however, is that the error rate baud rate, is given by
due to noise is greater than for BPSK. This is because BPSK
compares the received signal with a clean reference generated Rs = Rb/k (11)
at the receiver, whereas DPSK compares one noisy signal

Whereas the bits in the original data stream are of durationwith another. This is shown clearly in Table 4 by introducing
Tb, the symbols are of duration Ts � kTb. The advantages ofone error in the fifth bit. In BPSK this results in one bit error,
using M-ary PSK are described next.whereas in DPSK this results in the two errors shown under-

lined. As might be expected, this means that, for the same
Bandwidth Efficiency of M-ary PSKerror rate, DPSK requires more signal power than BPSK. The

probability of bit for DPSK is given (2–4) by To be able to examine the spectral properties and bandwidth
efficiency of M-ary PSK it is important first to consider the
power spectral density. The baseband power spectral densityPe = 1

2
exp(−Eb/N0) (9)

of unfiltered M-ary PSK signals is given (6) by

This result is plotted in Fig. 7. It can be seen that DPSK
requires approximately 1 dB more Eb/N0 than BPSK for a S( f ) = 2kPcTb

[
sin(kπ fTb)

kπ fTb

]2

(12)
probability of error of 10�4.

where again Pc is the average carrier power. These results are
plotted in Fig. 10 for k � 2, 3, 4 (i.e., 4-ary PSK, 8-ary PSK,M-ARY PHASE SHIFT KEYING (M-ARY PSK)
16-ary PSK). It can be seen from these that the null-to-null
RF bandwidths for M � 4, 8, 16 are 1/Tb, 2/3Tb, and 1/2Tb,If Tb is the bit period in the original data stream a BPSK
respectively. Generalizing this,signal has two possible phases in time Tb. However, an alter-

native approach to transmitting the data stream can arise
from partitioning the data stream into blocks that are k bits
long (k � 1 in the binary case) and regarding the contents of

Null-to-null RF bandwidth = 2
Tb log2 M

= 2Rb

log2 M
(13)

each block as a symbol. Each symbol conveys one of 2k possi-
The bandwidth efficiency of unfiltered M-ary PSK on the ba-ble states and can then be communicated by transmitting one
sis of null-to-null bandwidths, is therefore given byof M � 2k different phases in what is known either as M-ary

PSK or as multiple phase shift keying. A generalized expres-
sion for an M-ary PSK signal during each signaling interval η = Rb

B
= 0.5 log2 M bps/Hz (14)

of duration Ts � kTb is

It is apparent from Eq. (14) that the bandwidth efficiency of
M-ary PSK is maximized by increasing the number of sym-si(t) = A cos

[
2π fct + 2π(i − 1)

M

]
i = 1,2, . . ., M (10)

bols M for a given bit rate Rb. For example, systems with
M � 4, 8, 16, 32 give � � 1, 1.5, 2, 2.5 bps/Hz, respectively. InConsidering as an example k � 3, such that M � 8, we would
bandwidth-limited systems one needs to choose a modulationdivide up the data stream into blocks of 3 bits and then, for
technique that gives the highest bandwidth efficiency. How-each block, transmit one of 8 phases 45� apart, depending on
ever, there is a penalty to be paid, in terms of the error perfor-whether that group is binary 000, 001, 010, 011, 100, 101,
mance, as explained next.

Table 3. DPSK Detection for the Transmitted Phase Shift
Sequence in Table 1

Received phase shift �n � � � 0 0 � � � 0 � �
Reference phase � � � 0 0 � � � 0 �
Recovered bit stream 1 1 0 1 0 1 1 0 0 1

Table 4. DPSK Detection for the Transmitted Phase Shift
Sequence in Table 1 with Error in the Fifth Bit

Received phase shift �n � � � 0 � � � � 0 � �
Reference phase � � � 0 � � � � 0 �
Recovered bit stream 1 1 0 0 1 1 1 0 0 1
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Figure 11. Signal-space constellation diagram for the detection of 8-
ary PSK.

R1 is the decision region corresponding to signal s1(t), R2 is the
decision region corresponding to s2(t), and so on. The decision
boundaries are shown as lines to divide the signal space into
eight equal regions, so as to minimize the probability of sym-
bol error for equally probable symbols. The decision rule used
at the receiver is simply to decide si(t) was transmitted if the
received signal point falls in region Ri. The probability of sym-(b)
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bol error, therefore, can be found by integrating the two-di-
Figure 9. M-ary PSK. (a) constellation of 8-ary PSK; (b) input and mensional probability density function of noise for each signal
output data streams for 8-ary PSK signaling. in turn over the corresponding error region and averaging the

results. However, the probability of bit error is a more mean-
ingful measure of performance. The bit error probability not
only depends on the symbol error, but also on the bit-mappingError Performance of M-ary PSK
used, because a symbol detection error translates into several

Assume the received signal of M-ary PSK in the presence of bit errors. The probability of bit error expressions for M-ary
additive white Gaussian noise is given by PSK with any bit-mapping have been derived in (10). How-

ever, useful approximation expression for the probability ofr(t) = si(t) + n(t) (15)
bit error in M-ary PSK using Gray coding is given (2) as

where n(t) is a zero mean and two-sided power spectral den-
sity of N0/2 w/Hz. According to the maximum likelihood deci-
sion rule, the observation signal space is simply partitioned
into M regions, as shown in Fig. 11 for the M � 8 case, where

Pe ≈ 2
log2 M

Erfc

[�
2Eb log2 M

N0
sin

� π

M

�]
for M ≥ 4

(16)

Figure 10. Power spectral density of M-ary
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Therefore, the input information bit stream is partitioned into
blocks of length two bits, to represent each waveform. Now
sine and cosine are orthogonal waveforms, which can be com-
bined at the transmitter and completely separated at the re-
ceiver. Therefore, two PSK signals can be sent independently
in the same bandwidth to represent the two information bits.
The modulation process is summarized by the block diagram
shown in Fig. 13, in which a QPSK signal is generated by
combining an in-phase and a quadrature modulated signal. A
generalized expression for the generated QPSK signal can be
expressed in terms of this quadrature representation as

si(t) = dI cos(ωct) + dQ sin(ωct) 2nTb ≤ t ≤ 2(n + 1)Tb
(17)
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Figure 12. Probability of bit error versus Eb/N0 for coherent detec-
where dI and dQ are the in-phase and quadrature data pulsestion of M-ary PSK.
(� �1) and dI cos(�ct) and dQ sin(�ct) are the in-phase and
quadrature signal components, respectively. Equivalently, the
QPSK signal can be expressed by a trigonometric representa-

It is noted that this is valid only for M � 4. For example, tion as
substitution of M � 2 into Eq. (16) gives twice the Pe predicted
by Eq. (7) for BPSK. Figure 12 shows the probability of bit

si(t) = A cos(ωct + φi ) 2nTb ≤ t ≤ 2(n + 1)Tb (18)
error for various values of M. It can be seen from this figure
that the probability of error is the same for M � 2 and M �
4, but otherwise degrades as M increases. This is due to the where �i are the four possible phases.
fact that more phases in the same bandwidth means crowding The modulation process is best illustrated by an example.
more signals into the signal space without increasing the sys- Consider the bit stream 11000111 shown in Fig. 14(a). After
tem bandwidth. In other words, as M increases the signals the serial to parallel conversion the input bit stream is split
are closer together, making them become more vulnerable to into one channel of even-numbered bits, namely, 1001, and
noise; thus we need to increase signal power so that the prob- one channel of odd-numbered bits, namely, 1011. As shown in
ability of error is not degraded. Error performance versus Fig. 14(b) the bit period in each of these channels is extended
bandwidth performance is a fundamental communications from the original value of Tb to become 2Tb. The two bit
trade-off. Therefore, in M-ary PSK, improved bandwidth per- streams then undergo a unipolar to bipolar conversion to pro-
formance is achieved at the expense of error probability at a duce the waveforms of levels �1 and �1. Thus, as shown in
given Eb/N0, or at the expense of increasing Eb/N0 to keep the Fig. 14(c), the channel of even-numbered bits gives the se-
same probability of error. quence (�1 �1 �1 �1) and the channel of odd-numbered bits

gives the sequence (�1 �1 1 1). The channel of even-num-
bered bits is then multiplied with the in-phase component ofQUADRIPHASE SHIFT KEYING (QPSK)
a carrier cos(�ct) to create what is termed an in-phase or I-
channel, and the channel of odd-numbered bits is multipliedQuadriphase PSK is also known as quaternary PSK and
with the quadrature component of a carrier, which isquadrature PSK. Whereas there are two possible phases 0 or
sin(�ct), to create what is termed a quadrature or Q-channel.� in BPSK, there are four possible phases in QPSK, one of

which is transmitted during every symbol interval Ts � 2Tb. Finally, the two are added. The resulting four signals are thus

Figure 13. Block diagram of QPSK mod-
ulator.
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Table 5. Bits-to-Phase Mapping for QPSK

Bits Phase

1 0 �/4
0 0 3�/4
0 1 5�/4
1 1 7�/4

transmitted as

cos(ωct) + sin(ωct) = 1√
2

cos
�
ωct + 7π

4

�

− cos(ωct) − sin(ωct) = 1√
2

cos
�
ωct + 3π

4

�

− cos(ωct) + sin(ωct) = 1√
2

cos
�
ωct + 5π

4

�

cos(ωct) + sin(ωct) = 1√
2

cos
�
ωct + 7π

4

�

(19)

Thus the phase of the QPSK waveform varies with time, as
listed in Fig. 14(d) and illustrated in Fig. 14(e). In this partic-
ular example, only three phases occur, but, in general, the
fourth phase of �/4 would also be involved. It will be noted
that the binary data symbol 11 converts to 7�/4, the symbol
00 to 3�/4, and the symbol 01 to 5�/4. The missing symbol 10
would convert to �/4. Figure 14(e) also shows the waveform
itself.

The bits-to-symbol mapping used here is shown in Table 5
and the corresponding signal-state constellation for the QPSK
signal is shown in Fig. 15(a). It is possible for any symbol to
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Figure 14. QPSK waveforms for the bit stream 11000111. (a) input
data stream dn; (b) serial-to-parallel conversion of data stream into I-
data stream dI (even bits) and Q-data stream dQ (odd bits). The sym-
bol period Ts � 2Tb; (c) unipolar to bipolar conversion of the I and Q
streams; (d) bipolar data stream from the I- and Q-channels during
Ts period and the assigned phases; (e) phase transitions and the cor-
responding time-domain waveform.
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Figure 16. Block diagram of QPSK coherent detector.

be followed by any other symbol and, hence, for any phase to threshold circuit, which decides what was transmitted in the
I- and Q-channels. By this means the two waveforms of Fig.be followed by any other phase. This is indicated by the direc-

tional arrows in Fig. 15(b)), which demonstrate possible phase 14(b) are regained; finally, these are recombined using a par-
allel-to-serial converter to produce the original bit stream.transitions of 0�, �90�, �180� at the end of each symbol inter-

val. It will be noted that adjacent points around the circle
only differ by 1 bit. This means that the assignments of Performance of QPSK
phases to information bits is achieved here according to Gray

In contrast with possible phase transitions every Tb seconds,coding (rather than binary), such that a single symbol error
in the case of BPSK the possible phase transitions in a QPSKoccurrence would correspond to a single bit error.
system occur every 2Tb seconds. It follows that the bandwidthThe detection process follows a similar procedure but in
of QPSK for the same bit rate is halved, and that the band-reverse, and is illustrated by the receiver block diagram
width efficiency is therefore double that of QPSK, to becomeshown in Fig. 16. The receiver resolves the received signal
1 bps/Hz. The baseband power spectral density for QPSK hasinto I and Q components using two correlators. The input
already been plotted in Fig. 10 and described with respect toband-pass filter reduces out-of-band noise and adjacent chan-
BPSK and other M-ary PSK techniques. If we consider justnel interference. Following a carrier recovery (CR) circuit to
the I-channel of the QPSK system and neglect any interfer-provide cos(�ct) and, hence, sin(�ct) following a 90� phase
ence from the transmitted Q-channel component, we have ex-shifter, the signals cos(�ct) and sin(�ct) are multiplied with
actly the same probability of error for a given ratio of Eb/N0the incoming QPSK signal. The multiplier outputs are then
as that with a BPSK system. Since the I- and Q-channels con-integrated over the symbol period using a symbol timing re-
tribute independently to the final reconstituted bit stream, itcovery (STR) circuit to provide the correct timing for this inte-
follows that the complete QPSK system has the same proba-gration. Because the transmit signal is composed of two or-
bility of error for a given ratio of Eb/N0 as does a BPSK sys-thogonal channels, the output of the upper I-channel
tem, as shown in Fig. 12. Thus it maintains error perfor-integrator in the receiver is unaffected by the Q-channel com-
mance while achieving a greater bandwidth efficiency. Theponent. Similarly, the output of the lower Q-channel inte-
only penalty is an increase in the complexity of the modula-grator in the receiver is unaffected by the I-channel compo-
tion and demodulation process.nent. At the end of each symbol period, at a time 2(n � 1)Tb

In BPSK the waveform contains 180� phase shifts thatprovided by the STR circuit, the integrator outputs are sam-
pled and held. These signals are then passed into a zero cause the spectrum to spread, thus introducing the risk of
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Figure 17. Block diagram of OQPSK modulator.
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ted can change every bit period, rather than every two bit
periods. It is like QPSK, in that the signal transmitted can
have any one of four possible phases. The main difference of
OQPSK with QPSK is that the phase is precluded from
changing by more than 90� at the transition points between
bits. The important advantage of this is that band-limiting in
the transmitter does not cause any large change in the enve-
lope. Subsequent amplification in an efficient nonlinear power
amplifier causes some spectral spreading into adjacent chan-
nels, but very much less than with QPSK.

A block diagram of OQPSK modulator is shown in Fig. 17.
π5  /4

π3  /4

π7  /4

π  /4

I

Q

This is the same as for QPSK, shown in Fig. 12, except that
Figure 18. Signal-space constellation diagram and phase states one bit delay is introduced in the Q channel to offset the data
transitions of OQPSK. Allowed phase state transitions are limited to by one bit period relative to the I channel. As with QPSK, the
0�, �90�. channel of even-numbered bits is multiplied with a carrier

cos(�ct) to create an I-channel, and the channel of odd-num-
bered bits is multiplied with a carrier sin(�ct) to create a Q

adjacent channel interference. Band-limiting can be used channel. Again these two channels are added. Because of the
prior to transmission, but the effect of this is to introduce offset there can be a phase transition every bit period, caused
envelope nulls at the phase reversals. The effect of this is that by a 180� transition in one of the two channels and no transi-
subsequent amplification by nonlinear amplifiers causes spec- tion in the other. Phase transitions can occur every bit period
tral spreading, thus reintroducing the problem of adjacent but they are limited to 0�, �90�. In terms of a signal-state
channel interference. QPSK is somewhat better, in that, al- constellation diagram, possible phase transitions are shown
though many of the phase transitions are �90�, some of the in Fig. 18. The modulation process is best illustrated by the
phase transitions are still 180�. A technique known as offset example in Fig. 19 for the same data sequence used for QPSK.
QPSK involves a relatively minor modification and can The I and Q data alignment are shown and the corresponding
greatly reduce the problem of spectral spreading. waveform very clearly shows the phase transitions. As shown

in Fig. 20, the demodulator is similar to the QPSK demodula-
tor of Fig. 16, except that the integration of the Q-channel isOFFSET QUADRIPHASE SHIFT KEYING (OQPSK)
Tb later than that of the I-channel, to compensate for the off-
set delay of Tb that was introduced into the Q-channel of theOQPSK has some of the features of BPSK and some of the

features of QPSK. It is like BPSK, in that the phase transmit- modulator.
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Figure 19. OQPSK waveforms for the bit stream 11000111. (a) input data stream; (b) bipolar
I-data stream (even bits) and Q-data stream (odd bits) with Tb delay in the Q stream. The symbol
period Ts � 2Tb; (c) bipolar data stream from the I- and Q-channels during every Tb period and
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Performance of OQPSK The modulator can be implemented using the quadrature
structure shown in Fig. 21, similar to that used in OQPSK,The baseband power spectral density of unfiltered OQPSK is
except that before multiplying the I-channel data stream bythe same as of QPSK (11,12) and, using Eq. (12) with k � 2,
the carrier signal cos(�ct), it is first multiplied by another low-is given by
frequency cosinusoid cos(�t/2Tb), whose period corresponds to
that of 4 bits. In a similar manner, the Q channel is
multiplied by sin(�t/2Tb) before multiplication by the carrierS( f ) = 4PcTb

�
sin(2π fTb)

2π fTb

�2

(20)
signal sin(�ct). The resulting MSK signal after summing the
I and Q channels isAlthough the spectral characteristics of QPSK and OQPSK

are identical for the unfiltered case, the important difference
is that the avoidance of any 180� phase changes means that
band-limiting of OQPSK will not introduce any major dips in

s(t) = dI cos
�

πt
2Tb

�
cos(ωct) + dQ sin

�
πt
2Tb

�
sin(ωct) (21)

the waveform envelope, and subsequent nonlinear amplifica-
tion will not cause any substantial spectral spreading to cause where dI and dQ represent the bipolar even and odd data bits,
severe adjacent channel interference. and cos(�t/2Tb) and sin(�t/2Tb) are the sinusoidal weighting

Integration of the power spectral density given in Eq. (20), functions. It should be noted here that this MSK signal can
to determine the fraction of the total transmitted power lying also be thought of as a continuous phase binary frequency
outside a given bandwidth, produces the results of Table 6. shift keying (CPFSK) signal (1) with signaling frequencies
The final entry is considered particularly important since it f 1 � f c � 1/4Tb and f 2 � f c � 1/4Tb:
corresponds to the FCC criterion for the bandwidth con-
taining 99% of the signal energy. It should be mentioned here
that, since offsetting (staggering) the bit streams does not
change the orthogonality of the I and Q carriers, OQPSK has

si(t) = A cos
[
2π

�
fc + dn

4Tb

�
t + xn

]
nTb ≤ t ≤ (n + 1)Tb

(22)
the same bit error performance as BPSK and QPSK (11,12).

where dn is the bipolar data to be transmitted (�1), and xn is
MINIMUM SHIFT KEYING (MSK) a phase constant over the nth bit interval (xn � 0 or �), chosen

such that the phase of the waveform is continuous at t �
Although OQPSK provides a major improvement over QPSK kTb. Note that when dn � 1 the transmitted signaling fre-
in terms of out-of-band interference, there is still some caused quency is f 1, and when dn � �1 the transmitted frequency is
by the abrupt phase transitions. A small modification to f 2.
OQPSK can lead to the total avoidance of abrupt transitions Figure 22 shows the MSK waveforms for the same se-
and leads to a still further reduction of spectral spreading. quence of data used in the OQPSK. After multiplication of the
Minimum Shift Keying (MSK) (13) is one method of obtaining bipolar even bits by the carrier signal cos(�ct), and of the bipo-
a digital passband signal in which the phase of the waveform lar odd bits by sin(�ct), the waveforms shown in Fig. 22(c) are
is continuous at all times. obtained. Finally, these modified I- and Q-channel signals are

added to give the MSK waveform of Fig. 22(d). Because the
envelopes of the I- and Q-channels have been attenuated to
zero at the end of their symbol periods, this final waveform
has the required constant envelope and a continuous varia-
tion of phase shown in Fig. 22(d). At the receiver the demodu-
lator can be implemented using the same coherent detection
method as in the QPSK and OQPSK, except that the I and Q
signals are multiplied by the sinusoidal weighting functions
after multiplication by the I and Q carriers, as shown in Fig.
23.

Table 6. Fractional Out-of-Band Power for OQPSK

RF Bandwidth, B (Hz) Fractional Out-of-Band Power

1/Tb 10% (�10 dB)
1.5/Tb 6.3% (�12 dB)

2/Tb 5.0% (�13 dB)
3/Tb 3.2% (�15 dB)
4/Tb 2.2% (�16.5 dB)
8/Tb 1% (�20 dB)
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Figure 21. Block diagram of MSK modulator.

Figure 22. MSK waveforms for the bit stream
11000011. (a) in-phase bipolar data, dI, and bipolar
quadrature data, dQ; (b) I data stream multiplied by
cos(�t/2Tb) and Q data stream multiplied by sin(�t/2Tb);
(c) Modified I data stream multiplied by the in-phase
component of the carrier and modified Q data stream
multiplied by the quadrature component of the carrier;
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Figure 24. Power spectral density of QPSK,
OQPSK, and MSK.
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Performance of MSK width efficiency, but at the cost of requiring higher signal-to-
noise ratios for the same error rate. Although the probabilityThe baseband power spectral density (11–13) can be shown
of error performance is acceptable for BPSK or QPSK, theto be given by
discontinuous phase of these signals results in an envelope
fluctuation, which gives rise to undesirable out-of-band radia-
tion. The MSK technique, with its phase continuity and con-S( f ) = 16PcTb[1 + cos(4π fTb)]

π2(1 − 16T2
b f 2)2 (23)

stant envelope, provides an identical probability of error per-
formance as BPSK or QPSK, but with lower sidelobes.This power spectral density is generated and is shown in Fig.
However, the MSK spectrum has a wider main lobe band-24. It can be seen from this figure that the main lobe null-to-
width than QPSK. Therefore, to improve the bandwidth effi-null bandwidth is 1.5/Tb, which is 1.5 times larger than that
ciency, the MSK may be filtered before modulation in a wayof OQPSK. However, its sidelobes are much lower than
that keeps the signal envelope constant. Using a Gaussian-OQPSK. Integration of this power spectral density to deter-
shaped filter leads to Gaussian-filtered MSK (GMSK). Thismine the fraction of the total transmitted power lying outside
gives an improvement in bandwidth efficiency over MSK. Ita given bandwidth produces the results of Table 7. The �20
also has low-level sidelobes and this, in turn, translates intodB point corresponding to the FCC criterion for the band-
decreased adjacent channel interference. This has led to itswidth containing 99% of the signal energy is now only
use in the European digital cellular mobile communication1.18/Tb. This is a major improvement compared with the
system (GSM) (9). However, a technique known as �/4-shift8/Tb of OQPSK. Finally, the probability of bit error perfor-
QPSK is used in the second-generation digital cellular mobilemance for ideal MSK detection is identical to that of QPSK
radio systems in North America and Japan (9). This tech-and OQPSK, since orthogonality between I- and Q-channels
nique is a compromise between QPSK and OQPSK, with ais preserved (11–13).
maximum phase change of 135� compared with 180� for QPSK
and 90� for OQPSK. �/4-shift QPSK provides the same band-

CONCLUSIONS AND FURTHER TECHNIQUES width efficiency as QPSK but with less envelope fluctuation.
MSK is considered to be a special case from a class of modula-

There is ever-increasing demand for bandwidth-efficient con- tion techniques known as continuous phase modulation
stant envelope digital radio transmission techniques with (CPM). CPM techniques, in which the phase of the signal is
good power efficiency. With M-ary phase shift keying increas- constrained to be continuous (unlike that of PSK signals), has
ing the value of M has the advantage of increasing the band-

been much researched for satellite and terrestrial digital ra-
dio systems to provide a good trade-off between the band-
width, power, and complexity (14–16).

There is always considerable demand for techniques to im-
prove both the power and bandwidth efficiency of modulation
techniques. For example, the use of channel coding tech-
niques for error detection and correction are well known to
provide power efficiency but at the cost of bandwidth expan-
sion and system complexity. With the advent of advanced
techniques such as trellis coded modulation (17), which com-
bines channel coding and modulation, power efficiency is
achieved without bandwidth expansion and with acceptable

Table 7. Fractional Out-of-Band Power for MSK

RF Bandwidth, B (Hz) Fractional Out-of-Band Power

1/Tb 2.2% (�16.5 dB)
1.18/Tb 1% (�20 dB)
1.5/Tb 0.5% (�23 dB)

2/Tb 0.2% (�27 dB)
3/Tb 0.063% (�32 dB)
4/Tb 0.025% (�36 dB)
8/Tb 0.0031% (�45 dB)
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level of complexity. Much research work is being carried out
in this area (18).
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