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CHIRP MODULATION

Chirp modulation, which has been extensively used in radar
systems since World War II (1), was introduced by Germans
at the end of the war in the design of a pulse radar called
Kugelschale (2). The main reason behind the introduction of
the chirp modulation to pulse radar technology was its anti-
jamming properties. The technique was later rectified and en-
riched during 1940s, and since the early 1950s chirp modula-
tion has been used in radar systems to solve the conflicting
requirements of simultaneous long-range and high-resolution
performance (3).

The first possible applications of chirp modulation in data
communications were considered in the early 1960s. Winkler
(4) proposed a system in which the linear frequency sweep of
the chirp signal assumed a positive or negative slope corre-
sponding to binary data symbols 
1 and �1, respectively.
Since then, chirp modulation and its several modifications
and generalizations have been considered for both spread-
spectrum and narrowband applications where immunity
against Doppler frequency shift (5) and fading due to
multipath propagation is important.

These were never intended to replace other bandpass digi-
tal modulation schemes, like (5) amplitude shift keying
(ASK), phase shift keying (PSK) or frequency shift keying
(FSK), but rather considered useful techniques for niche ap-
plications. These applications have included but have not
been limited to aircraft-ground data links via satellite repeat-
ers (6), low-rate data transmission in the high-frequency (HF)
band (7), narrowband data transmission (8), indoor wireless
local area networks (WLANs) (9), data communications utiliz-
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ing a building’s power cabling (10), and acoustic modems for we can express f

i (t) as

underwater communications (11).
f +
i (t) =

�
fc − 0.5

h
T

�
+ ht

T2
, 0 ≤ t ≤ T

CLASSIFICATION OF CHIRP AND RELATIVE MODULATIONS
where f c denotes the central frequency of the chirp pulse,
sometimes referred to as the carrier frequency. Similarly,Since publication of the first idea about possible use of chirp
f�

i (t) is given bymodulation (CM) in digital communication systems in the
early 1960s, several authors have proposed different digital
modulation schemes based on incorporating CM to achieve f −

i (t) =
�

fc + 0.5
h
T

�
− ht

T2
, 0 ≤ t ≤ T

desired characteristics of the modulated signal. In this sec-
tion, we classify some of these schemes into (1) pure CM, (2) Since CM is equivalent to linear FM within each pulse, we
generalized CM, and (3) hybrid CM techniques. can describe the waveform cp(t), for 0 � t � T, as

Pure Chirp Modulation

CM or linear frequency modulation, in its pure form, refers to
the creation of such a waveform in which the instantaneous
frequency of the signal changes linearly between the lower

cp(t) = A cos
[
2π

∫ t

0
f +
i (τ ) dτ + φ0

]

= A cos
[
2π

∫ t

0

�
fc − 0.5

h
T

+ hτ 2

T2

�
dτ + φ0

]
(1)

and upper frequency limits. This is graphically illustrated in
where A is the signal amplitude, usually being a constant ofthe Fig. 1, which shows the two basic types of chirp pulses
time, and �0 denotes an initial value of the phase. Performingand their instantaneous frequency profiles.
the integration in Eq. (1) yieldsFor the positive chirp cp(t), the instantaneous frequency

f

i (t) increases during the pulse duration and is expressed as

cp(t) = A cos
[
2π

�
fc − 0.5

h
T

�
t + πht2

T2 + φ0

]
; 0 < t ≤ T (2)

f +
i (t) = f1 + ( fu − f1)

t
T

, 0 ≤ t ≤ T
By analogy, we can write

where f 1 and fu are the lower and the upper frequency limits,
respectively, and T is the duration of the chirp pulse. In the cn(t) = A cos

[
2π

�
fc + 0.5

h
T

�
t − πht2

T2 + φ0

]
; 0 < t ≤ T (3)

case of the negative chirp cn(t), f�
i (t) decreases during the

pulse duration and is given by Assuming, as Winkler in Ref. 4, that cp(t) is used to transmit
binary 1 and cn(t) to transmit �1, we can regard a sequence
of pulses cp(t) and cn(t) bearing the binary data sequence I �f −

i (t) = fu − ( fu − f1)
t
T

, 0 ≤ t ≤ T
�I1, I2, . . ., Ik, . . . In�, Ik���1, 1�, as a general form for a pure
CM signal c(t, I),Introducing modulation index h, defined in the same way as

for binary frequency shift keying (FSK) (5)
c(t, III) = A

∞∑
k=1

ξ (t − kT, Ik) (4)
h = ( fu − f1)T = � fT

where

ξ (t, Ik) =

cos

[
2π

�
fc − Ikh

2T

�
t + πIkht2

T2 + φk

]
, 0 < t ≤ T

0, otherwise
(5)

Ik � ��1, 1�, and �k is the starting phase of a kth modulated
signal pulse. Usually, there are no restrictions placed on the
distribution of �k in the pure CM scheme.

To calculate useful characteristics of the modulated signal,
it is convenient to represent it as a bandpass signal (5). In
such a notation, we represent the CM signal given by Eqs. (4)
and (5) as

c(t, III) = A Re

[ ∞∑
k=0

v(t − kT, Ik)

]
(6)

where
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Figure 1. Illustration of positive and negative chirp pulses and their
instantaneous frequency profiles.

v(t, Ik) =
{

exp[ j2πhIkqp(t)] exp[ j(2π fct + φk)], 0 < t ≤ T
0, otherwise

(7)
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j ���1, and qp(t) is an elementary phase pulse. Comparing
Eqs. (5) and (7), it is easy to note that the CM characteristic
elementary phase pulse qp(t) is given by

qp(t) =



t2

2T2 − t
2T

, 0 < t ≤ T

0, otherwise

In general, the initial phase �k of each CM pulse can be differ-
ent and take any value from the interval [0, 2�). For simplic-
ity of representation, let us assume here that the considered
CM signal is of a continuous phase modulation (CPM) (5)
type. Because the phase increment �� introduced by the
baseband component b(t, Ik) of v(t, Ik),

b(t, Ik) =
{

exp[ j2πhIkqp(t)], 0 < t ≤ T
1, otherwise

is equal to zero for t � T (i.e., at the end of each CM pulse),
the assumption of the phase continuity in the CM signal has
no influence on b(t, Ik) and therefore no influence on impor-
tant signal characteristics.

Hence, we can describe the CM signal as

c(t, III) = A Re{β(t, III) exp[ j(2π fct + φ0)]} (8)

where �0 is an initial phase of the carrier wave and �(t, I) is
the equivalent CM baseband signal
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Figure 2. Examples of balanced modulating pulses qa(t) and the cor-β(t, III) =
∞∑

k=−∞
b(t − kT, Ik) (9)

responding elementary frequency pulses qf (t): (a) Double chirp,
(b) triple chirp, (c) sinusoidal chirp, (d) quadruple chirp.

Since the total phase increment �� introduced by b(t, Ik) is
equal to zero, there is a lack of correlation among the modu-
lated signal pulses. This leads to rather poor error perfor- and for the isochronous sequence I of modulating data, Eq.
mance of the pure CM compared with other modulation (11) takes the form
schemes in the additive white gaussian noise (AWGN) chan-
nel (12). Thus pure CM is rarely considered for narrowband
systems. In contrast, the excellent performance of wideband
CM signals, h � 1, in mobile environments experiencing both

φ(t, III) = 2πh
N∑

k=0

Ik

∫ t

0

∫ τ

0
qa(ϑ − kT ) dϑ dτ (12)

multipath propagation and Doppler shift (7,9,11), or in the
where qa(t) is an elementary modulating pulse and N is thepresence of continuous wave (CW) jammers (10) increased in-
number of a current data symbol. To achieve a possible physi-terest in applying CM or CM-like signals in spread spectrum
cal realization (i.e., a limited value of an instantaneous fre-(SS) (5) systems.
quency of the modulated signal), it is necessary to ensure the
nonexistence of a constant component in the modulating sig-Generalized Chirp Modulation
nal m(t). This can be done either by the use of balanced modu-

A method for overcoming the weaknesses of the pure CM in lating pulses—that is, pulses fulfilling the condition
narrowband systems and preserving some of its advantages
(e.g., immunity to Doppler shift) was proposed by Wysocki (8).
The method referred to as generalized chirp modulation

∫ ∞

−∞
qa(τ ) dτ = 0 (13)

(GCM) is based on setting a relationship between a modulat-
ing signal m(t) and an instantaneous value �(t) of the infor- or by ensuring that a running digital sum, �(N), of modulat-
mation-carrying phase component by means of the different ing data
equation

d2

dt2 [φ(t)] = 2πhm(t) (10) σ (N) =
N∑

k=0

Ik + σ (0) (14)

Therefore, �(t) is expressed as is bounded.
Examples of modulating pulse shapes satisfying the condi-

tion of Eq. (13) are given in Fig. 2. The modulation scheme
obtained by use of polar (
1, �1) data and the pulse shape

φ(t) = 2πh
∫ t

0

∫ τ

0
m(ϑ ) dϑ dτ (11)
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given in Fig. 2(a) have been considered by Wysocki (13), while
the scheme using pulses of Fig. 2(b) has been named the tri-
ple chirp modulation and investigated by Wysocki and Weber
(14). Interestingly, the scheme utilizing pulses of Figure 2(c)
is equivalent to continuous phase frequency shift keying
(CPFSK) with raised cosine modulating pulses (5).

It is simple to prove that neither unipolar nor bipolar bi-
nary uncorrelated data can satisfy the condition of Eq. (14)
(5). This can be achieved only by a premodulation encoding,
when a balanced line code is employed. The class of balanced
line codes is a very broad one (5) (e.g., AMI, PST, 4B3T,
HDB3). Certainly, the modulated signal obtained as a result
of different premodulation encoding has a different perfor-
mance. To choose the most suitable line code, let us consider
an instantaneous value of the modulated signal frequency de-
viation �f (t) given by

� f (t) = 1
2π

[
d
dt

φ(t, III)
]

= h
n∑

k=0

Ik

∫ t

0
qa(τ − kT ) dτ

= h
N∑

k=0

Ikqf(t − kT ) (15)

where qf(t) is an elementary frequency pulse.
From Eq. (15) we can notice that, apart from the scaling

function of the modulation index h, the maximum frequency
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deviation �fm depends on the shape of the elementary fre-
quency pulse qf(t) and on the bounds of �(N). For example, Figure 3. Bounded instantaneous frequency and smooth phase tra-

jectories for PRS GCM, L � 3.assumming a rectangular elementary modulating pulse qa(t)
leading to a full response signaling (FRS) (5)

ternate mark inversion (AMI) code, characterized by minimal
variations of �(N) being equal to 1.

Examples of instantaneous frequency and phase trajector-

qa(t) =



1
T2

, 0 < t ≤ T

0, otherwise
(16)

ies for PRS GCM, L � 3, with AMI premodulation encoding
the elementary frequency pulse qf(t) is given by (AMI-GCM) are presented in Fig. 3. It is clearly visible that

the frequency deviation �fm is bounded.
A complete analysis of GCM signals AMI-GCM is pre-

sented in Ref. (8) for the case of rectangular pulses qa(t) and
for both FRS and partial response signaling (PRS) scenarios.
Further information on this topic, including analysis of AMI-
GCM signals with nonlinear pulses qa(t), is available in Ref.

qf(t) =




0, t ≤ 0
t

T2
, 0 < t ≤ T

1
T

, T < t

(15). All modulation schemes considered in Refs. (8) and (15)
are, for some values of modulation parameters, characterizedand the instantaneous value of the frequency deviation �f (t)
by better spectral efficiency and better error performance inis expressed as
the AWGN channel than equivalent CPFSK. Thus, the AMI-
GCM concept can be utilized to design robust narrowband
CPM schemes.� f (t) = h

T

N−1∑
k=0

Ik + hIN
t − (N − 1)T

T2

Hybrid Chirp Modulations
Substituting �(N) defined by Eq. (14) for the sum yields

In the previous subsection, we considered the use of GCM as
an alternative to CPFSK in the narrowband communication
systems. Previously, we considered the use of CM in SS com-� f (t) = h

T
σ (N − 1) + hIN

t − (N − 1)T
T2

munications, where spreading is obtained by means of chirp
pulses. The inherent capability of interference rejectionThus, in the considered case, �fm is proportional to the maxi-

mum deviation of �(N) for the applied premodulation code. In makes this type of modulation a good candidate in SS sys-
tems, particularly because of a low Doppler sensitivity (16).the general case, the relation between the deviation of �(N)

of the premodulation code and �fm is not as simple as for the In addition, generation and correlative reception of such
pulses can be easily accomplished by the use of digital signalmodulating pulse described by Eq. (16). However, with regard

to the bandwidth utilization, variations of �(N) for the pre- processing or high-performance surface acoustic wave (SAW)
devices, which provide near-optimum chirp filter characteris-modulation code should be as low as possible. Therefore, the

optimal line code for premodulation encoding for GCM is al- tics (17). Even better performance can be obtained if CM is
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combined with another form of modulation, like multilevel
phase shift keying (MPSK) or additional coding. The following
three subsections describe three examples of hybrid chirp
modulations.

Chirp Modulation Combined with Pseudonoise Coding. Sub-
stantially improved antijam and antimultipath performance
can be obtained if CM is combined with additional spreading
by the use of pseudonoise (PN) coding. Such concepts have been
considered by several authors (e.g., see Refs. 18 and 19). Use
of the PN coding over CM signals allows also for creation of a
multiuser code division multiple access (CDMA) system (5).

The modulated signal cp(t, I) in these systems is mathemat-
ically described by the following expression:

cP(t, III) = A
∞∑

k=1

ξP(t − kT, Ik) (17)

where

T 5T 6T

T 2T 3T 4T 5T
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Figure 5. Illustration of the CM-BDPSK: (a) modulating data,
(b) instantaneous frequency of the modulated signal, (c) instanta-
neous phase of the modulated signal with visible phase shifts due

ξP(t, Ik) =

g(t) cos

[
2π

�
fc − Ikh

2T

�
t + πIkht2

T2 +φk

]
0

0 < t ≤ T
otherwise

(18)

to BDPSK.
and g(t) is a spreading waveform given by

with ci being symbolic of a spreading code, ci � �1, and P(t)g(t) =
N−1∑
i=0

ciP(t − iTc) (19)

being a pulse defined by

P(t) =
{

1, 0 < t ≤ Tc

0, otherwise

Tc is the duration of single PN code symbol, usually referred
to as the chip duration (5), and N is the number of PN se-
quence symbols per single chirp pulse. Figure 4 presents an
example of a positive chirp pulse combined with 8-bit spread-
ing code.

The performance of such schemes was analyzed under dif-
ferent jamming conditions (19,20), and there was significant
improvement in the error performance of the schemes com-
pared with pure CM or conventional direct sequence (DS) SS
systems, where, instead of CM, phase shift keying (PSK) is
employed (5). This benefit, however, is partially offset by the
increase in bandwidth occupied by modulated signals and
therefore can be attributed to an increased processing gain of
resulting SS signals (5).

Chirp Modulation Combined with Phase Shift Keying

The concept of combining CM with PSK (CM-PSK) has been
studied in Ref. 9. In the proposed scheme, the carrier wave is
phase modulated by data and spread by an auxillary linear
FM within each modulated signal symbol. Only one type of
chirp pulse is used, either positive chirp or negative chirp.
The modulation concept is illustrated in the Fig. 5, which
shows how the instantaneous frequency and the phase of CM-

1
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g(t)

p(t,Ik)ξ

1
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t

t

PSK depend on the modulating data in the case of CM com-
bined with binary differential PSK (BDPSK).Figure 4. Illustration of chirp modulation combined with pseudo-

The detection of CM-PSK signals can be performed by di-noise coding: (a) 8-bit spreading code, (b) positive chirp pulse spread
by this code. viding the received signal into subbands, and detected with-
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out using matched filters (9). The error performance of a sys-
tem utilizing CM-PSK can be significantly better than that of
a system utilizing equivalent plain PSK in the case of
multipath environments and frequency selective jamming (9).
No comparison has been made, however, between CM-PSK
and DS-SS having the same spreading ratio (5).

Direct Sequence Spread Spectrum
Combined with Multiple Chirps

One of the applications being considered for DS-SS systems
are high-data-rate WLANs, where the spreading is utilized
not only to achieve frequency diversity (5) but also to imple-
ment multiple access to the radio channel by means of CDMA
(5). The main problem, however, associated with CDMA use
for WLANs stems from the fact that the bandwidth available

Table 1. Set of 13 Spreading Codes

Bipolar Sequence

1 1 1 1 �1 �1 �1 �1 1 1 1 1 �1 �1 �1 �1
1 1 �1 �1 �1 �1 1 1 1 1 �1 �1 �1 �1 1 1
�1 �1 1 1 1 1 �1 �1 1 1 �1 �1 �1 �1 1 1
�1 �1 1 1 �1 �1 1 1 1 1 �1 �1 1 1 �1 �1
1 1 �1 �1 1 1 �1 �1 1 1 �1 �1 1 1 �1 �1
1 �1 �1 1 1 �1 �1 1 1 �1 �1 1 1 �1 �1 1
�1 1 1 �1 �1 1 1 �1 1 �1 �1 1 1 �1 �1 1
�1 1 1 �1 1 �1 �1 1 1 �1 �1 1 �1 1 1 �1
1 �1 �1 1 �1 1 1 �1 1 �1 �1 1 �1 1 1 �1
1 �1 1 �1 �1 1 �1 1 1 �1 1 �1 �1 1 �1 1
�1 1 �1 1 1 �1 1 �1 1 �1 1 �1 �1 1 �1 1
�1 1 �1 1 �1 1 �1 1 1 �1 1 �1 1 �1 1 �1
1 �1 1 �1 1 �1 1 �1 1 �1 1 �1 1 �1 1 �1

for such systems is on the order of tens of megahertz while a
data rate of several megabits per second is required. There-
fore, the processing gain of the spread spectrum is very low As an example, let us consider a DS CDMA scheme where
and, consequently, in-band jammers, like other channels of BPSK is used as data modulation. A set of 13 (out of a possi-
the same CDMA-based WLAN, may block the communica- ble 16) 16-bit Walsh-Rademacher functions listed in Table 1
tions. is used as spreading codes to obtain 13 different channels op-

The low available bandwidth and high data rate per chan- erating simultaneously in the same frequency bandwidth.
nel require the use of short-length spreading codes that are The function w(t) has the shape shown in Fig. 2(d). Because
characterized by high off-peak autocorrelation (5) and high the maximum delay that can occur between two different
cross-correlation between nonsynchronized codes. In an in- paths in the system is equivalent to about 50 chips, we would
door environment, where multipath propagation is a serious like the period TM of the function w(t) to be greater than 50
problem and transmitters are generally located at different chips (say, 64 chips, which is equal to the duration time of
distances from the receiver, the aforementioned properties of four data bits).
short spreading codes are the source of high interference Therefore, w(t) can be expressed as
among network users and self-jamming by means of in-
tersymbol interference (ISI).

A significant improvement in the correlation properties of
w(t) =

∞∑
k=0

α1

[
Tr
� t − kT

16Tc

�
+ α2Tr

� t − kT
32Tc

�]
transmitted signals can be achieved if the DS-SS scheme is

wherecombined with multiple chirp modulation (21). Unlike with
CM-PSK, we would like here to introduce, due to the carrier
modification, as low additional spreading as possible because
of the spreading introduced already by applied spreading
codes. Study of several possible modifications revealed that

Tr(t) =




−2(t − 0.5), 0 ≤ t < 1
2(t − 1.5), 1 ≤ t < 2

0, otherwise
the best improvement in correlational properties of the DS
CDMA signal can be obtained with a minimal increase in the
occupied bandwidth, if double or quadruple chirp pulses [see
Figs. 2(b) and 2(d)] are applied.

Hence, the corresponding to ith channel modulated signal
si(t) is described as

si(t) = Agi(t) cos
[
2π fct + 2π

∫ t

0
w(t) dτ + φ(t, III) + φ0

]
(20)

where �(t, I) is the information-carrying phase component,
usually obtained by means of BPSK or QPSK (5), and the
modified carrier wave �M(t) is given by

χM(t) = A cos
[
2π fct + 2π

∫ t

0
w(t)dτ + φ0

]
(21)

with the function w(t) being either a triangular function [see
Fig. 2(a)] leading to a double chirp (21) or a superposition of
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two triangular functions having different periods [see Fig.
2(d)] leading to a quadruple chirp (22). To obtain the desired Figure 6. Plot of maximum crosscorrelation magnitude between any
characteristics of the modulated signal, we can optimize pa- two possible channels as a function of the parameters �1 and �2 for
rameters of the function w(t) for different sets of spreading the described example system. For some values of �1 and �2, reduction

is very significant.codes.
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insignificant compared with the spreading introduced by the
DS algorithm (5).

SPECTRAL ANALYSIS

One of the most important characteristics of any modulated
signal is its power spectral density (PSD), sometimes referred
to simply as power spectrum. Knowing the PSD of the signal,
we can estimate the bandwidth occupied by the signal itself
or, in other words, the frequency band required for its trans-
mission. There are several methods to calculate the PSD of
digitally modulated signals (5,23); however, closed formulas
can be derived for some classes of simple modulations only.
For other more complicated modulations (e.g., the hybrid CM
class as described in the previous section), the easiest method
to estimate PSD is by computer simulation methods (e.g.,
Welch’s estimation of PSD) (24). In the following two subsec-
tions we will show the results of PSD analysis for the pure
CM and estimation results for AMI-GCM. The spectral char-
acteristics of hybrid CMs depend strongly on the type of addi-
tional signal processing performed on the modulated signal,
and therefore it is difficult to reach any general conclusion
related to the PSD of such schemes. Generally, however, we
can say that application of CM, apart from any other signal
processing or modulation techniques employed, causes
spreading and flattening of PSD characteristics.

Power Spectra of Pure Chirp Modulation

The pure CM signal is described by Eqs. (8) and (9) in the
time domain as a function of both time and data. Therefore,
to find its PSD, we need to make an assumption about the
statistics of modulating data. For simplicity of analysis, let us
assume hereafter that for the pure CM we deal with uncorre-
lated binary data Ik, k � 0, � 1, � 2, . . ., which can take the
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values of �1 and �1 with the probabilities

Figure 7. Improvement in the signal autocorrelation for the spread-
ing sequence 1,1,1,1,�1,�1,�1,�1,1,1,1,1,�1,�1,�1,�1,1,1,1,1: P{Ik = 1} = p, p{Ik = −1} = q, p + q = 1
(a) plain carrier wave, (b) modified carrier.

There are two possible baseband pulse shapes b(t, �1), and
b(t, 1), which, because of nonoverlapping [see Eq. (7)], are un-
correlated as well and appear in the random sequence �(t, I),

The parameters �1 and �2 can be optimized to achieve the given by Eq. (9), with the probabilities
minimum crosscorrelation between any possible pair of sig-
nals corresponding to different channels. The plot of maxi-
mum crosscorrelation magnitude between any pair of the sys-

P{b(t − kT, Ik) = b(t − kT,−1)} = q,

P{b(t − kT, Ik) = b(t − kT, 1)} = p, k = 0,±1,±2, . . .
(22)

tem channels irrespective of the relative delay versus the
parameters �1 and �2 is given in Fig. 6. It is clearly visible

If the carrier frequency f c is much higher than the bandwidththat for some values of �1 and �2 the crosscorrelation between
occupied by the CM signal, as is often the case, we can fullydifferent signals is greatly reduced, compared with the plain
characterize the PSD of the CM signal by the PSD of the base-DS CDMA that corresponds to �1 � �2 � 0.
band sequence �(t, I).The described system is also characterized by much better

To calculate the PSD of �(t, I), it is convenient to utilizeautocorrelational properties. An example plot of a single-
the method described in Ref. (23) with the modification intro-channel autocorrelation versus delay is given in Fig. 7, with
duced in Ref. 25. As is generally the case of CPM signals withthe plot of Fig. 7(a) obtained for the plain DS CDMA and the
equivalent baseband pulses introducing the phase incrementplot of Fig. 7(b) obtained for DS CDMA with the modified car-
�� � 0, the PSD of CM consists of both discrete Sd(�) andrier. The improvement in the autocorrelational properties
continuous Sc(�) components of the power spectrum (26).translates into a lower susceptibility to ISI caused by the

The discrete component Sd(�) is given by (25)multipath propagation, and also facilitates synchronization of
the system.

Because of the relatively low values of �1 and �2, the addi-
tional spreading due to the modification of the carrier wave is

Sd(ω) = 2π

T2 |B(ω)|2
∞∑

n=−∞
δ

�
ω − 2πn

T

�
(23)
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where B(�) is the Fourier transform of an average pulse b(t)

B(ω) = F {b(t)} = F {pb(t,1) + qb(t,−1)}
= pF {b(t,1)} + qF {b(t,−1)} = pB1(ω) + qB2(ω)

and �( � ) is Dirac’s delta function (23).
The continuous component of PSD, Sc(�), is expressed

(24,25) as

Sc(ω) = 1
T

[
2 Re

2∑
k−1

2∑
m=1

Hk(ω)H̃m(ω)pkQk,m −
2∑

k=1

pk|Hk(ω)|2
]

(24)
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Figure 8. Bandwidth occupied by the broadband CM (h 	 1) is ap-

H1(ω) = F {b(t,1) − b(t)} = B1(ω) − B(ω)

H2(ω) = F {b(t,−1) − b(t)} = B2(ω) − B(ω)

proximately equal to h.

and H̃m(�) denotes the complex conjugate value of Hm(�),

As we could expect, the plot is almost flat within the band-
width required for transmission, therefore ensuring goodp1 = p, p2 = q
spreading of signal power.

Qk,m is an element of a matrix Q given by Ref. 25,
Power Spectra for AMI-GCM

For any modulation, the PSD strongly depends on the shape
of the elementary modulating pulse, and AMI-GCM is not an
exception to this rule. In the case of ‘‘smooth’’ modulating

Q =
[

1 − pz −qz
−pz 1 − qz

]−1

= 1
1 − pz − qz

[
1 − qz qz

pz 1 − pz

]

pulses, like a raised cosine pulse or gaussian pulse, as well as
in the case of rectangular pulses (5), AMI-GCM outperformsand the coefficient z is equal to z � exp( j�T).
CPFSK in terms of bandwidth occupancy for the same valuesThe Fourier transforms of CM pulses can be derived using
of modulation index and other pulse shapes while preservingformulas given in Ref. 27. They are as follows:
almost the same immunity to white noise (15). As an exam-
ple, in Table 2 we have compared the normalized bandwidths
B99 containing 99% of signal power for FRS AMI-GCM and
FRS CPFSK with rectangular pulses (15). The spectral prop-
erties of AMI-GCM, which are better than equivalent CPFSK,

B1(ω) = AT
2

r
1

2h
(1 + je− j0.5π )(e jη2 − e− jξ 2

){[C(ξ ) − C(η)]

− j[S(ξ ) − S(η)]}
(25)

are also visible in Fig. 9, where the plots of PSD for FRS AMI-
GCM and equivalent FRS CPFSK are shown for some values
of modulation index h. It is worthwhile to note that because
AMI-GCM is proposed as a narrowband scheme, the values of

B2(ω) = AT
2

r
1

2h
(1 + je− j0.5π )(e− jξ 2 − e jη2

){[C(ξ ) − C(η)]

+ j[S(ξ ) − S(η)]}
(26)

h are lower than 1.

where the coefficients 
 and � are given by
CURRENT AND FUTURE APPLICATIONS

Chirp modulation and related modulation schemes, althoughη = ω − πh

2
√

πh
, ξ = ω + πh

2
√

πh
possessing characteristics suitable for mobile systems and

and C(x) and S(x) are Fresnel’s functions (28):

C(x) =
r

1
2π

∫ x

0
cos(t2) dt

S(x) =
r

1
2π

∫ x

0
sin(t2) dt

The example plot of a continuous component of PSD for a CM
signal with the modulation index h � 77� is given in Fig. 8.

Table 2. B99 for FRS AMI-GCM and FRS-CPFSK
with Rectangular Modulating Pulses

FRS-CPFSK FRS AMI-GCM

h L � 1 L � 2 L � 3 L � 1 L � 2 L � 3

0.5 1.22 0.92 0.80 1.04 0.86 0.76
0.4 1.14 0.80 0.68 0.95 0.74 0.65
0.333 1.05 0.71 0.59 0.87 0.67 0.58
0.25 0.90 0.60 0.50 0.75 0.57 0.48
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CHOPPERS. See DC-DC POWER CONVERTERS.
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CIRCUITAL MODEL. See LINEAR NETWORK ELEMENTS.
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