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processors (DSPs) are available today for application in data
transmission systems. In comparison with analog transmis-
sion techniques, systems with digital modulation allow an
identical reproduction of the transmitted data by means of
error control coding. Thus, data transmission with a very high
bandwidth efficiency can be achieved.

The task of digital amplitude modulation is to map digital
data to a continuous-time signal that can be transmitted over
a channel. It is essential that the generated signals be chosen
such that the receiver can distinguish between the received
signals after transmission over the channel.

A digital M-ary amplitude modulation is defined as follows:
A number m � log2 M bits of a binary data sequence is as-
signed unambiguously to one out of M complex values called
modulation symbols. The set of all M modulation symbols is
called a constellation diagram of the modulation scheme. In
the transmitter the sequence of mN data bits is mapped to a
sequence of N modulation symbols Sn, n � 1, . . ., N. From
this sequence of modulation symbols the complex baseband
signal is composed according to the following equation:

s(t) =
X

n

Sn p(t − nT )

where p(t) is an arbitrary modulation pulse, for example, with
rectangular shape. The modulation schemes characterized by
the preceding equation are also termed linear modulation
schemes (as opposed to continuous phase-modulation meth-
ods). Alternatively to the direct mapping of the data bits (ab-
solute encoding) to the modulation symbols, the information
can instead be contained in the quotient of two successive
modulation symbols (differential encoding).

The resulting baseband signal is mixed up to the carrier
frequency and transmitted over the channel. After transmis-
sion, the receiver determines the modulation symbols, which
are received as

Rn = HnSn + Nn (1)

where the complex factor Hn describes the channel influence
that can cause an attenuation and a phase shift of the modu-
lation symbols. The term Nn describes additive noise. A widely
used special case is additive white Gaussian noise (AWGN).

Based on Rn the receiver has to decide on one of the possi-
bly transmitted modulation symbols Sn that have been dis-
torted by the channel. After this decision the data bits are
determined by demapping the detected modulation symbol. If
a wrong modulation symbol is detected, bit errors occur.

An advantage of digital modulation schemes is the fact
that such bit errors can possibly be corrected by means of
error control coding.

In some transmission environments (e.g., wireless), the
signal may reach the receiver via several paths with different
delays due to fraction and reflection. This behavior is called
multipath propagation and leads to different attenuations
within the frequency band (the so-called frequency selectivity
of the channel). The received signal consists of several repli-
cas of the transmitted signal, which causes the problem ofDIGITAL AMPLITUDE MODULATION
interference of an adjacent modulation symbol. To counteract
this intersymbol interference (ISI), a channel equalizationDue to the technical development, especially in the area of

semiconductors, powerful digital devices such as digital signal has to be performed in the receiver, which might be a complex
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Figure 1. Block diagram of linear amplitude modulation.
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task, depending on the maximum delay �max of the channel
and the symbol duration T. Figure 3. Constellation diagram for M-QAM.

An alternative to modulating the information on a single
carrier consists of dividing the total bandwidth into many
(say K) narrow-band subcarriers. On each of the subcarriers, The operation of differential encoding can be described an-
a portion of the total information is transmitted. This tech- alytically by a simple multiplication:
nique is called orthogonal frequency division multiplexing
(OFDM). Consequently, the transmission channel appears to Sn = Sn−1Bn (3)
be frequency-nonselective within the subcarrier bandwidth,

In the case of differential phase shift keying modulation (M-which is an approximation with reasonable error. Thus, the
DPSK) for example, Bn � �ej2�m/M�m � 0, . . ., M � 1�. Unfortu-influence of the channel can be described by a single channel
nately, M-DPSK has a poor performance if M is large. In thistransfer factor Hn,k for each subcarrier, where k � 0, . . .,
case a combined differential amplitude and phase modulationK � 1 refers to the subcarrier number. Thus, Eq. (1) can be
should be applied, which is discussed in detail later.modified:

DemodulationRn,k = Hn,kSn,k + Nn,k (2)

In this section it is described how the transmitted data bitsIt follows that the task of channel equalization is reduced to
can be recovered from the received symbol sequence. Thisestimating this complex factor for each subcarrier. Further-
could more exactly be termed hard output demodulation. Inmore, ISI can be avoided totally if a periodic extension is
the case of channel coding soft decision decoding may be pref-added to the OFDM block that is at least of length �max.
erable, which means that soft output demodulation is re-
quired. This topic is discussed in more detail in the channel

MODULATION AND DEMODULATION coding section.
Depending on the type of modulation (absolute or differen-

Modulation tial) there are different ways to demodulate the received sym-
bol sequence, which are discussed in detail in the followingAs described earlier, a carrier is modulated by a complex
subsections.modulation symbol Sn. Generally, this complex value is gener-

ated by mapping a sequence of m bits to a specific point in
Coherent Demodulation. Coherent demodulation has to bethe constellation diagram followed by an optional differential

applied if an absolute encoding is used in the transmitter.encoding; see Fig. 1. Figures 2 to 5 show constellation dia-
Originally, the term coherent means that the mixer in the re-grams of different modulation schemes, namely amplitude
ceiver is synchronized in frequency and phase with the carriershift keying (M-ASK), quadrature amplitude modulation (M-
frequency of the transmitted signal. If any kind of amplitudeQAM), phase shift keying (M-PSK), and amplitude and phase
modulation such as QAM is applied, then the attenuationsshift keying (M-APSK).
Hn caused by the channel have to be known, too. To generate
this information in the receiver, a channel estimation has toAbsolute Encoding. If absolute encoding is applied, the data
be performed that provides estimates Ĥn for the channelbits to be transmitted are directly mapped to the modulation
transfer factors. The decision is based on the quotientsymbols Sn. Examples of this modulation technique are PSK

and QAM (see earlier).

Differential Encoding. Differential encoding for narrowband
Dc

n = Rn

Ĥn

= Sn + Nn

Ĥn

⇒ Ŝn = dec{Dc
n} (4)

channels implies that the information is contained in the quo-
For Dc

n the receiver makes a decision according to giventient of two successive modulation symbols. The coherence
thresholds.time (1) of the channel has to be large compared to the symbol

duration to assure that the corresponding channel transfer
factors Hn and Hn�1 are approximately equal.
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Figure 2. Constellation diagram for M-ASK. Figure 4. Constellation diagram for M-PSK.
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Figure 5. Constellation diagram for M-APSK.

The channel estimation can be performed on the basis of
known symbols (pilot symbols) that are included in the signal

1

∆ϕ

a a2 a3

Re(x)

Im(x)

before transmission. In the first step, the receiver extracts the
Figure 6. 64-(D)APSK signal space diagram.transfer factors at those times when pilot symbols have been

transmitted. Then the transfer factors between the positions
of pilot symbols can be interpolated by means of filtering. If proximately twice as high as with coherent detection, pro-
the transfer function is filtered in the time direction with a vided that the error rate is relatively small (�10%). But dou-
given density of pilot symbols, this requires the maximal bling the error rate with respect to coherent demodulation
Doppler frequency of the channel to be sufficiently small ac- results in a smaller signal-to-noise ratio loss than noncoher-

ent demodulation does (at least in case of perfect channel esti-cording to the sampling theorem.
mation).

Noncoherent Demodulation. If differential encoding is used
Multilevel Differential Modulationin the transmitter, the demodulation can be performed either

noncoherently (nc) or quasicoherently (qc). With noncoherent In order to increase the bandwidth efficiency, the well-known
demodulation the decision is based on the quotient of two suc- M-DPSK can be extended to a differential amplitude and
cessive symbols phase shift keying modulation (M-DAPSK), which shows a

substantial performance improvement over M-DPSK for
M � 16.Dnc

n = Rn

Rn−1
= Sn−1BnHn + Nn

Sn−1Hn−1 + Nn−1
(5)

Modulation. DAPSK can be described as a differently en-
coded APSK, the signal-space diagram of which is defined byB̂n = dec{Dnc

n } (6)
the signal set

In general, successive channel-transfer factors are strongly
� = {aAe j�ϕP|A ∈ {0, . . ., Na − 1},P ∈ {0, . . ., Np − 1}}correlated so that Hn � Hn�1 and therefore cancel out in Eq.

(5) (if the noise influence is neglected). Unfortunately, the where Na denotes the number of amplitudes and Np the num-
Dnc is affected by twice the noise power of Dc, leading to a ber of phases. As an example, a 64-APSK signal space dia-
higher bit error rate than coherent demodulation (with per- gram with Na � 4 and Np � 16 is depicted in Fig. 6. Note that
fect channel state information) does. Note that with noncoher- the amplitudes are spaced by a factor a. The mapping of the
ent demodulation, no channel estimation has to be performed. m input bits is done separately for amplitude and phase us-
Thus, the computation complexity in the receiver is rela- ing ma and mp bits, respectively. To minimize the bit error
tively low. rate, Gray mapping should be used.

The number of amplitude circles Na � 2ma, the number of
Quasicoherent Demodulation. Quasicoherent demodulation phases per amplitude circle Np � 2mp, and the amplitude ratio

is another way to demodulate differential modulation. Similar a are free parameters that have to be optimized in the depen-
to coherent demodulation, the channel influence is first re- dency of the number of signal states M � NaNp � 2m and the
moved before differential decoding takes place. Due to differ- demodulation method (quasicoherent or noncoherent). The
ential encoding and decoding, there is no need to determine optimized values for the different number of bits per symbol
the channel phase exactly but only up to an ambiguity of are given in Table 1.
2�/Np rad, where Np denotes the number of phase states. In
this case, no pilot symbols are required to estimate the un-
known channel-transfer factors (2).

Apart from differential decoding the processing in a quasi-
coherent receiver is similar to that in a coherent one, that is,

B̂n = Ŝn

Ŝn−1

= dec(Rn/H̃n)

dec(Rn−1/H̃n−1)
= dec(Dc

n)

dec(Dc
n−1)

In the case of an incorrect decision this error influences two
successive symbols due to differential encoding. Therefore,
the error probability with quasicoherent demodulation is ap-

Table 1. Optimal Modulation Parameters for Quasi-coherent
and Noncoherent Demodulation

a

Quasicoherent Incoherent
Na Np Demodulation Demodulation

M � 16 1 M — —
M � 16 2 8 2.0 1.8
M � 32 2 16 1.6 1.45
M � 64 4 16 1.4 1.38
M � 128 4 32 1.3 1.21
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timum threshold is given by half the distance between two
adjacent valid phases or amplitudes:

Tc
p = �ϕ/2 + i�ϕ, i = 0, . . ., Np − 1

Tc
a = a j 1 + a

2
, j = 0, . . ., Na − 2

In the case of noncoherent demodulation the same thresholds
are valid for the phase, that is, T nc

p � T c
p but not for the ampli-

tude. Due to the division of two successively received noise
symbols [see Eq. (5)], the exact thresholds are hard to calcu-
late. But there exists a good approximation given by the geo-
metric average of two adjacent valid amplitudes (3):
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Figure 7. DAPSK modulation.

THE OFDM TRANSMISSION TECHNIQUE

Differential encoding of the APSK symbols Qn can be per-
In this section we give a brief overview of the history offormed as follows:
OFDM and an analytical description of this transmission
technique. Finally, we show the technical structure of an
OFDM transmission system.

Sn = Qn � Sn−1

= a[A(Qn )+A(Sn−1 )] mod Na e j(2π/NP )[P/Qn )+P(Sn−1)]

History of OFDM
To ensure that Sn � �, the amplitude exponents A(Qn) and

The basic principles of OFDM have already been proposed inA(Sn�1) are added modulo the number of amplitude circles.
several publications in the 1960s. However, these ideas couldThis is not explicitly necessary for the phase due to its inher-
not be realized efficiently, since powerful semiconductor de-ent periodicity. Alternatively, the modulo operation can be in-
vices were not available at that time. Today, even a relativelytegrated into the amplitude mapping (see Fig. 7), so that dif-
complex OFDM transmission system with high data rates isferential encoding can again be described by a multiplication
technically feasible and such systems can be taken advantageaccording to Eq. (3):
of in frequency-selective channels.

In a classical FDM system narrow-band signals are gener-Sn = BnSn−1
ated independently, assigned to various frequency bands,
transmitted, and separated by filters at the receiver. The new

where
aspect of OFDM is that the various signals are generated
jointly by an inverse fast Fourier transform (IFFT) and that
their spectra overlap. As a result, generating the signal is
simplified and the bandwidth efficiency of the system is im-

Bn ∈ � ′ =
�

aA′
e j�ϕP

�����A
′ ∈ {−Na+1, . . ., Na − 1}

P ∈ {0, . . ., Np − 1}

�

proved.
It is interesting to note that as early as 1961 a code divi-As an example, this modified mapping is depicted in Table 2

sion multiplexing (CDM) scheme has been proposed in whichfor ma � 2.
sine and cosine functions were used as orthogonal signals (4).
The resulting signal can already be compared with an OFDMDemodulation. Hard output demodulation of DAPSK sig-
signal. However, the fact that this system was identical to anals requires thresholds to be defined for the decision vari-
frequency division multiplex was not important for the pro-able Dnc (noncoherent demodulation) and Dc (quasicoherent
posal, and the benefits in frequency-selective channel weredemodulation). Since the bits are independently mapping to
not recognized.amplitude and phase, it is sufficient to define corresponding

Since 1966 FDM systems with overlapping spectra wereamplitude and phase thresholds. In the case of quasicoherent
proposed in several publications (5–7). The next step was thedemodulation with i.i.d. symbols it is well known that the op-
proposal to realize an FDM system with the discrete Fourier
transform (DFT) (8). Finally, in 1971 Weinstein and Ebert
proposed a complete OFDM system (9) that included generat-
ing the signal with an FFT and adding a guard interval in
the case of multipath channels. This system will be referred
to in the following.

In the further development, OFDM has been discussed for
channels with frequency-nonselective fading in Ref. 10. In
Ref. 11 it has been proposed for broadcast applications for
mobile reception. Meanwhile, OFDM systems have been stan-
dardized in the DAB (Digital Audio Broadcasting) and DTVB
(Digital Terrestrial Video Broadcasting) projects.

Table 2. Modified Amplitude Mapping in the Case of Four
Amplitude Circles

(ba1ba2)n

�Bn � 00 01 11 10

�Sn�1 � 1 1 a a2 a3

a1 1 a a2 1/a
a2 1 a 1/a2 1/a
a3 1 1/a3 1/a2 1/a
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The most important advantage of the OFDM transmission Due to the rectangular pulse shaping of the signal, the spec-
tra of the subcarriers are sinc functions, for example, for thetechnique as compared to single-carrier systems is obtained

in frequency-selective channels. The signal processing in the kth subcarrier:
receiver is rather simple in this case, because after transmis-
sion over the radio channel the orthogonality of the OFDM Gk( f ) = Tsinc(πT( f − k� f ))
subcarriers is maintained and the effect of the channel is re-
duced to a multiplication of each subcarrier by a complex where sinc(x) � sin(x)/x. The spectra of the subcarriers over-
transfer factor. Therefore, equalizing the signal is very sim- lap, but the subcarrier signals are mutually orthogonal and
ple, whereas equalization may not be feasible in the case of the modulation symbols Sn,k can be recovered by a correla-
single-carrier transmission with the same bandwidth. tion:

Mathematical Description

Transmitter. An OFDM signal consists of K subcarriers
spaced by the frequency distance �f . Thus, the total system
bandwidth B is divided into N equidistant subchannels. All
subcarriers are mutually orthogonal within a time interval of
length TS � 1/�f . The kth subcarrier signal is described ana-

〈gk, gt〉 =
Z TS

0
gk(t)gt (t) dt

= TSδk,l

Sn,k =
√

K
TS

�
sn(t),gk(t − nT )

�

lytically by the function gk(t), k � 0, . . ., K � 1 (a rectangular
pulse shaping is assumed: In a practical application the OFDM signal sn(t) is generated

in a first step as a discrete-time signal in the digital signal
processing part of the transmitter. As the bandwidth of an
OFDM system is B � K �f , the signal must be sampled withgk(t) =

�
e j2πk�ft ∀t ∈ [0,TS]

0 ∀t /∈ [0,TS]
the sampling time �t � 1/B � 1/K �f . The samples of the
signal are written as sn,i, i � 0, 1, . . ., K � 1 and can be

Since the system bandwidth B is subdivided into K nar- calculated as
rowband subchannels, the OFDM block duration TS is K times
as large as in the case of a single-carrier transmission system
covering the same bandwidth. This subcarrier signal gk(t) is
extended by a cyclic prefix (called guard interval) with the

sn,i = 1√
K

K−1X

k=0

Sn,ke j2π ik/N

length TG, yielding the following signal:

This equation describes exactly the inverse discrete Fourier
transform (IDFT) which is typically realized by an inverse
FFT (IFFT).

gk(t) =
�

e j2πk�ft ∀t ∈ [−TG, TS]

0 ∀t /∈ [−TG, TS]

Receiver. The subcarrier orthogonality is not affected atThe guard interval is added to the subcarrier signal in order
the output of the radio channel if the guard interval lengthto avoid intersymbol interferences (ISI) that occur in
TG is larger than the maximal multipath delay. Therefore, themultipath channels. At each receiver the guard interval is re-
received signal rn(t) can be separated into the orthogonalmoved and only the time interval [0, TS] is evaluated. From
subcarrier signals by a correlation according tothis point of view the guard interval is a pure system over-

head. The total OFDM block duration is T � TS] � TG].
It is an important advantage of the OFDM transmission

technique that ISI, which occur in all multipath channels, can Rn,k =
√

K
TS

�
rn(t),gk(t − nT )

�
(7)

be reduced considerably. If the guard interval length TG is
larger than the maximal delay in the radio channel, no ISI

The correlation at the receiver can be realized as a discreteoccur at all and the orthogonality of the subcarriers is not af-
Fourier transform (DFT) or an FFT, respectively:fected.

Each subcarrier can be modulated independently with the
complex modulation symbol Sn,k, k � 0, 1, . . ., K � 1 so that
within the symbol duration T the following signal of the nth Rn,k = 1√

K

K−1X

i=0

rn,ie
− j2π ik/K

OFDM block is formed:

Here rn,i is the ith sample of the received signal rn(t) and Rn,k

is the received complex symbol of the kth subcarrier. The FFT
and IFFT algorithms can be implemented very efficiently (12).

sn(t) = 1√
K

K−1X

k=0

Sn,k gk(t − nT )

If the subcarrier spacing �f is chosen much smaller than
the coherence bandwidth and the symbol duration T muchThe total continuous-time signal consisting of all OFDM
smaller than the coherence time of the channel, then theblocks is
transfer function of the radio channel can be considered con-
stant within the bandwidth �f of each subcarrier and the du-
ration of each modulation symbol. In this case, the effect of
the radio channel is only a multiplication of each subcarrier

s(t) = 1√
K

∞X

n=0

K−1X

k=0

Sn,k gk(t − nT )
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signal gk(t) by a complex transfer factor Hn,k. As a result, the where Sn is the transmitted symbol, Hn is the complex chan-
nel transfer factor, and Nn is additive white Gaussian noisereceived complex symbol after the FFT is
with the noise power 2	2. The probability density function
(PDF) of Rn is a complex Gaussian distribution:Rn,k = Hn,kSn,k + Nn,k (8)

where Nn,k is additive noise of the channel. p(Rn|Sn) = 1
2πσ 2

e−|Rn−Hn Sn |2/2σ 2

Comparing OFDM systems with single-carrier transmis-
sion it is obvious that the simplicity of channel equalization

A maximum likelihood sequence estimator would have tois an important advantage of OFDM. However, there are also
choose one out of all possibly transmitted symbol sequencessome difficulties connected with OFDM. First, the signal can
�:have very-high-amplitude peaks that are limited by a nonlin-

ear power amplifier in the transmitter. In this case the or- 〈Sn〉(µ) = 〈Sn(µ)〉thogonality of subcarriers is disturbed and interferences are
produced both in the OFDM band and in adjacent channels.

This leads to the estimate �Sn

�

�:Therefore, the power amplifier is operated at an input backoff
factor. These topics have been analyzed in Refs. 13 and 14.

Second, synchronization must be much more exact in an 〈cSn〉 = arg max P(〈Rn〉|〈Sn〉(µ)) (9)
OFDM system because a frequency offset between transmit-
ter and receiver affects the subcarrier orthogonality. It has = arg max

µ

Y

n

p(Rn|Sn(µ)) (10)

been shown for an uncoded system that the maximum accept-
able frequency offset is lower than 3% of the subcarrier spac-
ing (15).

= arg min
µ

X

n

|Rn − HnSn(µ)|2 (11)

The summands in Eq. (11) are calculated by the demodulator
CHANNEL CODING ASPECTS for each possibly transmitted modulation symbol S 
 and

passed to the decoder as metric increments
As it has already been explained, in a narrow-band channel
the modulation symbols are attenuated by a complex transfer

λν
n = |Rn − HnSν |2

factor Hn. If the channel is a multipath channel with many
propagation paths and without a line-of-sight (LOS) path,

for further evaluation. If only metric increments for each bitthen the amplitude of the transfer factors is Rayleigh distrib-
are required, these could also be computed by the demodula-uted according to the central limit theorem (16).
tor. The decoder estimates the symbol sequence or the corre-This means that even at a very large average signal-to-
sponding bit sequence on the basis of the given metric incre-noise ratio (SNR) the situation of a deep fade (i.e., a small
ments according to Eq. (11).value �Hn�) may occur, which leads to bit errors. For this rea-

This metric, consisting of squared Euclidean distances asson, the use of channel coding is a very important topic. With-
metric increments, can be used with all coherent modulationout channel coding the typical flat fading curve is obtained
techniques because it is only based on the assumptions thatfor the bit error rate (BER). With channel coding, large SNR
the transmitted modulation states are statistically indepen-gains are achieved. The code provides diversity in this situa-
dent and that the received modulation states are Gaussiantion. The additional gain that can be realized with soft deci-
distributed due to the AWGN.sion instead of hard decision decoding is very large.

Therefore, convolutional codes are a reasonable choice, be-
Noncoherent Detection. In the case of differential modula-cause soft-decision decoding can easily be performed by the

tion techniques we can calculate soft outputs in a very similarViterbi algorithm, which is usually applied in order to decode
way. We choose decision variables having a PDF that can beconvolutional codes. Furthermore, the code rate of convolu-
approximated by a Gaussian distribution and determine thetional codes can be adjusted in a very flexible way by punctur-
variance of this distribution. Then we use a metric consistinging the code. This can be applied in order to adapt the error
of squared distances with these appropriate decision variablescorrecting capability of the code to the channel state.
weighted according to the determined variance.

For higher level M-DPSK (M � 8) the PDF of the phase
Soft-Output Demodulation difference �n of successive symbols as the usual decision vari-

able can already be approximated by a Gaussian distribution:In order to apply soft-decision decoding, the decoder needs
metric increments for the received modulation symbols in-
stead of ready decisions. This means that the demodulator
has to provide soft outputs �


n for each symbol Rn, where the
p(ϕn|ψn) ≈ 1√

2πσ 2
ϕ

e−|ϕn−ψn |2/2σ 2
ϕ

superscript 
 enumerates the (possibly transmitted) modula-
tion symbols in the set �. where n is the transmitted and �n the received phase differ-

ence. This results in the following decision criterion of the
Coherent Detection. According to Eq. (2), the received mod- Viterbi algorithm for M-DPSK signals:

ulation symbol in the nth time interval is

Rn = HnSn + Nn

〈cψn〉 = arg min
µ

X
n

��Hn
��2��ϕn − ψn(µ)

��2
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Differential amplitude and phase shift keying (DAPSK) con- ates the bits that are transmitted by a modulation symbol. If
the Viterbi algorithm is to be used for decoding, metric incre-sists of a DPSK and a differential amplitude modulation. The

amplitude information is contained in the quotient Bn of the ments �n, j for each bit are required instead of metric incre-
ments for each symbol in order to make the following deci-amplitudes of two successive modulation symbols, which is

the usual decision variable. For the purpose of generating a sion:
metric for the Viterbi algorithm, we use the new decision vari-
able Wn instead of Bn. Wn is approximately Gaussian distrib- 〈bn, j〉 = arg max

µ
P(〈Rn〉|〈bn, j〉(µ) ) (15)

uted again:
≈ arg min

µ

X

j

λn, j (µ) (16)

A metric increment ��
n, j for the assumption that bn, j � � � ��1,

1� can be obtained by

λκ
n, j = arg min

Sv
n |bn, j =κ

λv
n (17)

Wn = ln
�
�
�
�

Rn

Rn−1

�
�
�
�
, Vn = ln

�
�
�
�

Sn

Sn−1

�
�
�
�

p(Wn|Vn) ≈ 1√
2πσ 2

v

e−|Wn−Vn |2/2σ 2
w

σ 2
w = σ 2

ϕ = σ 2

|HnSn|2 + σ 2

|Hn−1Sn−1|2

In the case of differential modulation B

n replaces S


n in Eq.By using the decision variables Wn,k and �n,k a metric with
(17). The Viterbi decoder chooses the sequence of bits �bn, j�squared distances can also be given for DAPSK modulation.
that minimizes the sum in Eq. (16). For all bits bn, j of a subc-The transmitted symbols Bn are described by Vn and n:
arrier k, the corresponding metric increments are determined
on the basis of the modulation symbol with the highest condi-
tional probability P(Rn�Sn) and by which the assumed bit (�1

〈cBn〉 = arg min
µ

X
n

d2
n(µ)RI2

n (12)

or 1) is transferred.
This way of calculating and using a bit metric for the Vit-dn(µ) = [Wn − Vn(µ)]2 + [ϕn − ψn(µ)]2 (13)

erbi algorithm is an approximation. For an optimal decision
the metric increments for all bits in the bit sequence that are
associated with the same subcarrier would have to refer to

RI2
n = 1

�
�1/Rn

�
�
2 +

�
�1/Rn−1

�
�

2 (14)

the same modulation symbol.
Again each summand in Eq. (12) is the metric increment for
the corresponding symbol Bn. For all possible symbols B


n,k, Multilevel Coding
metric increments can be calculated as

In the discussion above, modulation and channel coding have
been considered separately. A joint consideration of coding

λv
n = (dv

n)2RI2
n and modulation can achieve a better performance by taking

advantage of the fact that different error events occur withby the demodulator. Through the term d

n the position of the

very different probabilities. A very general approach of com-received symbols in the constellation diagram is considered.
bining coding and modulation is multilevel coding (17).RIn is information about the reliability of the subcarrier (re-

If a modulation scheme with m bits per symbol is used, theliability information).
data bits are encoded into m sequences of l bits by m different
encoders. These bit sequences are mapped to l modulation

Quasicoherent Detection. In the case of quasicoherent de-
symbols.

tection, the two successively received modulation symbols are
The set of all modulation symbols is partitioned into two

evaluated separately in order to calculate the metric incre-
subsets such that the error probability within each subset

ments. The Viterbi decoder uses the following metric:
is minimized. In the case of nondifferential modulation this
means that the Euclidean distance of the modulation sym-
bols in each subset must be maximized. Subsequently, each
of the subsets is recursively partitioned again until the
subsets contain only a single modulation symbol. A well-

〈�Bn〉 = arg max
µ

Y
n

p(Rn, Rn−1|Bn(µ))

≈ arg min
µ

λn(µ)

known example for this set partitioning is given in Fig. 8
for 8-PSK.with the metric increments

Based on this set partitioning, the data bits are mapped to
modulation symbols in the following way. One data bit isλn(µ) = min

Sκ /Sρ =Bn (µ)
(|Rn − HnSκ |2 + |Rn−1Hn−1Sρ |2)

taken from each of the m coded sequences. The first data bit
selects one of the two subsets of the first partitioning level.Again, metric increments for all possible B


n can be calculated
Each of the following data bits selects one of the two subsetsby the demodulator and passed to the decoder.
of the next partitioning level until the modulation symbol to
be transmitted is defined after m selections.

Soft-Decision Decoding
The receiver evaluates the transmitted modulation sym-

bols and subsequently determines the coded bit sequences.As it has just been described, metric increments �

n are calcu-

lated for each modulation symbol S

n or B


n by the demodulator. Provided that the receiver is able to decode the first bit se-
quence that corresponds to the first partitioning level withoutThe task of the decoder is to decide for a bit sequence �bn, j�

which leads to the minimal metric. The subscript j enumer- errors, this information can be used in order to evaluate the
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0 1

0 1

1

10

0

Figure 8. Set partitioning for 8-PSK.

second partitioning level and so on. As the error probability
within the subsets decreases from level to level, the codes Figure 10. Set partitioning for 32-DAPSK.
need less redundancy in order to correct errors.

For differential modulation, the set of all possible quo-
tients B� � Sn/Sn�1 has to be partitioned so that the error

mately Gaussian as it has been shown earlier. The approxi-probability within each subset is maximized. In the case of
mated joint PDF of W and � isM-DPSK this leads to the same set partitioning that is known

for M-PSK. For M-DAPSK the set partitioning is discussed in
the following.

We assume that the M-DAPSK symbol B1 with logarithm
of amplitude V1 and phase difference 1 is transmitted, that
the symbol B2 with V2 and 2 belongs to the same subset

p(W, ϕ|V1, ψ1) ≈ 1
2πσ 2

w
e−(1/2σ 2

w )(|W−V1|2+|ϕ−ψ1|2 )

= 1
2πσ 2

w
e−(1/2πσ 2

w )(|�V |2+|�ψ |2)

as B1, and that the decision variables that the receiver
calculates from the received symbol B� are W � V1 � �V The receiver decides incorrectly if
and �1 � �.

The probability density functions of W and � are approxi- p(W, ϕ|V2, ψ2) > p(W, ϕ|V1, ψ1)

⇒ (W − V2)2 + (ϕ − ψ2)2 < (W − V1)2 + (ϕ − ψ1)2

The decision variables W and � make the situation very simi-
lar to the partitioning of a nondifferential modulation scheme
like M-QAM where the Euclidean distance within the subsets
is maximized. Here, the error probability within a subset is

0 1

0 1 0 1 0 1 0 1
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Figure 11. Set partitioning for 64-DAPSK.Figure 9. Set partitioning for 16-DAPSK.
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Figure 14. BER performance of 8-(D)PSK. (AWGN and Rayleigh fad-Figure 12. BER performance of 2-(D)PSK. (AWGN and Rayleigh fad-
ing channel)ing channel)

minimized if the smallest distance di, j between two symbols For example, the BER for coherently detected 2-PSK and
Bi and Bj in the subset is maximized: 4-PSK in an AWGN channel is given by

d2
ij = (Vi − Vj )

2 + (ψi − ψ j )
2

pb = 1
2 erfc(

√
γb)

The distance measure di, j is nothing else but a Euclidean dis- where �b � Eb/N0 � (1/m)(S/N) (matched filter reception:
tance referring to the coordinates V and . The optimal set m � log2(M), which is the number of bits per symbol). For
partitioning is given for 16-, 32-, and 64-DAPSK in Figs. 9 coherently detected 8-PSK, the corresponding expression is
to 11. The partitioning diagrams refer to the Q symbols that derived in Ref. 18.
represent the information to be transmitted. For large values of M and �b � 1, an approximation for the

BER of coherently detected M-PSK can be derived (1):

PERFORMANCE
pb(M) ≈ 1

log2(M)
erfc

�√
ld(M)γb sin

π

M

�
In Figs. 12 to 18, the performance of various amplitude modu-
lation schemes is presented in terms of BER versus the sig-

As to noncoherently detected 2-DPSK and 4-DPSK, the BERnal-to-noise-ratio. The performance is analyzed in two trans-
is expressed bymission channels, namely the AWGN channel and the

Rayleigh fading channel.
The results have been obtained on the basis of simulations, pb = 1

2 e−γb

assuming a Gray mapping of the bits to the modulation sym-
bols, that is, the assigned bit patterns of adjacent symbols and
differ by only one bit. Closed analytical forms of the bit error
rate pb for some of the depicted curves can be found in the pb = Q(a, b) − 1

2 I0(ab)e−(a2+b2 )/2

literature (e.g., Ref. 1).
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Figure 15. BER performance of 16-(D)PSK. (AWGN and RayleighFigure 13. BER performance of 4-(D)PSK. (AWGN and Rayleigh fad-
ing channel) fading channel)
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Figure 18. BER performance of 16-QAM. (AWGN and Rayleigh fad-Figure 16. BER performance of 16-(D)APSK. (AWGN and Rayleigh
ing channel)fading channel)

coherent detection is twice as high as with coherent detectionrespectively, where
(due to differential encoding).

In the case of coherent M-QAM modulation, an approxima-
tion of the BER is presented in Ref. 19:

pb = 2

�
1 − 1√

M

�
log2 M

erfc

��
3 log2

√
M

M − 1
γb

�
a =

�
2γb

�
1 − 1√

2

�

b =
�

2γb

�
1 + 1√

2

�

Q(a, b)e−(a2+b2 )/2
∞X

k=0

�a
b

�k
Ik(ab)
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