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1990. It was designed to operate at p � 1, 2, . . ., 30 multi-
ples of the baseline ISDN data rate, or p � 64 kb/s. At around
the same time, the Joint Photographic Experts Group (JPEG)
standard for still image compression was finalized by ITU and
ISO. The Moving Pictures Expert Group (MPEG) was estab-
lished by ISO to develop a standard for compressing moving
pictures (video) and associated audio on digital storage media
such as compact disc-read only memory (CD-ROM). The re-
sulting standard, commonly known as MPEG-1, was finalized
in 1991 and achieves approximately VHS (video home system)
quality video and audio at about 1.5 Mb/s. A second phase ofVIDEO COMPRESSION STANDARDS
their work, commonly known as MPEG-2, was an extension
of MPEG-1 developed for application toward digital televisionVideo is being used in a growing number of applications, in-
and for higher bit rates. Currently, the video portion of digitalcluding digital television, digital video disk (DVD), video tele-
television (TV) and high definition television (HDTV) stan-phony and teleconferencing, and video communication over
dards for large portions of North America, Europe, and Asiathe internet. Uncompressed digital video requires very high
is based on MPEG-2. A third phase of work, known as MPEG-data rates. The transmission and storage of this data may be
4, is under development. The goal of MPEG-4 is to provideimpractical, or even impossible, for many applications. Video
increased functionality, such as content-based processing andcompression has been crucial for overcoming many technical
interactivity. Further work has been directed toward thebottlenecks such as limited bandwidth and storage capacity
MPEG-7 standard, which also involves video and audio, butand for making many of these applications practical (1–4).
rather than considering compression, its goal is a method forFor example, one of the video formats to be used in high-
describing content to enable efficient multimedia manage-definition television (HDTV) in the United States is a progres-
ment and searching. In 1993, the ITU initiated a standardiza-sively scanned, 720 � 1280 square pixel, 60 frames/s video
tion effort with primary goal of videotelephony over the publicsignal, with 24-bits/pixel (8-bits for red, green, and blue),
switched telephone network (PSTN) (conventional analogwhich corresponds to a raw data rate of about 1.3 Gbits/sec
telephone lines), where the total available data rate is only(Gb/s). Modern digital-communications techniques for terres-
about 33.6 kb/s. The video compression portion of the stan-trial (over-the-air) television broadcasting provide a transmis-
dard is H.263 and its first phase was adopted in 1996. Ansion capacity of approximately 20 Mb/s in the 6 MHz band-
enhanced H.263, known as H.263�, is scheduled to be final-width allocated per channel. Video compression techniques
ized in 1998, and a long-term version of H.263 is scheduledachieve compression ratios of about 70 : 1 in order to transmit
for standardization in 1999. Table 1 provides a summary ofthe video across the bit-rate-limited channel (5).
the current and emerging video compression standards.In recent years, considerable work has been done toward

This article begins by briefly examining some of the systemcreating international standards for video compression. Stan-
and application issues that directly affect the design of adards provide a number of benefits. A primary benefit of video
video compression standard. The principles and practice ofcompression standards is that they facilitate interoperability
conventional video compression algorithms is discussed whilebetween equipment designed by different manufacturers,
concentrating on aspects that are used in the current stan-thereby lowering risk for both the consumer and the manufac-
dards. The conventional video compression standards are de-turers. This results in quicker acceptance and widespread use
scribed, with emphasis on their primary application profilesof digital video technology. In addition, these standards are
and highlighting their differences. Finally, the emergingdesigned for a large variety of applications, and the resulting
video compression standards are briefly discussed as well aseconomies of scale lead to reduced cost and further wide-
a number of important problems that arise for compressedspread use.
video.Much of the standardization work has been performed un-

der the auspices of the International Telecommunications
Union (ITU, formerly the International Telegraph and Tele- SYSTEM ISSUES IN VIDEO COMPRESSION
phone Consultative Committee, CCITT) and the International
Organization for Standardization (ISO). The first standard to The design and implementation of a video compression algo-
gain widespread acceptance was the ITU H.261, which was rithm is directly affected by the system requirements of the
designed for videoconferencing over the integrated services particular application. For example, one must consider

whether the system will be used for (1) broadcasting or point-digital network (ISDN). H.261 was adopted as a standard in

Table 1. Current and Emerging Image and Video Compression Standards

Standard Application Bit Rate

JPEG Continuous-tone still-image compression Variable
MPEG-1 Video on digital storage media (CD-ROM) 1.5 Mb/s
MPEG-2 Digital television � 2Mb/s
H.261 Video telephony and teleconferencing over ISDN p � 64 kb/s
H.263 Video telephony over PSTN �33.6 kb/s
MPEG-4 Content-based processing and communication Variable
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to-point communication, (2) real-time or non-real-time com- reason, many video compression standards are based on simi-
lar algorithms and have similar high-level architectures.munication, and (3) delivery over robust or error-prone envi-

ronments. In addition, one must consider the bandwidth, com- However, the details of each standard differs based on the
specific applications for which it was targeted. This sectionputation, and memory resources that will be available

throughout the system. Once the system requirements are discusses the aspects of video compression that are common
to the MPEG-1, MPEG-2, H.261, and H.263 standards. Allspecified, the details of the coding algorithm can be adjusted

for the particular application. For example, tradeoffs can be these standards are lossy, in the sense that the reconstructed
made in reconstructed video quality, bit rate, complexity, de- video is not exactly equivalent to the original video. In most
lay, error resilience, and functionality. The possibility of trad- applications, the reconstructed video does not need to be iden-
ing off video quality for bit rate is readily apparent; however, tical to the original video, but it is important to minimize the
it may be advantageous to consider tradeoffs among other pa- viewer’s perceived loss by exploiting properties of the video
rameters as well. signal and the human visual system.

Complexity of encoders and decoders can be measured in Video compression consists of a number of interrelated steps
computational requirements, memory requirements, chip including (1) sampling and digitizing the input video signal, (2)
area, power requirements, or simply cost. The desired relative processing the digitized video signal with color-space, tempo-
complexities of the encoder and decoder can vary greatly ral, and spatial processing methods, and (3) quantizing and
based on the particular application. For example, in television coding the processed signal into a compressed bitstream. This
broadcast applications such as HDTV, there will be few en- section begins by describing the digitized video signal, the
coders and many decoders. In this environment, the encoders properties of the video signal that the compression algorithms
can be complex, but the decoders must be available at lower attempt to exploit, namely redundancy and irrelevancy, and a
costs. On the other hand, in applications such as two-way general framework for many video compression systems. Then,
video conferencing, devices must be able to encode and decode the temporal, spatial, and color space processing methods are
video simultaneously. In this environment, the relative en- examined in detail. Finally, the quantization and codeword as-
coder and decoder cost is less of an issue. signment methods used to achieve the compression and pro-

Live applications such as two-way video conferencing re- duce the compressed bitstream are described.
quire the delay of the encode/transmit/decode cycle to be quite
small (e.g., no longer than a few hundred milliseconds). Alter- Representing the Video Signal
natively, in video storage applications where video is precom-

A video signal is a continuous function of time, space, andpressed and stored for future use, encoding delay is not an is-
wavelength. This signal must be discretized for digital pro-sue. In these applications, the video may even be coded in
cessing and transmission. This intrinsically involves samplingmultiple passes to optimize the compression performance.
and quantizing the video signal along each of these dimensions.Another consideration is the error resilience of the coded
Temporal sampling is used to create the individual frames orbit stream. Error resilience is very important for video deliv-
fields of video. Spatial sampling of these frames or fields resultsery over packet networks and other error-prone environments
in image samples, which are often referred to as picture ele-such as wireless video. However, error resilience may be less
ments or pixels. The temporal and spatial sampling structurescritical in reliable video storage applications.
may be independent, or they may be coupled together as in in-The new digital television broadcast industry also has a
terlaced scanning. To represent color, video is usually modeledset of requirements imposed by the current analog television
as the additive combination of three primary colors; red, green,broadcast industry. Television viewers have come to expect
and blue. Each image sample is composed of three color compo-video cassette recorder (VCR) type functionalities such as fast
nents, each with finite accuracy (often 8 bits per color sample).forward and reverse play. In addition, viewers expect quick

An important issue in representing a video signal is the spe-random access capabilities when changing channels. Content
cific choice of the spatiotemporal sampling structure to be used.providers expect ad-insertion capabilities, and television stu-
Conventional television uses interlaced scanning, where thedios expect video-editing capabilities. The details of the video
video is split into even and odd fields, composed of even and oddcompression algorithm should be designed to support these
scan lines, respectively. The odd field is acquired, transmitted,functionalities.
and displayed first, and the even field follows. Interlaced scan-In this section, we showed a few examples of tradeoffs that
ning was developed in the early days of television, to trade offcan be made when designing a video compression algorithm. In
the limited bandwidth between the spatial and temporal di-the following sections, we describe general principles of video
mensions. Specifically, interlace enabled a doubling of the dis-compression that are used in a number of video compression
play rate (important for minimizing the perceived flicker of thestandards. We then show a high-level architecture of the video
display) without reducing the total number of lines per frame.encoder and decoder that is common to the MPEG-1, MPEG-2,
Interlaced scanning results in a number of visual artifacts suchH.261, and H.263 standards. Even though the high-level archi-
as interline flicker complicates video processing and general in-tectures of these standards are the same, the details of each
teroperability with computers. Another approach currentlystandard are different. In essence, each standard provides a set
used with computer displays is progressive scanning, whereof tradeoffs, some of which were described above, so that it is
consecutive scan lines within each frame are read sequentially.better suited for its target applications and environments.
An entire frame of video is sampled at one time, rather than
splitting the video signal into its even and odd fields, therebyPRINCIPLES AND PRACTICE OF VIDEO COMPRESSION
eliminating the interlace artifacts. In principle, the acquisition,
processing, communication, and display of a video signal mayThe evolution of image and video compression technologies
be performed independently with an appropriate samplinghas resulted in a number of general principles and techniques

that are used throughout video compression (1–5). For this structure for each. All the current video compression standards
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support progressive scanning, and MPEG-2, which was de- be transmitted for an accurate reconstruction of the signal.
The second operation, quantization, performs the discretiza-signed for digital television, supports both progressive and in-

terlaced scanning. tion of the representation information, and the third opera-
tion assigns to the quantized parameters appropriate code-

Redundancy and Irrelevancy
words for efficient transmission. The first and third
operations may be performed in a lossless manner, with anyOne goal of video compression is to reduce the bit rate needed

to represent the video so that it can be transmitted or stored loss of information being localized solely within the quantiza-
tion operation. By isolating the potential loss of informationwith greater efficiency. The reduction in bit rate is achieved

by identifying and exploiting the redundancy and irrelevancy in a single operation, a much simpler design process and fine-
tuning of the system are possible.inherent to the video signal. Sources of redundancy include

The rest of this section examines how these operations are
• temporal: Most frames are highly correlated with their

performed within the current video compression standards.neighbors.
This section continues by closely examining the temporal,

• spatial: Nearby pixels are often correlated with each spatial, and color space processing that is typically performed
other. on a video signal to identify and exploit its redundancy and

• color space: RGB components are correlated among irrelevany and thereby create an efficient representation of
themselves. the video. It then discusses the quantization and codeword

assignment used in these standards. While reading this sec-Two consecutive frames of a video sequence are shown in Fig.
tion, it may be beneficial to refer frequently to Figs. 2 and 3,1. The temporal redundancy is evident by observing the simi-
which illustrate typical video encoder and decoder architec-larities between the two frames. Within each frame, the spatial
tures. These architectures form the basic framework for allredundancy is evident in the large regions that have similar
the current video compression standards. As illustrated incharacteristics, such as objects and background areas. This il-
Figs. 2 and 3, typical compression algorithms begin with colorlustrates the redundant information inherent to a typical video
space processing followed by temporal and then spatial pro-sequence. Repeatedly transmitting the same information
cessing. Temporal processing is discussed first, followed bywould be a wasteful use of channel bandwidth. Compression
spatial and color space processing.can be achieved by reducing the redundancy in the video signal,

thereby resulting in a coded bit stream with a lower data rate. Temporal Processing
Another significant attribute of video compression that is

A video sequence is a series of still images shown in rapidnot applicable to all source coding applications is the realiza-
succession to give the impression of continuous motion. Al-tion of what is perceptually relevant and what is not. Even
though each frame is distinct, the high frame rate necessarythough redundancies are relatively easy to pinpoint and exploit
to achieve proper motion rendition usually results in signifi-for compression, identifying what is relevant or irrelevant is
cant temporal redundancy among adjacent frames. Temporalmuch more difficult because the human visual system (HVS) is
processing attempts to exploit this redundancy.a complex biological process that does not lend itself easily to

Processing each frame individually without taking into ac-analytical modeling. An active area of research is the study of
count the temporal dimension of the video (that is, indepen-human perception and the associated masking phenomena in
dently of the other frames) is called intraframe processing.order to develop algorithms that more efficiently exploit the
Processing a frame while exploiting the temporal dimensionHVS. In many contexts, it is useful to view irrelevancy as a
of the video is called interframe processing. Purely intraframeform of perceptual redundancy, where an element is repre-
processing provides a number of benefits over interframe pro-sented with more resolution than is perceptually required.
cessing: (1) lower computational complexity, (2) fewer frame

General Video Compression System stores requirements at the encoder and the decoder, (3) sim-
pler random access into the compressed bit stream, and (4)A video compression system is composed of three distinct,
better resilience to transmission errors. However, because in-though interrelated, operations: signal representation, quan-
traframe encoding does not exploit the temporal redundanciestization, and codeword assignment. The goal of the first oper-
in the video, it cannot achieve the high compression ratesation is to express the video signal in a representation that
achievable with interframe methods. With today’s rapidly de-better facilitates compression. Temporal, spatial, and color
clining memory and computation costs and limited bandwidthspace processing are used to create a representation that con-
availability, some amount of temporal processing is an essen-centrates the signal energy into a small number of parame-

ters. After processing, only a small fraction of the data must tial ingredient of many video compression systems.

Figure 1. Two consecutive frames of a video sequence. The temporal redundancy is evident by
observing the similarities between the frames. The spatial redundancy is evident by observing
the large spatial regions in each frame that have similar characteristics.
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Figure 2. A high-level view of a typical video encoder.

Consecutive video frames typically contain the same imag- motion-compensated prediction, as used in current video com-
pression standards.ery, although possibly at different spatial locations. This tem-

poral redundancy (predictability) can be exploited by coding a
given frame and then using it to form a prediction for the Motion Estimation. In motion estimation, the same imagery

is assumed to appear in consecutive video frames, althoughnext frame, while compensating for the motion between the
two frames. To accomplish this, an initial frame must be possibly at different spatial locations. The motion may be

global, as in a camera pan, or local within the frame, as in acoded independently of the other frames and transmitted to
the decoder. Then the motion between the coded frame and moving object. To optimize ME performance, an estimate of

the motion is computed for each local region within a frame.the current frame to be coded must be estimated, and an ap-
propriate prediction of the current frame must be made. The The most common model for the local motion is simple trans-

lational motion. This model is highly restrictive and cannoterror in the prediction, or residual, is then coded and trans-
mitted. The process of estimating the motion between frames represent the large number of possible motions, such as rota-

tions, scale changes, and other complex motions. Neverthe-is known as motion estimation (ME). The general processing
of individual frames while compensating for the presence of less, by assuming translational motion only locally and by

identifying regions where the model succeeds or fails, excel-motion is called motion-compensated (MC) processing, and
forming a prediction while compensating for motion is known lent coding performance can be achieved.

One approach for performing ME is based on block-match-as motion-compensated prediction or MC-prediction. This sec-
tion continues by providing a brief overview of conventional ing methods. In block matching, the current frame is parti-

tioned into rectangular regions or blocks of pixels, and amotion estimation algorithms and causal and bidirectional

+

Residual

Buffer
Output

bit stream

Codeword
assignment

Motion
compensation

Inverse
quantize

Inverse
DCT YUV to RGB

Output
video
signal

Reconstructed
frame

Prediction

MV data

Frame
store

Figure 3. Typical video decoder.
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Figure 4. Block-based forward and bidirectional motion-compensated prediction is illustrated
on the left and right, respectively. The current frame to be coded is partitioned into blocks. For
each block, a prediction is formed by finding the best match in previously coded reference frames.

search is performed to find the displacement that provides the The motion vector for the best match may be found in a
brute force yet straightforward manner by examining every‘‘best match’’ among possible blocks in a nearby frame, hence

the term block matching. The offset or displacement of the possible candidate within the search area. This method is
called full search or exhaustive search, and it ensures the bestbest match is represented by a motion vector, which is coded

into the bitstream so that it can be used in the decoder. Cur- match within the reference area. As an alternative to the
large computational requirements of the exhaustive searchrent video compression standards are nearly universally

based on block-matching ME and MC-prediction algorithms. method, adaptive methods that efficiently search for a mini-
mum by evaluating a reduced number of possible displace-This is because block matching achieves high performance

while also exhibiting a simple, periodic structure that simpli- ments may be applied. Hierarchical or multigrid approaches
may also be employed to reduce the computational require-fies VLSI implementation.

A number of important issues arise when designing a ments of ME. In these approaches, a low-resolution version of
the video is used to produce an initial coarse estimate of theblock-matching scheme for video compression. The displace-

ment or motion vector for the ‘‘best-matching’’ block can be motion. This estimate is subsequently refined using higher-
resolution versions of the video.estimated by maximizing the similarity (e.g., normalized cor-

relation) between blocks, or by minimizing the dissimilarity
[e.g., mean square error (MSE) or mean absolute error Motion-Compensated Prediction. The temporal redundancy

inherent in a video signal can be exploited with MC-predic-(MAE)] between blocks. Of the different decision metrics,
MAE is often chosen because it achieves similar performance tion. Through a block-matching ME algorithm, each block of

the current frame can be predicted based upon a translationas the others, but without requiring any multiplications.
Choosing the size of the block is a tradeoff between the bene- of a block from a reference frame. In causal or forward MC-

prediction, the reference or anchor frame is a preceding pre-fits of a higher resolution motion field (improved prediction/
interpolation) and the amount of information required to de- viously coded frame. For noncausal bidirectional MC-predic-

tion, two anchor frames are used as reference, one precedingscribe it. Similarly, choosing the search range in the reference
frame to search for a match trades off improved ability to and one following the predicted frame.

The process of causal or forward MC-prediction is illus-track fast motion, such as in sporting events, for a greater
number of candidate matches that must be examined. Esti- trated in Fig. 4. The frame to be encoded is partitioned into

blocks, and a prediction is formed for each block with themating the motion to subpixel accuracy can also enhance per-
formance, but it requires spatial interpolation to determine best-matching block from the reference or anchor frame. Be-

cause the prediction is seldom perfect, the prediction error orthe noninteger spaced image samples. Conventional video
compression standards use 16 � 16-pixel blocks and support residual is further processed using spatial domain techniques.

ME and MC-prediction as described previously were appliedmotion vectors estimated to half-pixel accuracy.

Figure 5. Block-based motion estimation and motion-compensation prediction applied to the two
video frames shown in Fig. 1. The resulting prediction and error signals are shown on the left and
right, respectively. The amplitude of the error signal has been scaled and offset so that gray corre-
sponds to zero amplitude; white, a large positive amplitude; and black, a large negative amplitude.
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to the two video frames shown in Fig. 1. The predicted frame current frame can be formed by considering previous and
later frames. For example, an object that becomes uncoveredand the resulting prediction error are shown in Fig. 5.

The process of noncausal or bidirectional MC-prediction is or visible in a current frame cannot be predicted with an ear-
lier frame, but it can be predicted from a later frame.shown in Fig. 4. Once again, the frame to be encoded is parti-

tioned into blocks. However, in this case, three predictions Another advantage of bidirectional MC-prediction is that it
provides a form of temporal scalability. Consider a video se-(forward, backward, and bidirectional) are formed for each

block. ME is used to find the best match for each block from quence where every other frame is coded as a B frame. The dis-
posable nature of B frames (no other frames depend on a Beach of the two anchor frames. The forward prediction is the

best-matching block from the preceding anchor frame, the frame) means that by simply discarding the B frame data, one
can reconstruct the video sequence with half the frame rate.backward prediction is the best-matching block from the fol-

lowing anchor frame, and the bidirectional prediction is the The recursive nature of predictive coding schemes means
that it is essential that the decoder accurately track the en-average of the two. An advantage of bidirectional prediction is

that it can exploit the benefits of both forward and backward coder. If they become unsynchronized, the prediction at the
decoder will not match the prediction at the encoder, and thepredictions. For example, a previous frame cannot predict the

appearance of new imagery, whereas a future frame cannot whole process will fail. For example, in digital television, this
issue arises when considering receiver initialization andpredict disappearing imagery. Once again, because the pre-

diction is seldom perfect, the prediction error is further pro- channel acquisition (when the receiver is turned on or the
channel is changed), and when uncorrectable channel errorscessed with spatial domain techniques.

The predictive and differential coding aspects of MC-pre- occur. With the DPCM-style MC-prediction, an initial frame
must be available at the decoder to (re)start the predictiondiction means that it is a form of differential pulse code modu-

lation (DPCM) along the temporal dimension. it is adaptive loop. Therefore, a mechanism must be built into the system
so that if the decoder loses synchronization for any reason, itto the video because the motion vectors guide the prediction

process. Typically, MC-prediction is highly effective and is a can rapidly reacquire tracking. One popular solution is peri-
odic intracoding of an entire frame, thereby producing a peri-significant source of coding gain in video compression algo-

rithms. odic reinitialization of the temporal prediction at both the en-
coder and the decoder.Conventional video compression standards perform the

computationally intensive task of motion estimation only at
the encoder, and transmit the motion vectors to the decoder Spatial Processing
which only has to perform motion-compensation.

Applying MC-processing reduces the temporal redundancy of
the video signal, but spatial redundancy still exists within theDesign Issues in MC-Prediction. There are many instances
MC-residual. This is especially true if no MC-processing iswhen the temporal processing may fail, either globally or lo-
performed and the original frame itself is to be coded. Therecally. For high-quality video compression, it is very important
exist a variety of methods for reducing the spatial redundancythat the system be able to identify these instances and pro-
in an original frame or a MC-residual, where the most popu-cess them appropriately. For example, at a scene change,
lar are transform and subband filtering schemes.causal MC-prediction may produce a prediction error that can

Transform schemes are based on the idea that an imagebe more difficult to code than the original frame. In this case,
can be linearly transformed into another domain where mostthe MC-prediction should be suppressed, and the original
of the energy (and information) is concentrated in a smallframe should be coded with intraframe coding. Similarly, with
fraction of the transform coefficients. Coding and transmis-bidirectional MC-prediction, there are instances when one of
sion of these few energetic coefficients may then result in athe two references may be inappropriate to use, and the pre-
high-quality reconstruction. Subband filtering schemes pro-diction should be made using the other reference frame.
cess an image by filtering it into separate frequency bands orSimilar issues exist at a local level. For example, the ap-
subbands, and each subband can be adaptively encoded in or-pearance of new imagery in a region may cause the forward-
der to exploit its specific characteristics. Popular subband fil-predicted residual to be more difficult to code than the region
tering schemes include the lapped orthogonal transform anditself. This may also occur in areas that have motion that is
the wavelet transform. As suggested by these names, therenot modeled well by the block MC-prediction process. In these
exists a very close relationship between transform and sub-cases, it is important that the system identifies each local re-
band filtering. Of all the transform and subband filteringgion where MC-prediction fails and subsequently performs
schemes, the 8 � 8 Block Discrete Cosine Transform is nearlythe appropriate coding. This illustrates the importance of lo-
universally used in current video compression standards.cally adaptive processing, or spatially adaptive inter/intra-

frame processing.
The choice of using bidirectional MC-prediction also re- Discrete Cosine Transform. The Discrete Cosine Transform

(DCT) is very similar to the Discrete Fourier Transformquires careful consideration. Extra frame memory is required
for the bidirectional processing of MC-prediction as compared (DFT), but it eliminates the artificial discontinuity inherent

in computing the DFT and thereby yields improved energyto the forward-only processing of causal MC-prediction. This
incurs additional delay in the encoding process because one compaction for typical images. The very good energy compac-

tion and decorrelation properties of the DCT coupled with itsmust ‘‘wait’’ for a later frame to come along before the current
frame can be coded. If the difficulties described here are ac- fast computational implementation have resulted in its exten-

sive study and use in image and video compression standards.ceptable for the particular application, bidirectional MC-pre-
diction can provide a number of advantages. In the case of Even though the DCT may be computed for the entire frame,

much improved performance can be achieved by partitioningmoving objects in natural scenery, a better prediction of the
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the frame into numerous smaller regions, each of which is tivity to the luminance and chrominance characteristics, a
color space conversion is usually performed.independently transformed and adaptively processed. For ex-

ample, computing the DCT of the entire frame results in the The goal is to convert the RGB color space to a domain
where the differences in the HVS response can be exploited.whole frame being processed together. However, in typical

video, the characteristics vary considerably over the spatial Typically, this is accomplished through a linear transforma-
tion to the YIQ (NTSC) or YUV (SMPTE 240M colorimetryextent of each frame and from frame to frame. In order to

exploit the varying spatial characteristics of the video signal, standard) color spaces. Y corresponds to the luminance (inten-
sity or black and white picture), whereas I and Q or U and Veach frame is typically partitioned into 8 � 8 blocks, which

are independently transformed and adaptively processed to correspond to the chrominance. The HVS has reduced percep-
tual sensitivity to the chrominance components and, with thisexploit their individual characteristics. The application of the

DCT in this manner is often referred to as the Block DCT. representation, it can be easily exploited in the quantization
operation. Similarly, the HVS has reduced spatial frequencySpatially adaptive processing, which the Block-DCT facili-

tates, is one of the most important ingredients for a high- response to the chrominance as compared to the luminance
components. This characteristic can be exploited through aperformance video compression system. Partitioning a frame

into small blocks before computing the transform also affords reduced sampling density for the chrominance components.
For example, the chrominance may be decimated by a factorother benefits, including reduced computational and memory

requirements. In addition, the two-dimensional DCT of an of 2 along both the horizontal and vertical dimensions, pro-
ducing components that are one-quarter the spatial resolution8 � 8 block can be efficiently computed by applying the one-

dimensional DCT separably to the rows and the columns of of the luminance. However, for high-performance compression
system, retaining the full chrominance resolution does not re-the block.

The DCT coefficients express the block of pixels as a linear quire much capacity and may be beneficial for some applica-
tions such as computer-generated graphics or encoding textcombination of spatial frequencies. The ‘‘DC’’ or (0,0) coeffi-

cient expresses the average value of the block, while the other containing saturated colors.
When performing ME on color video, the motion field maycoefficients express the higher horizontal and vertical spatial

frequencies in the block. Interpretating the DCT coefficients be computed from all three components. Alternatively, the
motion field may be computed only from the luninance compo-in terms of spatial frequencies is very important since the

human visual system is generally less sensitive to errors in nent and applied to both the luminance and chrominance
components. This procedure eliminates the computationallythe high frequencies than low frequencies, and therefore the

high frequencies can be quantized more coarsely (with lower expensive task of estimating the motion for each chrominance
component by exploiting the significant correlation betweenprecision) than the low frequencies.

The Block DCT is used nearly universally in current video movement among the different color planes. This method may
fail in an isoluminance situation, when adjacent objects ofcompression standards because it provides excellent perfor-

mance with low complexity. This is partially because the DCT similar luminance but differing chrominance move in differ-
ent directions. Nevertheless, in general this algorithm per-provides very good energy compaction for typical images. In

addition, its block-based structure enables (1) simple spatially forms extremely well.
By applying very simple processing, the differing humanadaptive processing on a block by block basis including simple

inter/intra processing, (2) convenient interfaces with block- visual perception to, and the correlation among, the different
color components can be exploited. A significant result is thatbased MC-prediction (the MC block boundaries line up with

the DCT block boundaries), and (3) simple implementations a three-component color video signal can be coded with less
than a 50% increase in capacity over that required for a sin-with low computation and memory requirements. Further-

more, because of the widespread use of the Block DCT in im- gle-component (monochrome) video signal. Also, subjective
tests have shown that more perceptually appealing video mayage and video compression standards, there are significant

benefits to its continued use, such as simplified hardware and be produced by coding a color video signal at a given rate than
by coding a monochrome signal at the same rate.software interoperability among standards. The DCT may be

replaced by another transform in the future (e.g., wavelet
transform); however, currently it is an important element in Quantization
video compression standards.

Quantization is used to discretize the various parameter val-
ues (e.g., the DCT coefficient amplitudes). Bit rate compres-

Color Space Processing
sion is achieved through quantization and codeword assign-
ment. The quantization process can be the only lossy step inA video compression system should account for the color na-

ture of a video signal. A video compression algorithm may the compression algorithm. This is very important because
it simplifies the design process and facilitates fine-tuning ofapproach the problem as compressing a monochrome video

signal and simply apply the same processing steps to each of the system.
Quantization may be applied to elements individually (sca-the three color components that comprise a color video signal.

However, this would be very inefficient because the three lar quantization) or to a group or vector of elements simulta-
neously (vector quantization). Scalar quantization is nearlycolor components, Red, Green, and Blue (RGB), are highly

correlated with each other. More importantly, the human vi- universally used in current video compression standards. In
scalar quantization, each element is quantized with a uniformsual perception differs for the luminance (intensity) and chro-

minance characteristics of a video signal. To reduce the corre- (linear) or nonuniform (nonlinear) quantizer. The quantizer
may also include a dead zone (enlarged interval around zero)lation among the RGB components and to enable the

compression system to exploit the differing perceptual sensi- to set small, noiselike perturbations of the element value to
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zero. The close relationship between quantization and tical properties of the signal to be encoded. A signal, whether
codeword assignment suggests that joint optimization is nec- it is a pixel value or a transform coefficient, has a certain
essary for optimum performance, but this is a highly complex amount of information, or entropy, based on the probability
process. However, experiments have shown that a linear of the different possible values or events occurring. For exam-
quantizer with an appropriate stepsize individually chosen ple, an event that occurs infrequently conveys much more
for each element to be quantized, followed by proper entropy new information than one that occurs often. By realizing that
coding, may yield close to optimum performance. This will be some events occur more frequently than others, the average
discussed in the context of quantizing the DCT coefficients. bit rate may be reduced.

When quantizing the DCT coefficients, the differing per- A number of important issues arise in regard to the use of
ceptual importance of the various coefficients can be exploited entropy coding. Entropy coding coupled with the nonsta-
by ‘‘allocating the bits’’ to shape the quantization noise into tionarity of the video signal results in a time-varying bit rate.
the perceptually less important areas. This can be accom- (Other aspects of the source coding may also lead to a variable
plished by varying the relative stepsizes of the quantizers for bit rate, including the use of run-length coding and end-of-
the different coefficients. The perceptually important coeffi- block marker.) Therefore, a buffer and a buffer control mecha-
cients may be quantized with a finer stepsize than the others. nism are necessary if the variable bit rate source coder is to
For example, low spatial frequency coefficients may be quan- be coupled with a constant bit rate channel. In addition, en-
tized finely, whereas the less important high-frequency coef- tropy coding makes it more difficult to recover from bit errors
ficients may be quantized more coarsely. Similarly, lumi- or lost packets in an error-prone environment. Nevertheless,
nance, which is the most visually important component, may the sizeable decrease in bit rate that may be achieved with
be quantized more finely than chrominance. A simple method entropy coding has lead to its widespread use in image and
to achieve different stepsizes is to normalize or weight each video compression standards. Specifically, these compression
coefficient based on its visual importance. All the normalized algorithms typically employ a judicious choice of fixed-length
coefficients may then be quantized in the same manner, such coding and variable-length coding (entropy coding) for the va-
as rounding to the nearest integer (uniform quantization). riety of elements that must be coded.
Normalization or weighting effectively scales the quantizer
from one coefficient to another.

Entropy Coding. An entropy coder is used to reduce the sta-In typical signal compression applications, only a few vari-
tistical redundancy inherent in the parameters encoded forables are usually quantized to zero. However, in video com-
transmission. The primary redundancy is the nonuniformpression, most of the transform coefficients are quantized to
probability distribution over the possible range of each pa-zero. There may be a few nonzero low-frequency coefficients
rameter. The more the probability distribution deviates fromand a sparse scattering of nonzero high-frequency coefficients,
a uniform distribution, the greater improvement can bebut the great majority of coefficients are typically quantized
achieved via entropy coding. Other sources of statistical re-to zero. To exploit this phenomenon, the two-dimensional
dundancy that may exist include the statistical dependencearray of transform coefficients may be reformatted and priori-
among the encoded parameters.tized into a one-dimensional sequence through a zigzag scan-

Currently, the most popular entropy coding approaches arening. This results in most of the important nonzero coeffi-
variable length coding schemes such as Huffman coding. Incients (in terms of energy and visual perception) being
Huffman coding, a codebook that minimizes the entropy sub-grouped together early in the sequence. They will be followed
ject to the codeword constraints of integer lengths and uniqueby long runs of coefficients that are quantized to zero. These
decodability is generated. Events that are more likely to occurzero-valued coefficients can be efficiently represented through
will be assigned shorter length codewords than those that arerun-length encoding. In run-length encoding, the number of
less likely to occur. Huffman coding provides a reduction inconsecutive zero coefficients (runs) before a nonzero coeffi-
the average bit rate. Good performance is achieved by usingcient is encoded, followed by the nonzero coefficient value.
a few codebooks where parameters with similar statistics areThe run length and the coefficient value can be entropy coded,
grouped and encoded together. Similarly, the size of eacheither separately or jointly. The scanning separates most of
codebook can be reduced by grouping together very unlikelythe zero and the nonzero coefficients into groups, thereby en-
events into a single entry within the codebook. When an eventhancing the efficiency of the run-length encoding process. In
in this group occurs, the codeword for this group is transmit-addition, a special End Of Block (EOB) marker is used to sig-
ted followed by an exact description of the event.nify when all the remaining coefficients in the sequence are

equal to zero. This approach is extremely efficient, yielding a
significant degree of compression. VBR, CBR, and Buffer Control

Whenever entropy coding is employed, the video encoder will
Codeword Assignment produce a variable bit rate (VBR) output based on the video

statistics. If the application requires a constant bit rate (CBR)Quantization creates an efficient discrete representation for
output, a buffer and buffer control mechanism is necessarythe data. Codeword assignment takes the quantized values
to couple the two. The buffering must be carefully designed.and produces a digital bit stream for transmission or storage.
Random spikes in the bit rate can overflow the buffer,The quantized values can be simply represented using uni-
whereas dips in the bit rate can produce an underflow. Whatform or fixed-length codewords, where every quantized value
is needed is some form of buffer control that would allow effi-will be represented with the same number of bits. Greater
cient allocation of bits to encode the video while ensuring thatefficiency, in terms of bit rate, can be achieved by employing

entropy coding. Entropy coding attempts to exploit the statis- no overflow or underflow occurs.
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The buffer control typically involves a feedback mechanism tics and human perception and to meet any bit rate targets.
The quantized coefficients and other information are Huffmanto the compression algorithm whereby the amplitude resolu-

tion (quantization) and/or spatial, temporal, and color resolu- coded for increased efficiency. The encoder duplicates the de-
coder processing to ensure tracking between the two. If thetion may be varied in accordance with the instantaneous bit

rate requirements. The goal is to keep the average bit rate output is to be sent over a CBR channel, then a first-in first-
out (FIFO) buffer is used to couple the VBR output of theconstant and equal to the available channel rate. If the bit

rate increases significantly, the quantization can be made video encoder to the CBR channel. This is accomplished via a
buffer control mechanism whereby the fullness of the FIFOcoarser to reduce it. If the bit rate decreases significantly, a

finer quantization can be performed to increase it. When dis- regulates the coarseness/fineness of the coefficient quantiza-
tion and thereby the video bit rate.cussing the average bit rate, it may be considered over the

entire frame (global buffer control) or over a local region (local The video decoding process at the receiver is the inverse of
the encoding process. (This is shown in Fig. 7.) The bitstreambuffer control). Global buffer control has the advantage of ap-

propriately allocating the bit rate over the entire frame, re- is parsed and Huffman decoded. The nonzero DCT coefficients
are identified and inverse quantized. An inverse block DCTsulting in the highest performance and ensuring uniform

video quality over the entire frame. With local buffer control, operation produces the residual signal, which is combined in a
spatially adaptive manner with the previously reconstructedit is more difficult to achieve these results, but it may yield a

simpler solution. In addition, in some cases such as storage, frame to reconstruct the current frame. Finally, the recon-
structed frame is converted back to the RGB color space toit is possible to first analyze the entire video sequence and

decide how to distribute the bits along the entire video se- produce the output video signal.
quence before actually performing the compression. These

MPEG-1 and MPEG-2
multi-pass algorithms (first pass analysis, second pass com-
pression) lead to more effective bit allocation and therefore The Moving Pictures Expert Group (MPEG) was originally es-

tablished by ISO to develop a standard for compression ofsignificantly improved video quality. Bit allocation and buffer
control are key elements of any high-performance video com- moving pictures (video) and associated audio on digital stor-

age media (e.g., CD-ROM). The resulting standard, commonlypression system and should be an integral part of the design
of any such system. known as MPEG-1, was finalized in 1991 and achieves ap-

proximately VHS quality video and audio at about 1.5 Mb/s
(6–8). A second phase of their work, commonly known as
MPEG-2, was originally intended as an extension of MPEG-1CURRENT VIDEO COMPRESSION STANDARDS
developed for application toward interlaced video from con-
ventional television and for bit rates up to 10 Mb/s (8,9). AThis section presents an overview of the most popular video

compression standards currently in use. Specifically, the third phase was envisioned for higher bit rate applications
such as HDTV, but it was recognized that those applicationsMPEG-1, MPEG-2, H.261, and H.263 video compression stan-

dards are discussed. Each of these standards is based on the could also be addressed within the context of MPEG-2; hence,
the third phase was wrapped back into MPEG-2 (conse-compression techniques described in the previous section.

This section begins by describing the baseline video encoder quently, there is no MPEG-3 standard). Both MPEG-1 and
MPEG-2 are actually composed of a number of parts includingand decoder architectures that form the basis for all of these

video compression standards. The details of each standard video, audio, systems, and compliance testing. The video com-
pression parts of these standards are often referred to asdiffer based on the target applications for which it was de-

signed, and this section continues by describing the different MPEG-1 video and MPEG-2 video, or MPEG-1 and MPEG-2
for brevity. Currently, MPEG-2 video is on the brink of widestandards and their application profiles.
acceptance because it has been adopted as the video portion

Video Encoder and Decoder Architectures
of the digital TV and HDTV standards for large portions of
North America, Europe, and Asia. MPEG-2 video is also theThe MPEG-1, MPEG-2, H.261, and H.263 video compression

standards are based on motion-compensated prediction and basis for the DVD standard that has recently been intro-
duced. Currently, there are two other standardization efforts,transform coding. High-level views of a typical video encoder

and decoder are shown in Figs. 2 and 3. As is discussed in known as MPEG-4 and MPEG-7, that are being developed,
and these are discussed in the section on emerging standards.more detail later, the various standards specify the bit stream

syntax and the decoding processing, but not the encoder or The MPEG standards are generic in the sense that they
are not designed for a specific application. Instead, they spec-how the bit stream is actually generated. Therefore, these

figures should be viewed only as examples of typical encoders ify a set of tools that may be useful for a wider range of appli-
cations and the end user can decide which tools are most ap-and decoders in a video compression system. In the encoder,

the input RGB video signal is transformed to a luminance/ propriate for the desired application. An important aspect of
MPEG is that it specifies the bit stream syntax and the decod-chrominance color space (e.g., YUV) to exploit the color space

redundancy. To exploit the temporal redundancy, motion esti- ing process, but it does not specify the encoding process.
Hence, there exists considerable freedom in designing an en-mation and motion-compensated prediction are used to form

a prediction of the current frame from the previously encoded coder—the sophistication of the encoder is one of the prime
differentiating factors among MPEG implementations. Fur-frames. The prediction error, or MC-residual, is processed

with an adaptive transform encoder. The MC-residual is par- thermore, improvements in various aspects of the encoding
process, such as improved motion estimation or bit allocation,titioned into 8 � 8 blocks, and the two-dimensional DCT is

computed for each block. The DCT coefficients are quantized can be immediately incorporated into the applications as long
as the coded bit stream remains standard-compliant.in an adaptive manner to exploit the local video characteris-
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with the luminance components as shown in Fig. 6. The
MPEG-2 4 : 2 : 2 profile only subsamples the chrominance com-
ponent in the horizontal direction. The MPEG-2 4 : 4 : 4 profile
assumes that there is no subsampling of the chrominance,
and that the chrominance samples are colocated with the lu-
minance samples.

MPEG-1 MPEG-2
4:2:0

MPEG-2
4:2:2

MPEG-2
4:4:4

Luminance Chrominance MPEG Coding Structure. MPEG codes video in a hierarchy
of units called sequences, groups of pictures (GOPs), pictures,Figure 6. MPEG supports a number of luminance/chrominance for-
slices, macroblocks, and DCT blocks. These coding units aremats with different chrominance subsampling patterns.
shown in Fig. 7. MC-prediction is performed on 16 � 16-pixel
blocks. A 16 � 16-pixel block is called a macroblock and is
coded using 8 � 8-pixel block DCTs and possibly a forwardMPEG-2 is a superset of MPEG-1, supporting higher bit
and/or backward motion vector. The macroblocks are scannedrates, higher resolutions, and interlaced pictures (for televi-
in a left-to-right, top-to-bottom fashion, and series of thesesion). For interlaced video, the even and odd fields may be
macroblocks form a slice. All the slices in a frame are com-coded separately as fields, or a pair of even and odd fields can
prised of a picture, contiguous pictures form a GOP, and allbe combined and coded as a frame. For field-based coding,
the GOPs form the entire sequence. The following sectionsMPEG-2 provides field-based methods for MC-prediction,
describe each coding unit in greater detail.Block-DCT, and alternate zigzag scanning. In addition,

MPEG GOPs and Pictures. MPEG uses motion-compensatedMPEG-2 provides a number of enhancements including scal-
prediction to exploit the temporal redundancies that may ex-able extensions, and tools for improving error resilience and
ist in nearby video frames. Video frames are grouped into cod-facilitating error concealment. Details on these aspects are
ing units called groups of pictures. GOPs have the propertynot discussed further in this article; the reader is referred to
that they reinitialize the temporal prediction used during en-Refs. 8 and 9 for more details on these topics. The following
coding. Specifically, the first frame of a GOP is always codeddiscussion focuses on the salient features of MPEG-1 and
in intraframe mode (independently of other frames) and isMPEG-2 video compression systems, and progressively
called an I frame. The remaining frames in the GOP may bescanned video is assumed unless mentioned otherwise.
coded with intraframe or interframe techniques. The frames
coded in interframe mode are predicted with forward or bidi-Luminance and Chrominance Sampling. To exploit the hu-
rectional prediction and are called P and B frames, respec-man visual system’s differing sensitive to luminance and
tively. The MPEG syntax allows a GOP to contain any num-chrominance information, after converting the video signal to
ber of frames, but GOP lengths typically range from 9 to 15a luminance/chrominance color space, the chrominance com-
frames. A common coding structure for a GOP is shown inponents may be spatially lowpass filtered and subsampled.
Fig. 8.MPEG-1 assumes that the horizontal and vertical sampling

In this example, the GOP contains nine video frames, I0rates of the chrominance components are half those of the
through B8, where the subscript indicates the frame number.luminance component. The chrominance samples are located
I9 is the first frame of the next GOP. The arrows indicate thein the center of the 2 � 2 blocks of luminance pixels as shown
prediction dependencies—the frame at the base of eachin Fig. 6. MPEG-2 allows other samplings of the chrominance
arrow, the anchor frame, is used to predict the frame at theplanes. In the MPEG-2 4 : 2 : 0 profile, the chrominance com-
tip of the arrow, the predicted frame.ponents are also subsampled by factors of two in the hori-

I frames are coded independently of other frames. P frameszontal and vertical dimensions. However, unlike MPEG-1, the
horizontal offset of the chrominance components are aligned depend on a prediction based on the preceding I or P frame.

P
B

B
P

B
B

I

Picture layer
GOP layer

Slice layer

4 8 × 8 DCT
1 MV  8 × 8 DCT

 Block
layer Macroblock

layer

Figure 7. MPEG codes video in a hierarchy of layers. The sequence layer is not shown.
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diction or intraframe mode. In B frames, each macroblock can
be coded with forward, backward, or bidirectional prediction or
in intraframe mode. One MV is specified for each forward- and
backward-predicted macroblock, whereas two MVs are specified
for each bidirectionally predicted macroblock. Thus, each P
frame has a forward motion vector field and one anchor frame,
whereas each B frame has a forward and backward motion vec-
tor field and two anchor frames. Whenever prediction is used,
the appropriate motion vectors and the resulting residual are
coded into the data stream.

I0 B1 B2 P3 B4 B5 P6 B7 B8 I9
Display
order

I0 P3 B1 B2 P6 B4 B5 I9 B7 B8
Coding
order

A header at the beginning of the macroblock identifies how
it is coded. For example, because some blocks in an intercodedFigure 8. The display and coding orders of the frames in a typical
macroblock may be all zero (there are no nonzero quantizedMPEG GOP. The subscripts represent the frame number, and the
coefficients to be transmitted), a coded block pattern can bearrows indicate the prediction dependencies of the coded frames. The
used to indicate which 8 � 8 blocks contain nonzero coeffi-coded frames are placed in the bitstream in the coding order, which

is the order that the frames are coded and decoded. cients and which blocks contain all zeros.
MPEG DCT Blocks. Each macroblock (intra or inter) is par-

titioned into 8 � 8 pixel blocks, and the two-dimensional DCTB frames depend on a prediction based on the preceding and
is computed for each block. The DCT coefficients are individu-following I or P frames. Notice that each B frame depends on
ally quantized with step sizes appropriately chosen to exploitdata from a future frame, which means that the future frame
their differing perceptual importance as well as to exploit themust be (de)coded before the current B frame can be (de)- local scene complexity and bit rate targets. The quantized co-

coded. When decoding the bit stream, it does not make sense efficients are then zigzag scanned and run-length coded, and
to receive the data of the coded B frame before the data of its the resulting (run-length, amplitude) pairs are Huffman
two reference frames. For this reason, the coded video data is coded and placed in the bit stream. There is also some inter-
placed in the data stream in coding order, rather than display block and inter-macroblock processing that is performed
order. The coding order of a GOP is also shown in Fig. 8. within each slice, and this is discussed next.

The GOP structure is flexible and does not have to be fixed. MPEG Slices. The MPEG slice is a coding layer that falls
The GOP header does not specify the number of I, P, or B between the picture and macroblock layers. The macroblocks
frames in the GOP, nor does it specify its structure—these of a picture are scanned in a left-to-right, top-to-bottom order,
are completely determined by the order of the data in the and groups of contiguous macroblocks form slices. The MPEG
stream, which must be compliant with the temporal reference profiles require every macroblock to belong to a slice so that
parameters in the bit stream. Thus, there are no rules that all the slices comprise the entire picture. In MPEG-1, slices
restrict the size and structure of the GOP. Of course, care can begin at any macroblock and can extend over multiple
should be taken to ensure that the MPEG syntactic require- macroblock rows. In MPEG-2, a slice must start at the begin-
ments and buffer constraints are satisfied. ning of each row, and each row can contain multiple slices.

The coding of I, P, and B frames typically require different Slices provide a number of advantages. First, they provide
amounts of data. I frames require larger amounts of data be- a structure for predicting some parameters across macroblocks
cause they are coded independently of the other frames. P and (thereby resulting in improved compression) while main-

taining a level of error resilience. For example, in I frames, theB frames typically require less data than I frames because of
DC value of the DCT coefficients may be correlated from blockthe temporal prediction. B frames are often coded with less
to block. This correlation is exploited by coding the DC coeffi-data than P frames for two primary reasons. First, a better
cient of the first DCT block in the slice as is and coding the DCprediction can be formed when using both preceding and fol-
coefficients of the remaining blocks differentially with respectlowing reference frames. Second, coding B frames at slightly
to the previous DC value. Similarly, in P and B frames, the mo-lower quality does not have a negative effect on the quality of
tion vectors are coded differentially within a slice. The predic-other frames. Specifically, because B frames are not used in
tion of the DC coefficients and motion vectors are reinitializedpredicting other frames, lower-quality coding of B frames will
at each new slice, thus maintaining a level of error resilience. Ifnot effect other frames in the sequence. I and P frames, how-
an error occurs in the bit stream, the remaining data in theever, are used as anchor frames when predicting other P and
slice is lost. However, the decoder can recover by searching forB frames. Therefore, lower-quality coding of these frames will
the next start code, resynchronizing the bit stream, and contin-result in poorer predictions of other frames, thus reducing the
uing the decoding process. Another advantage that slices pro-overall coding efficiency of the sequence.
vide is a convenient structure for adapting the coding parame-MPEG Macroblocks. MPEG uses 16 � 16-pixel MC-predic-
ters to the local characteristics of the video. The slice leveltion to reduce the temporal redundancies inherent in the video.
provides a good tradeoff between the gain that can be achievedThe motion vectors are estimated to half-pixel accuracy, and the
with spatially adaptive processing and the overhead needed toMC-prediction at a half-pixel location is determined by bilinear
describe the adaptivity.interpolation. The processing is adaptive on a macroblock by

macroblock basis, that is, for each macroblock a decision is made MPEG Syntax. The syntax of the MPEG-1 data stream has
as to what is the most appropriate method to process it. As pre- the following structure:
viously discussed, each frames of a video sequence can be coded
as an I, P, or B frame. In I frames, every macroblock must be • A sequence header consists of a sequence start code fol-
coded in intraframe mode (i.e., prediction is not used). In P lowed by sequence parameters. Sequences contain a num-

ber of GOPs.frames, each macroblock can be coded with either forward pre-
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• Each GOP header consists of a GOP start code followed not overflow or underflow. In CBR transmission, the decoder
buffer is filled at a constant rate, and the data for each I, P,by GOP parameters. GOPs contain a number of pictures.

• Each picture header consists of a picture start code fol- or B picture is emptied at regular time intervals correspond-
ing to the frame rate of the sequence. If a picture contains alowed by picture parameters. Pictures contain a num-

ber of slices. large amount of data, the buffer empties by a large amount;
whereas if a picture contains a small amount of data, the• Each slice header consists of a slice start code fol-

lowed by slice parameters. buffer empties by a small amount. Notice that a bit stream
that contains many large frames in close succession may• The slice header is followed by slice data, which

contains the coded macroblocks. cause the buffer to underflow. If this bit stream is transmitted
in a CBR channel, the picture data may not be received in
time to be displayed. This example demonstrates the need forThe sequence header specifies the picture height, picture

width, and sample aspect ratio. In addition, it sets the frame rate control. Rate control is primarily achieved by varying the
quantization parameter used in coding the DCT coefficients.rate, bit rate, and buffer size for the sequence. If the default

quantizers are not used, then the quantizer matrices are also The MPEG syntax requires the buffer size to be specified
in the sequence header; thus, it is specified once at the begin-included in the sequence header. The GOP header specifies

the time code and indicates whether the GOP is open or ning of the bit stream, and it cannot be changed for the re-
mainder of the sequence. MPEG also requires a vbv_delay pa-closed. A GOP is open or closed depending on whether or not

the temporal prediction of its frames requires data from other rameter to be specified in each picture header; vbv_delay
indicates the length of time the picture start code must beGOPs. The picture header specifies the temporal reference pa-

rameter, the picture type (I, P, or B), and the buffer fullness stored in the buffer before it is decoded.
The buffer usage of an MPEG bit stream is often repre-(via the vbv_delay parameter). If temporal prediction is used,

it also describes the motion vector precision (full or half pixel) sented by plotting the buffer occupancy as a function of time
or frame number. Figure 9 shows the decoder-buffer occu-and the motion vector range. The slice header specifies the

macroblock row in which slice starts and the initial quantizer pancy plots of two video sequences coded with the same CBR
MPEG coder. The dashed lines represent the upper and lowerscale factor for the DCT coefficients. The macroblock header

specifies the relative position of the macroblock in relation to bounds on the buffer size. The corresponding peak signal-to-
noise ratio (PSNR) plots are shown to the right. Note thatthe previously coded macroblock. It contains a flag to indicate

whether intra- or inter-frame coding is used. If inter-frame although the same video coder was used for the two se-
quences, the video quality and buffer usage are quite differ-coding is used, it contains the coded motion vectors, which

may be differentially coded with respect to previous motion ent. It is also important to note that different encoders can
code the same video sequence in different ways and still pro-vectors. The quantizer scale factor may be adjusted at the

macroblock level. One bit is used to specify whether the factor duce MPEG-compliant bit streams. This is due to the wide
range of coding options that can be adjusted in the video cod-is adjusted. If it is, the new scale factor is specified. The mac-

roblock header also specifies a coded block pattern for the ing algorithm.
macroblock. This describes which of the luminance and chro-
minance DCT blocks are coded. Finally, the DCT coefficients MPEG-2 Profiles and Levels. A large number of applications

are addressed by MPEG, each with a number of desired func-of the coded blocks are coded into the bit stream. The DC
coefficient is coded first, followed by the run lengths and am- tionalities. As a result, no single application is likely to use

more than a small subset of the total functionalities. MPEG,plitudes of the remaining nonzero coefficients. If it is an intra-
macroblock, the DC coefficient is coded differentially. therefore, grouped together appropriate subsets of functional-

ities and defined a set of profiles and levels. A profile corre-The sequence, GOP, picture, and slice headers begin with
start codes. Start codes are useful because they can be found sponds to a set of functionalities (or tools) that are useful for

a particular range of applications. Specifically, a profile de-by simply examining the bit stream; this facilitates efficient
random access into the compressed bit stream. For example, fines a subset of the video syntax and functionalities. Cur-

rently, the profiles include (1) Main, the baseline profile forone could find the coded data that corresponds to the 2nd slice
of the 2nd picture of the 22nd GOP by simply examining the digital television, (2) Simple, a low-cost alternative to Main

that does not use B frames, (3) 4 : 2 : 2, which is useful forcoded data stream without parsing and decoding the data. Of
course, reconstructing the actual pixels of that slice may re- television production, three scalable profiles (4) SNR, (5) Spa-

tial, (6) High, and (7) a Multiview profile, which provides forquire parsing and decoding additional portions of the data
stream because of the prediction used in conventional video- stereo video. Within a profile, a level defines the maximum

range on some of the parameters, such as resolution, framecoding algorithms. However, computational benefits can still
be achieved by locating the beginning of the 22nd GOP and rate, bit rate, and buffer size (which is a lower bound). Cur-

rently, there are four levels (1) Low, (2) Main for conventionalparsing and decoding the data from that point on thus ex-
ploiting the temporal refresh property inherent to GOPs. television resolutions, (3) High-1440, and (4) High for HDTV

resolutions. A decoder is specified by the profile and level that
it conforms to [e.g., Main Profile at Main Level (MP@ML)]. InMPEG Picture Quality and Rate Control. In MPEG, pictures

are coded into data segments with different lengths. However, general, a more complex profile/level is a superset of a less
complex profile/level. Two profile/levels that are likely to bethe frame rate of the displayed sequence is constant. Thus,

achieving CBR transmission of the MPEG stream requires widely used are Main Profile at Main Level, which can be
used to compress conventional television (e.g., NTSC or PAL),using buffers at both the encoder and the decoder. MPEG de-

fines an idealized model of the decoder, referred to as the and Main Profile at High Level, which can be used to com-
press HDTV.video buffer verifier, to ensure that the decoder buffer does
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Figure 9. The buffer occupancy and PSNR as a function of frame number for two MPEG-coded
sequences. The sequences are coded with a GOP pattern of IBBPBBPBBPBBPBB. The GOP
structure is evident in the plots.

H.261 and H.263 Video Compression Standards precursor to MPEG. The goal was to create a video compres-
sion standard for real-time two-way communication. There-

A number of standards were developed in the 1980s for video-
fore, a short delay was a critical feature, and a maximum

conferencing, where the first to gain widespread acceptance
allowable delay of 150 ms was specified. H.261 uses I and P

was the ITU (CCITT) H.320 standard (10). H.320 encom-
frames (no B frames) and employs 16 � 16-pixel ME/MC-P

passed a number of video, audio, multiplexing, and protocol
and 8 � 8-pixel Block DCT. The motion estimation is com-

standards, where the video compression standard is H.261
puted to full-pel (integer) accuracy and the search range is

(11). H.261 was designed for videoconferencing over the inte-
�15 pixels. H.261 uses a RGB to YCbCr color space conver-grated services digital network (ISDN); therefore, it is often
sion followed by filtering and down-sampling the chroma com-referred to as p � 64 because it is designed to operate at rates
ponents by 2 � 2, so each macroblock consists of four 8 � 8of p � 64 kb/s where p � 1, 2, . . ., 30. H.261 was adopted
luminance blocks and two 8 � 8 chrominance blocks. This isas a standard in 1990. In 1993, the H.324 standard was initi-
equivalent to MPEG’s 4 : 2 : 0 format.ated with primary goal of videotelephony over the public

The compressed bit stream is a hierarchical data structureswitched telephone network (PSTN) (conventional analog
that consists of a picture layer, which is divided into severaltelephone lines) (12). This corresponds to all video, audio, and
group of blocks (GOB) layers, where each GOB consists of 33control data within approximately 33.6 kb/s. The video com-
macroblocks, each composed of six 8 � 8 blocks of pixels.pression portion of the standard is H.263, and its first phase

Each macroblock can be coded in a variety of modes includ-was adopted in 1996 (13). An enhanced H.263, known as
ing intra, inter without MC (equivalent to a zero-valued MV),H.263� because it is H.263 plus additional functionalities, is
inter with MC. There is also the option to apply a 3 � 3 low-scheduled to be finalized in 1998 (14). A long-term version of
pass filter within the feedback loop to smooth the 8 � 8 blocksH.263 (which may be a completely new algorithm) is sched-
in the previous reconstructed frame. Note that a loop filter isuled for standardization in 1999. This section continues with
not used in MPEG-1/2 or H.263 because they use half-pixela brief overview of the H.261, H.263, and H.263� video com-
MC-P, and the spatial interpolation that is performed has apression standards.
similar effect as the loop filter.

The DCT coefficients are quantized, zigzag scanned, and
H.261. In order to facilitate interoperability between the

run-length coded, and each run-length of consecutive zero-val-525 line, 60 fields/s, and the 625 line, 50 field/s television
ued coefficients followed by a nonzero coefficient (run, value)standards, a new video format was adopted. The common in-
is Huffman coded. The quantization can be altered for eachtermediate format (CIF) is progressive (noninterlaced) 352 �
macroblock, and also all zero blocks in a inter-coded mac-288 pixel, 30 frames/s. This format has half the number of
roblock are identified and efficiently communicated to the de-active lines of the 625/50 television signal and the frame rate
coder.of the 525 television system, thereby simplifying communica-

tion between people using the two television systems. To facil-
H.263. The H.263 video compression standard was de-itate low bit rate coding an additional video format QCIF was

signed with the primary goal of communication over conven-specified which has one-quarter the resolution of CIF (half
tional telephone lines. Transmitting video, speech, and con-the number of samples horizontally and vertically).
trol data over a 33.6 kb/s modem means that typically thereH.261 is a MC-DCT based algorithm, similar to MPEG,

but developed a number of years before; therefore, it was the is only about 20 kb/s to 24 kb/s available for the video.
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The H.263 coder is a MC-DCT coder similar in structure lated, or warped before being used as the prediction for the
current frame. This mode enables efficient coding of someto H.261, and it was designed to facilitate interoperability be-

tween H.261 and H.263 coders. A number of enhancements global motions such as translation, more efficient switching
between different spatial resolutions, and in general moreover H.261 were designed to (1) reduce the overhead informa-

tion required, (2) improve the error resilience, (3) provide en- flexibility for performing compression.
Support for packet networks and error-prone environ-hancements to some of the baseline coding techniques (includ-

ing half-pixel MC-P), and (4) include four advanced coding ments is provided by three types of bit stream scalability
(temporal, spatial, and SNR), additional tools for partitioningoptions. The advanced coding options are negotiated in that

the encoder and decoder communicate to determine which op- a compressed bit stream into packets and later reassembling
the bit stream, the ability to define independent subpicturestions can be used before compression begins. The four ad-

vanced coding options are briefly discussed. for coding in order to limit potential error propagation, and
the ability to communicate to the encoder which frames wereThe unrestricted motion vector mode allows motion vectors

to point outside the actual picture area (unlike in MPEG and received and decoded accurately by the decoder and therefore
may be used as an accurate reference for subsequent pre-H.261 where the vectors are constrained to point inside),

thereby providing improved prediction in cases where there diction.
is movement around the boundary. This is of special concern
for small picture sizes where any inefficiencies at the bound-
aries can have drastic effects on the total performance. EMERGING VIDEO COMPRESSION STANDARDS

The advanced prediction mode enables (1) the use of four
motion vectors for the four 8 � 8 pixel blocks in a 16 � 16 The MPEG committee is currently in the process of devel-

oping a new audio visual standard, commonly referred to asmacroblock instead of a single motion vector for the mac-
roblock, (2) overlapped block motion compensation (OBMC) MPEG-4. While the primary goals of MPEG-1 and -2 were

high-quality compression and communication of (natural)where the prediction of each pixel is formed by a linear combi-
nation of three predictions given by the current motion vector video and audio, the goal of MPEG-4 is a single framework

for unifying how content is created, distributed, accessed, andand two neighboring motion vectors, and (3) use of un-
restricted motion vector mode. These techniques provide im- digested within the separate but blending fields of digital tele-

vision, interactive graphics applications and the World Wideproved prediction and the OBMC also leads to a subjectively
more appealing (smoother) video. Web (15).

MPEG-4 attempts to represent video as a collection ofThe syntax-based arithmetic coding mode enables the use
of arithmetic coding instead of Huffman coding, providing a (hopefully) meaningful arbitrarily shaped visual objects, as

opposed to a stream of pixels. This representation enablesslight reduction in bit rate for the same image quality.
The PB-frame mode exploits some of the advantages of B processing and interaction with the video based on its con-

tent, that is with each of the individual objects. MPEG-4 isframes as used in MPEG. Specifically, a PB frame consists of
two frames coded as one unit, where one frame is a P frame developing features for supporting and integrating both natu-

ral and synthetic (computer-generated) material, providingand another is a B frame, which is predicted from the cur-
rently coded P frame and the last previously coded P frame. flexibility in compositing natural and synthetic video and

audio objects to form a scene as well as facilitating interactionIn general, H.263 B frames do not perform as well as MPEG
B frames because, unlike MPEG, bidirectional motion vectors with the content of a scene (e.g., the individual audio/visual

objects) and enabling the reliable delivery of this content overare not explicitly transmitted, and only a portion of each mac-
roblock is bidirectionally predicted. However, for relatively heterogenious networks and error-prone environments.

Although the conventional video standards represent videosimple video as often occurs for videophones, PB-frames per-
form well by increasing the frame rate while requiring only a using motion and pixel values, MPEG-4 represents the scene

as being composed of a number of (potentially) arbitrarilysmall increase in the bit rate.
When comparing H.263 using all the coding options with shaped objects, each of which is represented using motion,

texture (pixel values), shape, and compositional information.H.261, H.263 typically achieves approximately a 3 dB im-
provement at the same bit rate, or 50% reduction in bit rate Most of the conventional video compression tools such as

block-based ME/MC-P, block DCT, quantization, rate control,for the same signal-to-noise ratio (SNR) (quality).
and Huffman coding are still important ingredients of MPEG-
4. There is also considerable research toward developingH.263�. H.263� is an extension of H.263, which includes

several new features that provide improved compression per- novel tools for facilitating the desired functionalities (16).
The first version of MPEG-4 is scheduled to be finalized informance, support for packet networks and error-prone envi-

ronments, and support for a wider range of video formats. early 1999, and a second phase incorporating additional tools
is currently in progress. Also in collaboration with MPEG-4 isThe compression improvements include prediction of low-

frequency horizontal and vertical DCT coefficients among a ‘‘long-term’’ version of H.263, sometimes referred to as
H.263L, which is scheduled for standardization in 1999. Theneighboring blocks, new zigzag-type scanning patterns, new

variable length code table for intra-blocks, deblocking filter final algorithm for H.263L may be completely different from
the current H.263 algorithm.mode to reduce the blocking artifacts, improved PB frame

mode where a complete motion vector can be transmitted for MPEG is also in the process of developing another stan-
dard, referred to as MPEG-7, whose goal is to enable fast andB blocks, increased motion vector range, and a number of im-

provements in the quantization. A particular novel improve- efficient searching for multimedia content in much the same
way that the conventional internet search engines enable fastment is the Reference Picture Resampling mode where the

reference picture used for prediction can be resized, trans- searches for textual information (17–19). Specifically, the
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‘‘Multimedia Content Description Interface’’ standard will de- form some processing (such as reverse play or splicing), where
both the input and output are compressed bit streams. Manyfine a set of descriptors that can be used to describe various

types of multimedia information, such as still images, video, of these video-processing operations are considered simple
when applied to uncompressed video; however, they are muchgraphics, speech, audio, and information about the creation

and composition of these elements. Even though previous more complicated when applied to compressed video. One
method for performing these tasks is to decompress the bitMPEG standards defined new compression standards, MPEG-

7’s goal is to represent the information describing the content, stream, process the reconstructed video frames, and recom-
press the result. This has two disadvantages. First, it isand not the content itself. Associating content description

data with multimedia will facilitate fast, efficient searches, as wasteful in terms of computational complexity and memory
requirements. Second, generation losses may occur when re-well as indexing and general multimedia management.

MPEG-7 is scheduled to be finalized in 2001. compressing the decoded video frames. Developing efficient
algorithms for processing compressed video is therefore an-
other important area of research (20,21).

SUMMARY AND ADDITIONAL TOPICS
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Reading List

Many of the video compression standards discussed in this article are
continuously evolving, and the best place to find up-to-date informa-
tion is at the web sites of the respective standardization committees.
The official MPEG web site is http://drogo.cselt.stet.it/mpeg and the
official ITU site is http://www.itu.ch. A very useful nonofficial MPEG
web site is http://www.mpeg.org. These sites also contain a very large
number of useful links to other information sites. Information about
the Adanced Television Systems Committee (ATSC) digital television
standard that has been adopted in the United States can be found at
http://atsc.org.
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VIDEO, DIGITAL. See DIGITAL TELEVISION.
VIDEO GAMES. See COMPUTER GAMES.
VIDEO, INTERACTIVE. See INTERACTIVE VIDEO.
VIDEO, MULTIMEDIA. See MULTIMEDIA VIDEO.


