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that a chaos like signal ŷ(t) enters the receiver. The receiver,
which will be explained further, extracts by a suitable proce-
dure the information signal from ŷ(t). This produces a signal
ŝ(t) that should be as accurate as possible a copy of the origi-
nal information signal s(t). Before going into details, we
briefly list the advantages of chaos when properly used in
communication systems.

1. Deterministic chaotic systems produce deterministic
signals which ‘‘look like’’ noise and are wideband sig-
nals.

2. Two exact copies of a chaotic system, when started with
infinitely small different initial conditions, produce de-
correlated output signals after a short transient. In
other words, it is said that one manifestation of chaos is
the property of extreme sensitivity to initial conditions.

3. Very simple systems can be designed in such a way that
they behave chaotically.

4. Certain classes of chaotic oscillators can be shown to be
synchronizable.

5. Determinism in chaotic signals can be exploited to en-
hance these signals when they are corrupted by noise.

It is now easy to understand why chaotic signals and systems
can be useful for transmission purposes. Property 1 suggests
that chaotic oscillators could be used to spread (in frequency)
information through a channel. Property 2 indicates that two
identical oscillators started or modulated with two different
initial conditions will produce two uncorrelated modulated
signals. This decorrelation of modulated signals active in theTRANSMISSION USING CHAOTIC SYSTEMS
same band suggests that a receiver properly tuned to one of
the oscillators and started with the appropriate initial condi-As surprising as it might seem, conveying information using

chaotic carrier signals can be highly beneficial and desirable tion will barely notice the other transmissions if one uses a
detection based on correlation techniques. Therefore chaoticin many applications in which the information (1) has to be

delivered to somebody with a certain level of secrecy and (2) modulation can be seen as an alternative spread-spectrum
modulation in which other communications, although sharinghas to be spread over a channel without interfering with other

communications. The purpose of this article is to show why the same channel, are transparent to each other as well as to
other interfering signals. In other words, each transmitter–and how it is possible to design chaotic systems that encode

information signals by mapping them onto chaotic signals. We receiver pair possesses a transmission key that ensures that
two different transmitter–receiver pairs will send two orthog-will describe special modulation processes in which the infor-

mation signal modulates a chaotic deterministic signal. Of onal signals through the channel. What would this key be?
The key could be, for instance, a combination of parametercourse this kind of modulation is only meaningful if one is

able to design a demodulation process that can extract the values of the oscillator and initial conditions in the transmit-
ter. Figure 2 depicts an example. In this example, two com-information from the modulated signal. Therefore the main

problem we will address is the design of receiver systems that munications have been sent through the same channel, which
is modeled by a constant delay plus an additive constantare able to detect the information signal by processing the

modulated chaotic signal. noise. To highlight the good decorrelation properties of cha-
otic systems, the two information signals are modulated usingThe information transmission systems we will deal with

can be decomposed according to Fig. 1. An information signal two exact copies of discrete-time chaotic dynamical systems.
The only difference in the modulation comes from two slighlys(t) is injected into a chaotic dynamical system that produces

a chaotic output signal y(t). The transmission of y(t) through different initial conditions in the oscillators. Note that this
difference is very small, only 1 � 10�6. As indicated by prop-some medium, called the channel, degrades it in such a way

Figure 1. Transmission system.
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Figure 2. Chaotic modulation and demodulation of two information signals sent through the
same channel.

erty 3, the chaotic system does not have to be very compli- utive very bad signal-to-noise ratio, the retrieved sequences
after filtering provide the correct sequences of bits since anycated. This is the case in the example, in which the oscillator

is a skew tent map system that is described in Fig. 3. The thresehold detector would produce the exact information se-
quences. This example illustrates some of the appealing as-parameter a of the skew tent map is chosen in such a way

that the system operates in a chaotic regime (0 	 � 	 1). pects of chaos modulation; that is, we can spread information
on a channel and make this information transparent. TheFor each bit of information to be sent to the channel a signal

sequence of 500 iterations of the skew tent map system multi- user who wants to demodulate the information has to find the
key. The key in our example is just an initial condition and aplies a constant signal whose value is �1 or �1 according to

the value of the bit we want to transmit 0 or 1. This principle parameter value both the transmitter and the receiver have
agreed to use in advance. The property of sensitivity tells usof modulation is shown in Fig. 4. The receiver oscillators are

supposed to be synchronized by adjusting their delay to that that there is a large number of keys available, and this num-
ber of keys can be enlarged if we decide to use more sophisti-of the channel for their corresponding signals of interest.

Therefore in this (academic) example we have chosen to de- cated maps or combinations of 1D skew tent maps. Therefore
the chaotic modulation gives us some level of security sincetect the information signal by measuring a filtered version of

a sliding correlation function. Ideally the demodulation finding the key would suppose that a codebreaker would be
able to identify both the parameter value and the initial con-should provide a positive constant �C when a bit 1 is trans-

mitted while giving us �C when a 0 is transmitted. The com-
munication noise in the example has been adjusted in such a
way that its power is equal to that of y1(n). Despite the consec-
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Figure 4. Principle of modulation of the chaotic sequence x1(n).Figure 3. Skew tent map system.
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lators. This is given by property 4, which seems at first to
contradict property 2. In addition, if the receiver knows in
advance the equations of the dynamics of the chaotic signals
sent by the transmitter, it can check to see if the received
signals follow the a priori known trajectory constraints (deter-
minism), and take advantage of the constraints to clean the
noisy carrier (property 5) before extracting the information.
This synchronization, the definition of which will be given
later, means that the receiver is able to reconstruct the trans-
mitter state-space independently of its initial conditions. Al-
though this intriguing property seems to defy the intrinsic
sensitivity property of chaotic systems, different methods of
synchronization have been already developed. This article in-
vestigates two groups of chaotic-based transmission systems.
One group is based on synchronization. The second is based
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on purely statistical properties of chaotic systems. In addi-
Figure 5. Detection of the s1(n) sequence using a correlation

tion, we exploit property 5 and show how determinism can bemeasure.
used to improve the capabilities of the spread-spectrum
systems.

dition in oscillator state-space. Although certainly not impos-
sible in theory, this operation of identification would require SYNCHRONIZATION OF CHAOTIC SYSTEMS
in general a great amount of computation time for high-
dimensional chaotic systems. Listed here are three different methods used to synchronize

We have assumed until now that the transmitter and the chaotic systems:
receiver are synchronized, and this synchronization can be at-
tained in different ways ranging from absolute time measure-

1. Synchronization by decomposition into subsystemsment to periodic transmission of predefined synchronizing se-
2. Synchronization by linear feedbackquences. The illustrative example presupposes that both the

transmitter and the receiver use two exact versions of a digi- 3. Synchronization by inverse system design
tal chaotic system and use the same rounded initial condi-
tions in state-space; otherwise synchronization would fail.

The notion of synchronization is usually linked to periodicWhat happens if we are unable to build an accurate copy of
systems. Conventional communication systems generally usethe transmitter? For instance, if we decide to modulate a cha-
sinusoidal carriers that are either amplitude-modulated orotic analog system, would we be able to retrieve the modulat-
frequency-modulated. In this context, phase-locked-loop sys-ing signal? Since any analog implementation of an oscillator
tems (PLL) have been specifically designed to extract the in-would mean that we are able to replicate parameter values
formation signal from the frequency-modulated carrier. Theand initial conditions in a range of 1% to 5%, it seems a priori
information extraction is facilitated by the carrier sinusoidalimpossible to retrieve the information. The purpose of this
form, and the notion of synchronization refers to a notion ofarticle is to show that in certain circumstances it is, however,
phase synchronization in which a feedback system, the PLL,possible to synchronize even imperfect copies of chaotic oscil-
is able to track the instantaneous phase of the carrier (with a
constant shift of �/2). In the case of chaotic modulation the
notion of phase synchronization is hardly exploitable and the
notion of synchronization is generally considered as the as-
ymptotical convergence of two signals when time tends to-
wards infinity.

To understand this notion of synchronization, consider the
master–slave relationship shown in Fig. 7. In this setup a
master system (i.e., an autonomous dynamical system) sends
its output signal to a slave system and controls this slave sys-
tem in such a way that the slave produces a signal ŷ(t). The
signal y(t) is often called the driving signal. The slave system
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Figure 6. Detection of the s2(n) sequence using a correlation
measure. Figure 7. Master–slave setup.
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Figure 8. Decomposition of the system as an interaction between
two subsystems.
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Figure 10. Synchronization by open-loop state estimation for
Lure’s systems.

synchronizes with the master system if

whose state space is ŷ. If both the systems of Fig. 9 were| ŷ(t) − y(t)| → 0 when t → ∞ (1)
started with the same initial conditions x(0) � x̂(0) and
y(0) � ŷ(0), then the time evolution of the state variables inindependent of the initial conditions in both the master and
both systems would be identical; that is, the two systemsthe slave systems.
would be perfectly synchronized. However, in practical situa-This definition can be enlarged to take into account both
tions either we have no control over the initial conditions andinaccurate system parameters and nonideal signal transmis-
we are not able to design accurate subsystem copies. There-sion. We will, however, stick to this definition in the scope of
fore synchronization may or may not take place. Dependingthis article since the purpose is to arrive at an understanding
on the example, synchronization can be easy or it can be dif-of the basic principles of chaos synchronization.
ficult, if not impossible, to prove. A typical example in whichIt is possible to synchronize two systems with chaotic be-
the proof is easy is the following coupling of two Lure’s sys-havior. Such systems have sensitive dependence on initial
tems (Fig. 10). Lure’s systems are such that a linear subsys-conditions (i.e., any two solutions drift apart) even if their
tem interacts with a nonlinear static nonlinearity. The mas-initial conditions are very close to each other. It is the driving
ter–slave setup of Fig. 10 can be described using the followingsignal that forces the slave system to follow the time evolu-
equations:tion of the master system. The following sections present

three methods to achieve this.
dxxx
dt

= AxAxAx + bbbu1,
dx̂xx
dt

= AAAx̂xx + bbbu1 (4)
Synchronization by Decomposition into Subsystems

u1 = f (x1), u1 = f (x1) (5)This idea was first proposed by Pecora and Carroll in 1990 (1)
and is called open-loop state estimation in the control liter-

Thus, if all eigenvalues of A have negative real parts, theature.
slave system synchronizes with the master system. A moreSuppose that a nonlinear dynamical system can be de-
complicated case is one in which the synchronization isscribed by state equations of the form
mainly investigated using simulations; as an example we take
Chua’s circuit (see Fig. 11). The state space of this oscillator
is a three-dimensional state space, where the state space vari-

dxxx
dt

= FFF(xxx, y1), where FFF : RRRn+1 → RRRn (2)

ables are v1, v2, and iL. Chua’s circuit is described by the fol-
lowing state equations:dyyy

dt
= FFF(xxx1, y), where GGG : RRRm+1 → RRRm (3)

where x � (x1, . . ., xn) and y � (y1, . . ., ym) form the state C1
dv1

dt
= 1

R
(v2 − v1) − g(v1) (6)

space of the nonlinear dynamical system X � (x, y). Therefore
the system can be decomposed into two subsystems that inter- C2

dv2

dt
= − 1

R
(v2 − v1) + iL (7)

act through the signals x1 and y1 (see Fig. 8).
The synchronization by decomposition into subsystems

consists of building a slave system which is an open-loop ver- L
diL

dt
= −v2 (8)

sion of the master system. In this open-loop version the sub-
system whose state is x̂ is forced with the signal y1 (see Fig. in which the nonlinear resistor characteristic g(v1) is shown

in Fig. 12.9) while the output x̂1 of this subsystem feeds the subsystem
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Figure 9. Synchronization by open loop state estimation.

Figure 11. Chua’s circuit.
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Figure 14. Behavior of v1(t) for the Chua’s circuit operating in cha-
otic mode.By choosing the parameters to be R � 1730 �, L � 18 mH,

C1 � 10 nF, C2 � 100 nF, Bp � 1 V, G0 � �0.44/R and G1 �
�0.23/R, Chua’s circuit is set in a chaotic mode. A projection
of the state-space attractor of the oscillator is shown in the

Synchronization by Linear Feedbackplane v1 � iL (see Fig. 13), while Fig. 14 gives a sample of the
irregular behavior of v1(t). This approach is a typical automatic control approach in

Suppose that we decide to send v1(t) and want to design a which the master and the slave compare their output to form
slave system so that this slave system will produce a signal a synchronization error signal. The synchronization error sig-
v̂1(t) that converges asymptotically to v1(t). By decomposing nal is fed back as a control input of the slave system, which
Chua’s circuit in two subsystems, the role of x and y in Fig. 9 is a copy of the master system (see Fig. 17). This approach
are played by x � (v2, iL) and y � v1. The first subsystem has been introduced in Ref. 4 under the topic of control of
driven by v1(t) aims to reproduce the state space variables v2 chaos. Usually the synchronization is linearly fed back to the
and iL. This first subcircuit is shown in Fig. 15. This subsys- state variables, and therefore the state equations of the whole
tem is linear and its elements have positive values, and there- system are such that
fore it is an asymptotically stable circuit. This implies that
the state variables v̂2 and ı̂L will converge toward the state
variables of the master circuit as t tends toward infinity. It is

dxxx
dt

= fff (xxx) (9)

now clear that for accurate values of C2, L, and R the first y(t) = cccTxxx(t) (10)
subsystem of the slave will accurately reproduce two of the
state variables of the master system. The second subsystem
shown in Fig. 16 will be driven by the signal v̂2(t), which is

dx̂xx
dt

= fff (x̂xx) + kkke(t) (11)

the output of the first slave subsystem. The aim of this second ŷ(t) = cccT(x̂xx) (12)
subsystem is to reproduce the state-space variable v1(t). De-
pending on the circuit parameters, synchronization may occur e(t) = y(t) − ŷ(t) (13)
or not (2). The exact conditions for synchronization can, how-

If both the master and the slave had agreed to start from theever, be computed in this case. Derivation of these conditions
same initial conditions, then at all times we have x̂(t) � x(t),are beyond the scope of this article and can be found in Ref. 3.
ŷ(t) � y(t), and e(t) � 0. With no constraints on initial condi-
tions, the slave system may or may not synchronize and the
synchronization has to be studied case by case. In some in-
stances, conditions on the coupling matrix k that ensures syn-
chronization can be derived by using Lyapounov functions (4).
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Figure 18. Discrete-time system and its inverse.Synchronization of the Inverse System

In this method we consider the general setup of Fig. 1. The
goal is to control a chaotic system with an information signal.
The output of the transmitter, a chaotic broadband signal

resistor. Therefore ı̂1(t) � i1(t) for all times, and consecutivelywhere the information is hidden, becomes, after transmission,
ı̂2(t) converges asymptotically to i2(t) since i2 is the port cur-the input of the receiver that must retrieve the information
rent of a linear passive 1-port. An analysis of the inverse sys-

signal independent of the state space and the initial condi-
tem approach can be found in Ref. 5. Despite its clear founda-

tions of the receiver. In order to do this, the receiver must tion the inverse system approach suffers from different
perform an input–output relationship that is inverse to that drawbacks that limit its applicability. It has been reported by
of the transmitter. Therefore this kind of synchronization has many researchers that the inverse system approach is very
been referred to as inverse system synchronization. Consider sensitive to channel noise. Furthermore, the transmitter
the following example borrowed from Ref. 5 (see Fig. 18). Sim- should be designed in such a way that it remains chaotic with
ilar examples can be also found in Ref. 6. In Fig. 18 it is sup- all admissible signals; unfortunately there is no general
posed that the function f (x, s) is invertible with respect to s. method known for this.
Independent of the state-space initial conditions in the re-
ceiver, it can be seen that after N iterations of the transmitter

EXPLOITING CHAOS SYNCHRONIZATION FOR
TRANSMISSION OF INFORMATIONx̂xx(k) = xxx(k) if k ≥ N (14)

So far we have explained three methods to ensure synchroni-
Therefore as f (x, s) is invertible with respect to s, we get zation between a master system and a slave system. Now we
ŝ � s for k � N. will present different methods for modulating chaotic carriers

For continuous-time systems the synchronization by the and retrieving this information from the observation of the
inverse system approach can be explained as follows. Con- chaotic carrier:
sider the nonlinear dynamical 1-port of Fig. 19 excited by an
independent current source with current i(t). If we would take 1. Chaotic masking
the voltage across the current source and drive an exact copy

2. Chaotic shift keying
of the same 1-port by a voltage-controlled source, we would

3. Direct chaotic modulation.find exactly the same current i(t) flowing through the voltage
source, provided that the initial currents in the inductors and

Chaotic Maskingthe initial voltages across the capacitors in the two 1-ports
are identical (see Fig. 19). This method of synchronization has In this method (8) an analog information carrying signal s(t)
been sucessfully applied to various circuits. Consider the ex- is added to the output y(t) of the chaotic system in the trans-
ample borrowed from Ref. 7 in which two Chua’s circuits have mitter. On the receiver side an identical chaotic system tries
been synchronized using the inverse system approach (see to synchronize with y(t). From this point of view, the informa-
Fig. 20). In this case it is possible to prove exactly the syn- tion signal s(t) is a perturbation, and synchronization will
chronization because imposing the voltage across the nonlin-
ear resistor forces the current in the receiver nonlinear resis-
tor to follow exactly the current in the transmitter nonlinear
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Figure 17. Master–slave setup for synchronization by linear
feedback. Figure 19. Realization of the inverse system for analog circuits.
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Figure 20. Synchronization of Chua’s
circuit by the inverse system.
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take place only approximately. However, if the synchroniza- detailed example in which this synchronization speed is as-
sessed.tion error is small with respect to s(t), the latter can be ap-

proximately retrieved by subtraction (see Fig. 21). This is the
case if the signal s(t) is small with respect to y(t) and/or if the Example of Chaos Shift Keying Transmission. We take the ex-
spectra of the two signals do not overlap too much. Both of ample already developed in Ref. 2. The transmitter is based
these requirements can apparently be relaxed (9). However, on a Chua’s circuit (see Fig. 23) whose chaotic behavior has
if the purpose of using a chaotic signal for transmission is to been widely studied (11–14). It consists of a single nonlinear
hide the information, s(t) should not be large. Therefore, it resistor (see Fig. 24) and four linear circuit elements: two ca-
can be expected that the method is sensitive to channel noise. pacitors, an inductor, and a resistor. Details of the synthesis
Indeed, additive noise cannot be distinguished from s(t) by of the nonlinear resistor can be found in Ref. 15. The modula-
the setup of Fig. 21, and it has to be eliminated at a later tion device runs as follows. A binary data stream (the signal
stage. This is a difficult, if not impossible, task if the ampli- to be transmitted) ‘‘modulates’’ the chaotic carrier vC1

(t). If an
tude of s(t) is not large with respect to the noise level. input bit �1 has to be transmitted, the switch of Fig. 23 is

kept open for a time interval T. If the next bit to be transmit-
ted is �1, the switch is closed, connecting in parallel the re-Transmission Using Chaotic Shift Keying (CSK)
sistor r with the nonlinear negative resistor. During the

In this method (2,10) the information signal is supposed to be transmission of the �1 bit, the device can be seen as a Chua’s
binary. This binary information modulates a chaotic system circuit with a three-segment piecewise-linear resistor having
by controlling a switch whose action is is to change the pa- a slope G�0 � G0 � 1/r in the central region and a slope G�1 �
rameter values of a chaotic system (see Fig. 22). Thus ac- G1 � 1/r in the outer region. The breakpoints Bp remain un-
cording to the binary value of s(t) at any given time, the cha- changed. The following three equations describe the dynamics
otic system can use either the parameter vector p or the of the modulation system:
parameter p�. The receiver consists of two sets of receivers:
One uses the parameter vector p, while the other uses the
parameter p�. At any given time, the receiver which is able to C1

dvC1
(t)

dt
= 1

R
(vC2

(t) − vC1
(t)) − h±(vC1

(t)) (15)
synchronize or which synchronizes best tells us what set of
parameters has been used in the transmitter (see Fig. 22).
When the transmitter switch is on position p, the receiver C2

dvC2
(t)

dt
= − 1

R
(vC2

(t) − vC1
(t)) + iL1

(t) (16)

with parameter p will synchronize, whereas the receiver with
parameter p� will desynchronize. Therefore when the parame-
ter p is used in the transmitter the error signal e(t) converges

L
diL1

(t)

dt
= −vC2

(t) (17)

toward 0 while the error signal e�(t) has an irregular wave-
form with nonzero amplitude. Information is retrieved by de-
tecting synchronization and desynchronization of errors sig-
nals. In such a method the switching speed is inversely
proportional to the time of synchronization. We give below a
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Figure 22. Transmission using chaotic shift keying.Figure 21. Transmission using chaotic masking.
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Figure 23. Transmitter for binary chaotic shift keying using Chua’s Figure 25. First receiver subsystem.
circuit. Chaotic signal vC

1
is transmitted.

The function h
 in Eq. (15) has the following meaning: During Additional elements for the circuits in Figs. 25 to 27 remain
to be designed for the synchronization detectors. The inter-a bit 1 transmission we have h
 � h�, where h� is the three-

segment piecewise-linear function with slopes G0, G1 and ested reader can find in Ref. 2 a method explaining how it is
possible to compute a bound for the synchronization time.breakpoints �Bp and �Bp; during a bit �1 transmission we

have h
 � h�, where h� is the three-segment piecewise-linear This method is based on the computation of the relative dura-
tion time of the driving signal in the different areas of thefunction with slopes G�0, G�1 and breakpoints �Bp and �Bp. We

suppose that the signal vC1
(t) is transmitted to the receiver piecewise characteristic of the nonlinear resistor of the trans-

mitter.without any alteration.
The receiver is made of three subsystems (see Figs. 25 to We present here simulations using the subsystems de-

scribed in Figs. 25 to 27. The value of r was chosen in order27). The goal of the first subsystem is to create as close as
possible a copy of the signal vC2

(t); this signal will be referred that G�0 and G�1 exhibit variations of 1% with respect to G0

and G1. The values of circuit elements were fixed as follows:to as vC21
(t). The first subsystem is governed by the two follow-

ing equations: R � 1680 �, L � 18 mH, C1 � 10 nF, C2 � 100 nF, G0 �
�753 �s, G1 � �396 �s, and Bp � 1 V. The value of T was
4.65 ms.

Figure 28 shows the chaotic message from 10 ms to 40 msC2

dvC21
(t)

dt
= 1

R
(vC1

(t) − vC21
(t)) + iL2

(t) (18)

and the corresponding binary message.
Figure 29 shows the double-scroll attractor in the phase-L

diL2
(t)

dt
= −vC21

(t) (19)
plane (vC1

(t), vC2
(t)) during the transmission of the binary mes-

sage presented in Fig. 28.
The second and the third subsystems are designed to produce Figure 30 shows the relationship between vC12

(t) and vC1
(t)

the signals vC12
(t) and v�C12

(t). As will be shown in the theoreti- during the transmission of 120 bits which were alternatively
cal part of this article, vC12

(t) converges to vC1
(t) during the

�1, �1 while Fig. 31 displays the relationship between v�C12
(t)

transmission of �1 bit while v�C12
(t) converges to vC1

(t) during and vC1
(t) during the same transmission.

the transmission of �1 bit. Equation (20) governs the second Obviously the receiver subsystems are not synchronized
subsystem, while Eq. (21) governs the third subsystem: during the whole transmission (it is hoped that the receiver

not matched to receive the right bit exhibits a desynchronized
behavior). Finally, Fig. 32 shows the relationship betweenC1

dvC12
(t)

dt
= 1

R
(vC21

(t) − vC12
(t)) − h+(vC12

(t)) (20)
vC12

(t) and vC1
(t) during the transmission of 60 nonconsecutive

�1 bits. The signals were sampled during the last half dura-
tion of each bit in order to avoid transients. Figure 33 is theC1

dv′
C12

(t)

dt
= 1

R
(vC21

(t) − v′
C12

) − h−(v′
C12

(t)) (21)
alter ego figure of Fig. 32; it shows the relationship between
v�C12

(t) and vC1
(t) during the transmission of 60 nonconsecutive

�1 bits. The interested reader can find in Ref. 2 an implemen-
tation of the chaotic shift keying method which confirms the
above-presented simulations.

G1

G1

G0

vR–Bp

+Bp

IR

1

1

1

C1

+

vC12

–

+

vC21
NR

R

–
Figure 24. Three-segment piecewise-linear function. The inner re-
gion has slope G0; the outer regions have slopes G1. Figure 26. Second receiver subsystem.
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C1

+

v′C12

–

+

vC21
NR r

R

–

Figure 27. Third receiver subsystem.

Direct Chaotic Modulation

In this method the inverse system approach is used directly
in a straightforward manner. Thus, no additional circuitry
must be used, the chaotic system is the transmitter, and the
inverse system is the receiver. If we look at a circuit realiza-
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tion (e.g., in Fig. 18), we can see that s(n) drives the chaotic Figure 29. Double-scroll attractor in the phase plane vC
1
(t), vC

2
(t) dur-

circuit and thus modulates the chaotic signal in some way. ing modulation.
The information can be injected directly in analog form, as
proposed in Ref. 7, or s(t) can be itself an analog signal modu-
lated by binary information, as proposed in Ref. 16, with the
obvious advantages and drawbacks. The transmission of a
digital signal modulated onto s(t) can be expected to reach
higher bitrates than with chaotic switching. In chaotic switch- in Fig. 34, where a phase-modulated signal is transmitted

on a chaotic carrier, using Saito’s circuit. At the beginning,ing, whenever the signal changes its value, one has to wait
for synchronization since the initial conditions in the trans- the receiver needs some time to synchronize, but afterwards

the receiver tracks the 180� phase shifts perfectly. In Fig.mitter and the receiver subsystem that have to synchronize
are different. In direct chaotic modulation, the receiver con- 35, the transmitted signal is represented for the same ex-

periment. Both figures were created with computer simu-tinuously tracks the transmitter and thus the states of the
two chaotic systems are never very different. This can be seen lation.

Figure 28. Behavior of the chaotic signal
vC

1
(t) (———) and of the binary message
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Figure 30. vC
12
(t) as a function of vC

1
(t) during the transmission of used for the CSK technique in which a bit 
1 is associated

several bits �1, �1. with a segment of chaotic waveform belonging to one of two
different attractors (i.e., produced by two slighly different sys-
tems). At the receiver, two systems are also used, and the
system which best synchronizes with the incoming signal

EXPLOITING CHAOS FOR INFORMATION TRANSMISSION BY
allows the detection of the right bit of modulation.

MEANS OF STATISTICAL DECISION
We now present some basic ideas that are based on the

noncoherent detection approach; in contrast to the coherent
Until now we have presented examples in which synchroniza-

detection approach, we now rely on the estimation of one or
tion has been used in order to detect the information signal.

more characteristics of the basis functions, and will not as-
In digital communication systems, this approach would be-

sume that the basis functions are regenerated at the receiver.
long to the coherent detection approach in which the signal

Coherent detection-based receivers are known to have ad-
sent to the channel is made of a combination of basis func-

vantages over noncoherent receivers in terms of noise perfor-
tions. At the receiver the basis functions are usually regener-

mance and bandwidth efficiency. However, these advantages
ated using synchronization and the symbols which were asso-

are lost if synchronization cannot be maintained—for exam-
ciated with the combination of the basis functions are

ple, under poor propagation conditions. In these circum-
therefore detected. This is in fact the scheme which has been

stances, communication without synchronization may be pref-
erable. In the following sections we present two classes of
systems which exploit the noncoherent detection approach. In
that kind of approach, it is mainly the macroscopic features
of deterministic chaos which will be used—that is, the good
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Figure 31. v�C
12
(t) as a function of vC

1
(t) during the transmission of Figure 33. vC

12
(t) as a function of vC

1
(t) during the transmission of

several bits �1.several bits �1, �1.
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be a PN signal—that is, a signal which is formed by linearly
modulating the output sequence �cn� of a pseudorandom num-
ber generator onto a train of pulses, each pulse having a dura-
tion Tc called the chip time:

c(t) =
n=+∞∑
n=−∞

cn p(t − nTc) (22)

where p(t) is the basic pulse shape which is assumed to be of
rectangular form.

The bit duration Tb of the information signal m(t) is such
that

Tb � Tc (23)

PSK Wave
Detected PSK Wave

0.6

0.4

0.2

0

–0.2

–0.4
0 2 4 6 8 10

Time (ms)
A standard direct-sequence spread-spectrum (DS–SS) system

Figure 34. Original and retrieved information signal, for direct mod- operates with a double modulation. At the emitter the mes-
ulation with Saito’s circuit (– – – PSK wave; ——— detected PSK

sage m(t) is ‘‘spread’’ by multiplying m(t) by c(t). This firstwave) (From Ref. 16.)
modulation is followed by a second standard modulation
which centers the spectrum of the transmitted signal around
a frequency carrier �0. At the receiver the same PN sequence
is used to unspread the signal. For the sake of simplicity wedecorrelation properties between two different segments of
will ignore in the following the second modulation. The com-chaotic trajectories. This is in contrast with the methods pre-
plete simplified modulation–demodulation scheme is shownsented in the section entitled ‘‘Synchronization of Chaotic
in Fig. 36. As shown in Fig. 36 the product of the receivedSystems,’’ in which we mainly used the microscopic nature of
signal v(t) by a delayed version of the spread spectrum is inte-chaos (i.e., the determinism), since we implicitly used (in the
grated. Let us suppose that the integration time is equal tosynchronization approach) the dynamical constraints between
the message bit duration Tb. Furthermore, let us suppose thatconsecutive points of a chaotic trajectory.
in an ideal manner the output of the integrator is reset to
zero at the beginning of each message bit while this output isExample 1: Chaotic Direct-Sequence Spread-Spectrum Systems
precisely observed at the end of each message bit. In our sim-

Spread-spectrum systems are systems that are designed to plified scheme of transmission the received signal is of the
resist to external interference, to operate with a low-energy form
spectral density, to provide multiple-access capability without
external control, or to make it difficult to unauthorized receiv- v(t) = m(t − τ )c(t − τ ) + η(t) (24)
ers to observe the message. Among different classes of meth-
ods, we briefly describe the direct-sequence spread-spectrum where �(t) is the observation noise. If we suppose that �(t)
approach which uses as a carrier signal a pseudonoise (PN) and c(t � �) are uncorrelated, we get at the output of the
which consists usually of a binary PN sequence; our objective integrator
will be to show that a better alternative would be to use a
chaotic sequence.

Basic Principle for Standard Direct-Sequence Spread-Spectrum
m̂(kTb) =

∫ kTb

(k−1)Tb

v(t)c(t − τ ′ ) dt = m(kTb)Rc(τ − τ ′) (25)

Systems. Let m(t) be a binary message 
1 and let c(t) � 
1
where Rc(�) is the cross-correlation function of c(t). The result
will therefore be maximum if � � �� equals zero—that is, if
the emitter and receiver sequences are synchronized.

Limiting Properties of PN Sequences. In order to spread
bandwidth, PN sequences have been used extensively in
spread-spectrum communication systems. The maximal-
length linear code sequence (m-sequence) has very desirable
autocorrelation functions. However, in the case of multipath
environments, large spikes can be found in their cross-corre-
lation functions. Another limitation is that they are very
small in number. In order to overcome these limitations,
Heidari–Bateni and McGillem (17) have been among the first
to propose the use of chaotic sequences as spreading se-
quences.
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Time (ms)
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r 
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)

Advantages Associated with Chaotic Sequences. Chaotic se-Figure 35. Transmitted signal, for direct modulation with Saito’s
circuit. (From Ref. 16.) quences present the following advantages:
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Figure 36. Simplified modulation–demodulation scheme for a DS–SS system.

• It is easy to generate a great number of distinct se- The process is pictured in Fig. 37. If both the receiver and
emitter have agreed on y0, C1, C2, r1, r2, the sequence can bequences.
regenerated at the receiver in exactly the same manner as• The transmission security is increased.
the emitter does. Note that as there is a change in initial• Correlation properties which are very similar to those of
conditions at each new bit transmission, the decorrelation be-random binary sequences. In some cases, superior prop-
tween adjacent y(t) corresponding to adjacent bits will be al-erties have been reported (18,19).
most zero. Every receiver will be assigned distinct y0, C1, C2,
r1, r2, and therefore the resulting spreading sequences forWe should add to this list one major difference: these se-
each receiver in a multiple-access communication system willquences are nonbinary sequences. This property and the fact
be completely different and almost decorrelated. Since therethat these sequences are produced by deterministic systems
is a large number of initial conditions, bifurcation parame-can be used to clean the chaotic sequences—that is, to get rid
ters, and chaotic maps to choose from, there are no limita-of the noise by checking the deterministic constraints between
tions on the number of users that could be accommodated byconsecutive points of the sequence. This property will be ex-
these spreading sequences. The modulation and detection ofploited in the section entitled ‘‘Improving Chaos Transmission
the data sequence is otherwise the same as the conventionalby Exploiting the Deterministic Feature of Chaos.’’
DS–SS systems. The detection will be based on correlating
the received signal with the chaotic sequence of the receiver.Example. Here is a system proposed in Ref. 17 in which
Transmitter–receiver synchronization is supposedly attainedboth the emitter and the receiver have agreed to use two cha-
either from absolute time measurement or from periodicotic systems. A first digital chaotic system has a clock rate
transmission of predefined synchronizing sequences.1/Tb while the second has a clock rate 1/Tc. The first system

implements a one-dimensional chaotic map xn�1 � C1(xn, r1),
where r1 is a bifurcation parameter; the second one imple- Example 2: Differential Chaos Shift Keying (DCSK)
ments also a one-dimensional chaotic map yn�1 � C2(yn, r2)

Kolumban proposed in Ref. 23 to develop a noncoherent re-with bifurcation parameter r2. The chaotic maps and their bi-
ceiver based on an idea which combines differential encodingfurcation parameters may or may not be the same, and their
with chaos shift keying (CSK) modulation. Every incominguniqueness among the different pairs of transmitters and re-
symbol is mapped to two sample chaotic signals, one of whichceivers is not necessary.
acts as a reference while the other carries the informationThe two chaotic systems are associated in such a way that
according to some very simple transformation of the first one.the first chaotic system forces periodically the second one by
At the receiver the information is retrieved by correlating theimposing the initial condition of the second system at the
two samples and finding out the relationship which links twostarting time of each bit. Let N be the number of chips per
adjacent signals. For example, let us denote as x(t) the outputbit, that is, N � Tb/Tc.
of the chaos generator. For the sake of simplicity, let us con-
sider the binary case. The symbol �1 will be represented byyn+1 = C2(yn, r2) if n modulo N 	= 0 (26)
a positive correlation between two adjacent signals which are
built according toyn+1 = C1(yn−N+1, r1) if n modulo N = 0 and N 	= 0 (27)

C1(⋅)

Bit 1 Bit 2 Bit 3

C1(⋅)

C2(⋅) C2(⋅) C2(⋅) C2(⋅) C2(⋅) C2(⋅) C2(⋅) C2(⋅)

⋅ ⋅ ⋅y1 y2 y3 yN ⋅ ⋅ ⋅yN+1 yN+2 yN+3 y2N

C2(⋅) C2(⋅) C2(⋅) C2(⋅)

⋅ ⋅⋅ ⋅ ⋅y2N+1 y3N

Figure 37. Illustration of the proposed method of generating the chaotic spreading sequences.
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The main disadvantage of DCSK results from differential cod-
ing: Eb is doubled and the symbol rate is halved.

s1(t) =

�
x(t) (2k)

Tb

2
≤ t < (2k + 1)

Tb

2

x
�

t − Tb

2

�
(2k + 1)

Tb

2
≤ t < (2k + 2)

Tb

2

(28)

IMPROVING CHAOS TRANSMISSION BY EXPLOITING THE
DETERMINISTIC FEATURE OF CHAOS

For the symbol 0 the magnitude of the correlation remains
the same, but its sign becomes negative. We have until now seen some principles of communication

which exploited the features of deterministic chaotic systems.
Indeed when we presented in the sections entitled ‘‘Synchro-
nization of Chaotic Systems’’ and ‘‘Exploiting Chaos Synchro-
nization for Transmission of Information’’ some synchroniza-
tion principles we took advantage of the deterministic aspects
of the chaotic systems since we built the receiver system by

s0(t) =

�
x(t) (2k)

Tb

2
≤ t < (2k + 1)

Tb

2

−x
�

t − Tb

2

�
(2k + 1)

Tb

2
≤ t < (2k + 2)

Tb

2
(29)

using a perfect knowledge of the emitter system. Therefore in
these sections we implicitly used through the synchronizationThe reference part of the transmitted signal is the inherently
scheme the ‘‘microscopic’’ nature of chaos—that is, the factnonperiodic output signal of the chaotic generator. A block
that successive points in the state space of the emitter systemdiagram of a differential chaos shift keying (DCSK) demodu-
belongs to some deterministic trajectory. In the section enti-lator is shown in Fig. 38. The received noisy signal is delayed
tled ‘‘Exploiting Chaos for Information Transmission bywith the half symbol duration T � Tb/2, and the cross-correla-
Means of Statistical Decision,’’ we used the ‘‘macroscopic’’ na-tion between the received signal and the delayed copy of itself
ture (i.e., the statistical feature of chaos) since we consideredis determined. The cross-correlation of the reference and in-
chaotic signals as noise carriers which mainly ensured infor-formation-bearing sample signals is estimated from signals of
mation spreading and no correlation between successive sig-finite duration and therefore this estimation has a variance,
nals bearing information. It may be argued that we could stilleven in the noise-free case. The variance can be reduced by
improve our transmission features introduced in the afore-increasing the estimation time (i.e., the symbol duration), but
mentioned section if we were able to take into account theof course a larger estimation time results in a lower data rate.
‘‘microscopic’’ nature of deterministic chaos—that is, the de-Reference 20 gives an example in which an analog chaotic
terministic constraints which link successive points of thephase lock loop is used in a DCSK framework. The authors
state space trajectory. How to use both the statistical proper-give some indication about how the optimum value of the esti-
ties and the dynamical constraints when dealing with deter-mation time could be determined experimentally. They show
ministic chaotic signals is the subject of this final section.from simulations that the noise performance of a DSCK com-

munication system in terms of bit error ratio (BER) versus
Eb/N0 (Eb is the energy per bit and N0 is the power spectral Mixing the Deterministic and Statistical Aspects
density of the noise introduced in the channel) outperforms

In the section entitled ‘‘Exploiting Chaos for Informationthe BER of a standard CSK system. The DCSK technique of-
Transmission by means of Statistical Decision’’ we were facedfers different advantages:
with the problem of the measurement of the correlation be-
tween a received chaotic signal and a chaotic signal which is

• Because synchronization is not required, a DCSK re- generated by a local chaotic system which is assumed to be
ceiver can be implemented using very simple circuitry. identical and synchronized with that of the emitter (see sec-
Demodulation is very robust and as in noncoherent re- tion entitled ‘‘Example 1: Chaotic Direct-Sequence Spread-
ceivers, problems such as loss of synchronization and im- Spectrum Systems’’). In the section entitled ‘‘Example 2: Dif-
perfect recovery of basis functions do not arise. ferential Chaos Shift Keying,’’ we were faced with the prob-

lem of correlating two consecutive pieces of signal (DCSK• DCSK is not as sensitive to channel distorsion as coher-
ent methods since both the reference and the informa- framework). In both cases we had to compute a correlation

function from a finite number of samples. According to thetion-bearing signal pass through the same channel.

Figure 38. Block diagram of a DCSK re-
ceiver. (From Ref. 23.)
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central limit theorem, the variance of the estimate of this cor- stance,
relation function varies as the inverse of the number of sam-
ples used. In order to decrease this variance we could use the
dynamical constraints that are imposed by the emitter sys- C2(x̂xx) =

N∑
n=1

‖ f (x̂xxn) − x̂xxn+1‖2 (35)

tem, the dynamics of which are assumed to be known by the
receiver. The basic problem we have to deal with is a problem The global cost function appears as a linear combination of
of noise reduction in which a deterministic signal (the chaotic C1(x̂, y) and C2(x̂) such as
one) is corrupted by a noise time series which is considered
to be a realization of a stochastic process. There are different c(x̂xx,yyy) = C1(x̂xx,yyy) + �C2(x̂xx) (36)
methods which have been developed to solve the problem of
the decontamination of chaotic signals. We will give details in where � is some positive scalar weight.
the following, a simple approach which is inspired from the The problem addressed amounts to finding an iterative
work of Ref. 21 in taking from a more sophisticated method method in x̂(i) which converges toward a local minimum of Eq.
developed by Farmer and Sidorowich (22). (36). Such a method can be easily implemented by using a

We are given an M-dimensional system described by the simple gradient method in which the update of the current
difference equation estimate is in the direction opposite to that of the gradient of

the cost function, that is,
xxxn+1 = f (xxxn) (30)

Let x be a system orbit made of N consecutive M-dimensional x̂xx(i) = x̂xx(i−1) − µ

[
∂c(x̂xx,yyy)

∂x̂xx

]
x̂xx=x̂xx(i−1 )

(37)

points of the system (21), that is,
Provided that � is chosen small enough, the gradient method
will converge to a local minima of the cost function [Eq. (37)].xxx = [xxx1,xxx2, . . .,xxxN ]T (31)

Applying the method for the cost function given in Eq. (37)
We can observe a contaminated version of Ref. 22 such that with � � 1, we obtain for the gradient method
each coordinate of xn, n � 1, . . . N, is corrupted with an
additive Gaussian noise. The corrupted version of the orbit is
denoted y, that is,

yyyn = xxxn + wwwn, n = 1 . . . N (32)

Our goal is to find an estimate x̂ of the noise-free orbit x
given y.

In order to achieve such a goal, the estimation problem can
be seen as an optimization problem in which a cost function
has to be minimized with respect to x̂. In order to exploit the
deterministic nature of the system, we can design a cost func-
tion which is made of the sum of two terms:

1. A first term ensures that the global shape of x̂ is close
to y according to a Euclidean distance or a correlation
distance.

2. A second term involves the dynamical nature of the sys-
tem using the deterministic relationship existing be-

x̂xx(i)
1 = x̂xx(i−1)

1 + µ


√

mxmy yyy1 − mxy

√
my√
mx
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1

mxmy




+ µ[−2DDDf (x̂xx
(i−1)

1 )( f (x̂xx(i−1)

1 ) − x̂xx(i−1)

2 )]

x̂xx(i)
n = x̂xx(i−1)

n + µ


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mxmy yyyn − mxy

√
my√
mx

x̂xx(i−1)

n

mxmy




+ 2µ[( f (x̂xx(i−1)

n−1 ) − x̂xx(i−1)

n ) − DDDf (x̂xx
(i−1)

n )( f (x̂xx(i−1)

n )

− x̂xx(i−1)

n+1 )], n = 2 . . . N − 1

x̂xx(i)
N = x̂xx(i−1)

N + µ


√

mxmy yyyN − mxy

√
my√
mx
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N

mxmy




+ µ[2( f (x̂xx(i−1)

N−1 ) − x̂xx(i−1)

N )]

(38)

tween consecutive points of the orbits.
The gradient method is a first-order optimization method

that can converge slowly. Second-order methods are known toFor instance, as described in Ref. 21 the first cost function
can be a simple Euclidean distance converge quickly in terms of the number of iterations; how-

ever the computational load per iteration is considerably
greater compared to that of the gradient method since a Hes-
sian matrix has to be inverted at each iteration. AlternativeC1(x̂xx,yyy) =

N∑
n=1

‖x̂xxn − yyyn‖2 (33)

de-noising methods have been developed in Ref. 22, in which
the minimization of the cost function C1(x̂,y) has been consid-or can be associated with the correlation coefficient between
ered under equality constraints (constrained optimization).the enhanced orbit x̂ and the noisy orbit y:
When de-noising N trajectory points, N � 1 equality con-
straints are given by the N � 1 trajectory constraints f (x̂n) �
x̂n�1 � 0, n � 1 . . . N � 1. The constrained optimization
amounts to introduce a cost function which mixes C1(x̂,y) and

C1(x̂xx,yyy) = 1 −
∑N

n=1 x̂xxT
n yyyn�∑N

n=1 ‖x̂xxn‖2
�∑N

n=1 ‖yyyn‖2
(34)

a linear combination of the equality constraints. This linear
combination involves the Lagrange multipliers. The aug-The second cost function measures the compatibility of the

enhanced points with the dynamics of the system, for in- mented cost function is the co-called Lagrangian and the fun-
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damental problem is to find an extremum of the Lagrangian
with respect to x̂ and to the N � 1 Lagrange multipliers
(2N � 1 unknowns). Writing the derivatives of the Lagrangian
with respect to x̂ and to the Lagrange multipliers one has to
solve 2N � 1 nonlinear equations. A large variety of search
algorithms can be used; a Newton’s method can be imple-
mented to linearize the nonlinear equations under their cur-
rent solution. Ref. 22 contains the details of such a con-
strained optimization method. Please note that the method is
computationally demanding since a 2N � 1 � 2N � 1 dimen-
sional matrix has to be inverted at each iteration. Other de-
noising methods have been developed recently. Of particular
interest is the probabilistic approach introduced by Marteau
and Abarbanel (24). The de-noising method is referred to as
probabilistic because it relies on the p of the attractor gener-
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ated by the dynamical signal we observe. These probabilistic
properties are expressed in terms of the invariant distribu- Figure 39. Mean-squared error according to various signal-to-noise
tions of data points on the attractor. Although the term prob- ratios (SNRs).
ability is not fully adequate, it is used in the sense that these
invariant distributions act like probability distributions (24).
After a quantization of the phase space of the chaotic trajecto-
ries the probabilistic approach relies on the computation or

tion of chaos seems to be a solution which is not suitable formeasure of the probability of passing from one quanta to any
imperfect communication channels since it is difficult toother quanta. At the receiver end the signal can be seen as a
maintain synchronization when noise is added in the channel.first order Markov chain process, the states of which are hid-
These aspects have been addressed in the sections entitledden by the channel noise. Given the Markov chain transition
‘‘Synchronization of Chaotic Systems’’ and ‘‘Exploiting Chaosprobabilities which are known in advance at the receiver and
Synchronization for Transmission of Information.’’ The statis-the noisy trajectory, the problem amounts to finding the best
tical properties of the chaotic signals can be exploited in dif-Markov chain which maximizes a maximum likelihood crite-
ferent manners, by replacing the conventional PN sequencesrion. The determinist constraints in the chaotic trajectory are
of standard spread-spectrum systems by a chaotic oscillatortaken into account through the Markov chain transition prob-
(see section entitled ‘‘Example 1: Chaotic Direct-Sequenceabilities. These probabilities can be evaluated using two tech-
Spread-Spectrum Systems’’) or by using differential codingniques; for some simple piecewise linear systems they can be
techniques (see section entitled ‘‘Example 2: Differentialcomputed analytically, and for most systems they can be com-
Chaos Shift Keying’’) if one wants to develop noncoherent re-puted by producing a very long reference clean orbit. The
ceivers. The statistical aspects as well as the deterministicmaximum likelihood problem can be solved elegantly by using
aspect of chaos can be exploited together to improve the sta-powerful dynamic programming algorithms such as the Vit-
tistical approach. This view which has been developed in theerbi algorithm.
section entitled ‘‘Improving Chaos Transmission by Ex-
ploiting the Deterministic Feature of Chaos’’ offers new ave-

Example nues in communicating with chaos and will be certainly ex-
ploited in a next generation of spread-spectrum systems.Let us consider the Hénon map, the dynamics of which are

given by
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HERVÉ DEDIEU19. R. Rovatti, G. Setti, and G. Mazzini, Chaotic complex spreading
Swiss Federal Institute ofsequences for asynchronous DS-CDMA, Part II: Some theoretical

Technologyperformance bounds, IEEE Trans. Circuits Syst. I, 44: 937–947,
1997.

20. G. Kolumban, M. P. Kennedy, and L. O. Chua, The role of syn-
chronization in digital communication using chaos, Part II: Co-

TRANSMITTER, IMPATT DIODE. See IMPATT DIODESherent and noncoherent chaos modulation schemes, IEEE Trans.
AND CIRCUITS.Circuits Syst. I, 44: 927–936, 1997.

21. C. Lee and D. B. Williams, Generalized iterative methods for en-
hancing contaminated chaotic signals, IEEE Trans. Circuits Syst.
I, 44: 501–512, 1997.

22. J. D. Farmer and J. J. Sidorowich, Optimal shadowing and noise
reduction, Physica D, 47: 373–392, 1991.

23. G. Kolumban et al., FM-DCSK: A new and robust solution for
chaotic communications, Int. Symp. Nonlinear Theory Appl.,
NOLTA’97, Honolulu, 1997, pp. 117–120.

24. P. F. Marteau and H. D. I. Abarbanel, Noise reduction in chaotic
time series using scaled probabilistic methods, J. Nonlinear Sci-
ence, 1: 313–343, 1991.

Reading List

H. D. I. Abarbanel, Analysis of Observed Chaotic Data, New York:
Springer Verlag, 1996.

G. Chen and X. Dong, From chaos to order: Perspectives and method-
ologies in controlling nonlinear dynamical systems, Int. J. Bifurc.
Chaos, 3: 1343–1389, 1993.

M. Hasler, Engineering chaos for encryption and broadband commu-
nication, Philos. Trans. R. Soc. London A., 353: 115–126, 1995.

M. Hasler, Synchronization Principles and Applications, in C. Touma-
zou, N. Battersby, and S. Porta (eds.), Circuits and Systems Tutori-
als, New York: IEEE Press, 1994, pp. 314–327.

S. Hayes, C. Grebogi, and E. Ott, Communicating with chaos, Phys.
Rev. Lett., 70: 3031–3034, 1993.


