POWER SYSTEM ON-LINE TRANSIENT STABILITY
ASSESSMENT

INTRODUCTION

Recent major blackouts in North America and Europe
vividly demonstrated that power interruptions or black-
outs can significantly impact the economy and are not ac-
ceptable to society. And yet, the ever increasing loading
of transmission networks coupled with a steady increase
in load demands have pushed the operating conditions of
many power systems worldwide ever closer to their stabil-
ity limits. The combination of limited investment in new
transmission and generation facilities, new regulatory re-
quirements for transmission open access, and environmen-
tal concerns are forcing transmission networks to carry
more power than they were designed to withstand. This
problem of reduced operating security margins is being fur-
ther compounded by factors such as (1) the increasing num-
ber of bulk power interchange transactions and non-utility
generators, and (2) the trend toward installing higher out-
put generators with lower inertia constants and higher
short-circuit ratios. Under these conditions, it is now well
recognized that any violation of power system dynamic se-
curity limits leads to far-reaching consequences for the en-
tire power system.

By nature, a power system continually experiences two
types of disturbances: event disturbances and load vari-
ations. Event disturbances (contingencies) include loss of
generating units or transmission components (lines, trans-
formers, substations) from short-circuits caused by light-
ning, high winds, failures such as incorrect relay opera-
tions or insulation breakdown, sudden large load changes,
or a combination of such events. Event disturbances usu-
ally lead to a change in the network configuration of the
power system caused by actions from protective relays and
circuit breakers. They can occur in the form of a single
equipment (or component) outage or in the form of multi-
ple simultaneous outages when taking relay actions into
account. Load variations, on the other hand, are variations
in load demands at buses and/or power transfers among
buses. The network configuration may remain unchanged
after load variations.

Power systems are planned and operated to with-
stand the occurrence of certain disturbances. The North
American Electric Reliability Council defines security as
the ability to prevent cascading outages when the bulk
power supply is subjected to severe disturbances. The
specific criteria that must be met are set by individual
reliability councils. Each council establishes the types
of disturbances that its system must withstand without
cascading outages.

A major activity in power system planning and opera-
tions is to examine the impact of a set of credible distur-
bances on power system dynamic behaviors such as sta-
bility. Power system stability analysis is concerned with a
power system’s ability to reach an acceptable steady state
(operating condition) after a disturbance. Stability analy-
sis is one of the most important tasks in power system op-

erations and planning. Today, stability analysis programs
are being used by power system planning and operating
engineers to simulate the response of the system to var-
ious credible disturbances. In these simulations, the dy-
namic behavior of a current or proposed power system is
examined to determine whether stability has been main-
tained or lost after the contingency. For operational pur-
poses, power system stability analysis plays an important
role in determining the system operating limits and oper-
ating guidelines. During the planning stage, power system
stability analysis is performed to check relay settings, to
set the parameters of control devices, or to assess the need
for additional facilities and the locations at which to place
additional control devices in order to enhance the system’s
static and dynamic security. Important conclusions and de-
cisions about power system operations and planning are
made based on the results of stability studies.

Transient stability problems, a class of power system
stability problems, have been a major operating constraint
in regions that rely on long-distance transfers of bulk
power (e.g., in most parts of the Western Interconnection
of the United States., Hydro Quebec, the interfaces be-
tween Ontario and the New York area and the Manitoba/
Minnesota area, and in certain parts of China and Brazil).
The trend now, with increased instances and total volume
of bulk power transfer, is that many parts of the vari-
ous interconnected systems are becoming constrained by
transient stability limitations. The wave of recent changes
has greatly increased the adverse effect of both event dis-
turbances and load variations on power system stability.
Hence, it is imperative to develop powerful tools to exam-
ine power system stability in a timely and accurate manner
and to derive necessary control actions for both preventive
control and enhancement control.

On-line transient stability assessment (TSA) is an
essential tool needed to avoid any violation of dynamic se-
curity limits. Indeed, with current power system operating
environments, it is increasingly difficult for power system
operators to generate all operating limits for all possible
operating conditions under a list of credible contingencies.
Hence, it is imperative to develop a reliable and effective
on-line TSA to obtain the operating security limits at or
near real time. In addition to this important function,
power system transmission open access and restructuring
further reinforce the need for an on-line TSA as it is
the base upon which determination of available transfer
capability and dynamic congestion management problems
and coordination of special protection systems can be
effectively resolved.

Significant engineering and financial benefits are ex-
pected from an on-line TSA. First, one may be able to op-
erate a power system with operating margins reduced by
a factor of 10 or more if the transient stability assessment
is based on the actual system configuration and operating
conditions, instead of assumed worst-case conditions, as is
done in off-line studies. A second benefit of on-line analysis
is that the analysis can be reduced to those cases relevant
to actual operating conditions, thereby obtaining more ac-
curate operating margins, allowing more power transfer,
and freeing engineering resources for other critical activi-
ties.
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Modern energy management systems periodically per-
form the tasks of on-line power system static security as-
sessment and control for ensuring the ability of the power
system to withstand a set of credible contingencies (dis-
turbances). The assessment involves the selection of the
set of credible contingencies and then the evaluation of the
system’s response to contingencies. Various software pack-
ages for security assessment and control have been im-
plemented in modern energy control centers. These pack-
ages provide comprehensive on-line security analysis and
control based almost exclusively on steady-state analysis,
making them applicable only to static security assessment
and control [1].

From a computational viewpoint, on-line TSA requires
the handling of a large set of mathematical models, which is
described by a large set of nonlinear differential equations
in addition to the nonlinear algebraic equations involved
in the static security assessment. The computational ef-
fort required by on-line TSA is roughly three magnitudes
higher than that for the static security assessment (SSA).
This result explains why TSA has long remained an off-line
activity instead of on-line activity in the energy manage-
ment system. Extending the functions of energy manage-
ment systems to take account of on-line TSA and control
is a rather challenging task and requires several break-
throughs in measurement systems, analysis tools, compu-
tation methods, and control schemes.

Currently, stability analysis programs routinely used in
utilities around the world are based mostly on step-by-step
numerical integrations of power system stability models
to simulate system dynamical behaviors. This practice of
power system stability analysis based on the time-domain
approach has a long history [1-12]. However, because of the
nature of the time-domain approach, it has several disad-
vantages: (1) It requires intensive, time-consuming compu-
tation efforts; therefore, it has not been suitable for on-line
application; (2) it does not provide information as to how
to derive preventive control when the system is deemed
unstable and how to derive enhancement control when the
system is deemed critically stable; and (3) it does not pro-
vide information regarding the degree of stability (when
the system is stable) and the degree of instability (when
the system is unstable). This piece of information is valu-
able for both planning and operations.

An alternative approach to transient stability analy-
sis employing energy functions, called direct methods, was
originally proposed by Magnusson [13] in the late 1940s
and was pursued in the 1950s by Aylett [14]. Direct meth-
ods have a long development history spanning six decades.
Significant progress, however, has been made recently in
the practical application of direct methods to transient sta-
bility analysis. Direct methods can determine transient
stability without the time-consuming numerical integra-
tion of the (post-fault) power system [15-18]. In addition to
its speed, direct methods also provide a quantitative mea-
sure of the degree of system stability. This additional in-
formation makes direct methods very attractive when the
relative stability of different network configuration plans
must be compared or when system operating limits con-
strained by transient stability must be calculated quickly.
Another advantage of direct methods is the ability to pro-

vide useful information regarding how to derive preven-
tive control actions when the underlying power system is
deemed unstable and how to derive enhancement control
actions when the underlying power system is deemed crit-
ically stable.

After decades of research and developments in the
energy-function-based direct methods and the time-
domain simulation approach, it has become clear that the
capabilities of direct methods and that of the time-domain
approach complement each other. The current direction of
development is to include appropriate direct methods and
time-domain simulation programs within the body of over-
all power system stability simulation programs [19-22].
For example, the direct method provides the advantages of
fast computational speed and energy margins, which make
it a good complement to the traditional time-domain ap-
proach. The energy margin and its functional relations to
certain power system parameters are an effective comple-
ment to develop tools such as preventive control schemes
for credible contingencies that are unstable and to develop
fast calculators for available transfer capability limited by
transient stability. The direct method can also play an im-
portant role in the dynamic contingency screening for on-
line transient stability assessment.

PROBLEM FORMULATION AND SYSTEM MODEL

Electric power systems are nonlinear in nature. Their non-
linear behaviors are difficult to predict because of (1) the
extraordinary size of the systems, (2) the nonlinearity in
the systems, (3) the dynamical interactions within the sys-
tems, and (4) the complexity of its component modeling.
These complicating factors have forced power system en-
gineers to analyze the complicated behaviors of power sys-
tems through the process of modeling, simulation and val-
idation.

The complete power system model for calculating sys-
tem dynamic response relative to a disturbance comprises
a set of first-order differential equations

x= f(x, y,u) (1

describing the internal dynamics of devices such as
generators, their associated control systems, certain loads
and other dynamically modeled components, and a set of
algebraic equations

0 =g,y u) (2)

describing the electrical transmission system (the inter-
connections between the dynamic devices) and internal
static behaviors of passive devices (such as static loads,
shunt capacitors, fixed transformers, and phase shifters).
The differential equations (1) typically describe the dy-
namics of the speed and angle of generator rotors; the flux
behaviors in generators; the response of generator control
systems such as excitation systems, voltage regulators,
turbines, governors, and boilers; the dynamics of equip-
ment such as synchronous VAR compensators (SVCs),
DC lines, and their control systems; and the dynamics
of dynamically modeled loads such as induction motors.
The stated variables x typically include generator rotor



angles, generator velocity deviations (speeds), mechanical
powers, field voltages, power system stabilizer signals,
various control system internal variables, and voltages
and angles at load buses (if dynamic load models are
employed at these buses). The algebraic equations (2)
comprise the stator equations of each generator, the
network equations of transmission networks and loads,
and the equations defining the feed-back stator quantities.
An aggregated representation of each local distribution
network is usually used in simulating power system
dynamical behaviors. The forcing functions u acting on the
differential equations are terminal voltage magnitudes,
generator electrical powers, and signals from boilers and
automatic generation control systems.

Some control system internal variables have upper
bounds on their values because of their physical satura-
tion effects. Let z be the vector of these constrained state
variables; then the saturation effects can be expressed as

0<z(t) <z 3)

A detailed description of equations (1)—(3) for each com-
ponent can be found, for example, in Refs. 3 and 4. For
a 900-generator, 14,000-bus power system, the number of
differential equations can easily reach as many as 20,000,
whereas the number of nonlinear algebraic equations can
easily reach as many as 32,000. The sets of differential
equations (1) are usually loosely coupled.

To protect power systems from damage caused by distur-
bances, protective relays are placed strategically through-
out a power system to detect faults (disturbances) and to
trigger the opening of circuit breakers necessary to iso-
late faults. These relays are designed to detect defective
lines and apparatus or other power system conditions of
an abnormal or dangerous nature and to initiate appropri-
ate control circuit actions. Because of the action of these
protective relays, a power system subject to an event dis-
turbance can be viewed as going through changes in its
network configuration in three stages: from the pre-fault,
to the fault-on, and finally to the post-fault system. The
pre-fault system is in a stable steady state; when an event
disturbance occurs, the system then moves into the fault-
on system before it is cleared by protective system oper-
ations. Stated more formally, in the pre-fault regime, the
system is at a known stable equilibrium point (SEP), say
(xPre, yPre) At some time t, the system undergoes a fault (an
event disturbance), which results in a structural change in
the system caused by actions from relay and circuit break-
ers. Suppose the fault duration is confined to the time in-
terval [, 7;]. During this interval, the fault-on system is
described by (for ease of exposition, the saturation effects
expressed as 0 < z(r) < 7 are neglected in the following):

x= fprlx,y) o <t<ty
OZgF(xv y) (4)

where x(¢) is the vector of state variables of the system at
time ¢. Sometimes, the fault-on system may involve more
than one action from system relays and circuit breakers. In
these cases, the fault-on systems are described by several
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Figure 1. The simulated dynamical behavior, pre-fault, fault-on,
and post-fault of a generator’s angle of a large power system model.

sets of nonlinear equations:

k= frluy), fo<t<tp

0=gp(x, )

X = f]fv(X, Y), tr1 <t =<trs

0=gx,y) (5)
i= filuy), tp<t<ty

0=gtx,»

The number of sets of equations equals the number of sepa-
rate actions from system relays and circuit breakers. Each
set depicts the system dynamics caused by one action from
relays and circuit breakers. Suppose the fault is cleared
at time 7, and no additional protective actions occur after
t,. The system, termed the post-fault system, is henceforth
governed by post-fault dynamics described by

X= fpp(xvy),tcl§t<oo (6)
0 =gprlx,y)

The network configuration may or may not be the same as
the pre-fault configuration in the post-fault system. We will
use the notation z(z,) = (x(74), y(t.)) to denote the fault-on
state at switching time 7, The post-fault trajectory after an
event disturbance corresponds to the solution of equation
(5) over the fault-on time period 7y < r <1, and the solution
of equation (6) over the post-fault time period 7, <t < .

The fundamental problem of power system stability
caused by a fault (i.e., a contingency) can be roughly stated
as follows: Given a pre-fault SEP and a fault-on system,
will the post-fault trajectory settle down to an acceptable
steady state [18]? A simulated system trajectory starting
from a pre-fault SEP, fault-on trajectory and post-fault tra-
jectory, is shown in Figs. 1 and 2.

The two sets of equations (1) and (2) describing power
system dynamic response relative to a contingency are
fairly complex, because electric power systems comprise
a large number of components (equipment and control
devices) interacting with each other, exhibiting nonlinear
dynamic behaviors with a wide range of time scales. The
dynamic behavior after a disturbance involves all system
components, to varying degrees. The degree of involvement
from each component determines the appropriate system
model necessary for simulating the dynamic behaviors.
Traditional practice in power system analysis has been to
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Figure 2. The simulated dynamical behavior, pre-fault, fault-on,
and post-fault of a voltage magnitude of a large power system
model. During the fault, the voltage magnitude drops to about
0.888 p.u.

use the simplest acceptable system model that captures
the essence of the phenomenon under study. A logic com-
monly used in power system dynamic simulations is that
the effect of a system component or control device can be
neglected when the time scale of its response is very small
or very large compared with the time period of interest
and, hence, can be considered in quasi-steady state. This
philosophy has been deemed acceptable because of the
severe complexity involved with a full large-scale power
system model.

Based on the different time-scale involvement of each
component and control device on the overall system dy-
namic behaviors, power system models have been divided
into three models with different time scales: (1) short-
term stability model (predominately describing electro-
mechanical transients) on which transient stability is
based, (2) extended transient and mid-term stability
model, and (3) long-term stability model on which long-
term stability is based. These three models are described
by a set of differential-algebraic equations of the same na-
ture as equations (1) and (2) but with different sets of state
variables with different time constants. However, a “fuzzy”
boundary distinguishes between the mid-term and long-
term model. Compared with transient stability analysis,
mid-term and long-term dynamic behaviors have only come
under study relatively recently [3,4,23]. For transient sta-
bility analysis, the assumption of one unique frequency is
kept for the transmission network model, but generators
have different speeds. Generators are modeled in greater
detail, with shorter time constants compared with the mod-
els used in long-term stability analysis. Roughly speaking,
transient stability models reflect the fast-varying system
electrical components and machine angles and frequencies,
whereas the long-term models are concerned with the rep-
resentation of the slow oscillatory power balance, assuming
that the rapid electrical transients have damped out.

ON-LINE TSA

On-line TSA is designed to provide system operators with
critical information, including, (1) the transient stability
of the system subject to a list of contingencies and (2)
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Figure 3. An architecture for on-line transient stability assess-
ment and control.

available (power) transfer limits at key interfaces subject
to transient stability constraints. An integrated architec-
ture for on-line TSA and control is presented in Fig. 3. In
this architecture, there are two major components in the
on-line TSA module: dynamic contingency screening and a
fast time-domain stability program for performing detailed
stability analysis. Several systems have been developed in-
tended for on-line TSA [24-29].

When a new cycle of TSA is warranted, a list of credible
contingencies, along with information from the state esti-
mator and topological analysis, are applied to the dynamic
contingency screening program whose basic function is to
screen out contingencies that are definitely stable or po-
tentially unstable. Contingencies that are classified to be
definitely stable are eliminated from additional analysis.
Contingencies that are classified to be potentially unsta-
ble are sent to fast time-domain simulation for detailed
analysis. It is the ability to perform dynamic contingency
screening on a large number of contingencies and to filter
out a much smaller number of contingencies requiring ad-
ditional analysis that makes on-line TSA feasible. Contin-
gencies that are either undecided or identified as unstable
are then sent to the time-domain transient stability simu-
lation program for detailed stability analysis.

The block function of control actions decisions deter-
mines whether timely post-fault contingency corrective



actions such as automated remedial actions are feasible
to steer the system from unacceptable conditions to an
acceptable state. If appropriate corrective actions are not
available, the block function of preventive actions deter-
mines the required pre-contingency preventive controls
such as real power redispatches or line switching to main-
tain the system stability should the contingency occur. If
the system will be marginally stable; i.e., critically stable,
the block function of enhancement actions determines the
required pre-contingency enhancement controls such as
real power redispatches or line switching to increase the
degree of system stability should the contingency occur.
In this architecture, a fast and yet reliable method for
performing dynamic contingency screening plays a vital
role in the overall process of on-line TSA.

Two types of basic information are needed to perform
power system on-line TSA: static data (which is the power
flow data) and dynamic data. The power flow data de-
scribe the network and its steady-state operating condi-
tions, which corresponds to a real-time system condition
captured by the EMS and solved by state estimators. The
dynamic data supply the information needed to compute
the response of the modeled devices to a given distur-
bance, which refers to dynamic models and data matching
the real-time power flow. The dynamic data include mod-
els of detailed synchronous machines, dynamic load mod-
els, induction motor, static VAR compensator, high-voltage
DC link, FACTS, and user-defined models. Another set of
data, sequence network data, is required only if unbalanced
faults are to be simulated. This set of data contains the
negative and zero sequence network data compatible with
power flow data.

In addition to the above basic information, the following
additional information is needed:

® Description of disturbances: this information de-
scribes the disturbance to be simulated, e.g., fault
location and duration, circuit switching, or genera-
tion/load rejection.

¢ Relay data: These data describe the characteristics of
the protection devices.

A complete on-line TSA assessment cycle will be com-
pleted within, say, 15 minutes. This cycle starts when all
necessary data are available to the system and ends when
the system is ready for the next cycle. Depending on the
size of the underlying power system, it is estimated that,
for a large-size power system such as 15,000-bus power
system, the number of contingencies in a contingency list
is between 1000 and 3000. The contingency types will in-
clude both three-phase faults with primary clearance and
single-line-to-ground faults with backup clearance.

The outputs of on-line TSA in a given cycle include the
following:

® Overall status of the system (secure or insecure and
the operating margin).

¢ Unstable contingencies (contingency details such as
fault type, fault location, and circuits lost).
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e Stability margin in terms of energy margin, or op-
erating margin in MW and/or MVar for each unsta-
ble contingency and may include preventive control
actions.

¢ Detailed time-domain responses (swing curves) of
user-specified quantities for potentially unstable con-
tingencies.

e Critical contingencies (contingency details such as
fault type, fault location, and circuits lost).

¢ Stability margin in terms of energy margin, or operat-
ing margin in MW and/or MVar for each critical con-
tingency and may include enhancement control ac-
tions.

¢ Detailed time-domain responses (swing curves) of
user-specified quantities for critical contingencies.

e If transfer limits are computed, limits (or security
boundary) at key interfaces, and the limiting contin-
gencies.

In addition to the above main functions, the on-line TSA
system should have the following functions:

¢ A study mode with which the users, such as relia-
bility engineers, can analyze various scenarios using
cases archived from real-time system models or cre-
ated from operational planning studies.

¢ Software and hardware failover protection.

¢ Interfaces with EMS functions.

¢ Definition of contingency list and creation of neces-
sary data for stability analysis, data validation and
correction (option), and output visualization.

DYNAMIC CONTINGENCY SCREENING

The strategy of using an effective scheme to screen out a
large number of stable contingencies and capture critical
contingencies and to apply detailed simulation programs
only to potentially unstable contingencies is well recog-
nized. This strategy has been successfully implemented in
on-line SSA. The ability to screen several hundred contin-
gencies to capture tens of the critical contingencies has
made the on-line SSA feasible. This strategy can be ap-
plied to on-line TSA. Given a set of credible contingencies,
the strategy would break the task of on-line TSA into two
assessment stages [21, 31]:

Stage 1. Perform the task of dynamic contingency
screening to quickly screen out contingencies that
are definitely stable from a set of credible contingen-
cies.

Stage 2. Perform a detailed assessment of dynamic per-
formance for each contingency remaining in Stage 1.

Dynamic contingency screening is a fundamental func-
tion of an on-line TSA system. The overall computational
speed of an on-line TSA system depends greatly on the ef-
fectiveness of the dynamic contingency screening, the ob-
jective of which is to identify contingencies that are defi-
nitely stable and thereby avoid further stability analysis
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for these contingencies. It is from the definite classification
of stable contingencies that considerable speed-up can be
achieved for transient stability assessment. Contingencies
that are either undecided, identified as critical, or unstable
are then sent to the time-domain transient stability simu-
lation program for additional stability analysis.

It is, hence, imperative that a dynamic contingency
screening program satisfies the following five require-
ments [31]:

1. Reliability measure: Absolute capture of unstable con-
tingencies as fast as possible; i.e., no unstable (single-
swing or multi-swing) contingencies are missed. In
other words, the ratio of the number of captured un-
stable contingencies to the number of actual unstable
contingencies is 1.

2. Efficiency measure: High yield of screening out stable
contingencies as fast as possible; i.e., the ratio of the
number of stable contingencies detected to the number
of actual stable contingencies is as close to 1 as possible.

3. On-line computation: Little need of off-line computa-
tions and/or adjustments in order to meet with the con-
stantly changing and uncertain operating conditions.

4. Speed measure: High speed, i.e., fast classification for
each contingency case.

5. Performance measure: Robust performance with respect
to changes in power system operating conditions.

The requirement of absolute capture of unstable con-
tingencies is a reliability measure for dynamic contingency
screening. This requirement is extremely important for on-
line TSA. However, it is from the nonlinear nature of the
dynamic contingency screening problem that this require-
ment can best be met by a reliable method such as one
with a strong analytical basis. The third requirement as-
serts that a desired dynamic contingency classifier is one
that relies or little or no off-line information, computations,
and/or adjustments. This requirement arises because, un-
der current and near future power system operating envi-
ronments, the correlation between on-line operational data
and presumed off-line analysis data can be minimal, or in
extreme cases, the two can be irrelevant to one another. In
other words, in a not-too-extreme case, off-line presumed
analysis data may become unrelated to on-line operational
data. This uncorrelated relationship is partly attributed
to the imminent bulk power transactions resulting from
deregulation. The first four requirements should not be de-
graded by different operating conditions as dictated by the
requirement for robust performance.

Several methods developed for on-line dynamic contin-
gency screening have been reported in the literature; see,
for example, [21, 31-33]. These methods can be categorized
as follows: the energy function approach, the time-domain
approach, and the artificial intelligence (AI) approach. The
time-domain approach involves the step-by-step simula-
tion of each contingency for a few seconds, say 2 or 3 sec-
onds, to filter out the very stable or very unstable contin-
gencies. This approach may suffer from an accuracy prob-
lem in identifying multi-swing stable or unstable contin-
gencies. The Al approaches, such as the pattern recognition

technique, the expert system technique, the decision tree
technique, and the artificial neural network approach, all
first perform extensive off-line numerical simulations aim-
ing to capture the essential stability features of the sys-
tem’s dynamic behavior. They then construct a classifier
attempting to correctly classify new, unseen on-line con-
tingencies. As such, the Al approach is likely to become
ineffective for on-line application to current or near-future
power systems if little correlation exists between on-line
operational data and presumed off-line analysis data. In
addition, the existing Al-based methods unfortunately fail
to meet the on-line computation requirement and cannot
guarantee the reliability requirement. In this regard, the
BCU classifiers can meet the requirements [21, 31].

DIRECT METHODS FOR TRANSIENT STABILITY

The direct method evolved in the last several decades.
The current direct method, the controlling unstable equi-
librium point (UEP) method, uses an algorithmic proce-
dure to determine, based on the energy function theory
and controlling UEP, whether the system will remain sta-
ble, without integrating the post-fault system [16, 17, 18].
The direct method assesses the stability property of the
post-fault trajectory, whose initial state is the system state
when the fault is cleared, by comparing the system energy
at the initial state of post-fault trajectory with a critical
energy value. The direct method not only avoids the time-
consuming numerical integration of the post-fault system
but also provides a quantitative measure of the degree of
system stability. The direct method has a solid theoretical
foundation [16, 17].

Given a power system transient stability model with
specified fault-on systems and a specified post-fault sys-
tem, direct methods for transient stability analysis consist
of four key steps:

Step 1. Construct an energy function for the post-fault
power system.

Step 2. Compute the energy immediately after the fault
clearing point is reached.

Step 3. Compute the critical energy for the fault-on tra-
jectory.

Step 4. Perform transient stability assessments by com-
paring the energy computed at Step 2 with the crit-
ical energy computed at Step 3. If the former is
smaller than the latter, then the post-fault trajectory
will be stable. Otherwise, it may be unstable.

In Step 4, direct methods determine whether a post-
fault power system will remain stable when the fault
is cleared solely by comparing the system energy (con-
structed in Step 1) immediately after the fault clearing
point is reached (computed in Step 2) with to a critical en-
ergy (computed in Step 3). It is hence very important to
correctly calculate critical energy values.

The theoretical basis of direct methods for the direct
stability assessment of a post-fault power system is the
knowledge of a stability region; if the initial condition of
the post-fault system lies inside the stability region of a



desired post-fault stable equilibrium point, then one can
ensure without performing numerical integrations that the
ensuing post-fault trajectory will converge to the desired
point. Therefore, the knowledge of the stability region plays
an important role in the theoretical foundation for direct
methods. A comprehensive theory of stability region can
be found in [30]. An overview of the energy function theory
for general nonlinear autonomous dynamical systems will
be presented. The energy function theory has been applied
to power system transient stability models to develop a
theoretical foundation for direct methods. We will also give
an overview of this development.

Several methods are proposed in the literature for deter-
mining the critical energy values. The classic method, the
closest UEP method proposed in the early 1970s, has been
found to yield unduly conservative results when applied
to power system transient stability analysis. The potential
energy boundary surface (PEBS) method [34] gives fairly
fast but inaccurate results (mostly overestimates). A de-
sirable method for determining the critical energy value
would be the one that can provide the most accurate ap-
proximation of the part of the stability boundary toward
which the fault-on trajectory is heading, even though it
might provide a very poor estimate of the other part of
the stability boundary. To this end, the controlling UEP
method, which uses the (connected) constant energy sur-
face passing through the controlling UEP to approximate
the relevant part of stability boundary, is the most promis-
ing method. The concept of controlling UEP and its theo-
retical basis will be presented in next section.

Energy Function Theory

We consider a general nonlinear autonomous dynamical
system described by the following equation:

x(@1) = f(x(0) (7

to be the power system model under study, where the state
vector x(¢) belongs to the Euclidean space R", and the func-
tion f:R"— R" satisfies the sufficient condition for the
existence and uniqueness of solutions. A state vector % is
called an equilibrium point of system (7) if ( (%) = 0). We
say that an equilibrium point of (7) is hyperbolic if the
Jacobian of f(-) at %, denoted J ;(%), has no eigenvalues
with a zero real part. For a hyperbolic equilibrium point, it
is an (asymptotically) stable equilibrium point if all eigen-
values of its corresponding Jacobian have negative real
parts; otherwise it is an unstable equilibrium point. If the
Jacobian of the equilibrium point % has exactly one eigen-
value with a positive real part, we call it a type-one equi-
librium point. Likewise, % is called a type-k equilibrium
point if its corresponding Jacobian has exactly %k eigenval-
ues with positive real parts.

Let % be a hyperbolic equilibrium point. Its stable and
unstable manifolds, W#(%) and W*(%), are defined as follows:

W' 3x):={xeR":d,(x)—> X as t— o0}
W3) ={xeR": d,(x)—> % as t— — o0}

(€))

Every trajectory in the stable manifold W5(%) converges to
X as time goes to positive infinity, whereas every trajectory
in the stable manifold W*(%) converges to i as time goes to
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negative infinity. For a stable equilibrium point, it can be
shown that a number § > 0 exists such that || xg — X|| < im-
plies ®,(xo) — X as. If (t - o0) is arbitrarily large, then % is
called a global stable equilibrium point. Many physical sys-
tems contain multiple stable equilibrium points. A useful
concept for these kinds of systems is that of the stability
region (also called the region of attraction). The stability
region of a stable equilibrium point x; is defined as

A(xy) 1= {x € R" : lim,_, oo ®,(x) = x,} ©

From a topological point of view, the stability region A(x,)
is an open, invariant, and connected set. The boundary of
stability region A(x,) is called the stability boundary of x;
and will be denoted by dA(x,).

We say a function V : R" — R is an energy function for
the system (7) if the following three conditions are satisfied:

1. The derivative of the energy function V(x) along any sys-
tem trajectory x(¢) is nonpositive, i.e.,

V(x()) <0 (10)

2. If x(¢) is a nontrivial trajectory, i.e., x(¢), is not an equi-
librium point, then, along the nontrivial trajectory x(z),
the set

{teR: V(x() =0} (11)

has measure zero in R.

3. That a trajectory x(r) has a bounded value of V(x(z)) for
t € R™ implies that the trajectory x(¢) is also bounded.
Stating this in brief:

That V(x(r)) is bounded implies x(¢) is also
bounded.

Property (1) states that the energy function is nonin-
creasing along its trajectory, but it does not imply that
the energy function is strictly decreasing along its trajec-
tory. A time interval [f1, ] may exist such that V(x(:)) = 0
for 7 € [t1, 12]. Properties (1) and (2) imply that the energy
function is strictly decreasing along any system trajectory.
Property (3) states that the energy function is a proper map
along any system trajectory but need not be a proper map
for the entire state space. Recall that a proper map is a
function f : X — Y such that for each compact set (DY),
the set f~1(D)is compact in X. Property (3), which can be
viewed as a “dynamic” proper map, is useful in the charac-
terization of stability boundary. From the above definition
of energy function, it is obvious that an energy function
may not be a Lyapunov function.

In general, the dynamic behaviors of trajectories of
general nonlinear systems could be very complicated; the
asymptotic behaviors of trajectories can be quasi-periodic
trajectories or even chaotic trajectories [35, 41]. If the un-
derlying dynamical system has some special properties,
then the system may admit only simple trajectories. For
instance, every trajectory of system (7) having an energy
function has only two modes of behaviors: Its trajectory ei-
ther converges to an equilibrium point or goes to infinity
(becomes unbounded) as time increases or decreases and
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the stability region of the system can be completely charac-
terized. These results are shown in the following theorems:

Theorem 1: [16, 17] (Global behavior of trajectories). If a
function exists satisfying condition (1) and condition (2) of
the energy function for general nonlinear system (7), then
every bounded trajectory of system (7) converges to one of
the equilibrium points.

Theorem 2: [16, 17] (Energy function and stability
boundary). If an energy function exists for the system (7),
which has an asymptotically stable equilibrium point x;
(but not globally asymptotically stable), then the stability
boundary 9dA(x,) is contained in the set, which is the union
of the stable manifolds of the UEPs on the stability bound-
ary 0A(x,); i.e.,

0A(x,) € W*(x;)
xi € {EN3A(xg)}

Theorem 2 offers a means for completely characterizing
the stability boundary of the class of nonlinear dynami-
cal systems having energy functions: The stability bound-
ary dA(x,) is contained in the union of the stable mani-
folds of the UEPs on the stability boundary. These stable
manifolds govern the dynamical behaviors on the stabil-
ity boundary. This theorem leads to the development of a
theoretical foundation for direct methods.

The energy function theory presented above is appli-
cable to transient stability models described by ordinary
differential equations (ODEs). Extensions of these results
to network-preserving transient stability models that are
mathematically described by a set of differential and alge-
braic equations (DAE) can be found in Ref. 36.

CONSTRUCTING ENERGY FUNCTIONS

It can be shown that an analytical expression of en-
ergy functions does not exist for general lossy network-
preserving transient stability models [35]. Consequently,
numerical energy functions must be used. We present
procedures to derive numerical energy functions for
structure-preserving transient stability models. Most ex-
isting network-preserving models can be rewritten as a set
of general differential-algebraic equations of the following
compact form [15]:

U
0=-— a(u, w, X, y) + g1(u, w, x, y)

U
0=— %(u, w, x, ) + golu, w, x, y)
. 104 12
Tx:—a(u,w,x, y) + gs(u, w, x, y) (12)
y=z

. U
Mz=—Dz— g(u, w, x, y) + galu, w, x, y)

where u € IR and w € IR' are instantaneous variables while
x€IR", ye IR", and z € IR" are state variables. 7' is a pos-
itive definite matrix, and M and D are diagonal pos-
itive definite matrices. Here differential equations de-
scribe generator and/or load dynamics, whereas algebraic
equations express the power flow equations at each bus.
g1(u, w, x, y), go(u, w, x, y), g3(u, w, x, y), and g4(u, w, x, y) are

vectors representing the effects of the transfer conductance
in the network Y-bus matrix. With the aid of the singu-
larly perturbed systems, the compact representation of the
network-preserving model becomes

) U
g1 = — a—u(u, w, x, ¥) + g1(u, w, x, y)

. U
goll = — af(u, w, x, y) + go(u, w, x, y)
U (13)
Tx = — a(u, w, X, y) + g3(u, w, x, y)

. U
Mz =—Dz — a—y(u, w, x, ¥) + galu, w, x, y)

where ¢; and ¢y are sufficiently small positive numbers.
For the compact representation of the singularly perturbed
network-preserving power system model (14) without the
transfer conductance, we consider the following function
W : Rk+l+2n+m_> R:

W, w,x,y,z) =K@ +Uu,w,x,y)
1
= EZTMZ +U(u, w, x,y) (14)

Suppose that along every nontrivial trajectory of sys-
tem (13) with a bounded value of W(u,w,x, y, z), the
vector (u(z), w(r), x(¢)) is also bounded for 7€ R*. Then
W(u, w, x, y, z) is an energy function for system (13).

A numerical network-preserving energy function
Waum(#, w, x, y) can be constructed by combining an ana-
lytic energy function Wan, (1, w, x, y, 2) = K(2) + Uu, w, x, y)
and a path dependent potential energy Upam(u, w, x, y);
ie.,

Waum(u, w, x, ¥, 2) = Wana(u, w, x, y, 2) + Upatn(u, w, x, y)
= K@)+ U, w, x, ) + Upan(u, w, x, y)
= K@) + Unum(u, w, x, y)

A general methodology for the derivation of an energy func-
tion for general power system stability models can be found
in Refs. 37-39 and references therein.

ENERGY FUNCTIONS AND STABILITY REGION

We next present how to estimate the stability region of
a high-dimension nonlinear system, such as a power sys-
tem, via an energy function. These analytical results will be
used to provide a theoretical foundation for direct methods
in general and for the controlling UEP method.

We consider the following set:

S,(k) ={xeR":V(x) <k} (15)

where V(-) : R” — Ris an energy function. We shall call the
boundary of set (15), S(k) := {x € R" : V(x) = k}, the level set
(or constant energy surface) and k the level value. If k is a
regular value (i.e., VV(x) # 0, for all x € V~1(k)), then by the
Inverse Function Theorem, 3S(k) is a C" (n-1)-dimensional
submanifold of R". Generally speaking, this set S(k) can
be very complicated with several disjoint connected com-
ponents even for the two-dimensional case. Let

S(k) = ST kYU S2(k)U ... US™(k) (16)

where S'(k)N S/(k) = & when i# j. That is, each of these
components is connected and disjoint from each other.



Since V(-) is continuous, S(k) is an open set. Because S(k)
is an open set, the level set 3S(k) is of (n-1) dimensions.
Furthermore, each component of S(k) is an invariant set.

Despite the possibility that a constant energy surface
may contain several disjoint connected components, there
is an interesting relationship between the constant energy
surface and the stability boundary. This relationshipis that
at most one connected component of the constant energy
surface 3S(r) has a nonempty intersection with the stability
region A(x,). This relationship is established in Theorem 5
below.

Theorem 5: [16, 17] (Constant energy surface and stabil-
ity region). Let x; be a stable equilibrium point of system
(7) and A(x,) be its stability region. Then, the set S(r) con-
tains only one connected component, which has a nonempty
intersection with the stability region A(x,) if and only if
r> Vi(x)

Motivated by Theorem 5, we shall use the notation S, (r)
to denote the connected set of S(r) (whose level value is r)
containing the stable equilibrium point x;. We drop the sub-
script x; of S, () when it is clear from the context. There
is a close relation between the constant energy surfaces at
different level values and the stability region A(x,). It can
be shown that the connected set S,,(r) with a level value r
smaller than the critical value is very conservative in the
approximation of the stability boundary 9A(x;). As the set
S, (r) is expanded by increasing the level value r, the ap-
proximation gets improved until this constant energy sur-
face hits the stability boundary dA(x,) at some point. This
point will be shown to be an unstable equilibrium point. We
call this point the closest UEP of the SEP x, with respect to
the energy function V(.). Furthermore, as we increase the
level value r, the connected set S, (r) would contain points
that lie outside the stability region A(x,).

It is inappropriate to approximate the stability region
A(x,) by the connected set S, () with a level value higher
than that of the lowest point on the stability boundary
9A(x,). Among the several disjoint connected sets of the con-
stant energy surface, the connected set S, (r) is the best can-
didate to approximate the stability region A(x,) as shown
in the following theorem.

Theorem 6: [16, 17] (Topological characterization). Con-
sider the nonlinear system (7) that has an energy function.
Let x; be an asymptotically stable equilibrium point whose
stability region A(x,) is not dense in R". Then, the point
with the minimum value of the energy function over the
stability boundary 0A(x,) exists, and it must be an unsta-
ble equilibrium point.

We recall that the fundamental problem of power sys-
tem transient stability analysis is concerned with whether,
given a pre-fault SEP and a fault-on trajectory, the post-
fault initial state is located inside the stability region of an
asymptotically stable equilibrium point at which all the
engineering and operational constraints are satisfied. In
the context of power system transient stability analysis,
we remark that, given a point in the state space (say, the
initial point of the post-fault system), it is generally diffi-
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cult to determine which connected component of a level set
contains the point by simply comparing the energy at the
given point and the energy of the level set, because a level
set usually contains several disjoint connected components
and these components are not easy to differentiate based
on an energy function value.

Fortunately, in the context of direct methods, this diffi-
culty can be circumvented because direct methods compute
the relevant pieces of information regarding (1) a pre-fault
stable equilibrium point, (2) a fault-on trajectory, and (3)
a post-fault stable equilibrium point. These pieces of infor-
mation are sufficient to identify the connected component
of a level set that contains the initial point of a post-fault
system. We next discuss the most viable direct method: the
controlling UEP method.

CONTROLLING UEP METHOD

Several methods are proposed in the literature attempt-
ing to determine accurate critical energy values; see for
example, Refs. 34, 40-44. The classic method, the closest
UEP method proposed in the early 1970s, when applied to
power system transient stability analysis has been found
to yield unduly conservative results. The origin of this con-
servativeness can be explained from a nonlinear system
viewpoint. The closest UEP method attempts to provide
an approximation for the entire stability boundary of the
post-fault system, rather than for the relevant part of the
stability boundary toward which the fault-on trajectory is
heading. This approximation by the closest UEP method
is independent of the fault-on trajectory. Thus, the closest
UEP method usually gives very conservative results for
transient stability analysis. The potential energy bound-
ary surface (PEBS) method proposed by Kakimoto et al.
gives fairly fast and accurate stability assessments but
may give inaccurate results (both overestimates and un-
derestimates).

A desirable method (for determining the critical energy
value) would be the one that can provide the most accurate
approximation of the part of a the stability boundary to-
ward which the fault-on trajectory is heading, even though
it might provide a very poor estimate of the other part of
stability boundary. This is the spirit of the controlling UEP
method, which uses the (connected) constant energy sur-
face passing through the controlling UEP to approximate
the part of stability boundary toward which the fault-on
trajectory is heading. If, when the fault is cleared, the sys-
tem state lies inside the (connected) energy surface pass-
ing through the controlling UEP, then the post-fault sys-
tem must be stable (i.e., the post-fault trajectory will settle
down to a stable operating point); otherwise, the post-fault
system may be unstable. This is the essence of the con-
trolling UEP method. A consensus seems to have emerged
that, among several methods (for determining the critical
energy value), the controlling UEP method is the most vi-
able for direct stability analysis of practical power systems
[20,45,16]. The success of the controlling UEP method,
however, hinges on its ability to find the correct control-
ling UEP.

Given a power system model with a prefault SEP X,
a fault-on trajectory X (), and a post-fault (transient) sta-
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bility system SP°* with a post-fault SEP XP°', suppose an
energy function exists for the post-fault system SP** and
XPe lies inside the stability region of X?°t. We next discuss
a rigorous definition of the controlling UEP

Definition [16]. The controlling UEP with respect to the
fault-on trajectory X ;(r) is the UEP of the post-fault sys-
tem SP°* whose stable manifold contains the exit point of
X ;(t); i.e., the controlling UEP is the first UEP whose sta-
ble manifold is hit by the fault-on trajectory X ((r) at the
exit point.

This definition is motivated by the fact that a sustained
fault-on trajectory must exit the stability boundary of a
post-fault system and that the exit point, i.e., the point
from which a given fault-on trajectory exits the stability
boundary of a post-fault system, of the fault-on trajectory
must lie on the stable manifold of a UEP on the stability
boundary of the post-fault system. This UEP is the control-
ling UEP of the fault-on trajectory. Note that the existence
and uniqueness of the controlling UEP with respect to a
fault-on trajectory are assured by Theorem 2 and that the
controlling UEP is independent of the energy function used
in the direct stability assessment. With the formal defini-
tion of the controlling UEP, we are in a position to formalize
the controlling UEP method.

The Controlling UEP Method

The controlling UEP method for direct stability analysis of
large-scale power systems proceeds as follows:

1. Determination of the critical energy

Step 1.1: Find the controlling UEP, X, for a given
fault-on trajectory X ;(1).

Step 1.2: The critical energy, v.., is the value of energy
function V(-) at the controlling UEP;i.e.,v . =
V(Xeo)

2. Approximation of the relevant part of stability boundary

Step 2.1: Use the connected constant energy surface of
V(.) passing through the controlling UEP X,
and containing the SEP X, to approximate
the relevant part of stability boundary for the
fault-on trajectory X ;(1).

3. Determination of stability: Check whether the fault-on
trajectory at the fault clearing time (z.) is located inside
the stability boundary characterized in Step 2.1. This is
done as follows:

Step 3.1: Calculate the value of the energy function V(-)
at the time of fault clearance (¢,;) using the
fault-on trajectory; i.e., v, = V(X (1))

Step 3.2: If v, < v, then the point X is located in-
side the stability boundary and the post-fault
system is stable. Otherwise, it is unstable.

The controlling UEP method yields an approximation of
the relevant part of the stability boundary of the post-fault
system to which the fault-on trajectory is heading. It uses
the (connected) constant energy surface passing through
the controlling UEP to approximate the relevant part of
stability boundary.

Analysis of the Controlling UEP Method

The controlling UEP method asserts that the energy value
at the controlling UEP be used as the critical energy for
the fault-on trajectory X ,(r) to assess stability. Using the
energy value at another UEP as the critical energy can give
erroneous stability assessment. Theorem 7 gives a rigorous
theoretical justification of the controlling UEP method for
direct stability analysis of post-fault systems by just com-
paring the energy value of the state vector at which the
fault is cleared with the energy value at the controlling
UEP.

Theorem 7: (Fundamental theorem for the controlling UEP
method). Consider a general nonlinear autonomous sys-
tem that has an energy function V(-) : R" — R. Let X, be an
equilibrium point on the stability boundary dA(X;) of this
system. Let r > V(X,) and S(r) A the connected component
of the set {X € R" : V(X) <r} containing X,, and 3S(r): A the
(topological) boundary of S(r). B

Then,

1. The connected constant energy surface 3S(V(X,,)) in-
tersects with the stable manifold W*(X,) only at point
Xo; moreover, the set 3S(V(X,,)) has an empty intersec-
tion with the stable manifold W*(X,,). In other words,
8S(V(Xco)) N Ws(Xco) = Xco and S(V(Xco)) n W‘Y(Xco) = ¢

2. S(VX'NNW (X)) =¢ if X* is a wuep. and
V(X") > V(Xeo).

3. S(VX'NNW (X)) =¢ if X* is a wuep. and
V(X") > V(Xco)~

4. If XX is not the closest UEP, then aS(V(X)) N (A(X,))" #
o.

5. Any connected path starting from a point
Pe{S(V(X,))NA(X,)} and passing through WS(X,,)
must hit 3S(V(X,,)) before the path hits W*(X,,).

We next elaborate on the above fundamental theorem.
Results [1] and [5] of Theorem 7 assert that, for any fault-
on trajectory X /(r) starting from a point X e A(X,) and
V(XPr) < V(X), if the exit point of this fault-on trajectory
X /(1) lies on the stable manifold of X,, then this fault-on
trajectory X ;(r) must pass through the connected constant
energy surface 0S(V(X,,)) before it passes through the sta-
ble manifold of X., [thus exiting the stability boundary
9A(X;)]. Therefore, the connected constant energy surface
3S(V(X4)) can be used to approximate the relevant part of
the stability boundary.

Theorem 7 also shows the slightly conservative nature
of the controlling UEP method in direct stability assess-
ment. More importantly, this method can directly detect
both first-swing and multiswing stability or instability, al-
though historically direct methods have been said to be
only applicable to first-swing stability analysis. Note that
once the initial point of the post-fault system lies inside
the stability region A(x,), the post-fault trajectory will con-
verge to X, after one or multiple swings.

On the other hand, results [2] and [4] of Theorem 7 as-
sert that the following two situations may occur:



Case (1): The set S(V(X")) contains only part of the
stable manifold. W*(X,,)

Case (2): The set S(V(X")) contains the whole stable
manifold. W*(X,,)

In case (1), the fault-on trajectory X (r) may pass
through the connected constant energy surface dS(V(X"))
before it passes through the stable manifold W*(X,,). In this
situation, incorrect use of X“ as the controlling UEP still
gives an accurate stability assessment. Alternatively, the
fault-on trajectory X (1) may pass through the connected
constant energy surface dS(V(X")) after it passes through
the stable manifold W*(X,). In this situation, the control-
ling UEP method using X* as the controlling UEP, which
in fact not the controlling UEP gives an inaccurate sta-
bility assessment. This classification is incorrect. In case
(2), the fault-on trajectory X /(1) always passes through the
connected constant energy surface dS(V(X")) after it passes
through the stable manifold W*(X,). Under this situation,
incorrect use of X“ as the controlling UEP can give inaccu-
rate stability assessments. In particular, it can classify the
post-fault trajectory to be stable when in fact it is unstable.

Results [3] and [4] of Theorem 7 assert that the set
S(V(X")) has an empty intersection with the stable man-
ifold W*(X,). Under this situation, the fault-on trajectory
X /(1) always passes through the connected constant en-
ergy surface 3aS(V(X")) first before it passes through the
connected constant energy surface 3S(V(X.,)). Thus, using
V(X") as the critical energy value always gives more conser-
vative stability assessments than using that of the (exact)
controlling UEP, X.,. From these cases, it is clear that for a
given fault-on trajectory X ;(1), if the exit point of this fault-
on trajectory X ;(¢) lies on the stable manifold of X.,, then
using the energy value at a UEP other than X, can give
stability assessments in both directions: too conservative
stability assessments (classify many stable trajectories to
be unstable) or too optimistic stability assessments (clas-
sify unstable trajectories to be stable).

Challenges in Computing Controlling UEP. The task of
finding the (exact) controlling UEP of a given fault for gen-
eral power system models is very difficult. This difficulty
comes in part from the following complexities:

1. The controlling UEP is a particular UEP embedded in
a large-degree state-space.

2. The controlling UEP is the first UEP whose stable
manifold is hit by the fault-on trajectory (at the exit
point).

3. The task of computing the exit point is very involved,;
it usually requires a time-domain approach. I

4. The task of computing the controlling UEP is compli-
cated further by the size and the shape of its conver-
gence region.

It is known that, with respect to a selected numerical
method, each equilibrium point has its own convergence
region, i.e., the region from which the sequence generated
by the numerical method starting from a point in the region
will converge to the equilibrium point. It has been observed
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Figure 4. Because of “small” size and the irregular shape
(fractal-like) of the convergence region of UEP with respect to
Newton method, the task of computing the controlling UEP is
very challenging (see the shaded area). If an initial guess is
not sufficiently close to the controlling UEP, then the resulting
sequence generated by, the Newton method, will diverge or
converge to another exit point. This figure depicts that the
sequence generated by the Newton method from the exit X, point
will not converge to the controlling UEP

and theoretically investigated by several researchers that,
under the Newton method, the size of the convergence re-
gion of UEP can be much smaller than that of the SEP. In
addition, the convergence region of either a SEP or a UEP
is a fractal, which refers to structures that cannot be de-
scribed by the typical geometrical objects such as lines, sur-
faces, and solids. Irregular shape (no smooth boundaries)
and self-similarity (each tiny piece we observe is similar to
the form of the entire shape) are characteristics of fractals
(Fig. 4.) Unfortunately, finding an initial guess sufficiently
close to the controlling UEP is a difficult task.

The complexity (3) also calls into doubt the correctness
of any attempt to directly compute the controlling UEP of
a power system stability model. The only one method that
can directly compute the controlling UEP of a power system
stability model is the time-domain approach. This complex-
ity can serve to explain why many methods proposed in the
literature fail to compute the controlling UEP. It is because
these methods attempt to directly compute the controlling
UEP of the power system stability model that is, as pointed
out in complexity (3), difficult if not impossible to compute
without using the time-domain approach.

The ability to compute the controlling UEP is vital in
direct stability analysis. It may prove fruitful to develop
a tailored solution algorithm for finding controlling UEPs
by exploiting special properties as well as some physical
and mathematical insights of the underlying power system
model. We will discuss in great detail such a systematic
method, called the BCU method, along this line for finding
controlling UEPs for power system models.

BCU METHOD

We next discuss a method that does not attempt to directly
compute the controlling UEP of a power system stability
model (original model); instead it computes the controlling
UEP of a reduced-state model, and then it relates the con-
trolling UEP of the reduced-state model to the controlling
UEP of the original model.
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A systematic method, called the boundary of stability re-
gion based controlling unstable equilibrium point method
(BCU method), to find the controlling UEP was developed
[46, 47]. The method was also given other names such as
the exit point method [6,48,49] and the hybrid method [50].
The BCU method has been evaluated in a large-scale power
system, and it has been compared favorably with other
methods in terms of its reliability and the required compu-
tational efforts [48, 49]. The BCU method has been stud-
ied by several researchers; see for example [51-56]. De-
scriptions of the BCU method can be found in books such
as Refs. 3,4,6 and 50. The theoretical foundation of BCU
method has been established in. The Refs. 15, 46, and 57
BCU method and BCU classifiers have several practical ap-
plications. For example, a demonstration of the capability
of the BCU method for on-line transient stability assess-
ments using real-time data was held at two utilities, the
Ontario Hydro Company and the Northern States Power
Company [58, 59]. The BCU method was implemented as
an EPRI TSA software package that was integrated into
an EMS installed at the control center for the Northern
States Power Company [19]. A TSA system, composed of
the BCU classifiers, the BCU method, and a time-domain
simulation engine, was developed and integrated into the
Ranger EMS system [60]. The TSA system has been in-
stalled and commissioned, as part of an EMS system at
several energy control centers. The BCU method has been
applied to fast derivation of power transfer limits [61] and
applied to real power rescheduling to increase dynamic se-
curity [62]. The BCU method has been improved, expanded,
and extended into the integrated package of TEPCO-BCU
[33,46,47,63—-65].

We next present an overview of the BCU method from
two viewpoints: numerical aspects and theoretical aspects.
In developing a BCU method for a given power system sta-
bility model, the associated artificial, reduced-state model
must be defined. To explain the reduced-state model, we
consider the following generic network-preserving tran-
sient stability model:

oUu
0=-— a(u, w, x, y) + gi1(u, w, x, y)
U

0=— %(’47 w, X, y) + gg(bt, w, X, y)
. U
Tx = —a(u,w,x, ¥+ gstu, w, x, y) ar

y=z
. U
Mz =—-Dz — 3—y(u, w, x, y) + galu, w, x, y)

where U(u, w, x, y) is a scalar function. It has been shown
that the above canonical representations can represent ex-
isting transient stability models. In the context of the BCU
method, the above model is termed as the original model.
Regarding the original model (17), we choose the following
differential-algebraic system as the reduced-state model

associated with the original model (17).

U
=— a(u, w, x, y) + gi(u, w, x, y)

U
0=- ;T(M, w, X, y) + galu, w, x, y)
w (18)
. U
Tx = — g(us w, X, )+ g3(u, w, x, y)
, U
y=- Ty(u, w, X, y) + g4, w, x, y)

There are several close relationships between the
reduced-state model (18) and the original model (17). The
fundamental ideas behind the BCU method can be ex-
plained as follows. Given a power system stability model
(which admits an energy function), say the original model
(17), the BCU method first explores the special properties
of the underlying model with the aim of defining a reduced-
state model, say the model described in (18), such that the
following static as well as dynamic relationships are met

Static Properties

(S1) The locations of equilibrium points of the reduced-
state model (18) correspond to the locations of equi-
librium points of the original model (17). For ex-
ample, (i, W, X, ) is an equilibrium point of the
reduced-state model if and only if (@i, @, %, 9, 0) is an
equilibrium point of the original model (17), where
0 € R™ and m is an appropriate positive integer.

(S2) The types of equilibrium points of the reduced-
state model are the same as that of the original
model. For example, (u,, wy, x,, y;) is a stable equi-
librium point of the reduced-state model if and only
if (uy, wy, Xy, y5, 0) is a stable equilibrium point of
the original model. (i, @, %, ) is a type-k equilib-
rium point of the reduced-state model if and only
if (&, o, %, 9, 0) is a type-k equilibrium point of the
original model.

Dynamical Properties

(D1) An energy function for the artificial, reduced-state
model (18) exists.

ity boundary of the reduced-state model (18) if and
only if the equilibrium point (&, @, %, $, 0) is on the
stability boundary of the original model (17).

(D3) It is computationally feasible to efficiently de-
tect the point at which the projected fault-on tra-
jectory (u(z), w(z), x(¢), y(r)) hit the stability boundary
A (uy, wy, Xy, y,) of the post-fault reduced-state model
(18) without resorting to an iterative time-domain
procedure to compute the exit point of the post-fault
reduced-state model (18).

The dynamic relationship (D3) plays an important role
in the development of the BCU method to circumvent the
difficulty of applying an iterative time-domain procedure
to compute the exit point on the original model. The BCU
method then finds the controlling UEP of the artificial,
reduced-state model (18) by exploring the special struc-
ture of the stability boundary and the energy function of



the reduced-state model (18). Next, it relates the control-
ling UEP of the reduced-state model (18) to the controlling
UEP of the original model (17).

The fundamental ideas behind the BCU method can be
explained in the following. Given a power system stability
model (which admits an energy function), the BCU method
first explores special properties of the underlying model
with the aim to define an artificial, state-reduced model
such that certain static as well as dynamic relationships
are met. The BCU method then finds the controlling UEP
of the state-reduced model by exploring the special struc-
ture of the stability boundary and the energy function of
the state-reduced model. Third, it relates the controlling
UEP of the state-reduced model to the controlling UEP of
the original model. In summary, given a power system sta-
bility model, a corresponding version of the BCU method
exists. The BCU method does not compute the controlling
UEP directly on the original model because, as pointed out,
the task of computing the exit point of the original model,
a key step to compute the controlling UEP, is very difficult
and usually requires the time-domain approach. Instead,
the BCU method (1) explores the special structure of the
underlying model so as to define an artificial, state-reduced
model that captures all the equilibrium points on the sta-
bility boundary of the original model; and then (2) com-
putes the controlling UEP of the original model via com-
puting the controlling UEP of the artificial model, which
can be computed without resorting to the time-domain ap-
proach.

A Conceptual BCU Method

Step 1. From the fault-on trajectory [u(r), (r), x(r), y(2),
z(1)] of the network-preserving model (17), de-
tect the exit point (u*, w*, x*, y*) at which the
projected trajectory [u(r), w(), x(¢), y(1)] exits the
stability boundary of the post-fault reduced-
state model (18).

Step 2. Use the exit point (u*, w*, x*, y*), detected in
Step 1, as the initial condition and integrate
the post-fault reduced-state model to an equilib-
rium point. Let the solution be (i, Weo, Xco» Yeo)-

Step 3. The controlling UEP with respect to the
fault-on trajectory of the original network-
preserving model (17) is (uco, Weos Xcos Yeos 0).
The energy function at (uc, Weos Xcos Veor 0) 18
the critical energy for the fault-on trajectory

[u(®), w(2), x(2), y(1), z(2)].

Steps 1 and 2 of the conceptual BCU method compute
the controlling UEP of the reduced-state system. Note that
starting from the exit point (u*, w*, x*, y*), Step 2 of the con-
ceptual BCU method, will converge to an equilibrium point.
The controlling UEP always exists and is unique, and the
stable manifold of controlling UEP of the reduced-state sys-
tem (tco, Weos Xco» Yeo) CONtains the exit point (u*, w*, x*, y*)
(Fig. 5.) Step 3 relates the controlling UEP of the reduced-
state system (with respect to the projected fault-on trajec-
tory) to the controlling UEP of the original system with
respect to the original fault-on trajectory.
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Figure 5. Steps 1 and 2 of the conceptual BCU method.

Theoretical Basis

Some analytical results showing that, under certain con-
ditions, the original model (17) and the artificial, reduced-
state model (18) satisfy static relationships (S1) and (S2) as
well as dynamic relationships (D1) and (D2) can be found
in [46, 57]. A computational scheme has been developed
and incorporated into the BCU method to satisfy dynamic
relationship (D3). We next verify the static relationship.

Theorem 8: (Static relationship). Let (u,, wy, x,, y,) be a
stable equilibrium point of the reduced-state model (18).
If the following conditions are satisfied:

84U is isNis Vi
SV, iy iy 3) o e
ouodwaxay

UEP (u;, w;, x;, y),i = 1,2, ..., k on the stability bound-
ary dA(u,, wy, Xy, Ys).

1. Zero is a regular value of

2. The transfer conductance of reduced-state model (18)
is sufficiently small. Then, (&, @, %, §) is a type-k equi-
librium point of reduced-state model (18) if and only if
(@, i, %, 9, 0) is a type-k equilibrium point of the original
model (17).

Theorem 8 asserts that, under the stated conditions, the
static properties (S1) and (S2) between original model (17)
and the reduced-state model (18) hold. It can be shown
that a numerical energy function exists for the reduced-
state model (18). More specifically, it can be shown that for
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any compact set S of the state-space of model (18), there is
a positive number a such that, if the transfer conductance
of the model satisfies |G| <a, then there is an energy func-
tion defined on this compact set S. The examination of the
dynamic property (D2) can be found in Refs. 46 and 57.

NUMERICAL BCU METHOD

There are several possible ways to numerically imple-
ment the conceptual BCU method for network-preserving
power system models. A numerical implementation of this
method along with several numerical procedures necessary
are presented in this section.

A Numerical BCU Method

Step 1. Integrate the fault-on system of the original
model (19) to obtain the (sustained) fault-on tra-
jectory [u(r), w(®), x(r), y(¢), z(¢)] until the point
(u*, w*, x*, y*) at which the projected trajectory
[u(t), w(t), x(r), y(¢)] reaches its first local maxi-
mum of the numerical potential energy function
Unun(., ., ., .) along the projected trajectory.

Step 2. Apply the stability-boundary-following proce-
dure starting from the point (u*, w*, x*, y*) un-
til the point at which the (one-dimensional) lo-
cal minimum of the following norm of the post-
fault, reduced-state system is reached;i.e.,

H %(u, w, x,y)+ g1(u, w, x, y)H

U
+H —(u, w, x, y) + go(u, w, x, y)H
ow
104
+H —u, w, x, y)+ gslu, w, x, y)H
0x
104
+H —(u, w, x, y) + galu, w, x, y)H
ay
Let the local minimum of the above norm be

occurred at the point (uf, w, x5, y5).

Step 3. Use the point (uj, w§, x5, y;) as the initial guess
and solve the following set of nonlinear alge-
braic equations:

au
H —(u, w, x, y) + g1(u, w, x, y)H
ou
aUu
+H —(u, w, x, y) + go(u, w, x, y)H
ow
104
+H —, w, x, y) + g3u, w, x, y)H
ax
104
+H 5(14, w, X, y) + galu, w, x, y)H =0
Let the solution be (i, Weo, Xco, Yeo)-
Step 4. The controlling UEP with respect to the fault-

on trajectory [u(z), w(t), x(¢), y(#)] of the original
system is (ucoa Weos Xeos Yeos 0)

Remarks

1. In Step 1, the projected trajectory [u(z), w(z), x(¢), y(t)] can
be viewed as the projection of the original fault-on tra-
jectory on the state-space of the reduced-state system
(18). The first local maximum of the numerical potential
energy function U,un(., ., ., .) along the projected trajec-
tory is an approximated exit point at which the projected
trajectory intersects with the stability boundary of the
reduced-state system (18).

2. In Step 2, a stability-boundary-following procedure, pre-
sented below, is developed to guide the search process
for CUEP of the reduced-state system starting from the
point (u*, w*, x*, y*) by moving along the stability bound-
ary of the reduced-state system (18) toward the CUEP.
During the search process, the point (u§, w§, xj, y5) has
the local minimum of the norm among all computed
points in the search process. The norm is a measure
of distance between the current point and an equilib-
rium point. This point is also termed as the minimum
gradient point (MGP).

3. The reduced-state system can be numerically stiff, and a
stiff differential equation solver should be used to imple-
ment Step 2 of the numerical network-preserving BCU
method.

4. Without the stability-boundary-following procedure im-
plemented in Step 2, the search process can move away
from CUEP, making the corresponding MGP distant
from the CUEP and causing the divergence of the New-
ton method.

5. n Step 3, the MGP is used as an initial guess for the
Newton method to compute the controlling UEP. It is
well known that if the MGP is sufficiently close to the
controlling UEP, then the sequence generated by the
Newton method starting from the MGP will converge to
the controlling UEP; otherwise, the sequence may con-
verge to another equilibrium point or diverge (Fig. 6.).
A robust nonlinear algebraic solver (with a large con-
vergence region) is desirable in Step 3 of the numerical
BCU method.

6. Note that Steps 1 to 3 of the above numerical network-
preserving BCU method compute the controlling UEP
of the reduced-state system (18) and Step 4 relates the
controlling UEP of the reduced-state system to the con-
trolling UEP of the original system (17).

7. From a computational viewpoint, the exit point is char-
acterized by the first local maximum of the potential en-
ergy along the (sustained) fault-on trajectory. To find the
exit point, one can compute the dot-product of the fault-
on speed vector and post-fault power mismatch vector at
the each integration step. When the sign of dot-product
changes from positive to negative, the exit point is de-
tected.

Numerical Detection of Exit Point. A numerical proce-
dure for accurate detection of exit point in Step 1 of nu-
merical BCU method by employing the linear interpolation
method is described in the following:

Step 1. Integrate the fault-on trajectory until the dot
product changes sign, say between the interval
[t1, 2]
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Figure 6. Ifthe MGP does not lie inside the convergent region of the Newton method, then the sequence generated by the Newton method
starting from the MGP will not converge to the controlling UEP. The sequence may diverge as illustrated in (a), or it may converge to the

stable equilibrium point as illustrated in (b).

Step 2. Apply the linear interpolation to the interval
[t1, t2], which results in an intermediate time £,
where the interpolated dot product is expected
to be zero. Compute the exact dot product at
to for the post-fault reduced-state system. If the
value is smaller than a threshold value, the exit
point is obtained. Exit loop.

Step 3. Ifthe dot product is positive, then replace r; with
to; otherwise replace 1, with 7y and go to Step 2.

To find an adequate MGP for reliably computing the
controlling UEP, a stability-boundary-following procedure
to guide the search process for the MGP starting from the
exit point and move along the stability boundary of the
state-reduced system is described below:

Stability-Boundary-Following Procedure.

Step 1. Integrate the post-fault reduced-state system
starting from the exit point for a few time-steps,
say, 4 to 5 steps of integration; let the new point
be termed the current point on the trajectory.

Step 2. Construct a ray connecting the current point
on the trajectory and the SEP of the post-fault
reduced-state system.

Step 3. Move along the ray starting from the current
point and detect the point with the first local
maximal potential energy, which is an energy
function for the reduced-state system, along the
ray. In practical implementation, this task is
to check the zero crossing of the dot product
between the power mismatch and the speed.
The sign of the dot product at the current point
determines the direction of the local maximal
search. Replace the current point with the point
with the first local maximal potential energy.

Step 4. Repeat Steps 1-3 until a point where the norm
of the post-fault reduced-state is lower than a
threshold value is reached. This point is a de-
sired MGP.

The analytical basis for the above procedure is the struc-
ture of the stability boundary of the reduced-state system.
It can be shown that the stability boundary of the origi-
nal system (respectively, the reduced-state system) is com-
posed of the stable manifold of the u.e.p on the stability
boundary. The controlling UEP is the u.e.p whose stable
manifold contains the exit point of the fault-on trajectory
on the stability boundary of the original system. Moreover,
controlling UEP is usually of type-1 (the UEP whose cor-
responding Jacobian matrix contains only one eigenvalue
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with a positive real part). The type-1 u.e.p has the nice
feature of being a “SEP” inside the stability boundary. Fur-
thermore, the stability boundary is an “attracting” set in
the state space. Hence, if one can confine the entire search
process to a neighborhood close to the stability boundary of
the post-fault reduced-state system, then the search pro-
cess will likely obtain an MGP close to the controlling
u.e.p, facilitating the convergence of Newton method. The
stability-boundary-following procedure described above of-
fers such a capability. We note that in Step 3 of the stability-
boundary-following procedure, the task of updating the
point along the post-fault reduced-state trajectory with the
point having a local maximal energy function along the ray
amounts to confine the MGP search process close to the sta-
bility boundary.

GROUP-BASED BCU METHOD

The one-parameter transversality conditions play an im-
portant role in the theoretical foundation of the conceptual
BCU method [46, 57]. Under this condition, the reduced-
state system shares the same UEPs as the original system
on the stability boundaries of both systems. Note that as
this condition is a sufficient condition, the reduced-state
system and the original system may still share the same
UEPs on their stability boundaries, even though the one-
parameter transversality condition is not satisfied. How-
ever, because of the complexity of practical power system
models, the one-parameter transversality conditions may
not be always satisfied [51-54].

We can take a different approach for verifying the
one-parameter transversality condition. Instead of check-
ing the one-parameter transversality condition and the
small-transfer-conductance condition, we propose to di-
rectly check whether the UEP (u}, wi,, x%, v, 0)lies on the
stability boundary of the original model, i.e., check the dy-
namic property (D2) directly. We will also term the dynamic
property (D2) the boundary property. It can be shown that
the boundary property holds for sufficient damping sys-
tems, whereas it may not hold for low damping systems.
The issue of how to determine the critical damping value
above which the boundary property holds remains open.
The critical damping value seems to depend on a variety of
factors, including network topology, loading condition, and
system models used. To overcome this issue, we propose
the development of a group-based BCU method.

We have observed, through our intensive numerical sim-
ulations, that the controlling UEPs computed by the BCU
method with respect to a set of contingencies tend to be
close to each other. These controlling UEPs are close to each
other in the state space, whereas the locations where the
faults of the set of contingencies occur are close in the ge-
ographical sense. These controlling UEPs are said to form
a group. These contingencies are referred to as a group of
coherent contingencies.

The idea behind the development of the group-based
BCU method is based on observations that the contin-
gency list for transient stability assessment is composed
of groups of coherent contingencies. Some groups may con-
tain a large number of contingencies, whereas others may

contain a small number. This idea is similar, but not re-
lated, to the ideas behind the development of dynamic net-
work reduction methods, which are based on the observa-
tion of the formation of coherent generators after a con-
tingency. Coherency is an observed phenomenon in power
systems where certain generators tend to swing together
after a disturbance.

The concept of a group of coherent contingencies will
prove to be useful in several applications such as correc-
tive control and preventive control. The coordinates of the
controlling UEP in each group of coherent contingencies
provide useful information on how to design controls to sta-
bilize a power system or to enhance stability with respect
to a set of contingencies.

Extensive computation experience reveals that if the
controlling UEP (CUEP) of the reduced-state system lies
on the stability boundary of the original system, then it is
indeed the CUEP of the original system. This observation,
which is very important, brings up an important numeri-
cal question, i.e., how to check whether or the CUEP of the
reduced-state system lies on the stability boundary of the
original system. This property is referred to as the bound-
ary property of the UEP. By checking the boundary prop-
erty, one can ascertain whether the UEP of the reduced-
state system computed by the BCU method is the control-
ling UEP of the original system, without the need of check-
ing the one-parameter transversality condition. It seems
that the only numerical method capable of checking the
boundary property is the one based on an iterative time-
domain process.

An effective time-domain process to check the bound-
ary property for the entire group of coherent contingen-
cies, rather than just for on contingency, has been devel-
oped. By checking the boundary property, one can ascertain
whether the UEP of the reduced-state system computed
by the BCU method is the controlling UEP of the origi-
nal system, without needing to check the one-parameter
transversality condition. To assure the correct grouping of
coherent contingencies, we have introduced the concept of
SEP separation. This concept seens effective for identify-
ing whether contingencies in the same group are correctly
grouped. In addition, by virtue of SEP separation, contin-
gencies within each group can be quickly regrouped. Once
a group of coherent contingencies has been formed, one
only needs to concentrate on the contingencies with the
largest and smallest SEP separation in the same group. In
this manner, a complete check of the boundary property for
each contingency in each group can be avoided and a great
deal of computational work can be saved.

The group-based BCU method has several advantages
over any existing direct stability methods. For instance,
the group-based BCU method ensures the reliability of the
BCU method. In addition, the group-based BCU method
can reduce the conservativeness of the BCU method. The
method captures the inherent characteristics of coherent
contingencies. It reduces the large number of contingen-
cies, whose corresponding CUEP boundary property needs
to be checked, to a small number. The group-based BCU
method is a strict, systematic, yet reliable method to per-
form stability assessment for a complete list of contingen-
cies. Compared with the conventional TSA procedure, the



increase of computational time of the group-based BCU
method is mild because of the development of contingency
reranking by the SEP separation in each coherent group.

BCU CLASSIFIERS

We present a sequence of seven (improved) BCU classifiers
for on-line dynamic contingency screening, developed in
Refs. 31, 33, and 46. Improved BCU classifiers are designed
to meet the five requirements for dynamic contingency
screening. In particular, the BCU classifiers can achieve
absolute capture of unstable contingencies, i.e., no unsta-
ble (single-swing or multiswing) contingencies are missed.
In other words, the ratio of the captured unstable contin-
gencies to the actual critical contingencies is 1 for both test
systems. Furthermore, the yield of dropout, i.e., the ratio
of dropped-out stable contingencies to actual stable contin-
gencies), of BCU classifiers is very high. These simulation
results reveal that the proposed improved BCU classifiers
can be highly reliable and effective for on-line dynamic se-
curity assessments.

The analytical basis of BCU classifiers is based mainly
on the three steps of the BCU method and the dynamic
information derived during the computational procedure
of the BCU method. A large majority of the computational
efforts required in the improved BCU method are involved
in computing the three important state points: the exit
point (step 1), the minimum gradient point (step 2), and
the controlling UEP (step 3). Useful stability information
can be derived from these three points for developing effec-
tive schemes for dynamic contingency screening. We next
present the design of each BCU classifier along with its
analytical basis.

Classifier I: (Classifier for SEP Problem)

This classifier is designed to screen out potentially unsta-
ble contingencies. The basis for this classifier is insuffi-
ciency in the size of the post-fault stability region or in the
extreme case, the nonexistence of a post-fault stable equi-
librium point. This is explained as follows. This classifier
also checks whether a network island is formed after the
contingency.

For direct methods to be applicable, the following three
conditions need to be satisfied: (1) The post-fault equilib-
rium point is asymptotically stable, (2) the pre-fault stable
equilibrium point 3, and the post-fault equilibrium point §,
are close to each other (so that using a nonlinear algebraic
solver, such as the Newton method, with 3, as the initial
guess, will lead to §,), and (3) the pre-fault stable equilib-
rium point &, lies inside the stability region of the post-
fault equilibrium point §;. If the pre-fault SEP lies outside
the stability region of the post-fault SEP, §;, it is very likely
that the post-fault trajectory will not approach &, and is,
hence, potentially unstable. In this classifier, two indices
are designed to identify the contingencies that have the
convergence problem of computing post-fault stable equi-
librium points.

® [smax: the maximum number of iterations in comput-
ing the (post-fault) stable equilibrium point.
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® Ssmax: the maximum angle difference between the pre-
fault stable equilibrium point and the computed (post-
fault) stable equilibrium point.

Classifier 11 (Highly Stable Classifier)

This classifier is intended to screen out highly stable con-
tingency cases. Additional stability analysis is unnecessary
for highly stable contingencies. Screening out highly stable
contingencies can greatly improve the goal of high yield for
dynamic contingency screening. If the PEBS crossing can-
not be found in the time interval [0, Twxit], and if the poten-
tial energy difference V,(8(Teit)) is greater than zero but
less than the threshold value V,q, and if the maximum an-
gle difference Sgnay is less than a threshold value, then the
contingency case is highly stable and no further analysis
is needed.

Classifier 111 (Classifier for Exit Point Problem)

A key step in the BCU method is to integrate the (post-
fault) state-reduced system starting from the exit point to
find the minimum gradient point that will be used as an
initial guess for computing the controlling UEP. A problem,
called the minimum gradient point problem, may arise dur-
ing the integration of the state-reduced system. The prob-
lem is described by the following: (1) there is no minimum
gradient point in the simulated trajectory of the (post-fault)
state-reduced system, or (2) the minimum gradient point
lies in such a region that another UEP, instead of the con-
trolling UEP, is obtained when a nonlinear algebraic solver

is used to solve ZH f:(®| = 0. The causes of the minimum

i=1
gradient point problem can be explained from a compu-
tational viewpoint. However, the minimum gradient point
problem usually damages the effectiveness and accuracy
of the BCU method.

Classifier 1V (Classifier for Stability-Boundary-Following
Problem)

This classifier is intended to screen out potentially un-
stable contingencies based on some dynamic informa-
tion during the minimum gradient point search. If the
stability-boundary-following fails during the minimal gra-
dient point search, then it indicates the CUEP cannot be
found by the BCU method for the study contingency and
the contingency is sent to the time-domain simulation pro-
gram for additional analysis.

Classifier V (Classifier for Convergence Problem)

This classifier is designed to detect the convergence prob-
lem of computing the controlling UEP. In this classifier, the
maximum number of iterations, say Iymax, in computing the
controlling UEP starting from the minimum gradient point
is used to detect such a problem. If the required number
of iterations is more than a prespecified number, then the
corresponding contingency is viewed as having a numerical
divergence problem and is classified as unstable.

The convergence region of the Newton method is known
to have a fractal boundary. Using the Newton method, it
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has been observed that the region of the starting point that
converges to a stable equilibrium point is more significant
than that of a unstable equilibrium point such as the con-
trolling UEP. Thus, in regular power flow calculation, the
initial guess can be chosen near the stable equilibrium
point to safely lie within the convergence region so that,
after a few iterations, it converges to the desired stable
equilibrium point. This explains why the fractal nature of
the convergence region of Newton method has been unno-
ticed in power flow study for so long. As power flow study
has been expanded to compute unstable equilibrium points
for applications such as direct transient stability analysis
and low-voltage power flow solutions for voltage collapse
analysis, the fractal nature and the different size of the
convergence region have become more pronounced. Unfor-
tunately, this nature must be taken into account when a
unstable equilibrium point is to be sought.

Classifier VI (Classifier for Incorrect CUEP Problem)

The problem is described as follows: It converges to a wrong
controlling UEP; i.e., the minimum gradient point lies in
such a region that another UEP, instead of the controlling
UEP, is obtained when a nonlinear algebraic solver is used

to solve ZH £:(®| = 0. In this classifier, both the coordi-

i=1
nate of the obtained UEP and the angle difference between
the MGP and the obtained UEP are used as indices to de-
tect the problem.

Classifier VII (Controlling UEP Classifier)

The remaining unclassified contingencies are then sent to
BCU classifier VII for final classification. This classifier
uses the energy value at the controlling UEP as the criti-
cal energy to classify each remaining contingency as (defi-
nitely) stable or (potentially) unstable. If the energy value
at the fault clearing time is less than the energy value at
the controlling UEP, then the corresponding contingency
is (definitely) stable; otherwise it is (potentially) unstable.
The theoretical basis of this classifier is the CUEP method.
The index used in this classifier is the energy value at the
fault clearing time, whereas the threshold value for this
index is the energy value at the controlling UEP.

In summary, given a list of credible contingencies to
the seven BCU classifiers, the first classifier is designed
to screen out those contingencies with convergence prob-
lems in computing post-fault stable equilibrium points. The
second and third classifiers, based on Step 1 of the BCU
method, are the fastest ones. They use the energy value at
the exit point on the stability boundary of the reduced-state
model as an approximation for the critical energy. The sec-
ond classifier is designed to drop those contingencies that
are highly stable, whereas the third is designed to screen
out those contingencies that may cause computational dif-
ficulties for the BCU method and, hence, may damage the
reliability of the following BCU classifiers. The fourth clas-
sifier screens out those contingencies that cause failure in
finding the MGP. The fifth classifier screens out the contin-
gencies with the problem of converging to the controlling
UEP. The sixth classifier drops those contingencies with

the problem of incorrect CUEP. The seventh classifier uses
the energy at the controlling u.e.p as the critical energy to
classify every contingency left over from the previous clas-
sifiers into two classes: stable contingencies and unstable
contingencies. This classifier is based on Step 3 of the BCU
method.

Contingencies that are classified as definitely stable at
each classifier are eliminated from additional analysis. It
is because of the definite classification of stable contingen-
cies that considerably increased speed for dynamic secu-
rity assessment can be achieved. Contingencies that are
either undecided or identified as unstable are then sent
to the time-domain transient stability simulation program
for further stability analysis. Note that the conservative
nature of the BCU method guarantees that the results
obtained from the seven dynamic contingency classifiers
are also conservative; i.e., no unstable cases are misclassi-
fied as stable. Classifying a stable contingency, either first-
swing or multiswing, as unstable is the only scenario in
which the BCU classifiers give conservative classifications.

From a practical viewpoint, it is worth noting that a
time-domain simulation program is needed to further an-
alyze those contingencies that are only dropped out from
Classifiers I, III, IV, V, and VI. Therefore, the efficiency of
the proposed BCU classifiers depends on the ratio of those
contingencies screened out from Classifiers I and VII with
respect to the total stable contingencies, i.e., the yield of
drop-out of stable contingencies. Note that the number of
stable contingencies is not a criterion for evaluating perfor-
mance because it depends on several factors, among which
the loading condition, network topology, and contingency
selection all play an important role. The seven BCU classi-
fiers perform the process of dynamic contingency screening
in a sequential order.

Numerical Studies

The improved BCU classifiers has been extensively evalu-
ated on a practical power system transient stability model.
A total of 507 contingencies on the test system with heavy
loading conditions and ZIP load model and a total of 466
contingencies on the test system with medium loading con-
ditions and non-smooth load model were applied. The type
of faults considered in the evaluation were three-phase
faults with fault locations at both generator and load buses.
Some contingencies are faults that were cleared by open-
ing double circuits, whereas others are faults that were
cleared by opening the single circuit. Two load models were
employed in the simulation: the non-smooth load model
and the ZIP load model with the composition of the 20%
constant current, 20% constant power, and 60% constant
impedance. Both severe and mild faults were considered.
All faults were assumed to have been cleared after 0.07 s.
A time-domain stability program was used to numerically
verify all classification results. Simulation results on both
systems are presented next.

A summary of dynamic contingency screening by the im-
proved BCU classifiers and the time-domain stability pro-
gram on the test system with heavy-loading condition and
ZIP load model for the undamped factor and damped factor
isdisplayed in Table 1 and Table 2, respectively. A summary
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Table 1. BCU classifiers on a test system (undamped, heavy-loading): ZIP model

Tools Results I(U) I HOIW Iv@W) V@ VIWU) VII(S) VII(U) Total

BCU Classifiers  Drop-Out cases 83 6 0 2 12 1 378 25 507

Time-Domain Stable 6 6 0 2 12 1 378 17 422
Unstable 77 1 0 0 0 0 0 8 85

Table 2. BCU classifiers on a test system (damped, heavy-loading): ZIP model

Tools Results I(U 1I1I¢ HIIw I1va@) V@ VIWU) VII(S) VII({U) Total

BCU Classifiers  Drop-Out cases 83 16 0 1 11 1 369 26 507

Time-Domain Stable 9 16 0 1 11 1 369 18 425
Unstable 74 0 0 0 0 0 0 8 82

Table 3. BCU classifiers on a test system (undamped, medium-loading): non-smooth model

Tools Results I(U) IS W11 1v@W V@) VI@U) VII(S) VII(U) Total

BCU Classifiers  Drop-Out cases 26 8 0 4 4 0 419 5 466

Time-Domain Stable 4 8 0 4 4 0 419 5 444
Unstable 22 0 0 0 0 0 0 0 22

Table 4. BCU classifiers on a test system (damped, medium-loading): non-smooth model

Tools Results I(U) II(S) W1I(U) 1Iv@W V(@ VIU) VII(S) VII(U) Total

BCU Classifiers  Drop-Out cases 26 11 0 4 3 0 418 4 466

Time-Domain Stable 4 11 0 4 3 0 418 4 444
Unstable 22 0 0 0 0 0 0 0 22

of dynamic contingency screening on the test system with
medium-loading and non-smooth load model for undamped
factor and damped factor is displayed in Table 3 and Table
4, respectively. A detailed explanation is presented below.

1. Test system with heavy-loading. For the test system
with heavy-loading conditions, ZIP load model, and un-
damped effect, we summarized the evaluation of BCU
classifiers on a total of 507 contingencies in Table 1.
Given a total of 507 contingencies sent to the BCU clas-
sifiers, the first BCU classifier dropped out 83 cases
and classified them to be unstable. These 83 cases were
numerically verified by the time-domain stability pro-
gram. Among these cases 77 were indeed unstable ac-
cording to the time-domain stability program and 6
were stable. The remaining 424 contingencies were sent
to the second BCU classifier for another classification.
This classifier dropped 6 cases that were classified to
be stable, and they were indeed stable according to the
time-domain stability program. The remaining 418 con-
tingencies were sent to the BCU classifier III, which
screened out 0 unstable cases. The remaining 418 con-
tingencies were sent to the BCU classifier IV, which
screened out 2 unstable cases. Among these contingen-
cies, according to the time-domain stability program,
2 cases were stable. The fifth BCU classifier screened
out 12 contingencies as unstable. The BCU VI classifier
screened out 1 contingency, which was classified as un-
stable. This contingency, however, is stable, according to
the time-domain stability program. The remaining con-
tingencies entered the last BCU classifier for final clas-
sification. Among them, 378 cases were classified to be
stable and all of these were verified by the time-domain
stability program to be indeed stable; 25 cases were clas-
sified to be unstable. Among these cases 8 were indeed
unstable and 17 were stable, as verified by the time-
domain stability program. Similar explanations apply

to Table 2, which summarizes the evaluation of BCU
classifiers on a total of 507 contingencies on the same
test system with damping effect.

. Test system with medium loading. For the test sys-

tem with medium-loading conditions, non-smooth load
model, and undamped effect, we summarized the eval-
uation of BCU classifiers on a total of 466 contingencies
in Table 3. Given a total of 466 contingencies sent to the
BCU classifiers, the first BCU classifier dropped out 26
cases and classified them to be unstable. These 26 cases
were numerically verified by the time-domain stability
program. Among these cases 22 were indeed unstable
according to the time-domain stability program and 4
were stable. The remaining 440 contingencies were sent
to the second BCU classifier for another classification.
This classifier dropped 8 cases, which were classified
to be stable, and they were indeed stable according to
the time-domain stability program. The remaining 432
contingencies were sent to the BCU classifier I1I, which
screened out 0 unstable cases. The remaining 432 con-
tingencies were sent to the BCU classifier IV, which
screened out 4 unstable case. These 4 cases according
to the time-domain stability program were stable. The
fifth BCU classifier screened out 4 contingencies. Those
contingencies were classified unstable. Of which, 4 con-
tingencies were, however, all stable. The BCU VI classi-
fier screened out 4 contingencies, which were classified
as unstable. The remaining 424 contingencies were sent
to the BCU classifier VI, which screened out 0 unstable
cases. The remaining 424 contingencies were sent to the
last BCU classifier for final classification. Among them,
419 cases were classified to be stable and all of these
were verified by the time-domain stability program to
be indeed stable; 5 cases were classified to be unstable.
Ofwhich, they were however all stable. Similar explana-
tions apply to Table 4, which summarizes the evaluation
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of BCU classifiers on a total of 466 contingencies on the
test system with damping effect.

Performance Evaluation

Absolute Capture and Drop-Out. The BCU classifiers
met the requirements of absolute capture of unstable con-
tingencies on a total of 1946 contingencies. The capture ra-
tio (the ratio of the captured unstable contingencies to the
actual contingencies) is 1.0. In other words, the BCU clas-
sifiers capture all unstable contingencies as summarized
in Table 5.

High Drop-out Stable Contingencies. The yield of drop-
out (the ratio of the dropped-out stable contingencies to
the actual stable contingencies by the BCU classifiers) is
90.99% (heavy, ZIP-model, undamped), 90.58% (heavy, ZIP
model, and damped), 96.17% (medium, non-smooth load
model, and undamped), and 96.62% (medium, non-smooth
load model, and damped), respectively, as summarized in
Table 5.

Off-Line Calculations and Robust Performance. It should
be pointed out that the same threshold values for the six
BCU classifiers were applied to these 1946 cases. The com-
putational effort required in each BCU classifier is differ-
ent from each other. In addition, as the proposed BCU clas-
sifiers are connected in a sequential order, the total compu-
tational effort required to screen out a contingency (stable
or unstable) by a BCU classifier is the summation of the
computational effort required in each BCU classifier pre-
ceding and including the BCU classifier. For instance, the
total computational effort required to screen out a contin-
gency by the BCU classifier III is the summation of the
computational effort required in BCU classifier I, IT and
III.

TEPCO-BCU FOR ON-LINE TSA

TEPCO-BCU is an integrated package developed for fast
and yet exact transient stability assessment (including ac-

curate energy margin calculation and controlling UEP cal-
culations) of large-scale power systems for on-line mode,
on-line study mode, or off-line planning mode [33,63,66].
The architecture of TEPCO-BCU for on-line TSA is pre-
sented in Figure 8. Two major components exist in this
architecture: a set of BCU classifiers for dynamic contin-
gency screening and a fast and reliable time-domain tran-
sient stability simulation program and a BCU-guided time-
domain method. When a new cycle of on-line TSA is war-
ranted, a list of credible contingencies, along with infor-
mation from the state estimator and topological analysis,
are applied to the dynamic contingency screening program
whose basic function is to screen out contingencies that are
definitely stable and to screen out contingencies that are
potentially unstable.

BCU classifiers screen out stable contingencies, which
are then eliminated from additional analysis. BCU clas-
sifiers also screen out potentially unstable contingencies,
which are sent to the fast time-domain stability analysis
program, stage Il of TEPCO-BCU, for final verification and,
if necessary, further analysis. Thus, the slightly conserva-
tive nature of BCU method and BCU classifiers are reme-
died. The remaining contingencies that are undecided by
BCU classifiers are then sent to the fast time-domain sta-
bility program for detailed stability analysis.

It is the ability to perform dynamic contingency screen-
ing on a large number of contingencies and to filter out
a much smaller number of contingencies requiring fur-
ther analysis that make on-line TSA feasible. The block
function of control actions decisions determines whether
timely post-fault contingency corrective actions such as au-
tomated remedial actions are feasible to steer the system
away from unacceptable conditions to an acceptable oper-
ating state. If appropriate corrective actions are not avail-
able, the block function of preventive actions determines
the required pre-contingency preventive controls such as
real power redispatches or line switching to maintain the
system stability should the contingency occur.

The algorithmic methods behind TEPCO-BCU include
the BCU method [46,47], BCU classifiers [31,67],improved
energy function construction [35], and the BCU-guide

Table 5. Performance evaluation of BCU classifiers on a test system with four different operating and modeling conditions: heavy, medium, ZIP load, and

non-smooth load

Heavy/undamped/ Heavy/damped/ Medium/undamped/

Medium/damped/

# Conditions/requirements ZIP load model  ZIP load model non-smooth load model non-smooth load model
1 Absolute capture of unstable contingencies 100% 100% 100% 100%

2 High yield of stable contingencies 90.99% 90.58% 96.17% 96.62%

3 Litile off-line computations Yes Yes Yes Yes

4 High speed Yes Yes Yes Yes

5 Robust performance Yes Yes Yes Yes

Table 6. The average time per contingency per processor and the average time per contingency per node calculated from the total CPU time

Number of nodes

Clock time duration  Average time per node

Number of CPUg;  Average time per processor

1 node 118 seconds
2 node 61 second

0.59 seconds
0.31 seconds

2 CPUs
4 CPUs

1.18 seconds
1.22 seconds

Table 7. The average time per contingency per processor/per node

Number of CPUs  Total processing time Average time per processor Number of compute nodes  Average time per node
2 CPUs 211.7 seconds 1.059 seconds 1 node 0.529 seconds
4 CPUs 209.3 seconds 1.046 seconds 2 node 0.523 seconds




Power System On-Line Transient Stability Assessment 21

Table 8. The wall clock time calculated to process 3000 contingencies, (the timings for the 1-node and the 2-node configurations are calculated for the 3000

contingencies directly from the test results)

Number of computer nodes Reference

Wall clock time

1 node Test results
2 node Test results
10 nodes Conservative estimate

29.5 minutes
15.5 minutes
3.1 minutes

BCU Classifiers for Dynamic Contingency Screening

A list of contingencies

BCU Classifier 1

¢ (remaining contingencies)

BCU Classifier 11 Stable

i
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BCU Classifier III Undecided/Unstable }------

|

¢ (remaining contingencics)
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|

T .
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Figure 7. The architecture of BCU classifiers.

time domain method [33]. Several advanced numerical
implementations for BCU method have been developed
in TEPCO-BCU. The improved energy function construc-
tion has been developed to overcome the long-standing
problem associated with the traditional numerical energy
function, which has suffered from severe inaccuracy.
Another distinguishing feature of TEPCO-BCU is that
it provides useful information regarding derivation of
preventive control against insecure contingencies and of
enhancement control for critical contingencies.

The main functions of TEPCO-BCU include the follow-
ing:

¢ Fast screening of highly stable contingencies

¢ Fast identification of insecure contingencies

¢ Fast identification of critical contingencies

¢ Computation of energy margin for transient stability
assessment of each contingency

¢ BCU-based fast computation of critical clearing time
of each contingency

* Contingency screening and ranking for transient sta-
bility in terms of energy margin or critical clearing
time

¢ Detailed time-domain simulation of selected contin-
gencies

It is true that most contingencies in a contingency list
associated with a well-planned power system should be
stable. Furthermore, some of these stable contingencies
are highly stable in the sense of large CCTs (critical clear
times). For each highly stable contingencies, one may not
be very interested in its degree of stability or in its accu-
rate energy margin other than interested in the assurance
of its being indeed highly stable. On the other hand, all un-
stable contingencies must be all correctly identified. From
an analysis viewpoint, the exact energy margin of each un-
stable contingency may not be important. From a control
viewpoint, the exact energy margin of each unstable con-
tingency and its sensitivity with respect to control vari-
ables can be useful for developing an effective control for
preventing the system from instability should the contin-
gency occur. As to a marginally stable or critically stable
contingency, its exact energy margin provides the informa-
tion regarding how far the system is away from transient
instability once the contingency occurs and the sensitivity
of energy margin with respect to control actions provide
useful information for deriving (enhancement) control to
increase the system “distance” to transient instability.

BCU Guided Time-Domain-based Methods

The existing direct methods may not be able to compute an
accurate energy function value for every contingency. The
alternative is the time-domain based method for comput-
ing the energy margin. The task of how to derive an energy
function value from a time-domain simulated trajectory is
a practical one. Theoretically speaking, the exact energy
margin is the difference between the energy value at the
exit point of the original (post-fault) system and the en-
ergy value at the fault clearance point. The exit point of the
original system is the intersection point between the (sus-
tained) fault-on trajectory and the stability boundary of the
(post-fault) power system. It is well known that the task of
computing the exit point of the original system is very time
consuming and requires several time-domain simulations.
Hence, the task of computing the exact energy margin is
challenging.

Given a contingency on a power system, the energy mar-
gin, an indicator for transient stability and a measure for
the degree of stability/instability, for the given contingency
is defined by the following formula:

AV =V, — Vg (19)

where AV is the energy margin, V.. is the (exact) critical
energy with respect to the given fault, and V, is the energy
at the fault clearing time. Physically speaking, the critical
energy of a contingency corresponds to the total energy in-
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Figure 8. The architecture of TEPCO-BCU for on-line TSA.

jected into the fault-on system at the critical clearing time.
Any attempt to develop a method for computing energy
margin (19) will encounter the following difficulties

* The (exact) critical energy with respect to the given
fault is very difficult to compute.

® The (functional) relationship between energy margin
and fault clearing time is nonlinear and difficult to
derive.

Another approach, trajectory sensitivity-based time-
domain methods, has been suggested in the literature
[68, 69]. It may appear from the surface that the trajec-
tory sensitivity-based time-domain method might be faster
than regular time-domain based methods. However, for a
practical power system, the task of calculating trajectory
sensitivity with respect to initial conditions always encoun-
ters the difficulty of formidable dimensionality explosion.
This difficulty arises especially for large power system,
and the trajectory sensitivity-based method is not practi-
cally applicable to energy margin computations of practical

power systems. We envision that the trajectory sensitivity-
based method would be useful in some applications where
only moderate dimensionality explosion is involved.

A BCU-guided time-domain method for accurate energy
margin calculation has been developed and tested on sev-
eral practical power system models [63]. The method is
reliable and yet fast for calculating energy margins whose
value is compatible with that computed by the controlling
UEP method. The BCU-guided time-domain method uses
a BCU-guided scheme to specify, within a given time in-
terval, a reduced-duration time interval and employs an
one-dimensional search method, such as the golden bisec-
tion interpolation algorithm to the specified time interval,
to reduce the total number of time-domain simulations re-
quired for finding the CCT, which is then used to compute
critical energy.

The BCU-guided method is highly effective compared
with existing time-domain-based methods: it is reliable
and yet fast for exact stability assessment and energy
margin computations. Another important property is that
the energy margins computed by the BCU-guided time-
domain method is comparable with, and yet less than,



exact energy margins, which are computed by an exact
time-domain stability method. The effectiveness can be
attributed to the fact that some information provided by
the BCU method such as the exit point and the minimum
gradient point are fully integrated into the BCU-guided
method to significantly reduce the duration of time in-
terval within which time-domain stability simulations are
performed.

A comparison study among the BCU-guided method, the
second-kick method, and the exact time-domain method
in terms of accuracy and computational speed was con-
ducted on a practical 200-bus power system model [63].
The following observations were derived from this compar-
ison. For every contingency, the BCU-guided time-domain
method always computes an energy margin that is less
than, and yet close to, that computed by the exact time-
domain method. This property indicates the conservative-
ness of the BCU-guided method in computing the energy
margin. This property, which lies in the spirit of direct
methods, is desirable in practical applications. A com-
parison between the computational speed of the BCU-
guided time-domain method and that of the exact time-
domain method is roughly the ratio of 1 to 2. The en-
ergy margins computed by the BCU-guided time-domain
method are compatible with those computed by the ex-
act time-domain method. Overall, the BCU-guided method
has the fastest computational speed among the three
methods.

Applications to Large-Scale Test System

TEPCO-BCU program has been evaluated on a large-scale
power system consisting of more than 12,000 buses and
1300 generators. In this test data, the system was mod-
eled by a network-preserving network representation. Of
the 1300 generators, 25% are classic modeled generators,
whereas 75% are detail-modeled generators with an ex-
citation system. A contingency list composed of 200 con-
tingencies are considered. Of the 200 contingencies, 2 are
unstable, about 20 are critically stable, and the remaining
are stable.

The performance of TEPCO-BCU on this test system is
summarized as follows. The capture of unstable contingen-
cies by TEPCO-BCU is 100%;i.e.,no unstable (single-swing
or multiswing) contingencies are missed. Thus, the ratio of
the number of captured unstable contingencies to the num-
ber of actual unstable contingencies is 1. The ratio of the
number of stable contingencies screened out by TEPCO-
BCU to the number of actual stable contingencies is about
95%. The average computation time per contingency run-
ning TEPCO-BCU on a single processor is 1.18 second for
a 3.6-GHz PC.

Parallel TEPCO-BCU

To meet the on-line dynamic contingency screening re-
quirements for large power systems with a large number of
contingencies, TEPCO-BCU needs to be implemented on a
parallel processing architecture. Parallel processing is the
simultaneous execution of the same task (split up and spe-
cially adapted) on multiple processors in order to obtain
faster speed. The parallel nature can come from a single
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machine with multiple processors or multiple machines
connected together to form a cluster. It is well recognized
that every application function benefits from a parallel pro-
cessing across a wide-range of efficiency. Some application
functions are just unsuitable for parallel processing.

The test bed system is made up of two IBM 236 IBM
eServer xSeries Servers interconnected by a Gigabit Eth-
ernet Switch. The configuration for each IBM 236 eServer
is as follows: CPU: Xeon 3.6 GHz — (Dual processors) with
2-MB L2 cache per Processor, Hyper-Threading Technol-
ogy and Intel Extended Memory 64 Technology, 1 GB DDR
II SDRAM - ECC - 400 MHz - PC2-3200, Storage Control:
SCSI (Ultra320 SCSI) - PCI-X / 100 MHz (Adaptec AIC-
7902), and RAM: 1 GB (installed) / 16 GB (max) - DDR II
SDRAM - ECC - 400 MHz - PC2-3200.

The parallel TEPCO-BCU program has been evaluated
on a large-scale power system consisting of more than
12,000 buses and 1300 generators. Of the 1300 genera-
tors, 25% are classical modeled generators whereas 75%
are detail-modeled generators with an excitation system.
A contingency list composed of 3000 contingencies are con-
sidered. The parallel TEPCO-BCU was run on the test
data to determine the average time needed to process a
contingency for each configuration tested. Two tests were
ran, first using a single compute-node and then using two
compute-nodes. Time was marked at the beginning of the
test and again when TEPCO-BCU completed the screening
to give the duration of the test, or the wall clock time. The
computation performance regarding the average time per
contingency per node and the average time per contingency
per processor was recorded. The test showed that the par-
allel implementation of TEPCO-BCU cut the average pro-
cessing time per node by 50% when a second compute-node
was added.

Test data that were collected during the tests to record
the total CPU time spent during the TEPCO-BCU run on
processing of the contingencies is summarized in Tables
6-8. The average time per contingency per processor and
the average time per contingency per node calculated from
the total CPU time are also presented in the tables. It is ob-
served that the average time per contingency per processor
remains essentially unchanged irrespective of the number
of processors given uniform testing conditions. The 2-node
and 4-node test comparison is provided to observe the small
degree of variation.

The timings for the 1-node and the 2-node configura-
tions were calculated for the 3000 contingencies directly
from the test results. A 5% overhead was used in the es-
timation of the 10-node timing, despite the fact that the
testing showed overhead to be in the vicinity of 3%, in or-
der to be on the conservative side. In addition, as the test
dataset resulted in a high number of unstable and critical
stable cases, it is likely that datasets that produce a more
typical percentage of stable cases will result in even faster
performance results for the TEPCO-BCU fast screening.

CONCLUDING REMARKS

On-line transient stability assessment (TSA) is an essen-
tial tool needed to obtain the operating security limits at
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or near real time. In addition to this important function,
power system transmission open access and restructuring
further reinforce the need for on-line TSA, as it is the base
upon which available transfer capability, dynamic conges-
tion management problems, and special protection systems
issues can be effectively resolved. There are significant en-
gineering and financial benefits to be expected from on-line
TSA.

After decades of research and development in the
energy-function-based direct methods and the time-
domain simulation approach, it has become clear that the
capabilities of direct methods and that of the time-domain
approach complement each other. The current direction of
development is to include appropriate direct methods and
time-domain simulation programs within the body of over-
all power system stability simulation programs. For exam-
ple, the direct method provides the advantages of fast com-
putational speed and energy margins, which make it a good
complement to the traditional time-domain approach. The
energy margin and its functional relation to certain power
system parameters form an effective complement to de-
velop tools, such as preventive control schemes for credible
contingencies that are unstable and to develop fast calcu-
lators for available transfer capability limited by transient
stability. The direct method can also play an important role
in the dynamic contingency screening for on-line transient
stability assessment.

This chapter has presented an overview of state-
of-the-art methodology and effective computational
methods useful for on-line TSA. The current direction of
development for on-line TSA is to combine a reliable and
fast direct method and a fast time-domain method into an
integrated methodology to take advantage of the merit of
both methods. TEPCO-BCU has been developed under this
direction by integrating the BCU method, BCU classifiers,
and the BCU-guide time domain method. Several ad-
vanced numerical implementations for BCU method have
been developed in TEPCO-BCU. The current version of
TEPCO-BCU can perform exact stability assessment and
accurate energy margin computation of each contingency
of large-scale power systems. Exact stability assessment
is meant to classify stable contingencies as stable and
unstable contingencies as unstable, whereas accurate
energy margin computation is meant to give accurate
critical clearing time of each contingency of large-scale
power systems. The evaluation results indicate that a
parallel version of TEPCO-BCU works well with reliable
transient stability assessment results and accurate energy
margin calculations on a 12,000-bus test system with a
contingency list of 3000 contingencies.

The group-based BCU method raises and addresses the
issue of how to rigorously verify the correctness of the TSA
results. In the past, this issue has been neglected because
of the great computational efforts and difficulty involved.
Given a credible list of contingencies, the TEPCO-BCU sys-
tem can fast screen out critical contingencies. This capabil-
ity in conjunction with some relevant functions can lead to
several practical applications. These relevant functions in-
clude the energy function method and the controlling UEP
coordinates and their sensitivities with respect to param-
eters or control actions. One such application is the devel-

opment of a dynamic security constrained optimal power
flow method. A preliminary dynamic security constrained
OPF algorithm is realized based on the TEPCO-BCU en-
gine [66]. Several applications based on TEPCO-BCU en-
gine will be developed in the future.

As the size of power system analysis data increases
due to, say, deregulation, it becomes clear that effective
data-handling schemes, data verification and correction,
and graphical user interface (GUI) are important for
power system analysis tools. It is also clear that the
approach of detailed representation for the study system
and adequate and yet simplified representation for the
external system is well accepted and several methods
for reducing external systems have been proposed. In
this regard, the data handling of the separated power
system data, i.e., the data for the study system and the
data for the external system, can be very complicated and
error-prone with the conventional text-based format. In
Ref. 70, effective data-handling schemes and GUI have
been developed for an integrated power system analysis
package. Two reduction techniques are also presented: one
is a static reduction technique for power flow analysis, and
the other is a dynamic reduction technique for transient
stability analysis and small-signal analysis.

Although current power system networks cannot com-
pletely prevent disastrous cascading, their ability to man-
age power system disturbances can be considerably en-
hanced. Power systems have been relying mostly on protec-
tion systems and discrete supplementary control schemes
to manage disturbance and prevent disastrous cascading.
This practice needs further enhancement in both scope and
depth. On-line TSA should join this practice. The design
of protection systems and discrete supplementary control
schemes have been often based on passive and static
considerations. The parameter settings of protection sys-
tems and discrete supplementary control schemes are not
adaptive to system operating conditions and network con-
figurations. Moreover, the design and parameter settings
of protection systems and discrete supplementary control
schemes do not take into account system dynamic behav-
iors. Consequently, several adverse behaviors of protection
systems and discrete supplementary control systems occur
that cause service interruption of electricity and system
blackouts. These behaviors include (1) unnecessary relay
trippings (relays overact to stable swings) and (2) unneces-
sary distance relay trippings caused by system low voltage
and heavy loading conditions. Increased coordination be-
tween on-line TSA and the parameter settings of protection
systems and between that and discrete supplementary
control schemes should help eliminate these adverse
behaviors and make protection systems really adaptive.

Traditionally, an energy management system (EMS)
performs generation scheduling and control of the electri-
cal power output of generators so as to supply the continu-
ously changing customer power demand in an economical
manner. All system analysis and decision making in EMS
are all based on static considerations. A linkage between
EMS and protection systems, discrete supplementary con-
trol systems, and special protection systems has been miss-
ing. This linkage can be established using on-line measure-
ments, static analysis results available at the EMS, and



additional required measurements, such as wide-area mea-
surements, to design and develop new needed functions,
both static and dynamic security, for EMS. These new func-
tions can be utilized to develop hierachical and adaptive re-
lays and adaptive discrete supplementary controllers and
adaptive special protection systems by periodically broad-
casting updated information of both static and dynamic
security assessment results derived at the EMS to selected
protection systems and generator sites for adaptive pro-
tection systems. This updated static and dynamic security
assessment information can be used to improve the rules
residing in the relays and control schemes of discrete sup-
plementary controller and/or special protection systems so
that the overall system will greatly improve the ability to
manage disturbance and to prevent disastrous cascading.
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