
NOISE GENERATORS

GENERATION OF NOISE

APPLICATIONS OF NOISE

Noise is a broadbanded signal generated by environmen-
tal effects, such as lightning, or by man-made electrical
devices. Two common categories of noise are thermal noise
and shot noise. Looney (1) describes thermal noise as an
electromotive force generated at the open terminals of a
conductor due to the charges bound to thermally vibrating
molecules. This type of noise is often referred to as John-
son noise in recognition of the first observations of the phe-
nomenon (2). On the other hand, shot noise is associated
with the passage of current across a barrier. For instance,
a circuit or an appliance that produces electric arcing pro-
duces noise. Shot noise was first described by Schottky us-
ing the analogy of a small shot patterning into a container
(3). Noise can be felt in audio systems as a crackle. Noise
appears as white or black spots on a television screen.

Noise is generally characterized as a source of corrup-
tion of information and therefore is treated as an undesired
signal. Noise contaminates informational signals to a cer-
tain extent by superimposing extrasignal fluctuations that
assume unpredictable values at each instant. Noise has
been studied extensively in the literature because noise
reduction is one of the major goals. A more compelling rea-
son for the study of noise is its potential application in real
life. These applications encompass biomedical engineering,
electronic circuits, communication systems, cryptography,
computers, electroacoustics, geosciences, instrumentation,
and reliability engineering. This article addresses the var-
ious noise generation techniques and implementing them
in analog and digital circuit technology and concludes with
a discussion of typical applications.

MODELING OF NOISE

A mathematical model of a phenomenon, such as noise, al-
lows us to understand its generation, characteristics and
application well. We start with the observation that the
structures of thermal and shot noise are similar, although
their sources are different. Both types of noise can be rep-
resented as a random wave form consisting of a sequence
of peaks randomly distributed in time. A noise signal can
be modeled by a random process X(t) with a probability
distribution for the values of x it assumes. Any particular
set of outcomes {(t, xt)} of the random variable Xt is called
a realization of the noise process. An adequate character-
ization of such a random process can be often made with
first- and second-order statistics. The first-order statistic
of X(t) is the expected value E[X(t)] and the second-order
statistic is the autocorrelation function RX(τ) = E[X(t)X(t +
τ)], where E is the expectation operator. When the first- and

second-order statistics do not change over time, the process
is called wide-sense stationary (4).

Power spectral density, a standard measure used to de-
scribe a wide-sense stationary process, is defined as the
Fourier transform of the autocorrelation function RX(τ) (4):

With this modeling, we can analyze the spectra of noise.
White noise is a wide-sense stationary process with zero
mean. It has constant power spectral density over all fre-
quencies. Stated another way, white noise is a process
that is uncorrelated over time. The most mathematically
tractable noise is the Gaussian wide-sense stationary pro-
cess, where at each time t the probability distribution for
the random variable Xt = X(t) is Gaussian.

Colored noise is a variation of white noise which arises
from the fact that actual circuits attenuate signals above
certain frequencies. Therefore it makes sense to truncate
the white noise spectral density at both extremes. Noise
with this spectral characteristic is termed pink noise.

Apart from thermal noise and shot noise, a third cate-
gory of noise observed in electronic systems is the 1/f noise.
It is so called because the power spectral density of this
noise varies with frequency as |f|−α, where α takes val-
ues between 0.8 and 1.2. This type of noise is exhibited by
biological and musical systems in addition to electronics
(3). 1/f noise is variously called current noise, excess noise,
flicker noise, semiconductor noise, and contact noise. It is
applied in medical treatment and also in engineering, jus-
tifying the need for inclusion in our study.

NOISE GENERATION TECHNIQUES

Noise can be generated in many different ways. A diode
tube operating at its saturation point produces broadband
noise. A semiconductor diode is an inexpensive source of
noise generation. When operated in the fully conducting
region, the diode produces broadband noise. A current-
carrying resistor produces thermal noise. It is necessary
to condition noise signals by proper amplification, modu-
lation, and filtering to suit one’s application at a desired
bandwidth. In our discussion of noise generation, we con-
centrate only on semiconductor techniques because ap-
proaches based on vacuum tubes are antiquated now.

The noise generation schemes range from simple me-
chanical techniques to electronic methods employing both
analog and digital circuits. Inexpensive noise generators
can be realized with discrete components and basic build-
ing blocks available in the IC market. We classify the noise
generators into two categories, namely, analog and digital,
based on their implementation.

Analog Techniques

Under this category, we discuss three different approaches:
(1) a mechanical scheme, (2) amplifying inherent noise in
op-amps, (3) oscillator method, and (4) using the chaotic
behavior of deterministic systems.
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Figure 1. A simple analog noise generator based on amplification
of op-amp input noise.

Mechanical Approach. For audio-frequency noise, a very
simple scheme can be devised at home or in the laboratory
without any sophisticated circuits or components. Dunn (5)
uses just a linen-covered phonograph and a foam-covered
microphone. A piece of linen cloth is tied to the turntable
and a foam-covered microphone is used to pick up the sig-
nal. As the turntable rotates, the microphone’s foam cover
rubs along the surface of the linen, producing sound with
a nearly flat spectral density in the audio-frequency range
of 20 Hz to 20 kHz. Dunn shows that by using a good hi-fi
microphone and a broadband amplifier, the output signal
closely approximates white noise over the audio-frequency
range. Other mechanical approaches include the use of
gears and radioactive decay (6).

Amplification of Inherent Noise. The schematic of a rel-
atively simple op-amp noise generator is shown in Fig.
1, which uses a single bipolar input amplifier and some
discrete components. The principle used here to generate
wideband noise is to amplify its own input noise in a de-
compensated op-amp (7). Many op-amps have large 1/f in-
put noise components. A bipolar input op-amp is chosen
because bipolar devices exhibit much less 1/f noise than
MOSFET devices.

In the figure, the op-amp is used as a fixed-gain stage
amplifier with a closed-loop gain factor:

If the input resistors R2 and R3 are chosen small, the ther-
mal noise of the amplifier is forced to a small value. This
choice of low values for the resistors also helps keep the
amplifier’s current noise component negligibly small when
it is converted to voltage noise. Thus, the dominant noise
of the circuit is the input voltage noise of the amplifier.

The choice of a single gain stage amplifier of the type
shown in Fig. 1 results in a frequency-independent noise.
This contrasts with multistage amplifiers which may have
peaks in the output noise response caused by frequency
compensation effects. The values for resistors R1 and R2

can be designed by knowing the typical noise of the op-amp
from data sheets and the required level of noise across the
load RL. The output is coupled through a blocking capacitor
C1 which removes any amplified dc value at the output of
the amplifier. However, the value of this capacitor should
be large enough to pass the lowest noise frequencies of in-
terest. Interested readers may refer to Ref. 7 for a detailed
circuit diagram and typical component values used to gen-

erate a noise of 50 nV/ . Op-amp AD829 is used in the
circuit which features flat voltage noise in the range of 100
Hz to 10 MHz.

Oscillator Method. A popular analog class of noise gen-
erators is the oscillator method (8), which samples the fre-
quency noise or instability of free-running oscillators. In
this scheme, the output of a fast oscillator is sampled on
the rising edge of a slower clock using a D flip-flop. Oscil-
lator jitter causes uncertainty in the exact sample values,
ideally producing a random bit for each sample. For further
details, readers may refer to 9.

Using Chaos in Deterministic Systems. Another elegant
way of generating white noise is based on the observation
that certain simple deterministic systems exhibit chaotic
behavior (10). The chaos or noise is generated by iterat-
ing a map either electronically or in a software program.
A simple and most widely studied system for generating
chaos is the logistic map (10) given by:

The asymptotic behavior of the system described by the
parabolic transfer function of Eq. (3) depends on the value
of λ. McGonigal and Elmasry (11) show that values of λ

between 0.89 and 1.0 result in oscillations without any de-
tectable period. In fact, this is the region of chaotic behavior
leading to power spectral density corresponding to white
noise.

A noise generator can be implemented in hardware to
test actual instruments or in software for simulation. Mc-
Gonigal and Elmasry (11) use a multiplier and a differ-
ence amplifier to realize the term xi − x2i of the parabolic
transfer function of Eq. (3). A variable-gain amplifier con-
nected to the output of the differential amplifier, as shown
in Fig. 2, allows variation of λ. The iteration of the trans-
fer function is realized by the feedback of the xi+1 signal
as the next xi input. The clock-driven multiplexer and the
storage capacitors shown in the figure separate the im-
pulses at the output of the circuit. During clock signal ck,
the voltage on capacitor C1 provides the input xi whereas
the resulting output xi+1 is stored on C2. During <over-
line>ck</overline>, the roles of the capacitors are reversed
leading to two iterations of the parabolic function in ev-
ery clock cycle. The IC numbers and typical values of the
discrete components are shown in the figure to generate a
power spectrum from dc to 1 kHz. Experimental study in
11 confirms that the signal is uncorrelated in the chaotic
region and that the power spectral density remains flat in
this region. Interested readers may refer to 11 for further
details of the circuit and a trace of the power spectrum.

The software implementation of the deterministic-
chaotic, variably colored, noise generator is shown in Fig. 3.
Colored noise is generated by organizing chaotic elements
into a hierarchy and coupling them (12). Each element of
the hierarchy is modeled as a recursive loop whose output
is a sequence of impulses. The unit delay element shown in
the figure separates the instances of impulses of varying
amplitude at the output. The gain unit and the nonlinear
amplifier implement the map xi+1 = gnf(xi). The output at
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Figure 2. A low-frequency noise generator
based on logistic map (from 11, courtesy of IEEE,
© 1987 IEEE).

Figure 3. Block schematic of a software-based, deterministic-
chaotic, variably colored noise generator.

any instant becomes the input at the next instant. The ini-
tiator block is used only to set the amplitude of the first im-
pulse and is then disconnected. This software setup yields
sequences of impulses which are essentially aperiodic and
hence noiselike from a practical point of view (12).

Researchers have used discrete, nonlinear, one-
dimensional maps (13) that yield a transition between
regions of chaotic motion to produce 1/f noise. The cir-
cuits used to implement such discrete maps are usually
switched-capacitor type because discrete maps are de-
scribed by nonlinear, finite-difference equations and they
can be easily and accurately implemented by switched-
capacitor circuits. Delgado–Restituto et al. (14) build a
programmable prototype to generate colored noise to test
systems with spectral density proportional to 1/f. They
use op-amps and switched capacitors to realize a chaotic,
one-dimensional, piecewise-linear discrete map that yields
a hopping transition between regions of chaotic motion.
Murao et al. (15) propose a simple switched-capacitor
circuit that realizes a one-dimensional, nonlinear, discrete
map as opposed to a piecewise-linear approximation. With
an IC and a couple of logarithmic and antilogarithmic
amplifiers, they can synthesize a simple 1/f noise gener-
ator over a wide range of frequencies compared with the
previous method of Delgado–Restituto et al. (14).

Figure 4. Structure of a programmable noise generator.

Of the four techniques of noise generation based on
chaotic behavior of deterministic systems discussed here,
the first is used for white noise generation, whereas the
next three implementations generate colored noise. Al-
though colored noise is derived by properly filtering the
output of white noise sources (16), the direct methods de-
scribed here are simpler and lend themselves to easy VLSI
implementation. Some other simple IC-compatible chaos
generators are found in 17 and 18.

Programmable Noise Generators. It is often desirable to
have a programmable noise generator. The variability is
achieved by multiplying the noise signal by a factor K and
then passing the signal through a noise filter, as shown in
Fig. 4. A linear phase filter passes frequencies between F1

and F2, thus band-limiting the filter output noise. In the
simulated noise generator of (19), the output is sampled at
a particular rate and stored in a data array. The statistics of
the output data, such as mean, variance, min, and max are
stored in another data array. This kind of programmable
noise generator produces uniform Gaussian noise whose
output noise power is set by adjusting the K factor shown
in the figure.

Digital Techniques

The first generation digital noise generators utilized ran-
dom waveforms based on telegraph signals to obtain ran-
dom noise (20). For application in modern digital circuits,
however, pseudorandom number sequence generators pro-
vide a better basis. Pseudorandom numbers are generated
with linear congruent algorithms (21). If noise is needed
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Figure 5. Block schematic of a basic digital noise generator.

in analog form, the numbers generated in binary form are
converted to analog quantity. The analog output at the con-
verter is essentially Gaussian white noise. This signal can
be filtered appropriately to obtain colored noise. Figure 5
shows the block schematic of a digital noise generator.

Linear Feedback Shift Register as Random Number
Generator. The digital circuitry implementing the pseudo-
random number generator can be realized using a linear
feedback shift register (LFSR). An LFSR consists of two ba-
sic digital building blocks,D-type flip-flops and exclusive-or
gates. The LFSR draws theory from cyclic error-detecting
codes (22) where all algebraic manipulations on polyno-
mials are done in GF(2), that is, Galois field-modulo-2 ad-
dition, subtraction, multiplication, and division of binary
vectors. A k-stage LFSR generates at most (2k − 1) distinct
binary patterns which then repeat on itself. In general, the
length of the sequences generated depends on the size of
the LFSR and the polynomial representing it. If the poly-
nomial representing the LFSR is primitive (22), the LFSR
generates a maximal length sequence [(2k − 1) vectors]. If
the polynomial is irreducible but nonprimitive, then the
length of the sequence is not maximal and depends on the
initial contents of the LFSR, called the seed. The presence
of internal memory in the LFSR makes the choice of the
seed critical for nonprimitive case. In the primitive case,
the seed does not affect the statistical properties of the
output. However, if all of the flip-flops are set to zero, the
LFSR remains dormant and is useless.

The upper block of Fig. 6 shows an LFSR implementa-
tion of a primitive polynomial of degree six:

where ⊕ is the exclusive-or operator. In this implementa-
tion of LFSRs, the output and selected internal stages of
the LFSR corresponding to the nonzero terms of the poly-
nomial are exclusive-ored and fed back to the input. The
pseudorandom digital output sequence is plotted in Fig.
7. A clock frequency of 1 MHz is used to run the LFSR.
Because a six-stage LFSR is used, the period of the pseu-
dorandom output waveform is 63 µs. For clarity the figure
shows a couple of periods of the waveform.

In the following, we describe several implementations of
digital noise generators. They all have LFSRs as the basis
for random number generation and use low-pass filtering
to obtain the analog noise signal.

Analog Conversion by Time Integration. Alspector et al.
(23) use a low-pass filter to convert the digital waveform at
the outputs of the LFSR to a voltage signal. The cutoff fre-
quency of the filter is kept at just a few percent of the clock
frequency used to drive the LFSR. This arrangement has
the effect of performing a time integration over many bits.
If each bit is equally likely (i.e., a 0 or 1 with equal proba-
bility) as is the case in LFSRs, the value of this integration

follows a binomial distribution that approaches Gaussian
for a large number of bits. This creates a Gaussian pseudo-
random noise source whose statistical properties are anal-
ogous to thermal or shot noise. A variable amplifier with
gains low enough to avoid any coupling is used at the out-
put.

Analog Conversion by a Resistive Network. D’Alvano and
Badra (24) use a resistive network to convert the digital sig-
nal to an analog signal, as shown in the lower block of Fig.
6. The shift register outputs are linearly combined through
the resistive network which also plays the role of the coeffi-
cient set of a discrete-time FIR filter. These weights provide
a low-pass transfer function with a raised-cosine impulse
response. The output level at the filter is adjusted through
a 1 k� trimmer.

The probability density function of the noise signal at
the output can be predicted because of the random na-
ture of the binary sequence generated at each of the shift-
register outputs. The random binary variables added to
form the noise signal are statistically independent from
one another. From the central limit theorem (4), it follows
that the probability density function of the signal at the
output is asymptotically Gaussian.

To illustrate noise generation, we have performed a sim-
ulation using commercial software produced by MicroSim
Corporation, USA. Figure 8 shows a trace of analog noise
observed at the output of the op-amp (see Fig. 6). What
is shown in Fig. 8 is repetitive noise. The periodicity in
the noise is an undesirable feature, yet inevitable when
small-size LFSRs are used for pseudorandom number se-
quence generation. The periodicity can be broken by ran-
domly changing the seed of the LFSR. The periodicity can
also be improved by lengthening the shift register. Inter-
ested readers may refer to (24) for details of the circuit
which produces truly random noise.

High-Frequency Noise Generation. A shift-register-based
noise generator can be realized for RF noise power metrol-
ogy (25). Superconducting rapid, single-flux, quantum
(RSFQ) logic (26) is used to meet the requirements of low
noise and fast switching necessary to generate noise in the
gigaHertz range. In the RSFQ logic, the binary informa-
tion is coded by flux quanta with the value φ0 = h/2e in su-
perconducting interferometers and is transmitted and pro-
cessed as very short voltage pulses V(t) of quantized area.
The active circuit components are overdamped Josephson
junctions (JJ) which need only dc bias currents set to val-
ues slightly below their critical currents. With these el-
ements, SFQ pulses can be created, transmitted, repro-
duced, amplified, processed, and detected (25). The basic
RSFQ logic elements for constructing complex digital cir-
cuits are available in current technology. Superconducting
microstrip lines together with JJ technology allow trans-
mitting picosecond waveforms with very low attenuation
and dispersion. In a pseudorandom noise generator of this
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Figure 6. A six-stage linear feedback shift register with a resistive network for digital-to-analog
conversion.

type, the logic enables the generation of pseudostatisti-
cal SFQ pulse sequences, operating as quasi-shot noise
sources.

Arrays of Noise Generators. It is often necessary to have
an array of noise generators, especially in neural networks
(25). Although such noise generators can be designed with
LFSRs, one should be careful to avoid any correlation
among the outputs of these noise generators. Alspector et
al. (23) accomplish this by tapping the outputs from various
stages of the LFSR and processing them using exclusive-
or gates and low-pass filters. A cellular automaton is used
by Dupret et al. (27) to generate arrays of Gaussian white
noise sources. Cellular automata feature regular structure
leading to compact VLSI layouts.

APPLICATION OF NOISE GENERATORS

Noise generators are used in a variety of testing, calibra-
tion, and alignment applications especially with radio re-
ceivers. Some of the other applications are in digital com-
munication, analog integrated circuit diagnosis, and learn-

ing processes of stochastic neural networks. In digital com-
munication, noise is added as an “uncertainty” to a crypto-
graphic exchange to confuse the information and to prevent
unauthorized use or forgery. This is increasingly important
in today’s electronic-commerce society. Random signals are
also used for dithering in analog electronic circuits, forcing
a signal to use the entire dynamic range of an analog sys-
tem, one which reduces distortion. These applications can
be classified into four categories: noise used as a broad-
band random signal, measurements in which noise is used
as a test signal, measurements in which noise is used as a
probe into microscopic phenomena, and noise as a concep-
tual tool. This categorization of applications was first made
by Gupta (28) and is used here. We include some examples
and illustrations.

Noise as a Broadband Random Signal

This kind of signal is widely used in electronic countermea-
sures, microwave heating, simulation of random quanti-
ties, stochastic computing, and generation of random num-
bers. Noise generators are used to simulate random vibra-
tions in mechanical systems. The combination of a random
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Figure 7. The waveform of the digital sequence at the output of LFSR.

noise generator and a shake table is widely used to test the
response of mechanical structures to random vibrations.

A well-known application of a high-power broadband
noise generator is active jamming of radar and communi-
cation equipment. Radar jamming is called active if the
jammer radiates a signal at the operating frequency of
the radar system, as distinguished from passive jamming
which employs nonradiating devices like chaff. The broad-
band jamming signal can be generated either by a noise
generator centered at the carrier frequency or by noise
modulating a continuous wave signal.

An interesting medical application is inducing sleep or
anesthesia and suppressing dental pain in a technique
called audio-analgesia. A dental patient listens to relaxing
music via earphones, and switches to filtered random noise
on feeling pain, increasing the intensity of noise as neces-
sary to suppress pain. It is reported that audio-analgesia
has about the same level of effectiveness as morphine (29).

In modern musical instruments, white or color noise
generators are successfully used to generate the sound ef-
fect of desert wind, ocean surf, thunderstorm, lightning,
and even the virtual cosmic background sound.

Noise as a Test Signal in Measurements

There are several cases of measurements where one needs
a broadband signal with known properties like amplitude
probability density and an autocorrelation function. Ran-
dom noise is one such source and is ideal for measuring im-
pulse response, insertion loss, linearity and intermodula-
tion of communication equipment, and in noise-modulated
distance-measuring radar.

It is well known (4) that if a random signal X(t) with
autocorrelation function RX(τ) is applied at the input of
a linear system with an impulse response H(t), the cross-
correlation between the input and the resulting output Y(t)
is given by the convolution integral

This relationship can be used to calculate the impulse re-
sponse H(t) if RX and RXY are known. For causal, lumped,
linear, time-invariant systems, this calculation can be car-
ried out algebraically. However, solving the integral equa-
tion for H(t) is greatly simplified by using white noise as
the input signal. If the bandwidth of the input signal is
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Figure 8. A simulation trace of an
analog noise signal.

much larger than that of the system under test, RX(τ) is
effectively the impulse function δ(τ), and the equation sim-
plifies to

Thus the impulse response is directly measured without
involved calculation.

Spina and Upadhyaya (30) use the previous observation
on impulse response measurement in testing and diagnos-
ing analog VLSI. Here, a white noise generator is used as
input stimuli to the analog chip. At the output of the circuit
under test, a pattern classifier which is usually an artifi-
cial neural network does the signature analysis and hence
fault diagnosis. Alspector et al. (23) study application of
noise as input to facilitate learning in parallel stochastic
neural networks.

Noise is used in measuring linearity and intermodula-
tion in a communication channel as follows. When a large
number of telephone channels are to be carried by a coax-
ial cable or a broadband radio link, any existing nonlinear
distortions in the system introduce unwanted intermod-
ulation products of the various components of the multi-
plexed signal. Calculation of the intermodulation noise so
introduced is very difficult because of the large number of
channels. Because statistical properties of white noise are
similar to those of a complex multichannel signal with a
large number of intermittently active channels, white noise
is used to simulate such a signal. A band-limited Gaussian
white noise is introduced at the input into the system un-
der test. The noise power in a test channel is measured
first with all channels loaded with white noise and then
with all but the test channel loaded with white noise. The
ratio of the first to the second measurement is called the

noise power ratio from which the channel noise due to in-
termodulation can be calculated. The spectral density of
input noise can be shaped to match the signal under ac-
tual operating conditions.

The use of noise generators for checking system per-
formance in manufacturing or in the laboratory is com-
monly known. The procedure can be extended to in-service
monitoring of radar and communication equipment in the
field because of the development of solid-state noise gener-
ators which have smaller power consumption, weight, vol-
ume, radio-frequency interference, turn-on time, and turn-
off time, but higher noise power output and reliability than
gas-discharge noise generators. As a result, the need for re-
tuning or servicing the equipment is recognized before its
performance becomes unacceptable. As the noise signal is
very small and unrelated to all other signals, the monitor-
ing can be carried out while the equipment is in operation,
thus reducing the downtime due to checkups.

Noise is specifically used in the noise immunity test
of several digital systems and TV pictures (31). High fre-
quency noise generators are needed in RF noise-power
calibration. The shift-register-based noise generator using
RSFQ logic can function at frequencies up to 45 GHz (25)
and can be used for this purpose. Digital, pseudorandom
numbers are also used to test a random collection of input
possibilities with test circuits built on-chip.

Noise as a Probe into Microscopic Phenomena

Noise measurements can be used for estimating physi-
cal parameters related to microscopic phenomena, such as
emission, recombination, or ionizing collision. Noise can
also be used in testing semiconductors for uniformity and
for estimating the reliability of semiconductor devices. Us-
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Table 1. Commercial noise generators and their characteristics

Designation Function Name of Manufacturer Noise Type and Range Technique Used
TSC-300 White Noise Marpac Sound Generator Electronic

Generator White noise
DNG 7500 Digital Noise Noise/Com White Digital

Generator Gaussian noise
K4301 Pink Noise QualityKits Pink Noise Pseudorandom

Generator (Digital noise)
ANG Automated Noise Micronetics Truly Gaussian Analog

Generator
CNG-70/140 Carrier to Noise dBm White Noise Not available

Generator (50-180 MHz)
AM700 Mixed Signal Audio Tektronix Shaped Noise Analog

Measurement Set White & Pink
3024 Very Random noise ACO Pacific, Inc. White & Pink Digital

Generator (1.6 Hz to 39 kHz) (pseudorandom)
SMT02 Signal Generator Rohde & Schwarz 500 kHz bandwidth Not Available
SMT03, 06
IE-20B Pink and White Ivie Technologies, Pink & White Digital

Inc.
PNG-2000 Portable Noise Research Audio frequency Not Available

Generator Electronics, Intl. (300 Hz to 3 kHz)
DS345 Waveform Generator Stanford Research White Noise Digital

Systems Wideband (10 MHz)
DS360 Low Distortion Stanford Research White and Pink Digital

Function Generator Systems
NG-1 Audible Noise Audio Technologies, White & Pink Not Available

Generator Inc.
PNG-7000 Precision Noise Noise/Com Gaussian White Noise Not Available

Generator
UFX7000 Programmable Noise Noise/Com Broadband Noise Microprogram controlled

Generator (10 Hz to 40 GHz)

ing noise in device reliability prediction has several ad-
vantages over conventional lifetime tests. Noise testing is
nondestructive and does not take up a considerable frac-
tion of the life of the device being tested. It also allows
testing a specific individual device rather than measuring
an average lifetime for a lot.

There are many ways in which measuring the noise in
a device can be used to make reliability predictions. For
instance, transistors with low 1/f noise exhibit longer life
spans, and reverse-biased p–n junction diodes having a
noise power spectral density with multiple peaks undergo
rapid degradation. It has been found experimentally that
the low-frequency 1/f noise output of a transistor increases
by two or three orders of magnitude shortly before failure
(28).

Noise as a Conceptual Tool

Noise is the motivating cause for developing new disci-
plines like information theory, the statistical theory of com-
munication, and circuit theory. It is also useful as a vehicle
for theoretical investigations and for modeling other phys-
ical systems. For example, the concepts and principles de-
veloped with electrical noise have been used as guides in
working with thermodynamics. Noise has been used as a
tool for interpreting impedance in circuit theory. It has also
led to the development of some analogies between quantum
mechanics and the analyses of noisy circuits and systems
and has helped simplify the concept of the quantum me-

chanical uncertainty principle. For further details, readers
may refer to (28).

COMMERCIAL NOISE GENERATORS

A number of companies sell noise generators either as sep-
arate instruments or as part of an apparatus, such as a
function generator. Table 1 lists the model numbers and the
names of the manufacturers along with various features
of the instruments including noise range, the technique
used in the design, and application areas where known.
Some of the instruments are portable and battery-powered,
whereas others are somewhat bulky.This list is not exhaus-
tive and is provided only as a quick reference. The address
of each company is provided in Table 2 as a ready reference.
Although the internal circuitry of these noise generators is
not available, the reader may refer to other guidebooks on
electronics circuits, such as (32) which contains the circuit
diagram of digital white noise generators, thermal noise
generators using incandescent lamp, and a simple diode
noise generator.
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Table 2. Companies that make noise generators

Marpac Corporation
P.O. Box 560
Rocky Point, NC 28457 USA

QKits Limited
49 McMichael St.
Kingston, ON K7M 1M8, Canada

Micronetics
26 Hampshire Drive
Hudson, NH 03051 USA

dBm
6 Highpoint Drive
Wayne, New Jersey 07470 USA

Tektronix, Inc.
1500 North Greenville Avenue
Richardson, TX 75081 USA

ACO Pacific, Inc.
2604 Read Avenue
Belmont, CA 94002, USA

Rohde & Schwarz
Muhldorfstrasse 15
81671 Munchen (Munich), Germany

Ivie Technologies, Inc.
1605 N West State St.
Lehi, UT 84043-1084 U.S.A.

Research Electronics International
455 Security Place
Algood, TN 38506, USA

Stanford Research Systems
1290-D Reamwood Avenue
Sunnyvale, California 94089, USA

ATI - Audio Technologies, Incorporated
154 Cooper Rd. # 902
West Berlin, NJ 08091 USA

Noise Com
25 Eastmans Road
Parsippany, New Jersey 07054-3702 USA

Tundra Semiconductor Corporation
603 March Road
Kanata, Ontario, K2K 2M5, Canada
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