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integration), but many in the rest of the world continue to call
it VLSI. The driving factor behind integrated circuit technol-
ogy was the scaling factor, which in turn affected the circuit
density within a single packaged chip. In 1965, Gordon Moore
predicted that the density of components per integrated cir-
cuit would continue to double at regular intervals. Amazingly,
this has proved true, with a fair amount of accuracy (1).

Another important factor used in measuring the advances
in IC technology is the minimum feature size or the minimum
line width within an integrated circuit (measured in microns).
From about 8 �m in the early 1970s, the minimum feature
size has decreased steadily, increasing the chip density or the
number of devices that can be packed within a given die size.
In the early 1990s, the minimum feature size decreased to
about 0.5 �m, and currently 0.3, 0.25, and 0.1 �m technolo-
gies (also called as deep submicron technologies) are becom-
ing increasingly common. IC complexity refers, in general, to
the increase in chip area (die size), the decrease in minimum
feature size, and the increase in chip density. With the in-
crease in IC complexity, the design time and the design auto-
mation complexity increase significantly. The advances in IC
technology are the result of many factors, such as high-resolu-INTEGRATED CIRCUITS
tion lithography techniques, better processing capabilities, re-
liability and yield characteristics, sophisticated design auto-The invention of the transistor in 1947 by William Shockley

and his colleagues John Bardeen and Walter Brattain at Bell mation tools, and accumulated architecture, circuit, and
layout design experience.Laboratories, Murray Hill, NJ, launched a new era of inte-

grated circuits (IC). The transistor concept was based on the
discovery that the flow of electric current through a solid

BASIC TECHNOLOGIES
semiconductor material like silicon can be controlled by add-
ing impurities appropriately through the implantation pro-

The field of integrated circuits is broad. The various basic
cesses. The transistor replaced the vacuum tube due to its

technologies commonly known are shown in Fig. 1. The inert
better reliability, lesser power requirements, and, above all,

substrate processes, further divided as thin and thick film
its much smaller size. In the late 1950s, Jack Kilby of Texas

processes, yield devices with good resistive and temperature
Instruments developed the first integrated circuit. The ability

characteristics. However, they are mostly used in low-volume
to develop flat or planar ICs, which allowed the interconnec-

circuits and in hybrid ICs. The two most popular active sub-
tion of circuits on a single substrate (due to Robert Noyce and

strate materials are silicon and gallium arsenide (GaAs). The
Gordon Moore), began the microelectronics revolution. The

silicon processes can be separated into two classes: MOS (the
substrate is the supporting semiconductor material on which

basic device is a metal oxide semiconductor field effect tran-
the various devices that form the integrated circuit are

sistor) and bipolar (the basic device is bipolar junction tran-
attached. Researchers developed sophisticated photolithogra-

sistors). The bipolar process was commonly used in the 1960s
phy techniques that helped in the reduction of the minimum

and 1970s and yields high-speed circuits with the overhead of
feature size, leading to larger circuits being implemented on

high-power dissipation and the disadvantage of low density.
a chip. The miniaturization of the transistor led to the devel-

The transistor-transistor logic (TTL) family of circuits consti-
opment of integrated circuit technology in which several hun-

tutes the most popular type of bipolar and is still used in
dreds and thousands of transistors could be integrated on a

many high-volume applications. The emitter-coupled logic
single silicon die. IC technology led to further developments,
such as microprocessors, mainframe computers, and super-
computers.

Since the first integrated circuit was designed following
the invention of the transistor, several generations of inte-
grated circuits have come into existence: SSI (small-scale in-
tegration) in the early 1960s, MSI (medium-scale integration)
in the latter half of the 1960s, and LSI (large-scale integra-
tion) in the 1970s. The VLSI (very large scale integration) era
began in the 1980s. While the SSI components consisted on
the order of 10 to 100 transistors or devices per integrated
circuit package, the MSI chips consisted of anywhere from
100 to 1000 devices per chip. The LSI components ranged
from roughly 1000 to 20,000 transistors per chip, while the
VLSI chips contain on the order of up to 3 million devices.

Basic technologies

NMOS PMOS CMOS BI-CMOS

MOS Bipolar MESFET Bipolar

Active substrateInert substrate

TTL I2 L ECL

Gallium arsenideSiliconThick filmThin film

When the chip density increases beyond a few million, the
Japanese refer to the technology as ULSI (ultra large scale Figure 1. Overview of the basic technologies.
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(ECL) devices are used for high-speed parts that form the tions, the electrons in n-type GaAs material travel twice
faster than in silicon. Thus, the GaAs circuits could functioncritical path delay of the circuit. The MOS family of processes

consists of PMOS, NMOS, CMOS, and BiCMOS. The term at twice the speed than the silicon ECL circuits for the same
minimum feature size. The GaAs mateial has a larger band-PMOS refers to a MOS process that uses only p-channel tran-

sistors, and NMOS refers to a MOS process that uses only n- gap and does not need gate oxide material, as in silicon, which
makes it immune to radiation effects. Also, the GaAs materialchannel transistors. PMOS is not used much due to its electri-

cal characteristics, which are not as good as the n-channel has very high resistivity at room temperatures and lower par-
asitic capacitances, yielding high-quality transistor devices.field effect transistors (FET), primarily since the mobility of

the n-channel material is almost twice compared to the mobil- However, the cost of fabricating large GaAs circuits is signifi-
cantly high due to its low reliability and yield characteristicsity of the p-channel material. Also, the NMOS devices are

smaller than the PMOS devices, and thus PMOS do not give (primarily due to the presence of more defects in the material
compared to silicon). The fabrication process is complex, ex-good packing density.

CMOS was introduced in the early 1960s; however, it was pensive, and does not aid scaling. Also, the hole mobility is
the same as in silicon, which means GaAs is not preferableonly used in limited applications, such as watches and calcu-

lators. This was primarily due to the fact that CMOS had for complementary circuits. Thus, the GaAs technology has
not been as successful as initially promised. Since CMOS hasslower speed, less packing density, and latchup problems al-

though it had a high noise margin and lower power require- been the most dominant technology for integrated circuits, we
examine the MOS transistor and its characteristics as aments. Thus, NMOS was preferred over CMOS, in general,

until the p-channel devices developed began to have similar switch in the next section.
characteristics as the nMOS and both the p-channel and n-
channel transistors started delivering close to equal amounts

THE MOS SWITCH
of currents with similar transistor sizes. In the 1980s and the
1990s, the need for lower power consumption was the driving

The MOSFET is the basic building block of contemporary
factor, and thus CMOS emerged as the leading IC technology

CMOS circuits, such as microprocessors and memories. A
(2). The BiCMOS technology combines both bipolar and

MOSFET is an unipolar device; that is, current is transported
CMOS devices in a single process. While CMOS is preferred

by means of only one type of polarity (electrons in an n type
for logic circuits, BiCMOS is preferred for input/output (I/O)

and holes in a p type). In this section, we describe the basic
and driver circuits due to its low input impedance and high

structure of MOSFETS and their operation and provide ex-
current driving capability.

amples of gates built using MOS devices.
Since the 1980s, efforts have been directed toward design-

ing digital ICs using GaAs devices. In many high-resolution
Structure

radar systems, space systems, high-speed communication cir-
cuits, and microwave circuits, the integrated circuits need to The basic structure of a MOSFET (n and p type) is shown in

Fig. 2. We describe the structure of an n-type MOSFET (3,4).operate at speeds beyond several gigahertz (GHz). In silicon
technology, it is possible to obtain speeds on the order of up It consists of four terminals with a p-type substrate into

which two n	 regions are implanted. The substrate is a siliconto 10 GHz using ECL circuits, which is almost pushing the
limits of the silicon technology. In GaAs technology, the basic wafer that provides stability and support. The region between

the two n	 regions is covered by an insulator, typically poly-device is the metal semiconductor (Schottky gate) field effect
transistor, called the GaAs MESFET. Given similar condi- silicon and a metal contact. This contact forms the gate of the

Figure 2. Structure of n- and p-type
MOSFET.
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transistor. The insulating layer is required to prevent the flow
of current between the semiconductor and the gate. The two
n	 regions form the source and the drain. Due to the symme-
try of the structure, the source and the drain are equivalent.
The gate input controls the operation of the MOSFET. A bias
voltage on the gate causes the formation of a channel between
the n	 regions. This channel causes a connection between the
source and drain and is responsible for the flow of the current.
The MOSFET is surrounded by a thick oxide, called the field
oxide, which isolates it from neighboring devices. Reversal of
n and p types in the discussion will result in a p-type MOS-

 Ids

 Vgs1

 Vgs2

 Vgs3

 Vgs4

 Vds

Saturation
region

Linear
region

FET. Typical circuit symbols for n-type and p-type MOSFETS
are also shown in Fig. 2. Figure 3. Output characteristics of a MOS transistor.

Operation

When no gate bias is applied, the drain and the source behave the conducting channel. The channel acts like a resistance,
as two pn junctions connected in series in the opposite direc- and the drain current is proportional to the drain voltage.
tion. The only current that flows is the reverse leakage cur- This is the linear region of operation. As the value of Vds is
rent from the source to the drain. When a positive voltage is increased, the channel charge near the drain decreases. The
applied to the gate, the electrons are attracted and the holes channel is pinched off when Vds � Vgs � Vt. An increase in
are repelled. This causes the formation of an inversion layer Vds beyond the pinchoff value causes little change in the drain
or a channel region. The source and the drain are connected current. This is the saturation region of operation of the MOS
by a conducting n channel through which the current can device. The output characteristics of n- and p-type devices is
flow. This voltage-induced channel is formed only when the shown in Fig. 3. The equations that describe the regions of
applied voltage is greater than the threshold voltage, Vt. MOS operation can be summarized as follows:
devices that do not conduct when no gate bias is applied are
called enhancement mode or normally OFF transistors. In
nMOS enhancement mode devices, a gate voltage greater
than Vt should be applied for channel formation. In pMOS
enhancement mode devices, a negative gate voltage whose

0 If Vgs ≤ Vt (cutoff)
Ids = k/2[2(Vgs − Vt)Vds − V 2

ds]
If Vg > Vt,Vds ≤ (Vgs − Vt) (linear)

k/2(Vgs − Vt)
2 If Vg > Vt,Vds > (Vgs − Vt) (saturation)

magnitude is greater than Vt must be applied. MOS devices
that conduct at zero gate bias are called normally ON or where k is the transconductance parameter of the transistor.
depletion mode devices. A gate voltage of appropriate polarity A detailed analysis of the structure and operation of MOS
depletes the channel of majority carriers and hence turns it devices is described in Refs. 3, 5, 7, and 8.
OFF.

Considering an enhancement mode n-channel transistor,
CMOS Inverter

when the bias voltage is above the predefined threshold volt-
age, the gate acts as a closed switch between the source and The basic structure of an inverter is shown in Fig. 4, and the

process cross section is shown in Fig. 5. The gates of both thedrain, the terminals of which become electrically connected.
When the gate voltage is cut off, the channel becomes absent, NMOS and the PMOS transistors are connected. The PMOs

transistor is connected to the supply voltage Vdd, and thethe transistor stops conducting, and the source and the drain
channels get electrically disconnected. Similarly, the p-chan- NMOS transistor is connected to Gnd. When a logical 0 is ap-

plied at the input Vin, then the PMOS device is on and thenel transistor conducts when the gate voltage is beneath the
threshold voltage and stops conducting when the bias voltage output is pulled to Vdd. Hence the output is a logical 1. On the

other hand, when a logical 1 is applied at the input, then theis increased above the threshold. The behavior of the MOS
transistor as a switch forms the fundamental basis for imple- NMOS transistor is on and the output is pulled to the ground.

Hence we have a logical 0. The operating regions of the tran-menting digital Boolean circuits using MOS devices.

Output Characteristics

We describe the basis output characteristics (5,6) of a MOS
device in this subsection. There are three regions of operation
for a MOS device:

1. Cutoff region
2. Linear region
3. Saturation region

In the cutoff region, no current flows and the device is said to
be off. When a bias, Vgs, is applied to the gate such that Vg �

Vdd

OutIn

GNDVt, the channel is formed. If a small drain voltage, Vds, is ap-
plied, drain current, Ids, flows from source to drain through Figure 4. Circuit schematic of an inverter.
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Figure 5. Process cross section of an n-
well inverter.
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sistor are shown in Fig. 6. In region I, the n device is off and control signal (say, g) applied to the n-type device is comple-
the p device operates in the linear region. Hence the output mented and applied to the p-type device. When g is high, both
is pulled to Vdd. In region II, the n and p devices operate in the transistors are on and hence a good 1 or a 0 is passed.
the linear and saturation region depending on the input volt- When g is low, both the devices are off. This is also called a
age. In region III, the p device is cut off and the n device is complementary switch, or a C SWITCH (5).
operating in the linear region. The output is pulled to the
ground. In region II, when both the transistors are on simul-

NAND and NOR Gatestaneously, a short is produced between Vdd and Gnd. This ac-
counts for the short circuit power dissipation in CMOS logic. CMOS combinational gates are constructed by connecting the

PMOS and NMOS devices in either series or parallel to gener-
Transmission Gate ate different logical functions. The structures for a two-input

NAND and NOR gate are shown in Fig. 9.Consider the device shown in Fig. 7, which represents an
NMOS or a PMOS device. By suitably controlling the gate
bias, the device can be made to turn on or off. It behaves NAND Gate. The p devices are connected in parallel, and
as an electrical switch that either connects or disconnects the n devices are connected in series. When either of the in-
the points s and d. An NMOS device is a good switch when puts A or B is a logical 0, the output is pulled high to Vdd.
it passes a logical 0, and a PMOS is a good switch when it When both A and B are high, then the output is pulled to the
passes a logical 1. In CMOS logic, both the NMOS and PMOS ground. Hence this structure implements the operation f �
devices operate together. In general, the NMOS transistor (A � B)
.
pulls down the output node to logical 0, and the PMOS device
pulls up a node to logical 1. A transmission gate is obtained

NOR Gate. Similarly, in the NOR gate, the p devices areby connecting the two in parallel, as shown in Fig. 8. The
connected in series and the n devices are connected in paral-
lel. When either of the inputs A or B is a logical 1, then the
output is pulled to the ground. When both A and B are low,
then the output is pulled to Vdd. Hence this structure imple-
ments the operation f � (A 	 B)
. The p structure is the logi-
cal dual of the n structure. An n input NAND and NOR gate
can be constructed in a similar fashion.

s d

g

MOS
device

d

Electrical equivalent

Appropriate gate bias

s

ds

0

I II III

Vdd

Vin

Figure 6. Operating regions of the transistor. Figure 7. A MOS device as a switch.
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Figure 10. IC design methodology.

To design and realize VLSI circuits, several factors play key
roles. The goal of an IC designer is to design a circuit that

the functional design and description, in which the system ismeets the given specifications and requirements while spend-
partitioned into functional modules and the functionality ofing minimum design and development time avoiding design
the different modules and their interfaces to each other areerrors. The designed circuit should function correctly and
considered. The issues to be considered are regularity andmeet the performance requirements, such as delay, timing,
modularity of structures, subsystem design, data flow organi-power, and size. A robust design methodology has been estab-
zation, hierarchical design approach, cell types, geometriclished over the years, and the design of complex integrated
placements, and communication between the different blocks.circuits has been made possible essentially due to advances

Once the functionality of the various modules is deter-in VLSI design automation. The various stages in the design
mined, the architectural design of the modules is pursued.flow are shown in Fig. 10. The design cycle ranges from the
Many design alternatives are considered toward optimization.system-level specification and requirements to the end prod-
This stage also includes the design of any hardware algo-uct of a fabricated, packaged, and tested integrated circuit.
rithms to be mapped onto architectures. A behavioral-levelThe basic design methodology is briefly described here, and
description of the architecture is obtained and verified usingthe various stages are discussed in detail in the followiing
extensive simulations, often with an iterative process. Thissections using simple examples.
stage is critical in obtaining an efficient circuit in the end andThe first step is to determine the system-level specifica-
for simplifying the steps in some of the following stages. Intions, such as the overall functionality, size, power, perfor-
the logic design stage, the architectural blocks are convertedmance, cost, application environment, IC fabrication process,
into corresponding gate-level logic designs, Boolean minimiza-technology, and chip-level and board-level interfaces required.
tion is performed, and logic simulation is used to verify theThere are several tradeoffs to be considered. The next step is
design at this level. In some design flows, the circuit could be
synthesized from the logic level by using gate-level libraries
(this is referred to as logic synthesis). The logic design usually
includes a conventioinal logic design approach and a nontra-
ditional design, such as precharge logic. At this stage, gate
delays are considered and timing diagrams are derived to ver-
ify the synchronization of the various logic modules. The next
step is the circuit design stage, which essentially involves
converting the logic design modules into a circuit representa-
tion. At this stage, the essential factors considered are clock-
ing, switching speeds or delays, switching activity and power
requirements, and other electrical characteristics (e.g., resis-
tance, capacitance).

The most complex step in VLSI design automation is the
physical design, which includes floorplanning, partitioning,
placement, routing, layout, and compaction. This process con-
verts the given circuit design or description into a physical
layout that is a geometric representation of the entire circuit.
Each step of the physical design by itself is complex and takes
significant amounts of iterations and time. The various types
of transistors, the interconnecting wires, and contacts be-

Vdd Vdd
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Gnd

Two input NAND gate Two input NOR gate

Gnd

B
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AB

tween different wires and transistors are represented as dif-
ferent geometric patterns consisting of many layers placed ac-Figure 9. Two-input NAND and NOR gate.
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cording to several design rules that govern a given fabrication and functions perfectly depends on the efficiency of the design
automation tools.technology and process. The floorplanning step involves

higher-level planning of the various components on the lay-
out. The partitioning step converts the overall circuit into CIRCUIT DESIGN
smaller blocks to help the other steps. It is usually impracti-
cal to synthesize the entire circuit in one step. Thus, logic To create performance optimized designs, two areas have to
partitioning is used to divide the given circuit into a smaler be addressed to achieve a prescribed behavior: (1) circuit or
number of blocks, which can be individually synthesized and structural design, and (2) layout or physical design. While the
compacted. This step considers the size of the blocks, the layout design is discussed in a later section, this section fo-
number of blocks, and the interconnections between the cuses on the former.
blocks and yields a netlist for each block that can be used in A logic circuit must function correctly and meet the timing
the further design steps. requirements. There are several factors that can result in the

During the next step, which is the placement of the blocks incorrect functioning of a CMOS logic gate: (1) incorrect or
on the chip layout, the various blocks are placed such that insufficient power supplies, (2) noise on gate inputs, (3) faulty
the routing can be completed effectively and the blocks use transistors, (4) faulty connections to transistors, (5) incorrect
minimum overall area, avoiding any white spaces. The place- ratios in ratioed logic, and (6) charge sharing or incorrect
ment task is iterative in that an initial placement is obtained clocking in dynamic gates. In any design, there are a certain
first and evaluated for area minimization and effective rout- paths, called critical paths, that require attention to timing
ing possibility, and alternate arrangements are investigated details since they determine the overall functional frequency.
until a good placement is obtained. The routing task com- The critical paths are recognized and analyzed using timing
pletes the routing of the various interconnections, as specified analyzer tools and can be dealt with at four levels:
by the netlists of the different blocks. The goal is to minimize
the routing wire lengths and minimize the overall area 1. Architecture
needed for routing. The routing areas between the various 2. RTL/logic level
blocks are referred to as channels or switchboxes. Initially, a 3. Circuit level
global routing is performed in which a channel assignment is

4. Layout leveldetermined based on the routing requirements, and then a
detailed routing step completes the actual point-to-point Designing an efficient overall functional architecture helps
routing. to achieve good performance. To design an efficient architec-

The last step in the physical design is the compaction step, ture, it is important to understand the characteristics of the
which tries to compact the layout in all directions to minimize algorithm being implemented as the architecture. At the reg-
the layout area. A compact layout leads to less wire lengths, ister transfer logic (RTL)/logic level, pipelining, the type of
lower capacitances, and more chip density since the chip area gates, and the fan-in and the fan-out of the gates are to be
is used effectively. The compaction step is usually an inter- considered. Fan-in is the number of inputs to a logic gate, and
active and iterative process in which the user can specify cer- fan-out is the number of gate inputs that the output of a logic
tain parameters and check if the compaction can be achieved. gate drives. Logic synthesis tools can be used to achieve the
The goal of compaction, in general, is to achieve minimum transformation of the RTL level. From the logic level, the cir-
layout area. The entire physical design process is iterative cuit level can be designed to optimize a critical speed path.
and is performed several times until an efficient layout for This is achieved by using different styles of CMOS logic, as
the given circuit is obtained. explained later in this section. Finally, the speed of a set of

Once the layout is obtained, design verification needs to be logic can be affected by rearranging the physical layout. The
done to ensure that the layout produced functions correctly following techniques can be used for specific design con-
and meets the specifications and requirements. In this stage, straints.
design rule checking is performed on the layout to make sure The various CMOS logic structures that can be used to im-
that the geometric placement and routing rules and the rules plement circuit designs are as follows:
regarding the separation of the various layers, the dimensions
of the transistors, and the width of the wires are followed 1. CMOS Complementary Logic. The CMOS complemen-
correctly. Any design rule violations that occurred during the tary logic gates are designed as ratioless circuits. In
physical design steps are detected and removed. Then circuit these circuits, the output voltage is not a fraction of the
extraction is performed to complete the functional verification Vdd (supply) and the gates are sized to meet the required
of the layout. This step verifies the correctness of the layout electrical characteristics of the circuits. The gate con-

sists of two blocks, and n block and a p block, that deter-produced by the physical design process. After layout verifi-
mine the function of the gate. The p block is a dual ofcation, the circuit layout is ready to be submitted for fabrica-
the n block. Thus, an n-input gate will consist of 2ntion, packaging, and testing. Usually, several dies are pro-
transistors.duced on a single wafer and the wafer is tested for faulty dies.

The correct ones are diced out and packaged in the form of a 2. Pseudo-NMOS Logic. In this logic, the load device is a
pin grid array (PGA), dual in-line package (DIP), or any other single p transistor with the gate connected to Vdd (5,10).
packaging technology. The packaged chip is tested extensively This is equivalent to replacing the depletion NMOS load
for functionality, electrical and thermal characteristics, and in a conventional NMOS gate by a p device. The design
performance. The process of designing and building an inte- of this style of gate (11,12) involves ratioed transistor

sizes to ensure proper operation and is shown in Fig.grated circuit (9) that meets the performance requirements
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Figure 11. Pseudo-NMOS logic. Figure 13. CMOS-domino logic.

11. The static power dissipation that occurs whenever 5. CMOS Domino Logic. This is a modification of the
clocked CMOS logic, in which a single clock is used tothe pull-down chain is turned on is a major drawback

of this logic style. precharge and evaluate a cascaded set of dynamic logic
blocks. This involves incorporating a static CMOS in-3. Dynamic CMOS Logic. In the dynamic CMOS logic
verter into each logic gate (15), as shown in Fig. 13.style, an n-transistor logic structure’s output node is
During precharge, the output node is charged high andprecharged to Vdd by a p transistor and conditionally
hence the output of the buffer is low. The transistors indischarged by an n transistor connected to Vss (5). The
the subsequent logic blocks will be turned off since theyinput capacitance of the gate is the same as the pseudo-
are fed by the buffer. When the gate is evaluated, theNMOS gate. Here, the pull-up time is improved by vir-
output will conditionally go low (1–0), causing thetue of the active switch, but the pull-down time is in-
buffer to conditionally go high (0–1). Hence, in a cas-creased due to the ground. The disadvantage of this
caded set of logic blocks, each state evaluates andlogic structure is that the inputs can only change during
causes the next stage to evaluate, provided the entirethe precharge phase and must be stable during the
sequence can be evaluated in one clock cycle. Therefore,evaluate portion of the cycle Figure 12 depicts this logic
a single clock is used to precharge and evaluate all logicstyle.
gates in a block. The disadvantages of this logic are that4. Clocked CMOS Logic. To build CMOS logic gates with
(1) every gate needs to be buffered, and (2) only nonin-low power dissipation (13), this logic structure was pro-
verting structures can be used.posed. The reduced dynamic power dissipation is real-

6. NP Domino Logic (Zipper CMOS). This is a further re-ized due to the metal gate CMOS layout considerations.
finement of the domino CMOS (16–18). Here, the dom-The gates have larger rise and fall times because of the
ino buffer is removed, and the cascading of logic blocksseries clocking transistors, but the capacitance is simi-
is achieved by alternately composed p and n blocks, aslar to the CMOS complementary gates. This is a recom-
is shown in Fig. 14. When the clock is low, all the n-mended strategy for ‘‘hot electron’’ effects, because it
block stages are precharged high while all the p-blockplaces an additional n transistor in series with the logic

transistors (14). stages are precharged low. Some of the advantages of
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abstraction. A circuit can be simulated at the logic level, the
switch level, or with reference to the timing. Simulation is a
critical procedure before committing the design to silicon. The
simulators themselves are available in a wide variety of
types (22).

Logic-Level Simulation

Logic-level simulation occurs at the highest level of abstrac-
tion. It uses primitive models of NOT, OR, AND, NOR, and
NAMD gates. Virtually all digital logic simulators are event
driven (i.e., a component is evaluated based on when an event
occurs on its inputs). Logic simulators are categorized ac-
cording to the way the delays are modeled in the circuit: (1)
unit delay simulators, in which each component is assumed
to have a delay of one time unit, and (2) variable-delay simu-
lators, which allow components to have arbitrary delays.

nMOS
combinational

network

Differential
inputs

Output Output
Clock

Clock

While the former helps in simulating the functionality of the
Figure 15. Cascade voltage switch logic. circuit the latter allows for more accurate modeling of the

fast-changing nodes.
The timing is normally specified in terms of an inertial de-the dynamic logic styles include (1) smaller area than

lay and a load-dependent delay, as follows:fully static gates, (2) smaller parasitic capacitances, and
(3) glitch-free operation if designed carefully. Tgate = Tintrinsic + Cload × Tload7. Cascade Voltage Switch Logic (CVSL). The CVSL is a
differential style of logic requiring both true and com- where
plement signals to be routed to gates (19). Two comple-
mentary NMOS structures are constructed and then Tgate � delay of the gate
connected to a pair of cross-coupled p pull-up transis- Tintrinsic � intrinsic gate delay
tors. The gates here function similarly to the domino Cload � actual load in some units (pF)
logic, but the advantage of this style is the ability to Tload � delay per load in some units (ns/pF)
generate any logic expression involving both inverting
and noninverting structures. Figure 15 gives a sketch

Earlier, logic simulators used preprogrammed models for theof the CVSL logic style.
gates, which forced the user to describe the system in terms

8. Pass Transistor Logic. Pass transistor logic is popular of these models. In modern simulators, programming primi-
in NMOS-rich circuits. Formal methods for deriving tives are provided that allow the user to write models for the
pass transistor logic for NMOS are presented in Ref. 20. components. The two most popular digital simulation systems
Here, a set of control signals and a set of pass signals in use today are VHDL and Verilog.
are applied to the gates and sources of the n transistor,
correspondingly. From these signals, the truth table for Circuit-Level Simulation
any logic equation can be realized.

The most detailed and accurate simulation technique is re-9. Source follower pull-up logic (SFPL): This is similar to
ferred to as circuit analysis. Circuit analysis simulators oper-the pseudo-NMOS gate except that the pull-up is con-
ate at the circuit level. Simulation programs typically solve atrolled by the inputs (21). In turn, this leads to the use
complex set of matrix equations that relate the circuit volt-of smaller pull-down circuits. The SFPL gate style re-
ages, currents, and resistances. They provide accurate resultsduces the self-loading of the output and improves the
but require long simulation times. If N is the number of non-speed of the gate. Therefore, it shows a marked advan-
linear devices in the circuit, then the simulation time is typi-tage in high fan-in gates.
cally proportional to Nm, where m is between 1 and 2. Simula-

Using the various design styles, any circuit design can be tion programs are useful in verifying small circuits in detail
built in a hierarchical fashion. The basic gates are first built, but are unrealistic for verifying complex VLSI designs. They
from which functional blocks like a multiplexer or an adder are based on transistor models and hence should not be as-
circuit can be realized. From these basic blocks, more complex sumed to predict accurately the performance of designs. The
circuits can be constructed. Once a design for a specific appli- basic sources of error include (1) inaccuracies in the MOS
cation has been designed, the functionality of the circuit model parameters, (2) an inappropriate MOS model, and (3)
needs to be verified. Also, other constraints, like the timing inaccuracies in parasitic capacitances and resistances. The
and electrical characteristics, have to be studied before the circuit analysis programs widely used are the SPICE pro-
design can be manufactured. The techniques and tools to gram, developed at the University of California at Berekely
achieve this are the subject of the next section. (23), and the ASTAP program from IBM (24). HSPICE (25) is

the commercial variant of these programs. The SPICE pro-
gram provides various levels of modeling. The simple modelsSIMULATION
are optimized for speed, while the complex ones are used to
get accurate solutions. As the feature size of the processes isSimulation is required to verify if a design works the way

it should. Simulation can be performed at various levels of reduced, the models used for the transistors are no longer



INTEGRATED CIRCUITS 369

valid and hence the simulators cannot predict the perfor- out of the transistors of this schematic, which can then be
used to build the photomask for the fabrication of the in-mance accurately unless new models are used.
verter. Generating a complete layout in terms of rectangles
for a complex system can be overwhelming, although at someSwitch-Level Simulation
point we need to generate it. Hence designers use an abstrac-

Switch-level simulation is simulation performed at the lowest
tion between the traditional transistor schematic and the full

level of abstraction. These simulators model transistors as
layout to help organize the layout for complex systems. This

switches to merge the logic-level and circuit-level simulation
abstraction is called a stick diagram. Figure 16 shows the

techniques. Although logic-level simulators also model tran-
stick diagram for the inverter schematic. As can be seen, the

sistors as switches, the unidirectional logic gate model cannot
stick diagram represents the rectangles in the layout as lines,

model charge sharing, which is a result of the bidirectionality
which represent wires and component symbols. Stick dia-

of the MOS transistor. Hence, we assume that all wires have
grams are not exact models of the layouts but let us evaluate

capacitance, since we need to locate charge-sharing bugs.
a candidate design with relatively little effort. Area and as-

RSIM (26) is an example of a switch-level simulator with tim-
pect ratio are difficult to estimate from stick diagrams.

ing. In RSIM, CMOS gates are modeled as either pull-up or
pull-down structures, for which the program calculates a re-

Design Rules
sistance to power or ground. The output capacitance of the
gate is used with the resistance to predict the rise and the Design rules for a layout (28) specify to the designer certain

geometric constraints on the layout artwork so that the pat-fall times of a gate.
terns on the processed wafer will preserve the topology and
geometry of the designs. These help to prevent separate, iso-Timing Simulators
lated features from accidentally short circuiting, or thin fea-

Timing simulators allow simple nonmatrix calculations to be
tures from opening, or contacts from slipping outside the area

employed to solve for circuit behavior. This involves making
to be contacted. They represent a tolerance that ensures very

approximations about the circuit, and hence accuracy is less
high probability of correct fabrication and subsequent opera-

than that of simulators like SPICE. The advantage is the exe-
tion of the IC. The design rules address two issues primarily:

cution time, which is over two orders of magnitude less than
for SPICE. Timing simulator implementations typically use

1. The geometrical reproduction of features that can be re-
MOS-model equations or table look-up methods. Examples of

produced by the mask-making and lithographical pro-
these simulators are in Ref. 27.

cess
2. The interaction among the different layersMixed-Mode Simulators

Mixed-mode simulators are available commercially today and Several approaches can be used to descibe the design rules.
merge the aforementioned different simulation techniques. These include the micron rules, stated at some micron resolu-
Each circuit block can be simulated in the appropriate mode. tion, and the lambda (�)-based rules. The former are given as

The results of the simulation analysis are fed back to the a list of minimum feature sizes and spacings for all masks in
design stage, where the design is tuned to incorporate the a process, which is the usual style for the industry. Mead-
deviations. Once the circuit is perfected and the simulation Conway (29) popularized the �-based approach, where � is
results are satisfactory, the design can be fabricated. To do process dependent and is defined as the maximum distance
this, we need to generate a geometric layout of the transistors by which a geometrical feature on any one layer can stray
and the electrical connections between them. This has been a from another feature. The advantage of the �-based approach
subject of intense research over the last decade and continues is that by defining � properly the design itself can be made
to be so. The following section introduces this problem and independent of both the process and fabrication house, and
presents some of the well-known techniques for solving it. the design can be rescaled. The goal is to devise rules that

are simple, constant in time, applicable to many processes,
standardized among many institutions, and have a smallLAYOUT
number of exceptions for specific processes. Figure 17 gives
the layout of the inverter, with the design rules specified.The layout design is considered a prescription for preparing

To design and verify layouts, different computer-aided de-the photomasks used in the fabrication of ICs (5). There is a
sign (CAD) tools can be used. The most important of theseset of rules, called the design rules, used for the layout; these
are the layout editors (30), design rule checkers, and circuitserve as the link between the circuit and the process engi-
extractors. The editor is an interactive graphic program thatneer. The physical design engineer, in addition to knowledge
allows us to create and delete layout elements. Most editorsof the components and the rules of the layout, needs strate-
work on hierarchical layouts, but some editors, like Berekely’sgies to fit the layouts together with other circuits and provide

good electrical properties. The main objective is to obtain cir-
cuits with optimum yield in as small an area as possible with-
out sacrificing reliability.

The starting point for the layout is a circuit schematic. Fig-
ure 2 depicts the schematic symbols for an n-type and p-type
transistor. The circuit schematic is treated as a specification
for which we must implement the transistors and connections

Poly
Metal 1
Metal 2

ndiff
pdiff

OutIn

Vdd

Vssbetween them in the layout. The circuit schematic of an in-
verter is shown in Fig. 4. We need to generate the exact lay- Figure 16. Stick diagram of the inverter.
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reach the optimal. The modules are usually considered as
rectangular boxes with specified dimensions. The algorithms
then use different approaches to fit these boxes in a minimal
area or to optimize them to certain other constraints. For in-
stance, consider a certain number of modules with specific di-
mensions and a given area in which to fit them. This is simi-
lar to the bin-packing algorithm. After the placement step,
the different modules are placed in an optimal fashion and
the electrical connections between them need to be realized.

Routing. Once the modules have been placed, we need to
create space for the electrical connections between them. To
keep the area of the floorplan minimal, the first consideration
is to determine the shortest path between nodes, although a
cost-based approach may also be used. The cost is defined to
include an estimate of the congestion, number of available
wire tracks in a local area, individual or overall wire length,
and so on. Since the problem is a complex one, the strategy is
to split the problem into global or loose routing and local or
detailed routing. Global routing is a preliminary step, in
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which each net is assigned to a particular routing area, and
Figure 17. Transistor layout of the inverter. the goal is to make 100% assignment of nets to routing re-

gions while minimizing the total wire length. Detailed routing
then determines the exact route for each net within the global

Magic tool (31), work on a symbolic layout. The latter include route. There are a number of approaches to both of these
somewhat more detail than the stick diagram but are still problems.
more abstract than the pure layout. The design rule checker, Global Routing. Global routing (36) is performed using a
or DRC, programs look for design rule violations in the lay- wire-length criterion, because all timing critical nets must be
outs. Magic has an on-line design rule checking. The circuit routed with minimum wire length. The routing area itself can
extractor is an extension of the DRC programs. While the be divided into disjoint rectangular areas, which can be classi-
DRC must identify transistors and vias to ensure proper fied by their topology. A two-sided channel is a rectangular
checks, the circuit extractor performs a complete job of compo- routing area with no obstruction inside and with pins on two
nent and wire extraction. it produces a netlist, which lists the parallel sides. A switch box is a rectangular routing area with
transistors in the layouts and the electrical nets that connect no obstructions and signals entering and leaving through all
their terminals. four sides (37). The focus in this problem is only to create

space between the modules for all the nets and not to deter-
Physical Design mine the exact route. The algorithms proceed by routing one

net at a time, choosing the shortest possible path. Since thereFrom the circuit design of a certain application and the design
is a lot of dependency among the nets, different heuristics arerules of a specific process, the physical design problem is to
used to generate the least possible routing space in which togenerate a geometric layout of the transistors of the circuit
route the nets. Once space is created for all the nets, the exactdesign conforming to the specified design rules. From this lay-
route of each net can be determined.out, photomasks can be generated that will be used in the

Detailed Routing. Detailed routing is usually done by eitherfabrication process. To achieve this, the different modules of
a maze-search or a line-search algorithm. The maze-runningthe design need to be placed first and then electrical connec-
algorithm (38,39) proposed by Lee-Moore finds the shortesttions between them realized through the metal layers. For
path between any two points. For this, the layout is dividedinstance, a two-layer metallization would allow the designer
into a grid of nodes, in which each node is weighted by itsto lay out metal both vertically and horizontally on the floor-
distance from the source of the wire to be routed. The routeplan. Whenever the wire changes direction, a via can be used
that requires the smallest number of squares is then chosen.to connect the two metal layers. Due to the complexity of this
If a solution exists, this algorithm will find it, but an exces-problem, most authors treat module placement and the rout-
sive amount of memory is required to achieve this. In the line-ing between modules as two separate problems, although they
search algorithm, vertical and horizontal lines are drawnare related critically. Also, in former days, when designs were
from the source and the target, followed by horizontal or ver-less complex, design was done by hand. Now we require so-
tical lines that intersect the original lines. This is repeatedphisticated tools for this process.
until the source and target meet. There are also a number of
other heuristic algorithms that exploit different characteris-Placement. Placement is the task of placing modules adja-
tics of the design to generate optimal routing solutions. Ge-cent to each other to minimize area or cycle time. The litera-
netic algorithms and simulated annealing approaches to thisture consists of a number of different placement algorithms
problem have gained importance in recent years.that have been proposed (32–35). Most algorithms partition

An introduction to the various algorithms that have beenthe problem into smaller parts and then combine them, or
start with a random placement solution and then refine it to proposed for layouts can be found in Ref. 40. Once the layout
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has been determined and the photomasks made, the circuit 5. The edges of the slices are then rounded to reduce sub-
stantially the incidence of chipping during normal wa-can go to the fabrication plant for processing.
fer handling.

6. A chemical-mechanical polishing (43) step is then used
FABRICATION to produce the highly reflective and scratch- and dam-

age-free surface on one side of the wafer.
The section describes the approach used in building inte- 7. Most VLSI process technologies also require an epitax-
grated circuits on monolithic pieces of silicon. The process in- ial layer, which is grown by a chemical vapor deposi-
volves the fabrication of successive layers of insulating, con- tion process.
ducting, and semiconducting materials, which have to be
patterned to perform specific functions. The fabrication there- The most obvious trend in silicon material technology is
fore must be executed in a specific sequence, which consti- the increasing size of the silicon wafers. The use of these
tutes an IC process flow. The manufacturing process itself is larger-diameter wafers presents major challengers to semi-
a complex interrelationship of chemistry, physics, material conductor manufacturers. Several procedures have been in-
science, thermodynamics, and statistics. vestigated to increase axial impurity uniformity. These in-

Semiconducting materials, as the name suggests, are nei- clude the use of double crucibles, continuous liquid feed (CLF)
ther good conductors nor good insulators. While there are systems (44), magnetic Czochralski growth (MCZ) (44,45),
many semiconducting elements, silicon is primarily chosen for and controlled evaporation from the melt.
manufacturing ICs because it exhibits few useful properties.

Epitaxial LayerSilicon devices can be built with a maximum operating tem-
perature of about 150�C due to the smaller leakage currents The epitaxial growth process is a means of depositing a single
as a result of the large bandgap of silicon (1.1 eV). IC planar crystal film with the same crystal orientation as the underly-
processing requires the capability to fabricate a passivation ing substrate. This can be achieved from the vapor phase, liq-
layer on the semiconductor surface. The oxide of silicon, uid phase, or solid phase. Vapor phase epitaxy has the widest
SiO2, which could act as such a layer, is easy to form and is acceptance in silicon processing, since excellent control of the
chemically stable. The controlled addition of specific impuri- impurity concentration and crystalline perfection can be
ties makes it possible to alter the characteristics of silicon. achieved. Epitaxial processes are used for the fabrication of
For these reasons, silicon is almost exclusively used for fabri- advanced CMOS VLSI circuits, because epitaxial processes
cating microelectronic components. minimize latch-up effects. Also in the epitaxial layer, doping

concentration can be accurately controlled, and the layer can
be made oxygen and carbon free. Epitaxial deposition is aSilicon Material Technology
chemical vapor deposition process (46). The four major chemi-

Beach sand is first refined to obtain semiconductor-grade sili- cal sources of silicon used commercially for this deposition are
con. This is then reduced to obtain electronic-grade polysilicon (1) silicon tetrachloride (SiCl4), (2) trichlorosilane (SiHCl3), (3)
in the form of long, slender rods. Single-crystal silicon is dichlorosilane (SiH2Cl2), and (4) silane (SiH4). Depending on
grown from this by the Czochralski (CZ) or float-zone (FZ) particular deposition conditions and film requirements, one of
methods. In CZ growth, single crystal ingots are pulled from these sources can be used.
molten silicon contained in a crucible. For VLSI applications,
CZ silicon is preferred because it can better withstand ther- Doping Silicon
mal stresses (41) and offers an internal gettering mechanism

The active circuit elements of the IC are formed within thethan can remove unwanted impurities from the device struc-
silicon substrate. To construct these elements, we need to cre-tures on wafer surfaces (42). FZ crystals are grown without
ate localized n-type and p-type regions by adding the appro-any contact to a container or crucible and hence can attain
priate dopant atoms. The process of introducing controlledhigher purity and resistivity than CZ silicon. Most high-volt-
amounts of impurities into the lattice of the monocrystallineage, high-power devices are fabricated on FZ silicon. The sin-
silicon is known as doping. Dopants can be introduced selec-

gle crystal ingot is then subjected to a complex sequence of tively into the silicon using two techniques: diffusion and ion
shaping and polishing, known as wafering, to produce start- implantation.
ing material suitable for fabricating semiconductor devices.
This involves the following steps: Diffusion. The process by which a species moves as a result

of the presence of a chemical gradient is referred to as diffu-
sion. Diffusion is a time- and temperature-dependent process.1. The single crystal ingot undergoes routine evaluation of
To achieve maximum control, most diffusions are performedresistivity, impurity content, crystal perfection size, and
in two steps. The first step is predeposition (47), which takesweight.
place at a furnace temperature and controls the amount of2. Since ingots are not perfectly round, they are shaped to
impurity that is introduced. The second step, the drive-in stepthe desired form and dimension.
(47), controls the desired depth of diffusion.

3. The ingots are then sawed to produce silicon slices. The Predeposition. In predisposition, the impurity atoms are
operation defines the surface orientation, thickness, ta- made available at the surface of the wafer. The atoms of the
per, and bow of the slice. desired element in the form of a solution of controlled viscos-

4. To bring all the slices to within the specified thickness ity can be spun on the wafer, in the same manner as the pho-
toresist. For these spin-on dopants, the viscosity and the spintolerance, lapping and grinding steps are employed.
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rate are used to control the desired dopant film thickness. micron features. The resolution is limited by a number of
factors, including (1) hardware, (2) optical properties of theThe wafer is then subjected to a selected high temperature to

complete the predeposition diffusion. The impurity atoms can resist material, and (3) process characteristics (52).
Most IC processes require 5 to 10 patterns. Each one ofalso be made available by employing a low-temperature

chemical vapor deposition process in which the dopant is in- them needs to be aligned precisely with those already on the
wafer. Typically, the alignment distance between two pat-troduced as a gaseous compound—usually in the presence of

nitrogen as a diluent. The oxygen concentration must be care- terns is less than 0.2 �m across the entire area of the wafer.
The initial alignment is made with respect to the crystal lat-fully controlled in this operation to prevent oxidation of the

silicon surface of the wafer. tice structure of the wafer, and subsequent patterns are
aligned with the existing ones. Earlier, mask alignment wasDrive-In. After predeposition the dopant wafer is subjected

to an elevated temperature. During this step, the atoms fur- done using contact printing (53,54), in which the mask is held
just off the wafer and visually aligned. The mask is thenther diffuse into the silicon crystal lattice. The rate of diffu-

sion is controlled by the temperature employed. The concen- pressed into contact with the wafer and impinged with ultra-
violet light. There is a variation of this technique called prox-tration of the dopant atoms is maximum at the wafer surface

and reduces as the silicon substrate is penetrated further. As imity printing, in which the mask is held slightly above the
wafer during exposure. Hard contact printing was preferredthe atoms migrate during the diffusion, this concentration

changes. Hence a specific dopant profile can be achieved by because it reduced the diffraction of light, but it led to a num-
ber of yield and production problems. So the projection align-controlling the diffusion process. The dopant drive-in is usu-

ally performed in an oxidizing temperature to grow a protec- ment and exposure system was developed, in which the mask
and wafer never touch and an optical system projects andtive layer of SiO2 over the newly diffused area.
aligns the mask onto the wafer. Since there is no damage to
the mask or photoresist, the mask life is virtually unlimited.Ion Implantation. Ion implantation is a process in which
VLSI devices use projection alignment as the standard pro-energetic, charged atoms or molecules are directly introduced
duction method.into the substrate. Ion implantation (48,49) is superior to the

chemical doping methods discussed previously. The most im-
portant advantage of this process is its ability to control more Junction Isolation
precisely the number of implanted dopant atoms into sub-

When fabricating silicon ICs, it must be possible to isolate the
strates. Using this method, the lateral diffusion is reduced

devices from one another. These devices can then be con-
considerably compared to the chemical doping methods. Ion

nected through specific electrical paths to obtain the desired
implantation is a low-temperature process, and the parame-

circuit configuration. From this perspective, the isolation
ters that control the ion implantation are amenable to auto-

technology is one of the critical aspects of IC fabrication. For
matic control. After this process the wafer is subjected to an-

different IC types, like NMOS, CMOS, and bipolar, a variety
nealing to activate the dopant electrically. There are some

of techniques have been developed for device isolation. The
limitations to this process. Since the wafer is bombarded with

most important technique developed was termed LOCOS, for
dopant atoms, the material structure of the target is dam-

LOCal Oxidation of Silicon. This involves the formation of
aged. The throughput is typically lower than diffusion doping

semirecessed oxide in the nonactive or field areas of the sub-
process. Additionally, the equipment used causes safety haz-

strate. With the advent of submicron-size device geometries,
ards to operating personnel.

alternative approaches for isolation were needed. Modified
LOCOS processes, trench isolation, and selective epitaxial

Photolithography isolation were among the newer approaches adopted.

Photolithography is the most critical step in the fabrication
sequence. It determines the minimum feature size that can LOCOS. To isolate MOS transistors, it is necessary to pre-

vent the formation of channels in the field regions. This im-be realized on silicon and is a photoengraving process that
accurately transfers the circuit patterns to the wafer. Lithog- plies that a large value of VT is required in the field region, in

practice about 3 to 4 V above the supply voltage. Two ways toraphy (50,51) involves the patterning of metals, dielectrics,
and semiconductors. The photoresist material is first spin increase the field voltage are to increase the field oxide thick-

ness and raise the doping beneath the field oxide. Thickercoated on the wafer substrate. It performs two important
functions: (1) precise pattern formation and (2) protection of field oxide regions cause high enough threshold voltages but

unfortunately lead to step coverage problems, and hence thin-the substrate during etch. The most important property of the
photoresist is that its solubility in certain solvents is greatly ner field oxide regions are preferred. Therefore, the doping

under the field oxide region is increased to realize higheraffected by exposure to ultraviolet radiation. The resist layer
is then exposed to ultraviolet light. Patterns can be trans- threshold voltages. Nevertheless, the field oxide is made 7 to

10 times thicker than the gate oxide. Following this, in theferred to the wafer using either positive or negative masking
techniques. The required pattern is formed when the wafer channel-stop implant step, ion implantation is used to in-

crease the doping under the field oxide. Until about 1970, theundergoes the development step. After development, the un-
desired material is removed by wet or dry etching. thick field oxide was grown using the grow-oxide-and-etch ap-

proach, in which the oxide is grown over the entire wafer andResolution of the lithography process is important to this
process step. It specifies the ability to print minimum size then etched over the active regions. Two disadvantages of this

approach prevented it from being used for VLSI applications:images consistently under conditions of reasonable manufac-
turing variation. Therefore, lithographic processes with sub- (1) Field-oxide steps have sharp upper corners, which poses a

problem to the subsequent metallization steps; and (2) chan-micron resolution must be available to build devices with sub-
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nel-stop implant must be performed before the oxide is grown. 5. After depositing the metal, the contact structure is sub-
jected to a thermal cycle known as sintering or anneal-In another approach, the oxide is selectively grown over the

desired field regions. This process was introduced by Appels ing. This helps in bringing the Si and metal into inti-
mate contact.and Kooi in 1970 (55) and is widely used in the industry. This

process is performed by preventing the oxidation of the active
regions by covering them with a thin layer of silicon nitride. Al is desired as an interconnect material because its resis-
After etching the silicon nitride layer, the channel-stop dop- tivity, 2.7 ��-cm, is very low, and it offers excellent compati-
ant can be implanted selectively. The process, has a number bility with SiO2. Al reacts with SiO2 to form Al2O3, through
of limitations for submicron devices. The most important of which the Al can diffuse to reach the Si, forming an intimate
these is the formation of the ‘‘bird’s beak,’’ which is a lateral Al0Si contact. But using pure Al has certain disadvantages.
extension of the field oxide into the active areas of the device. Since Al is polycrystalline in nature, its grain boundaries of-
The LOCOS bird’s beak creates other problems as junctions fer very fast diffusion paths for the Si at temperatures above
become shallower in CMOS ICs. The LOCOS process was 400�C. Hence, if a large volume of Al is available, a significant
therefore modified in several ways to overcome these limita- quantity of the Si can diffuse into Al. As a result, the Al from
tions: (1) etched-back LOCOS, (2) polybuffered LOCOS, and the film moves rapidly to fill in the voids created by the mi-
(3) sealed-interface local oxidation (SILO) (56). grating Si, which leads to large leakage currents or electri-

cally shorting the circuit. This effect is referred to as junction
Non-LOCOS Isolation Technologies. There have been non- spiking (58). To prevent junction spiking, different techniques

LOCOS isolation technologies for VLSI and ultra-large-scale are used:
integration (ULSI) applications. The most prominent of these
is trench isolation technology. Trench technologies are classi- 1. Add approximately 1% of Si to Al.
fied into three categories: (1) shallow trenches (�1 �m), (2) 2. Add a diffusion barrier to prevent Si from diffusing into
moderate depth trenches (1 to 3 �m), and (3) deep, narrow Al.
trenches (�3 �m deep, �2 �m wide). Shallow trenches are

3. Decrease sintering temperature, but this increases con-used primarily for isolated devices of the same type and hence
tact resistance.are considered a replacement to LOCOS. The buried oxide

4. Add a ‘‘barrier’’ metal to the contact hole (59).(BOX) (57) isolation technology uses shallow trenches refilled
with a silicon dioxide layer, which is etched back to yield a

Of these techniques, the most commonly used is the barrierplanar surface. This technique eliminates the bird’s beak of
metal. The idea is to block or hinder Al from intermixing withLOCOS. The basic BOX technique has certain drawbacks for
Si. There are three main types of contact barrier metallurgies:which the technique is modified.
(1) sacrificial barrier, (2) passive barrier, and (3) stuffed
barrier.Metallization

The use of Al has its own problems, the most important
This subsection describes the contact technology to realize the

being its high resistivity and electromigration. There is also
connections between devices, and how the different metal lay-

the problem with ‘‘hillock’’ formation. Hillocks are formed due
ers are connected to realize the circuit structure.

to the thermal expansion mismatch among Al, SiO2, and Si.
As the wafer is cooled, thermal expansion mismatch forms

Contact Technology. Isolated active-device regions in the
stresses (usually compressive), which forms these hillocks.single-crystal substrate are connected through high-conduc-
Therefore, copper metallization has been gaining importance.tivity, thin-film structures that are fabricated over the silicon
Copper is preferred over Al because it has a low resistivitydioxide that covers the surface. An opening in the SiO2 must
(1.2 ��-cm) and is resistant to electromigration. In fact, cop-be provided to allows contacts between the conductor film and
per is added in small quantities to Al to reduce the electromi-the Si substrate. The technology involved in etching these
gration problem of Al. However, there are some real problemscontacts is referred to as contact technology. These contacts
with copper that need to be addressed before it can replace Al:affect the circuit behavior because of the parasitic resistances

that exist in the path between the metal to Si substrate and
1. Cu is a terrible contaminant in Si. It has a very highthe region where the actual transistor action begins. Conven-

diffusivity in Si and causes junction leakage, which de-tional contact fabrication involves the fabrication of a contact
grades the gate oxide integrity (GOI).to silicon at locations where the silicon dioxide has been

2. Cu diffuses and drifts easily through SiO2. Hence, Cuetched to form a window. It involves the following steps:
needs to be encapsulated for use in metallization.

1. In regions where contacts are to be made, the silicon 3. Cu oxidizes to CuO easily.
substrate is heavily doped. 4. The etch chemistry for Cu is highly contaminated, and

2. A window or contact hole is etched in the oxide that the wafers need to be held at higher temperatures.
passivates the silicon surface.

3. The silicon surface is cleaned to remove the thin native- Typical process steps involved in the fabrication of a 0.8
oxide layer that is formed rapidly when the surface is �m LOCOS n-well inverter are as follows:
exposed to an oxygen-containing ambient.

4. The metal film is deposited on the wafer and makes con- 1. Wafer: 1 � 1015 to 1 � 1016 CZ(p) with �100� crystal ori-
entation. Epitaxial layer required because of latch-up.tact with silicon wherever contact holes were created.

Aluminum is the most commonly used metal film. The thickness is 2 �m to 16 �m with 5 � 1015.
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2. Grown screen oxide layer, with the thickness in the 15.2. Perform n� source/drain ion implantation using
5 � 1015/cm2 As75 at 40 keV. As is used becauserange 400 to 1000.
it is slow and does not diffuse deep into the sili-3. Expose the n-well photo on the wafer.
con substrate.4. n-well ion implant. Use 1 � 1013/cm2 phosphorous. The

15.3. Perform n� anneal at 900�C for 15 min to acti-voltage used is 60 keV to 2 MeV.
vate the dopant.5. n-well drive-in. This step is carried out at 1050 to

15.4. Strip the resist.1100�C for 2 to 6 h. This activates the dopant atoms.
15.5. Mask the n� regions.The drive-in depth is around 1 �m to 10 �m.
15.6. Perform p� source/drain ion implantation using6. Perform LOCOS process.

1 � 1015/cm2 BF2/B11 at 5 to 20 keV.6.1. Strip wafer.
15.7. Source/drain anneal at 900�C for 30 min in an6.2. Pad oxide. Thickness is 100 to 400.

oxidizing atmosphere. This is a rapid thermal6.3. Pad nitride. Thickness is 1000 to 2000. LPCVD
process.silicon nitride is used.

15.8. Strip the resist off.6.4. Expose the diffusion photo on the wafer.
16. Interlevel dielectric. Boro-phospho silicon glass6.5. Etch the nitride layer.

(BPSG) is used because it flows well. Typical thickness
6.6. Expose the block field (BF) photo. This is the in- is 5000 to 8000. A 900�C reflow anneal is also per-

verse of the n-well photo and prevents the for- formed.
mation of the parasitic transistors between adja-

17. The contact photo is exposed on the wafer. This is criti-cent transistors.
cal to the layout density.

6.7. Field ion implantation. 1 � 1013/cm2 boron at 60
18. The contacts are etched using RIE.keV.
19. After etching, the contact resist is stripped off.6.8. Strip the BF and the resist layer.
20. Metallization. Ti barrier metallurgy is used. The ac-6.9. Grow the field oxide. The thickness is about

tual contact is made with an alloy of Al/Cu/Si with4000 to 6000 of SiO2. The process used is a pyro
percentages 98%, 1%, and 1%, respectively. The Alprocess at 900� to 1050�C for 3 to 6 h.
alloy is sputtered onto the wafer. The typical thickness

6.10. Strip the pad nitride layer by dipping the wafer is about 1.2 �m.
in H3PO4. 21. The Metal-1 layer photo is exposed.

6.11. Strip the pad oxide layer by dipping the wafer in
22. Metal-1 etch.50 : 1 HF.
23. Strip resist.7. Grow a sacrificial oxide layer and strip it. The thick-
24. Foaming gas anneal is performed to improve the mo-ness is about 600 to 1000. The sacrificial oxide layer

bility of the electrons and relieve stress on the wafer.eats into the bare silicon, thus exposing fresh silicon
area on which the device can be grown.

The inverter is finally fabricated. Figure 5 describes the pro-
8. Grow a sacrificial gate oxide layer. Here the thickness cess cross section of this inverter after the various steps have

is about 80 to 130. This layer protects the gate when been performed.
the VT implant is done.

9. VT implant. Two masks, one for the n region and one
TESTINGfor the p region, are used. The concentration is 1 �

1011 to 1 � 1012/cm2 at 5 to 30 keV.
Testing is a critical factor in the design of circuits. The pur-

10. Strip the sacrificial gate oxide layer using a 50 : 1 HF pose of testing is to verify conformance to the product defini-
solution. tion. To understand the complexity of this problem, consider

11. Grow the gate oxide layer. Typical thickness is 80 to a combinational circuit with n inputs. A sequence of 2n inputs
130. The gate oxide layer is grown at 800 to 900�C for must be applied and observed to test the circuit exhaustively.
20 min. Since the number of inputs are high for VLSI circuits, testing

12. Polysilicon is deposited all over the wafer. LPCVD si- the chip exhaustively is impossible. Hence, this becomes an
lane is used at 620�C for a blanket deposition. The typ- area of importance to circuit design. There are three main
ical thickness is 2500 to 4000. areas that need to be addressed to solve this problem:

13. Polysilicon doping is done by ion implantation using
1. Test generation5 � 1015 phosphorous.
2. Test verification14. The polysilicon etch is a very critical photo/etch pro-
3. Design for testabilitycess.

14.1. Polysilicon photo is exposed on the wafer.
Test generation corresponds to the problem of generating a14.2. Reactive ion etch (RIE) is used to etch the polysi-
minimum number of tests to verify the behavior of a circuit.licon.
The problem of test verification, which is commonly gauged by

14.3. The resist is stripped. performing fault simulations, involves evaluating measures of
15. Diffusion processing the effectiveness of a given set of test vectors. Circuits can

also be designed for testability.15.1. Mask the p� regions.
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Test Generation 1. Toggle Testing. This is the cheapest, simplest, and least
time-consuming method of applying simulation to test-

Test generation (60) involves the search for a sequence of in-
ing. Toggle testing provides a testability measure byput vectors that allow faults to be detected at the primary
tracking the activity of circuit nodes. From a set of vec-device outputs. VLSI circuits are typically characterized by
tors, the method identifies those parts of the networkburied flip-flops, asynchronous circuits, indeterminate states,
that exhibit no activity. Since the test vectors do notcomplex clock conditions, multiple switching of inputs simul-
affect these nodes, faults occurring here cannot be de-taneously, and nonfunctional inputs. Due to these factors, an
tected by the fault simulator.intimate knowledge of the internal circuit details is essential

2. Fault Simulation of Functional Tests. The outputs ofto develop efficient test strategies. The goal of a test genera-
the functional simulator can be used in the design pro-tion strategy (61,62) is multifold: (1) chip design verification
cess as an effective design analysis tool. The lists of de-in conjunction with the designer, (2) incorporation of the cus-
tectable and undetectable faults generated by the simu-tomer’s specification and patterns into the manufacturing test
lator can be used to locate problems in the design andprogram, and (3) fault detection by fault simulation methods.
correct them. This results in substantial savings in de-
velopment and manufacturing.Test Verification

3. Fault Simulation after New Test Vector Generation.
Test verification (63) involves calculating measures for how High-quality testing in a reasonable timeframe would
efficient the test vectors for a given circuit are. This is often require an efficient test pattern generation system and
accomplished by using fault models (64). Fault simulation re- a fault simulator. Test vectors are first generated to de-
quires a good circuit simulator to be efficient and is hence tect specific faults, and the fault simulator determines
closely related to logic simulation and timing analysis. While the quality of the vector set. In this scenario, it becomes
the logic simulator verifies the functionality of a design and important to fault simulate after every new test vector
ensures that the timing constraints are met, the fault simula-

is generated in order to catch multiple faults. Acceler-
tor tells the designer if enough analysis has been performed

ated fault simulation is faster than test pattern gener-to justify committing the design to silicon. In fault simulation,
ation.the true value of a circuit and its behavior under possible

faults is simulated. The fault model is a hypothesis based on
an abstract model of the circuit, conformed to some precise Design for Testability
real physical defects. To begin with, the simulator generates

Design for testability commonly refers to those design tech-a fault list that identifies all the faults to be modeled. Then a
niques that produce designs for which tests can be generatedset of test vectors is simulated against the fault-free and
by known methods. The advantage of these techniques are (1)faulty models. Those faults that cause an erroneous signal at
reduced test generation cost, (2) reduced testing cost, (3) high-an output pin are considered as detected faults. Now the fault
quality product, and (4) effective use of computer-aided designcoverage of the test vector set can be computed as the number
tools. The key to designing circuits that are testable are twoof faults detected over the total number of faults modeled.
concepts, controllability and observability. Controllability isThe most widely used fault model is the single stuck-at
defined as the ability to set and reset every node that is inter-fault model. This model assumes that all faults occur due to
nal to the circuit. Observability is defined as the ability tothe shorting of a signal node with the power rail. A number
observe either directly or indirectly the state of any node inof faults can be detected by this model, but a major disadvan-
the circuit. There are programs like SCOAP (68) that, giventage of this model is its assumption that all faults appear as
a circuit structure, can calculate the ability to control or ob-stuck-at faults. The limitations of this model have led to the
serve internal circuit nodes. The concepts involved in designincreased use of other models, like the stuck-open (65) and
for testability can be categorized as follows: (1) ad hoc testing,bridging fault models (66). The former can occur in a CMOS
(2) scan-based test techniques, and (3) built-in self-testtransistor or at the connection to a transistor. The bridging
(BIST).faults are short circuits that occur between signal lines. These

represent a frequent source of failure in CMOS ICs. A major-
ity of the random defects are manifested as timing delay Ad Hoc Testing. Ad hoc testing comprises techniques that
faults in static CMOS ICs. These are faults in which the in- reduce the combinational explosion of testing. Common tech-
creased propagation delay causes gates to exceed their rated niques partition the circuit structure and add test points. A
specifications. The statically designed circuits have a tran- long counter is an example of a circuit that can be partitioned
sient power supply that peaks when the gates are switching and tested with fewer test vectors. Another technique is the
and then settles to a low current value in the quiescent state. use of a bus in a bus-oriented system for testing. The common
The quiescent power supply current (67), known as IDDQ, can approaches can be classified as (1) partitioning techniques, (2)
be used as an effective test to detect leakage paths due to adding test points, (3) using multiplexers, and (4) providing
defects in the processing. The measured IDDQ of a defect-free

for easy state reset.
CMOS IC is approximately 20 nA. Most physical defects will
elevate IDDQ by one to five orders of magnitude. Thus the IDDQ

Scan-Based Test Techniques. Scan-based approaches stemtesting approach can be used to detect shorts not detectable
from the basic tenets of controllability and observability. Theby the single stuck-at fault model.
most popular approach is the level sensitive scan design, orThere are several other ways of applying logic and fault

simulation to testing: LSSD, approach, introduced by IBM (69). This technique is
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ing method, in which all possible inputs are applied and the
number of 1’s at the outputs is counted, is also a test method
that requires exhaustive testing. The resultant value is com-
pared to that of a known good machine.

Other Tests

So far we have discussed techniques for testing logic struc-
tures and gates. But we need testing approaches at the chip
level and the system level also. Most approaches for testing

Inputs OutputsCombinational
logic

Shift register
latches

Clocks Scan out chips rely on the aforementioned techniques. Memories, for
instance, can use the built-in self-test techniques effectively.Figure 18. Level-sensitive scan design.
Random logic is usually tested by full serial scan or parallel
scan methods. At the system level, traditionally the ‘‘bed-of-illustrated in Fig. 18. Circuits designed based on this ap-
nails’’ testers have been used to probe points of interest. Butproach operate in two modes—namely, normal mode and test
with the increasing complexity of designs, system designersmode. In the normal mode of operation, the shift register
require a standard to test chips at the board level. This stan-latches act as regular storage latches. In the test mode, these
dard is the IEEE 1149 boundary scan (74) architecture. ICslatches are connected sequentially and data can be shifted in
that are designed based on this standard enable completeor out of the circuit. Thus, a known sequence of data (control-
testing of the board. The following types of tests can be per-lability) can be input to the circuit and the results can be
formed in a unified framework: (1) connectivity test betweenshifted out of the circuit using the registers (observability).
components, (2) sampling and setting chip I/Os, and (3) distri-The primary disadvantage of this approach is the increased
bution and collection of built-in self-test results.complexity of the circuit design and the increased external
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