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There are many common applications of FIR filters, in-
cluding

1. Differentiators: These filters have many uses in digital
and analog systems, such as the demodulation of fre-
quency modulated (FM) signals (1–6).

2. Decimators and interpolators: FIR filters appear in
multirate systems as interpolator or decimator filters
forming filter banks. Interpolators and decimators can
be implemented, for instance, by comb filters, which are
a special class of multiband filters, commonly used in
the demodulation of video signals (1–6).

3. Power spectrum estimation: This process is used in digi-
tal speech, sonar, and radar systems. The moving aver-
age (MA) estimator is an example of an FIR filter (7).

4. Wiener and Kalman filters: These filters have been used
for the estimation of signals of interest, and they both
can be interpreted as extensions of FIR filters (8).

5. Adaptive filters: These systems have been widely used
in communication, control, and so on. Examples of this
type of system include adaptive antennas, digital equal-
ization receivers, adaptive noise-canceling systems, and
system modelers. Adaptive FIR filters are widely em-
ployed because the adaptation of the filter’s coefficients
searches for a unique optimal solution and does not
cause instability in the transfer function, which is not
always true for adaptive IIR filters (8–10).

6. Wavelets: The wavelet transform has been used as an
orthogonal basis for decomposing signals in multireso-
lution layers. In image processing, it has been used for
compressing the image data. In this setup, FIR filters
have been normally employed as the basis function of
the wavelet transform (11).

PROPERTIES OF FIR FILTERSFIR FILTERS, DESIGN

An FIR filter, with an input x(n) and output y(n), can be char-Filtering is a method of signal processing by which an input
acterized by the following difference equationsignal is passed through a system in order to be modified,

reshaped, estimated, or generically manipulated as a way to
make it conform to a prescribed specification. In a typical ap-
plication, filters are a class of signal-processing systems that
let some portion of the input signal’s frequency spectrum pass

y(n) = a(0)x(n) + a(1)x(n − 1) + · · · + a(N − 1)x(n − N + 1)

=
N−1∑
i=0

a(i)x(n − i) (1)

through with little distortion and almost entirely cutting off
the undesirable frequency band. Digital filtering is a method where N is the filter length, a(n) (for 0 � n � N � 1) are the
by which discrete time sequences are filtered by a discrete coefficients of the causal linear time-invariant system, and
system. the input and output samples are taken at a discrete time

Finite-duration impulse response (FIR) filters are a class t � nT, n � 0, 1, . . ., with T as the sampling period. From
of digital filters having a finite-length sequence as output Eq. (1), we notice that the present output sample y(n) is
when an impulse is applied to its input. The details of the formed by the combination of the present x(n) and the past
FIR filtering method, its properties, and its applications will N � 1 input samples weighted by the filter’s coefficients in
be considered in the following pages. Analytical tools that en- order attain some desired response.
able us to perform the time and frequency analysis of FIR Alternatively, Eq. (1) can be written as the convolution be-
filters will be examined and, in addition, systematic proce- tween the input signal samples x(n) and the impulse response
dures for the design of these filters will be presented. sequence h(n) of the filter (1–6), that is,

There are advantages and disadvantages in using FIR fil-
ters as opposed to infinite-duration impulse response (IIR)
filters. FIR filters are always stable when realized nonre-
cursively, and they can be designed with exact linear phase,
which is not possible with IIR filters. However, the approxi-
mation of sharp cutoff filters may require a lengthy FIR filter,

y(n) =
N−1∑
i=0

h(n − i)x(n)

=
N−1∑
i=0

h(i)x(n − i)

(2)

which may cause problems in the realization or implementa-
tion of the filter. Clearly, then, h(n) equals a(n), for 0 � n � N � 1.
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Stability ficients to process complex signals. Despite these cases, we
concentrate our efforts here on the analysis and design of FIR

A digital system is said to be bounded input–bounded output
filters with real coefficients, without much loss of generality.

(BIBO) stable if and only if any bounded discrete time se-
The interested reader, however, may refer to (12,13).

quence applied to the system’s input yields a bounded output
sequence. Therefore, the BIBO stability criterion can be writ-

Linear Phaseten as (1–6)
In many applications, the design of a signal processing sys-
tem with linear phase is desirable. Nonlinear phase causesIf |x(n)| < ∞, ∀n, then |y(n)| < ∞, ∀n

distortion in the processed signal, which is very perceptible in
For an FIR filter as expressed in Eq. (2), we obtain applications like data transmission, image processing, and so

on. One of the major advantages of using an FIR filter is that
it can be designed with an exact linear phase, a task that
cannot be done with IIR filters. A linear-phase system does

|y(n)| =
∣∣∣∣∣
N−1∑
i=0

h(i)x(n − i)

∣∣∣∣∣
not cause any distortion, only delay.

The frequency response of an FIR filter, as described in Eq.By using the well known Schwartz’s inequality, we get
(4), is given by

H(e jω ) =
N−1∑
n=0

h(n)e− jωn (6)

The magnitude M(�) and phase � (�) responses of the filter

|y(n)| ≤
N−1∑
i=0

|h(i)x(n − i)|

≤
N−1∑
i=0

|h(i)||x(n − i)|
are respectively defined as

As the BIBO criterion imposes,
M(ω) = |H(e jω )|

|x(n)| ≤ M < ∞, ∀n
and

we thus have

|y(n)| ≤ M
N−1∑
i=0

|h(i)| (3)

θ(ω) = arg [H(e jω )]

= tan−1
{

Im[H(e jω )]
Re[H(e jω )]

}

Since the filter’s coefficients are assumed finite, the right- where Im(.) and Re(.) represent the imaginary and real parts
hand side of Eq. (3) is always finite and so is �y(n)�. This im- of a complex number, respectively. The expression in Eq. (6)
plies that an FIR filter is always stable since the linear sys- can also be written as
tem coefficients are finite.

Alternatively, we can test filter stability by identifying its
poles. The stability of any digital filter can also be verified by
checking the poles of its transfer function. A necessary and

H(e jω ) =
N−1∑
n=0

h(n)[cos(ωn) − j sin(ωn)]

sufficient condition for BIBO filter stability is that all system
Now, by assuming that h(n) is a sequence of real numbers,poles are inside the unit circle (1–6). In the case of an FIR
the phase response is given byfilter, its transfer function is obtained as

H(z) =
N−1∑
n=0

h(n)z−n (4) θ(ω) = tan−1

[
−∑N−1

n=0 h(n) sin(ωn)∑N−1
n=0 h(n) cos(ωn)

]
(7)

which can be written as To obtain a linear-phase response, � (�) is constrained to be
of the form

θ(ω) = −ωτ0 (8)
H(z) = h(0) + h(1)z−1 + · · · + h(N − 1)z−(N−1)

= h(0)zN−1 + h(1)zN−2 + · · · + h(N − 1)

zN−1

(5)

for �� � � � �, where �0 is the constant delay of the filter.
When using the results of Eq. (7) and Eq. (8), we getFrom Eq. (5), we see that an FIR filter of length N has N � 1

poles, all located at the origin of the z-plane, and therefore, it
is always stable. As will be seen later, an FIR filter can be
realized nonrecursively and recursively. The stability of an

tan−1

[
−∑N−1

n=0 h(n) sin(ωn)∑N−1
n=0 h(n) cos(ωn)

]
= −ωτ0

FIR filter is guaranteed only when the realization is nonre-
cursive since the quantization of filter coefficients in a re- which can be written as
cursive realization with finite precision arithmetic may
cause instability.

In some applications, like speech, image coding, and signal
transmission, it is possible to use FIR filters with complex coef-

tan(ωτ0) =
∑N−1

n=0 h(n) sin(ωn)∑N−1
n=0 h(n) cos(ωn)

(9)
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Eq. (9) admits two solutions. The first is a trivial one when Type III. Length N odd and symmetrical impulse response
�0 � 0, which implies h(n) � � (n); that is, the filter’s impulse Type IV. Length N odd and antisymmetrical impulse re-
response is an impulse at n � 0. This solution has very little sponse
utility. The second solution is when �0 � 0, and thus, Eq. (9)

Examples of these four types of linear-phase FIR filters arecan be expressed as
depicted in Fig. 1. When N is even, see Fig. 1(a) and Fig. 1(b),
we notice that the axis of symmetry is located between two
samples; that is, the constant delay �0 is not an integer value.
Meanwhile, if N is odd, �0 is integer, and thus, the location of

sin(ωτ0)

cos(ωτ0)
=
∑N−1

n=0 h(n) sin(ωn)∑N−1
n=0 h(n) cos(ωn)

the axis of symmetry is over a sample, as observed in Fig.
Consequently, 1(c) and Fig. 1(d). For N odd and an antisymmetrical impulse

response filter, the middle sample must be zero to satisfy this
symmetry, as seen in Fig. 1(d).

In some applications, the long delay associated with linear-

N−1∑
n=0

h(n)[sin(ωn) cos(ωτ0) − cos(ωn) sin(ωτ0) = 0

phase FIR filters is not allowed and then a nonlinear-phase
filter is required. An example of such filter is the filter withand accordingly,
minimum-phase distortion, the zeros of which are located
strictly inside the Z-domain unit circle. This class of filters
can be designed by starting from Type I and III (even sym-

N−1∑
n=0

h(n) sin(ωn − ωτ0) = 0 (10)

metric) linear-phase filters as mentioned, for instance, in
(12,14,15).The solution of Eq. (10) can be shown to be the following set

of conditions Frequency Response

The four types of FIR linear phase filters defined before have
distinct frequency responses, as we shall see below.τ0 = N − 1

2
h(n) = ±h(N − n − 1)

(11a)

(11b)
Type I. From Eq. (6) and having that h(n) � h(N � n � 1),

we can write the frequency response as
It turns out that different solutions are obtained depending
on the value of N being either even or odd, and depending on
the two possibilities as expressed by Eq. (11b), that is, sym- H(e jω ) =

N/2−1∑
n=0

h(n)[e− jωn + e− jω(N−n−1)]

metrical (even symmetry) or antisymmetrical (odd symmetry)
filters. Therefore, from the set of conditions defined by Eq. which can be written in the form
(11), it is practical to define four types of linear-phase FIR
filters, namely:

Type I. Length N even and symmetrical impulse response
Type II. Length N even and antisymmetrical impulse re-

sponse

H(e jω ) =
N/2−1∑

n=0

h(n)e− jω
�

N−1
2

�[
e jω

�
N−1−2n

2

�
+ e− jω

�
N−1−2n

2

�]

= e− jω
�

N−1
2

� N/2−1∑
n=0

2h(n) cos
[
ω

�N − 1 − 2n
2

�]

Figure 1. Typical impulse responses for linear-
phase FIR filters: (a) Type I: N even, symmetric fil-
ter; (b) Type II: N even, antisymmetric filter; (c)
Type III: N odd, symmetric filter; (d) Type IV: N
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Finally, letting for n � 1, . . ., (N � 1)/2, and b(0) � h(N � 1/2), we get

a(n) = 2h ≈
�N

2
− n

�
H(e jω ) = e− jω

�
N−1

2

� (N−1)/2∑
n=0

b(n) cos(ωn) (14)

for n � 1, . . ., N/2, the last summation in the above equation
which is the desired result.can be written as

Type IV. For this case, the frequency response is similar to
Type III, except that in Eq. (14) instead of cosine summations,H(e jω ) = e− jω

�
N−1

2

� N−2∑
n=1

a(n) cos
[
ω

�
n − 1

2

�]
(12)

we have, as before, sine summations multiplied by ej�/2; that
is,which is the desired result, having a pure delay term and an

even-symmetric amplitude term.

Type II. For this case, the frequency response is similar to
H(e jω ) = e− jω

�
N−1

2

�
e j π

2

(N−1)/2∑
n=0

b(n)sin(ωn) (15)

Type I above, except that in Eq. (12) instead of cosine summa-
In this specific case, b(0) � h(N � 1/2) � 0.tions we have sine summations multiplied by j or, equiva-

In Table 1, we summarize the properties of the four typeslently, multiplied by ej(�/2). Hence, Eq. (12) should be replaced
of linear-phase FIR filters, as given in Eq. (12–15).by

Locations of Zeros

The locations of zeros in the Z-plane for a linear-phase FIR
H(e jω ) = e− jω

�
N−1

2

�
e j(π/2)

N/2∑
n=1

a(n) sin
[
ω

�
n − 1

2

�]
(13)

filter is highly restricted by the set of conditions defined by
Type III. By applying the even symmetry condition to Eq. Eq. (11). When N is even, by applying these conditions to the

(6) with N odd, we obtain transfer function in Eq. (4), we obtain

H(e jω ) = h ≈
�N − 1

2

�
e− jω

�
N−1

2

�
+

(N−3)/2∑
n=0

h(n)e− jωn

= h ≈
�N − 1

2

�
e− jω

�
N−1

2

�

+ e− jω
�

N−1
2

� (N−3)/2∑
n=0

h(n)e− jωne jω
�

N−1
2

�

H(z) =
N/2−1∑

n=0

h(n)
[
z−n ± z−(N−n−1)

]

=
N/2−1∑

n=0

h(n)z−
�

N−1
2

�[
z
�

N−1−2n
2

�
± z−

�
N−1−2n

2

�]

=
∑N/2−1

n=0 h(n)
[
z
�

N−1−2n
2

�
± z−

�
N−1−2n

2

�]
z
�

N−1
2

�

(16)

The above equation can be written as
where the positive sign applies for symmetrical filters and the
negative sign for antisymmetrical filters. Now, by examining
the numerator of Eq. (16), that is, the zeros of the transfer
function, we see that if we replace z by z�1, we obtain the
same or the negative numerator, respectively, for symmetri-
cal and antisymmetrical filters. In both cases, the positions of

H(e jω ) = e− jω
�

N−1
2

� {
h ≈

�N − 1
2

�

+
(N−3)/2∑

n=0

h(n)
[
e jω

�
N−1

2 −n
�
+ e− jω

�
N−1

2 −n
�]}

the zeros are similar. Therefore, if the transfer function has
where h(N � 1/2) is the middle sample of the filter’s impulse a zero at point z � � ej�, it will also have a zero at point
response. The above equation can also be expressed as z � (1/�)e�j�, where � is the magnitude, and � is the phase of

the mentioned zero. In such a case, the numerator of H(z) is
said to have the mirror-image zero property with respect to
the unit circle.

Similarly, for N odd we obtain the following transfer func-
tion

H(e jω ) = e− jω
�

N−1
2

� {
h ≈

�N − 1
2

�

+
(N−3)/2∑

n=0

2h(n) cos
[
ω

�N − 1
2

− n
�]}

Now, when replacing the variable n by (N � 1)/2 � n, we
obtain H(z) =

h
�N − 1

2

�
+∑(N−3)/2

n=0 h(n)
[
z
�

N−1−2n
2

�
± z−

�
N−1−2n

2

�]
z
�

N−1
2

�

(17)

where, as before, the positive sign applies for symmetrical fil-
ters and the negative sign for antisymmetrical filters. Also, in
this case, we see that the numerator of H(z) has the mirror-

H(e jω ) = e− jω
�

N−1
2

� [
h ≈

�N − 1
2

�

+
(N−1)/2∑

n=1

2h ≈
�N − 1

2
− n

�
cos(ωn)

]
image zero property.

Hence, the locations of the zeros of all four types of linear-Letting
phase FIR filters have the mirror-image common property.
This implies that the locations of zeros have the following pos-
sibilities:

b(n) = 2h ≈
�N − 1

2
− n

�
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Table 1. Characteristics of Linear-Phase FIR Filters

Type N h(n) H(e j�) Coefficients

�a(n) � 2h � �N
2

� n�
n � 1, . . ., N/2

I even symmetrical e�j� (N�1/2)�N/2

n�1
a(n) cos���n �

1
2��

�a(n) � 2h � �N
2

� n�
n � 1, . . ., N/2

II even antisymmetrical e�j� (N�1/2)e J(�/2) �N/2

n�1
a(n) sin���n �

1
2��

�
b(n) � 2h � �N � 1

2
� n�

n � 1, . . ., (N � 1)/2

b(0) � h � �N � 1
2 �

III odd symmetrical e�j� (N�1/2)�(N�1)/2

n�0
b(n) cos(�n)

�
b(n) � 2h � �N � 1

2
� n�

n � 1, . . ., (N � 1)/2

b(0) � h � �N � 1
2 �� 0

IV odd antisymmetrical e�j� (N�1/2)e j(�/2) �(N�1)/2

n�0
b(n) sin(�n)

1. Complex zeros located off the unit circle appear as a set 6. A type II linear-phase FIR filter must have a zero at
of four conjugate reciprocal zeros of the form z � 1. Thus, low-pass filters cannot be designed with

this type of filter.
7. A type IV linear-phase FIR filter must have zeros at

both z � 1 and z � �1. Therefore, either low-pass or
z11 = ρe jθ , z12 = ρe− jθ , z13 = 1

ρ
e jθ , z14 = 1

ρ
e− jθ

high-pass filters cannot be designed with this type of
2. Complex zeros located on the unit circle appear as a set filter.

of conjugate pairs of the form
Figure 2 depicts a typical plot of the zeros of a linear-phase
FIR filter.z21 = e jθ , z22 = e− jθ

FIR FILTER DESIGN3. Real zeros off the unit circle appear as a set real pairs
of the form

The complete design of FIR filters involves three distinct
stages, namely approximation, realization, and implementa-

z31 = ρ, z32 = 1
ρ

or

z31 = −ρ, z32 = − 1
ρ

4. Real zeros on the unit circle appear in an arbitrary
number

z41 = 1

or

z42 = −1

z-plane
z13

z42 z41 z32

z14 z22

z21

z31

z11

z12

The locations of zeros at points z � 	1 have additional
Figure 2. Example of the locations of zeros of a linear-phase FIRimportance. By examining the transfer function at
filter: In this case, z11, z12, z13, and z14 are four complex-valued zerosthese points, it turns out that
that satisfy rule 1; the pair of complex zeros on the unit circle z21 and

5. A type I linear-phase FIR filter must have a zero at z22 obey rule 2; the pair of real zeros z31 and z32 satisfy rule 3; real
z � �1. Hence, high-pass filters cannot be designed zeros on the unit circle, like z41 and z42, may appear in any number,

obeying rule 4.with this type of filter.
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tion. Approximation is the process by which a required set of
filter specifications yields a suitable transfer function with
the desired filter characteristics. The realization process
translates the transfer function obtained in the approxima-
tion stage into a digital network. Implementation is the pro-
cess that transforms this digital network into a specific piece
of hardware or software code. Because they are easier to un-
derstand this way, we now analyze these tasks in their re-
verse order.

Implementation

x(n)

y(n)

h2

hN – 1

z–1 z–1 z–1

h1h0

+

. . .

. . .

An FIR filter is a digital system, the implementation of which
Figure 3. Direct-form realization of an FIR filter. Its derivation iscan be accomplished by means of dedicated hardware, general
straightforward following Eq. (18).purpose hardware (e.g., digital signal processors), or com-

puter programs. Both hardware and software forms are suit-
able for processing real-time and nonreal-time signals. Dedi-

nal y(n). Due to the chain of delay elements on the top of thatcated-hardware filters, however, tend to be much faster, thus
diagram, this structure is also referred to as the tapped delaybeing able to process signals with higher frequency compo-
line or transversal filter.nents and/or using high-order filters. The manufacturing

stage of these filters, however, can be a very cost- and time-
Linear-Phase Direct Form. As seen before, FIR filters withexpensive process. In the other extreme, computer programs

linear phase present a symmetrical or antisymmetrical trans-are mainly used, although not restricted, to filter signals in a
fer function. This fact can be used to halve the number ofnonreal-time fashion or to simulate the performance of practi-
multiplications needed to realize the filter. In fact, the trans-cal systems. Generally speaking, filters implemented with
fer function of linear-phase FIR filters with length N even candigital signal processors (DSPs) represent a good compromise
be written asof cost and processing speed compared to the other two alter-

natives.
Currently, the two most well-known families of DSPs are

the TMS320 from Texas Instruments and the DSP56000 from
H(z) =

N/2−1∑
n=0

hn
[
z−n ± z−(N−n−1)

]
Motorola. Both families have DSPs that use fixed- or floating-
point arithmetic, parallel processing, clock-rates from tens to leading to the structure shown in Fig. 4.
hundreds of MHz, and cost in the range of a few dollars to Meanwhile, the transfer function of linear-phase FIR fil-
several hundred dollars. Today, DSPs are becoming increas- ters with length N odd can be written as
ingly cheaper and faster, and this process shows no indication
of slowing down. For this reason, one can only predict this
type of implementation for FIR digital filters becoming more H(z) =

(N−3)/2∑
n=0

hn
[
z−n ± z−(N−n−1)

]+ h ≈
�N − 1

2

�
z
�

N−1
2

�

and more popular in the future.

and is suitable to be realized by the structure shown in Fig.Realization
5. In both of these figures, the plus sign is associated to the

For any given transfer function, there is a wide variety of
network structures that are able to translate the mathemati-
cal aspect of the transfer function into an equivalent digital
circuit. In this section, we show some of the most commonly
used forms for realizing an FIR transfer function (1–6).

Direct Form. As given in Eq. (2), the transfer function of
FIR filters with length N assumes the form

H(z) =
N−1∑
n=0

hnz−n (18)

where hn is the filter coefficient, corresponding to the filter’s
impulse response h(n), for 0 � n � N � 1. The change in
notation, in this section, from h(n) to hn, is important to avoid
confusion with adaptive filters and to yield a more natural
representation of other realizations. The most natural way to

y(n)

x(n)

+

+ + + z–1

z–1 z–1

z–1 z–1 . . .

. . .

. . .

. . .h1h0 h(N –1)/2

+/–+/– +/–

perform the operations in Eq. (18) is probably the direct form
shown in Fig. 3. This figure clearly depicts how, in this real- Figure 4. Direct-form realization of a linear-phase FIR filter with N
ization, each delayed value of the input signal is appropri- even: Type I and Type II filters. The reader should verify reduction
ately weighted by the corresponding coefficient hn and how on the number of multiplications in the order of 50% when compared

to the general direct-form realization seen in Fig. 3.the resulting products are added to compose the output sig-
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Figure 5. Direct-form realization of a linear-phase FIR filter
with N odd: Type III and Type IV filters. The reader should
verify reduction on the number of multiplications in the order
of 50% when compared to the general direct-form realization

y(n)

x(n)

+

+ + +

z–1

z–1z–1 z–1

z–1 z–1 . . .

. . .

. . .

. . .h1h0

+/–+/– +/–

h(N –3)/2 h(N –1)/2

seen in Fig. 3.

symmetrical impulse response, and the minus sign is associ- To obtain a useful relation between the lattice parameters
and the filter’s impulse response, we must analyze the recur-ated to the antisymmetrical case, as included in Table 1. It is

important to notice that the linear-phase direct forms shown rent relationships that appear in Fig. 8. These equations are
here preserve this important characteristic even when the
filter coefficients are quantized, that is, are represented with
a finite number of bits.

ei(n) = ei−1(n) + kiẽi−1(n − 1)

ẽi(n) = ẽi−1(n − 1) + kiei−1(n)

(20a)

(20b)

Cascade Form. Any FIR-filter transfer function can be fac-
tored into a product of second-order polynomials with real co- for i � 1, . . ., N � 1, with e0(n) � ẽ0(n) � k0x(n), and
efficients; that is, eN�1(n) � y(n). In the z domain, Eq. (20) becomes

H(z) = b0

M∏
j=1

(1 + b1 j z−1 + b2 j z−2) (19) Ei(n) = Ei−1(z) + kiz
−1Ẽi−1(z)

Ẽi(z) = z−1Ẽi−1(z) + kiEi−1(z)

where M is the smallest integer greater or equal to (N � 1)/2.
If N is even, then the coefficient b2M is equal to zero. The block with E0(z) � Ẽ0(z) � k0 X(z) and EN�1(n) � Y(z).
diagram representing Eq. (19) is shown in Fig. 6. Notice how By defining the auxiliary polynomials, Hi(z) and H̃i(z), and
the second-order blocks appear in sequence, thus originating the auxiliary coefficients hm,i as:
the name of the cascade-form realization.

Lattice Form. Figure 7 depicts the block diagram of an FIR
lattice filter of length N, where e(m) and ẽ(m) are auxiliary
signals that appear in lattice-type structures. This realization
is called lattice due to its highly regular structure formed by
concatenating basic blocks of the form shown in Fig. 8.

Hi(z) = k0
Ei(z)

E0(z)
=

i∑
m=0

hm,iz
−m

H̃i(z) = k0
Ẽi(z)

Ẽ0(z)

Figure 6. Cascade-form realization of an
FIR filter. Its derivation is straightfor-

x(n) y(n)
+ + +

z–1 z–1 z–1

z–1 z–1 z–1

. . .

b0

b11 b12 b1M

b21 b22 b2M

ward following Eq. (19).
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Figure 7. Lattice-form realization of a
FIR filter. Its name results from the intri-
cate structure of each building block im-
plementing Eq. (20).

x(n) y(n)
+ + +

+ + +z–1 z–1 z–1

. . .

k0

k1 k1 k2 k2 kN – 1 kN – 1

. . .

. . .

. . .

we can demonstrate, by induction, that these polynomials characteristic. Consider, for instance, the moving average-fil-
ter of length Nobey the recurrence formulas (3)

H(z) = 1
N

N−1∑
n=0

z−nHi(z) = Hi−1(z) + kiz
−iHi−1(z−1)

H̃i(z) = z−iHi(z
−i)

(21a)

(21b)

As its name indicates, this filter determines, for each n, thewith H0(z) � H̃0(z) � k0 and HN�1(z) � H(z). Therefore,
average value of N consecutive samples of a given signal.
Adding all N samples of the input signal at each time instant
n, however, can be a very time-consuming procedure. Fortu-Hi−1(z) = 1

1 − k2
i

[Hi(z) − kiz
−iHi(z

−1)] (22)
nately, the same computation can be performed recursively
using the previous sum if we subtract the past input sample

and then, the reflection coefficients ki can be obtained from delayed of N cycles and add the present input sample. This
the direct-form coefficients hi by successively determining the procedure is equivalent to rewriting the moving-average
polynomials Hi�1(z) from Hi(z), using Eq. (22), and making transfer function as

ki = hi,i H(z) = 1
N

z−N − 1
z−1 − 1

(23)

for i � N � 1, . . ., 0.
The realization associated to this filter is seen in Fig. 9, whereTo determine the filter’s impulse response from the set of
the recursive nature of its transfer function is easily observed.lattice coefficients ki, we use Eq. (21a) to determine the auxil-
Other FIR filters can also be realized with recursive struc-iary polynomials Hi(z) and make
tures that make use of some form of zero/pole cancellation,
as exemplified here. This procedure, however, is somewhathi = hi,N
problematic in practice, as the quantization of the filter coef-
ficients or of the filter internal signals can lead to a nonexactfor i � 0, . . ., N � 1.
cancellation, which can cause filter instability.The direct, cascade, and lattice structures differ from each

other with respect to a few implementation aspects. In gen-
Frequency-Domain Form. The computation of the outputeral, the direct form is used when perfect linear-phase is es-

signal of an FIR filter in the direct form is performed assential. Meanwhile, the cascade and lattice forms present bet-
ter transfer-function sensitivities with respect to coefficient
quantization, but their dynamic range may be an issue, as
their states can reach very high levels, forcing signal scaling

y(n) =
N−1∑
i=0

hix(n − i)

in fixed-point implementations (3,4).
If the input signal x(n) is known for all n, and null for n � 0
and n � L, a different approach to compute y(n) can be de-Recursive Form. FIR filters are often associated to nonre-
rived based on the discrete Fourier transform, which is usu-cursive structures, as the ones previously seen here. However,
ally implemented through an efficient algorithm commonlythere are some recursive structures that do possess an FIR
referred to as the fast Fourier transform (FFT) (16). Complet-

+

z–N z–1

y(n)x(n)
N 
1

–

Figure 9. Recursive-form realization of a moving-average filter. The

ei(n)

+

+z–1

ki ki

~

ei(n)

ei–1(n)~

ei–1(n)

reader should be able to identify the feedback loop with the z�1 block
that originates the transfer-function denominator term in Eq. (23).Figure 8. Basic block for the lattice realization in Fig. 7.
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minimum attenuation, and �p and �s are the passband and
stopband edges, respectively. Based on these values, we de-
fine

DBp = 20 log10

�
1 + δp

1 − δp

�
dB (23a)

DBs = 20 log10(δs) dB (23b)

Bt = (ωs − ωp) rad/s (23c)

Basically, DBp and DBs are the passband maximum ripple,
�p, and the stopband minimum attenuation Sp, expressed in
decibel (dB), respectively. Also, Bt is the width of the transi-
tion band, where no specification is provided.��

���
�
�

ω π

δ1 +   p

δ1 –   p

δs

p ω
ω
s

0

(rad/s)

ω
H

( 
 )



We now analyze the methods most used to convert this
Figure 10. A typical set of specifications for a low-pass filter includes typical set of specifications into a realizable transfer function.
definition of the maximum passband ripple �p, the minimum stopband
attenuation �s, as well as the passband and stopband edges �p and

Closed-Form Methods: The Kaiser Window. The most impor-�s, respectively.
tant class of closed-form methods to approximate a given fre-
quency response using FIR filters is the one based on win-
dow functions.ing these sequences with the necessary number of zeros (zero-

A discrete-time frequency response is a periodic function ofpadding procedure) and determining the resulting (N � L)-
�, and, thus, can be expressed as a Fourier series given byelement FFTs of hn, x(n), and y(n), designated here as H(k),

X(k), and Y(k), respectively, we then have
H̃(e jω ) =

∞∑
n=−∞

h(n)e− jωn

Y (k) = H(k)X (k)

whereand then,

y(n) = FFT−1{FFThn]FFT[x(n)]} h(n) = 1
2π

∫ π/2

−π/2
H̃(e jω )e jωn dω

Using this approach, we are able to compute the entire se-
quence y(n) with a number of arithmetic operations propor- By making the variable transformation z � ej�, we have
tional to log2(L � N), per output sample, as opposed to NL, as
in the case of direct evaluation. Clearly, for large values of N
and L, the FFT method is the more efficient one.

H̃(z) =
∞∑

n=−∞
h(n)z−n

In the above approach, the entire input sequence must be
available to allow one to compute the output signal. In this Unfortunately, however, this function is noncausal and of in-
case, if the input is extremely long, the complete computation finite length. These problems can be solved, for instance, by
of y(n) can result in a long input-output delay, which is objec- truncating the series symmetrically for �n� � (N � 1)/2, with
tionable in several applications. For such cases, the input sig- N odd, and by multiplying the resulting function by z�(N�1)/2,
nal can be sectioned, and each data block processed sepa- yielding
rately using the so-called overlap-and-save and overlap-and-
add methods, as described in (3,4,16).

H̃(z) ≈ H(z) =
(N−1)/2∑

n=−(N−1)/2

h(n)z−n−
�

N−1
2

�
(24)

Approximation

As mentioned before, the approximation process searches for This approach, however, results in ripples known as Gibbs’
oscillations appearing near transition bands of the desiredthe transfer function that best fits a complete set of specifica-

tions determined by the application in hand. There are two frequency response. An easy-to-use technique to reduce these
oscillations is to precondition the resulting impulse responsemajor forms of solving the approximation problem: using

closed-form methods or using numerical methods. Closed- h(n) with a class of functions collectively known as window
functions. There are several members of this family of func-form approaches are very efficient and lead to very straight-

forward designs. Their main disadvantage, however, is that tions, including the rectangular window, the Hamming win-
dow, the Hanning (von Hann) window, the Blackman window,they are useful only for the design of filters with piecewise-

constant amplitude responses. Numerical methods are based the Adams window, the Dolph–Chebyshev window, and the
Kaiser window. The rectangular window is essentially the ap-on iterative optimization methods, and, therefore, can be very

computationally cumbersome. Nevertheless, numerical meth- proximation introduced in Eq. (24). Due to its importance, we
concentrate our exposition here solely on the Kaiser window.ods often yield superior results when compared to closed-form

methods, besides being useful also for designing FIR filters Explanation of the other window functions can be found in
(1–6,17).with arbitrary amplitude and phase responses.

A description of a low-pass filter is represented in Fig. 10, The most important feature of a given window function is
to control the transition bandwidth and the ratio between thewhere �p is the passband maximum ripple, �s is the stopband
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ripples in the passband and stopband in an independent man- 7. Finally, compute
ner. The Kaiser window allows that control and is defined as
(4):

H(z) = z−
�

N−1
2

� (N−1)/2∑
n=−(N−1)/2

[w(n)h(n)]z−n

High-pass, bandpass, or bandstop filters are designed in a
w(n) =




I0(β)

I0(α)
for |n| ≤ (N − 1)/2

0 otherwise
(25)

very similar manner. A few variables, however, must be rede-
fined, as it is summarized in Table 2. For bandpass and band-

where 	 is an independent parameter, � is given by stop filters, �p1 and �p2 are the passband edges with �p1 �
�p2, and �s1 and �s2 are the stopband edges with �s1 � �s2.

Numerical Methods. Numerical methods are often able to
β = α

�
1 −

� 2n
N − 1

�2

approximate the required frequency response using lower or-
der filter than their closed-form counterparts. The design ofand I0(.) is the zeroth-order modified Bessel function of the
FIR filters using numerical methods is dominated in the liter-first kind.
ature by the Chebyshev and the weighted-least-squaresThe ripple ratio resulting from the Kaiser window can be
(WLS) approaches. The Chebyshev scheme minimizes theadjusted continuously from the low value in the Blackman
maximum absolute value of a weighted error function be-window to the high value of the rectangular window by sim-
tween the prototype’s transfer function and a given ideal solu-ply varying the parameter 	. In addition, the transition band-
tion. For that reason, Chebyshev filters are also said to satisfywidth can be varied with the filter length N. The most impor-
a minimax criterion. The universal availability of minimaxtant property of the Kaiser window is that empirical formulas
computer routines, has motivated their widespread use. Theare available relating the parameters 	 and N to any specific
WLS approach, which minimizes the sum of the squares ofvalues of ripple ratio and transition bandwidth. In that man-
the weighted error function, is characterized by a very simplener, given the definitions in Eq. (24), a filter satisfying these
implementation. Its basic problem, however, results from thespecifications can be readily designed based on the Kaiser
well-known Gibbs phenomenon which corresponds to large er-window as (4,6):
ror near discontinuities of the desired response.

To understand the basic problem formulation of the nu-
merical methods for approximating FIR filters, consider the1. Determine h(n) using the Fourier series, assuming an
transfer function associated to a linear-phase filter of lengthideal frequency response
N

H̃(e jω ) =
{

1 for |ω| ≤ ωc

0 for ωc ≤ |ω| ≤ π H(z) =
N−1∑
n=0

h(n)z−n

with �c � (�p � �s)/2 and assume that N is odd, and h(n) is symmetrical. Other
2. Choose � as the minimum of �p and �s. cases of N even or h(n) antisymmetrical can be dealt with in
3. Compute DBp and DBs with that value of � in Eq. (24a) a very similar way and are not further discussed here. The

and Eq. (24b), respectively. frequency response of such filter is then given by
4. Choose the parameter 	 as follows:

H(e jω ) = e− jω (N−1 )
2 Ĥ(ω)

where
α =




0 for DBs ≤ 21

0.5842(DBs − 21)0.4 + 0.07886(DBs − 21)

for 21 < DBs ≤ 50

0.1102(DBs − 8.7) for DBs > 50 Ĥ(ω) =
τ0∑

n=0

a(n) cos(ωn) (26)

5. Choose the value of D as follows: with �0 � (N � 1)/2, a(0) � h(�0), and a(n) � 2h(�0 � n), for
n � 1, . . ., �0.

If e�j��0H̃(�) is the desired frequency response, and W(�) is
a strictly-positive weighting function, consider the weighted
error function E(�) defined in the frequency domain as

D =



0.9222 for DBs ≤ 21
DBs − 7.95

14.36
for DBs > 21

and then select the lowest odd value of the filter length E(ω) = W (ω)[H̃(ω) − Ĥ(ω)] (27)
N such that

The approximation problem for linear-phase nonrecursive
digital filters resumes to the minimization of some objective
function of E(�) in such a way that

N ≥ ωsD
Bt

+ 1

|E(ω)| ≤ δ6. Determine w(n) using Eq. (25).
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Table 2. Filter Definitions to Use With the Kaiser Window

Type Bt �c H(e j�)

low-pass �p � �s �c �
�p � �s

2 �1, for F�F � �c

0, for �c � F�F � �

high-pass �s � �p �c �
�p � �s

2 �0, for F�F � �c

1, for �c � F�F � �

�c1 � �p1 �
Bt

2bandpass min [(�p1 � �s1), (�s2 � �p2)] �
0, for F�F � �c1

1, for �c1 � F�F � �c2

0, for F�F � ��c2 � �p2 �
Bt

2

�c1 � �p1 �
Bt

2bandstop min [(�s1 � �p1), (�p2 � �s2)] �
1, for F�F � �c1

0, for �c1 � F�F � �c2

1, for F�F � ��c2 � �p2 �
Bt

2

and then, Numerical Methods: The Chebyshev Approach. Chebyshev
filter design consists of the minimization over the set of filter
coefficients A of the maximum absolute value of E(�); that is,|H(ω) − Ĥ(ω)| ≤ δ

W (ω)

By evaluating the error function defined in Eq. (27), with
‖E(ω)‖∞ = min

AAA
max

0≤ω≤π
[W (ω)|H̃(ω) − Ĥ(ω)|]

Ĥ(�) as in Eq. (26), on a dense frequency grid with 0 � �i �
With the discrete set of frequencies, in Eq. (28), this minimax�, for i � 1, . . ., MN, a good discrete approximation of E(�)
function becomescan be obtained. For practical purposes, for a filter of length

N, using 8 � M � 16 is suggested. Points associated to the
transition band are disregarded, and the remaining frequen-

‖E(ω)‖∞ ≈ min
AAA

max
0≤ωi≤π

[W |HHH − UAAA|]
cies should be linearly redistributed in the passband and
stopband to include their corresponding edges. Thus, the fol- If we refer to Fig. 10, the minimax method effectively opti-
lowing vector equation results mizes

EEE = W (HHH − UAAA) DBδ = 20 log10 min(δp, δs) dB

where This problem is commonly solved with the Parks-McClellan
algorithm (18–20) or some variation of it (21,22). These meth-
ods are based on the Reméz exchange routine, the solution of
which can be tested for optimality using the alternation theo-
rem as described in (18). An important feature of minimax
filters is the fact that they present equiripple errors within
the bands, as can be observed in Fig. 11.

Numerical Methods: The Weighted-Least-Squares Ap-
proach. The weighted least-squares (WLS) approach mini-
mizes the function

EEE = [E(ω1) E(ω2) . . . E(ω
MN

)]T

W = diag[W (ω1)W (ω2) . . .W (ω
MN

)]

HHH = [H̃HH(ω1) H̃(ω2) . . . H̃(ω
MN

)]T

U =




1 cos(ω1) cos(2ω1) . . . cos(τ0ω1)

1 cos(ω2) cos(2ω2) . . . cos(τ0ω2

...
...

...
. . .

...
1 cos(ω

MN
) cos(2ω

MN
) . . . cos(τ0ω MN

)




AAA = [a(0)a(1) . . . a(τ0)]T

(28a)

(28b)

(28c)

(28d)

(28e) ‖E(ω)‖2
2 =

∫ π

0
|E(ω)|2 dω =

∫ π

0
W2(ω)|H̃(ω) − Ĥ(ω)|2 dω

with M � M, as the original frequencies in the transition
band were discarded. For the discrete set of frequencies, in Eq. (28), this objective

The design of a lowpass digital filter as specified in Fig. 10, function is estimated by
using either the minimax method or the WLS approach, is
achieved making the ideal response and weight functions re- ‖E(ω)‖2

2 ≈ EEETEEE
spectively equal to

the minimization of which is achieved with

AAA∗ = (UTW2U )−1UTW2HHHH̃(ω) =
{

1 for 0 ≤ ω ≤ ωp

0 for ωs ≤ ω ≤ π

If we refer to Fig. 10, the WLS objective is to maximize theand
passband-to-stopband ratio (PSR) of energies

PSR = 10 log10

�Ep

Es

�
dBW (ω) =

{
1 for 0 ≤ ω ≤ ωp

δp/δs for ωs ≤ ω ≤ π
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implementation of the latter. As applied to the nonrecursive
digital-filter design problem, the L2 Lawson algorithm is im-
plemented by a series of WLS approximations using a time-
varying weight matrix Wk, the elements of which are calcu-
lated by (23)

W2
k+1(ω) = W2

k (ω)|Ek(ω)|

Convergence of the Lawson algorithm is slow, as usually 10
to 15 WLS iterations are required in practice to approximate
the minimax solution. Accelerated versions of the Lawson al-
gorithm can be found in (23–25).

FIR filters can be designed based solely on power-of-two
coefficients. This is a very attractive feature for VLSI imple-
mentations, as time-consuming multiplications are avoided.
This approach is a very modern research topic, and interested
readers are referred to (12,26,27).
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