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A delay circuit shifts an input signal in time by a specific
magnitude. In other words, the output of a delay circuit is a
replica of the input, occurring a specific length of time later.
In many situations arising in practice, the specifications (com-
ing from magnitude or bandwidth, for example) are better
met by cascading identical delay circuits. A delay line is so
obtained. Other applications require generating a number of
shifted replicas at arbitrary intervals. This is generally done
by taps placed at the output of every stage of a delay line,
and then a tapped delay line is obtained.

According to this definition, the class of circuits which
must be considered ranges from the most simple resistance-
capacitance (RC) stages to finite impulse response (FIR) or
infinite impulse response (IIR) filters able to delay a discrete-
time signal by a magnitude which is not a multiple of the
sampling interval. Given this wide circuit scope, there is in
consequence a possible overlap with the contents of other arti-
cles in this Encyclopedia. In order to minimize this overlap,
the design and implementation of some of these circuits will
be more extensively treated than others.

The article is structured in two well-differentiated sec-
tions, as the continuous-time and the discrete time ap-
proaches are dealt with separately. Each section has been or-
ganized in several subsections. In both cases we address
mathematical modelling, system implementation, and circuit-
level implementation issues. Continuous amplitude signals
(analog signals) and discrete amplitude signals (digital sig-
nals) have a very distinct nature and it is well established
that depending on the signal type, the implementation of de-
lay elements follows very different circuit approaches. In con-
sequence, we differentiate the analog and digital domain
when required.

CONTINUOUS-TIME APPROACH

Delay Models

The building of a device which delays a continuous-time sig-
nal, xc(t), by an amount, tD, as shown in Fig. 1, is conceptually
simple. There is nothing physically unreasonable with such a
device if tD is positive (the response occurs after the excita-
tion). If we only require that the response be a scaled (by k)
replica without distortion of the excitation occurring tD time
units later, we can define a linear operator, Lc, which yields
its output, yc(t), as:

yc(t) = Lc{xc(t)} = kxc(t − tD ) (1)

The delayed signal output response must be zero for 0 � t �
tD because we analyze the behavior from t � 0 onward. In Eq.
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There are two forms in which delays can appear in circuits.
First, there are inevitable delays associated with wiring and
physical devices, which are not at the invitation of the de-
signer. However, delays can also be included for very different
purposes and with distinct applications. In this article, we
shall describe the circuits or systems employed for generating

y(t) = xc(t)

y(t) = xc(t – tD)

tD tt

T

these intentional delays. We will refer to them with the ge-
neric term of delay circuits. Figure 1. Delaying a continuous-time signal.
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(1), k is a constant which represents amplification or attenua- functions for first- and second-order all-pass filters. Both fil-
tion, and perhaps polarity reversal. ters satisfy the amplitude condition: they have an amplitude

Delaying continuous-time signals can be considered in a of 1 for all frequencies. The group delay condition, is only par-
suitable transform domain provided by the Laplace trans- tially fulfilled: the associated group delay is only approxi-
form. The ideal transfer function of such a device can be eas- mately constant if (�/�0)2 � 1 in a first-order all-pass filter,
ily derived as: with the specific properties of this function being controlled

by Q and �0 in a second-order all-pass filter. Hence, for band-
limited signals, all-pass filters can perform as delay sections.
Two or more of these sections can be cascaded to obtain delay
lines. Delay lines using low-pass filters (first- or second-order
follower-integrator sections) have also been proposed for spe-
cific applications (2). For such lines, the response at high fre-
quencies will decrease sharply, in a very steep way, but in the
range of application in which they are used, the group delay

Yc(s) =
∫ ∞

0
yc(t)e−st dt = k

∫ ∞

0
xc(t − tD)e−st dt

Yc(s) = k
∫ ∞

0
xc(µ)e−s(µ+tD ) dµ where µ = t − tD

Yc(s) = ke−stD

∫ ∞

0
xc(µ)e−sµ dµ = ke−stD Xc(s)

Hid(s) = ke−stD

(2)

is approximately constant in the same conditions as the all-
pass filters are.From Eq. (2), we obtain for ideal distortionless transmis-

The field of filter design and implementation is the subjectsion that the transfer function Hid(s), is Hid(s) � ke�stD. This
of many other articles in this work, so we do not deal withcondition is frequently more useful when expressed in the
the circuit and physical level implementation issues here. Wefrequency domain (�-domain) by setting s � j�. It gives
will just mention that time constants depend on parametersHid( j�) � (ke�stD)s�j� � ke�j�tD, which expressed in terms of mod-
such as capacitors and transistors which are temperature-ulus �Hid( j�)�, and argument arg�Hid( j�)� � �id(�) allows us to
and process-dependent; therefore, some extra circuitry is re-obtain two properties for the transfer function: first, a con-
quired to control the delay time. Solutions to this problemstant modulus for all frequencies is required, and second, a
resort either to control the delay time by an external voltagephase shift depending linearly on the frequency, �id(�), is
or, more commonly, to locking it to an external reference fre-needed in order to provide a frequency-independent group de-
quency.lay �g(�):

Delay Circuits for Digital Signals

A different point of view is taken in many applications that
require delaying digital signals. These delay circuits are a key

|Hid( jω)| = k constant


�id(ω) = −ωtD

τg(ω) = − ∂

∂ω
�id(ω) = tD

linearwith ω

constant
component of phase locked loops (PLLs) and delay locked

Two models of delays are widely used for digital signals. Pure loops (DLLs), which find wide application in wireless and
delays shift the input signal in time by a specific magnitude communication circuits, high-speed digital circuits, disk drive
tD. This model corresponds to the mathematical operator in- electronics, and instrumentation, because a number of design
troduced at the beginning of this section. A second useful problems can be efficiently solved with them. The main prob-
model is the inertial delay. An inertial delay of magnitude tD lems that can be solved are jitter reduction, skew suppres-
shifts the input signal in time by tD and filters out pulses sion, frequency synthesis, and clock recovery. A different and
(both positive and negative) of duration less than tD. familiar application area is the control of the timing of a data

sampling or of a generation process. Very fine resolution isDelay Circuits for Analog Signals
often required in these types of applications. Very large-scale

A device implementing distortionless transmission condition integration (VLSI) automated test equipment and time mea-
cannot be a finite, lumped linear constant element network, surement systems for nuclear instrumentations are some ex-
because its transfer function is transcendental and not ratio- amples. Finally, another interesting application of these delay
nal in s. Ideal transmission lines have such transfer functions circuits is that of self-timed circuits. Following, a brief review
and they are described by partial differential equations. of the relevant issues and options for these delay circuits is
Hence physical realizations of ideal delay-transfer functions presented.
do exist, although not as networks. Neither pure nor inertial delays can be perfectly realized

Good approaches for devices implementing distortionless in the real world. A real inertial delay of magnitude tD, when
transmission, however, can be obtained, for example, with all- stimulated with pulses of width varying from tD � e to tD � e
pass filters (1). Table 1 shows the transfer and group delay for some small value e 	 0, produces a continuum of wave-

forms between a pulse of width tD � e to no pulse at all. Real
delays are often better modelled as combinations of the two
types (3). The introduced models produce output waveforms
similar to the input waveforms. This is because both rising
and falling edges are propagated with the same delay. In
practice, delay circuits which have different delays for each
transition are useful for many applications. Also, there is an-
other type of application for which only one transition polarity
is significant. The delay is then used to initiate events at arbi-
trary times. The response to an input edge or pulse is a fixed-
width pulse after a given time.

Table 1. Transfer and Group Delay Functions for First-
and Second-Order All-Pass Filters

Order Transfer Function Group Delay Function

First H(s) �
s � �0

s � �0
�g(�) �

2/�0

1 � (�/�0)2

Second H(s) �

s2 �
�0

Q
s � �2

0

s2 �
�0

Q
s � �2

0

�g(�) �
2

Q�0

1 � (�/�0)2

[1 � (�/�0)2]2 �
1
Q2 (�/�0)2
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Figure 2. Generic schemes for delaying digital sig-
nals: (a) The ramp and comparator approach; (b) con-
ventional RC delay element; (c) single-ended gate
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chain; and (d) differential gate chain.

Because of the impossibility of ideal delay elements, a set signal, an RC stage with input and output buffers, can be
of figures of merit (4) are used to specify delay circuits in ad- viewed as a particular case of this generic scheme. The refer-
dition to nominal delay: ence voltage is now the threshold voltage of the output buffer.

Another variation substitutes the comparator for a mono-
1. Bandwidth or maximum usable input signal frequency stable circuit.

(In many cases it is not limited by the functional failure Logic gates are an obvious and almost universally avail-
of the delay but by the accuracy degradation due to able delay medium. Chains of logic gates are widely applied
what is called history effects or pulse memory. The de- to delay signals as shown in Figs. 2(c) and 2(d). The nominal
lay of a signal edge is perturbed by the presence of other delay depends both on the delay of each cell and on the num-
edges in the recent past.) ber of stages. When single-end gates are the basic cell of the

chain, inverting gates are usually used in order to balance the2. Tolerance of nominal delay
propagation time of rising and falling edges which can affect3. Temperature coefficient of nominal delay
the accuracy of the delay element. Differential circuits tech-4. Voltage coefficient of nominal delay
niques [Fig. 2(d)] are extensively used for several reasons.5. Jitter or random variation in the delay of different
First, differential gates achieve a high rejection of noise; sec-edges due to noise (It can be evaluated by maximum
ondly, they reduce edge dependency. In general, reducederror or by the standard deviation of errors.)
swing differential circuit techniques are a good choice because
they also allow maximize bandwidth. Finally, the functional-Basically, continuous digital signals can be delayed using
ity of the basic delay cell can be other than that of a buffer,passive transmission lines which behave roughly as a pure
depending on the application. For example, exclusive ORdelay element, RC delays or logic gates. Transmission lines
(XOR) gates and latches have been used in pattern generationcan be used at the PC board and hybrid levels. Here, we focus
and time measurements systems (5,6).on delay circuits to be included with other elements within an

Programmable or adjustable delays, that is, delays de-integrated circuit (IC). Figure 2 shows different generic ways
pending on one or more control inputs, are interesting forof realizing delays together with common ways of implement-
many reasons. Devices that can satisfy a wide range of appli-ing their building blocks. The ramp and comparator approach
cations and that can be of manual or automatic calibrationis depicted in Fig. 2(a). A transition of the input signal makes
are the main ones. Control inputs can be digital or analog.a voltage ramp, Vramp, start from a stable initial level. The
The specification of these delays requires additional variablesramp and a control voltage, Vref, are applied to the inputs of
such as range of available delays, resolution, tolerance anda high-speed comparator, which switches at a time propor-
stability of range, and linearity (4).tional to the control level. Fig. 2(b) shows a conventional RC-

There are three different strategies for realizing controlla-delay circuit for implementing the approach just described.
ble delays which are summarized in Fig. 3. The first one con-When the input signal Vin rises, the node Ramp starts to dis-

charge through R1. The simplest method for delaying a digital sists of selecting one of several fixed delay paths between in-
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Figure 3. Generic methods for realizing
variable delays: (a) Selectable path ap-
proach, parallel implementation; (b) se-
lectable path approach, serial implemen-
tation; (c) variable delay fixed path
approach; (d) delay interpolation.
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put and output. Figures 3(a) and 3(b) show two possibilities. of transistor M1 is reduced. It can exhibit a poor linearity if a
wide delay range is required. Figure 4(d) employs a voltage-Care must be taken to match the delays in all paths in the

selector logic. This can be critical if selectable delays differ controlled capacitor. This capacitor can be a reversed biased
p–n junction diode. A different option with digital control (10)little or in certain applications. In the second approach [Fig.

3(c)], the physical path of the signal remains constant but its is depicted in Fig. 4(e). Node OUT is loaded by m pairs of
p–n load devices. When the ith enable line is low, the capaci-delay is varied. A third approach, called delay interpolation,

uses two paths with different delays in parallel. The total de- tance load that the pair of devices present to node OUT is
minimal because inversion layer cannot be formed for anylay is an adjustable weighted sum of the delays of the two

paths as shown in Fig. 3(d). voltage on OUT. When the ith enable line is high, the capaci-
tive load that the pair presents is maximal, because an inver-In Fig. 3(c), the delay is tuned by the control input. The

Vref input of the ramp and comparator delay circuit can be sion layer can be formed under the gate of one or both of the
p–n devices.used as the control input in order to build a variable delay

element. This approach is popular because of its flexibility Resistive tuning approaches use variable resistances to
control the current available to charge and discharge theand naturally linear response. A different strategy is used in

the circuit shown in Fig. 4(a) (2), where the control input, load capacitance. A classical example is the current-starved
inverter shown in Fig. 4(f). Voltage Vctrl controls the ONVctrl, affects the slew rate at node V1 instead of the triggering

voltage. Starting with Vout low, when Vin becomes active, cur- resistance of transistor M1 and through a current mirror,
the transistor M2. Delay decreases as Vctrl increases,rent Iin charges C1 until Vout triggers. The delay is inversely

proportional to Iin which depends on Vctrl. This element has allowing a large current to flow. A Schmitt trigger followed
by a buffer can be included to achieve fast rising and fall-been used in an adaptative delay block which exhibits a high

pull-in frequency range partially because the transistor M1 ing outputs (11). If a simple current mirror is used, the
delay is a very nonlinear function of the control voltage.operates in the subthreshold region (7).

In gate-based delay generators, control can be accom- Moreover, its high gain coefficient (steep slope of delay
characteristic) makes it sensitive to noise on the controlplished through capacitive tuning or resistive tuning of the

basic delay stages which form the chain. Figures 4(b)–4(e) voltage line. The linearity of the delay characteristic in the
current-starved inverter can be improved by using moreshow different methods of implementing capacitive-tuned

variable-delay elements. These techniques vary the capaci- complex current mirror configurations (12).
Resistive tuning of differential delay elements is also pos-tance at the output node. The generic circuit shown in Fig.

4(b) uses a voltage-controlled resistor to control the amount sible. Other parameters such as the logic swing or dc gain are
controlled in addition to the effective load resistance. Figureof effective load capacitance seen by the driving gate. Figure

4(c) shows a metal oxide semiconductor (MOS) implementa- 4(g) depicts the generic structure of a number of reported cir-
cuits (5,13–15). Clearly, the delay of the generic differentialtion of this approach (8,9). Transistor M2 has its source and

drain shorted together forming an MOS capacitor. The effec- gate can be changed with the voltage Vc1, since the effective
resistance of the load changes with this control voltage. Also,tive capacitance is larger as Vctrl increases and the resistance



DELAY CIRCUITS 131

V1
Iin

Vin

Vin

Vin

Vout

Vout

Vout

M1

M1

M2

C1

C1

Vctrl

Vctrl

Vctrl

Vin Vout

M1

M2

Vctrl

Vin
+

Vc2

Vc1

Vin
–

Vctrl

Vbias

m cells

Enable[1, m]

Vin Vout

Vctrl

(d)

(e)

(b)

(c)

(g)(f)

(a)

Load Load

Biasing
circuit

Differential gate

OUTVin

Figure 4. Voltage-controlled variable delay elements: (a) Variation of the ramp-and-comparator
technique; (b) capacitive tuning using voltage-controlled resistor; (c) MOS implementation for
(b); (d) capacitive tuning using voltage-controlled capacitance; (e) digitally controlled MOS imple-
mentation for (d); (f) conventional resistive tuning circuit or current-starved inverter; (g) resistive
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Vc2 can vary the delay of the gate as it adjusts the tail current. have a wide range and fine control of rising and falling delays.
Other schemes can be used to improve the resolution of aThe biasing circuit generates Vc1 and Vc2 from Vctrl. One of the

two voltages, Vc1 or Vc2, may be nominally equal to Vctrl. The chain of delay elements, which is limited to the basic delay of
one or two (if single-ended, inverting gates are used) of itsbiasing block produces the appropriate value for the other

bias in order to control the parameters previously mentioned. stages. They include delay interpolation performing an analog
sum of consecutive taps. Precise delay interval generatorsThis can be done by implementing the replica biasing concept

in which a copy of the delay cell, a differential amplifier, and with subgate resolution have been proposed based on a series
of coupled ring oscillators (19) and using an array of similarfeedback are used. Also, the noise insensitivity of the delay

cell is improved with this technique, as the appropriate bias DLLs with a small phase shift between them (12).
voltage values are generated independently of supply voltage
variations. Finally, resistive tuning allows fully differential

DISCRETE-TIME APPROACHapproaches. That is, the control path is also differential. Par-
tially because of this feature, resistive tuning has been identi-

Delay Modelsfied as the most suitable for implementing voltage-controlled
ocillators (VCOs) (16). Discrete-time signals are obtained by sampling a continuous-

An important consideration in designing accurate delay el- time signal at discrete times [Fig. 5(a)] or they are directly
ements is to compensate for variations in process, tempera- generated by a discrete-time process. Delaying a uniformly
ture, and supply voltage. Some of the delay circuits described sampled bandlimited (baseband) signal presents several ma-
use an RC time charge constant and generate delays almost jor differences when compared with the continuous time ad-
independent of MOS transistor characteristics. The delay de- dressed previously. If we simply convert Eq. (1) into discrete
viations due to these ambient and process conditions are time by sampling the continuous signal at time instants t �
lower than those of a chain of single-ended conventional in- nT, where n is an integer and T is the sampling interval, then
verters (17). This sensitivity has been further reduced by we obtain:
making the charging current proportional to the reference
voltage, Vref (18). Thus, even if the reference voltage fluctuates y[n] = L{x[n]} = kx[n − D] (3)
as the result of supply-voltage, temperature, and device pa-

If D is an integer (when tD is a multiple of the sampling inter-rameter variations, the current charging the capacitor com-
val), the output value is one of the previous signal samples,pensates it, so the delay is constant.

In general, there are several ways to improve the stability
of delay circuits. Actions can be taken at different levels in
order to achieve the desired stability. In the architectural do-
main, a useful approach is to use adjustable delay elements
and continuously control them with a feedback mechanism.
Phase and delay locked loop techniques have been widely
used. For example, a DLL can be used to maintain the accu-
racy of a chain of delay elements through which a periodic
signal (clock) is propagating (5,6,8,9). The effect of the DLL
approach is that two taps of the voltage-controlled delay line
(VCDL) driven by a clock reference are examined, and the
delay element control voltage (Vctrl) is adjusted until the two
taps are in phase. Different delay values within the range
of the delay elements can be maintained with different clock
frequencies and different selections of the taps. This concept
has been applied to tuning in production, calibration, and ac-
tive delay regulation. In some cases, a pair of matched VCDLs
that depend on a common Vctrl are used. A feedback circuit
can make the delay of a reference chain match an external
time signal. The second line is the functional delay generator
which is also stabilized. Physical design techniques which can
reduce the effect of process and temperature gradients within
the chip, on-chip voltage, and temperature regulation and op-
timization of the gates for delay insensitivity can also be con-
sidered.

Noise is common to all electrical systems and it appears in
digital circuits primarily as timing jitter. Jitter can be re-
duced by careful application of the standard noise decoupling
and isolation techniques: guard rings, for example. Also, the
use of differential circuits and replica biasing circuits helps

(c)

y(t) = xc(t) x[n]

nt

T

y(t) = xc(t – tD)
y(n) = x[n – D]

tD nD

D

t

y(t) = xc(t)
y[n] = x[n – D]

ntD

(a)

(b)

t
reduce the sensitivity to noise.

Delays can be combined in various ways in order to extend Figure 5. Delaying a discrete-time signal: (a) Sampling a continuous-
the range or the resolution. A serial connection of a selected- time signal at discrete times; (b) delaying a discrete-time signal by an

integer D; (c) delaying a discrete-time signal by a noninteger D.path delay and a constant-path variable-delay stage may
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and consequently, we have a delay of D samples [Fig. 5(b)]. and so, the ideal impulse response is obtained as:
But if D is not an integer, Eq. (3) has no formal meaning
because the output value would lie somewhere between two
samples, and it is impossible [Fig. 5(c)]. Other important dif- hid[n] = k

sin[π(n − D)]
π(n − D)

for all n (6)
ferences with the continuous time problem are related to the
necessity of clocking and the occurrence of aliasing effects.

In a similar way to the continuous-time case, delaying dis- The impulse response in Eq. (6) is now an infinitely long,
crete-time signal can be considered in a suitable transform shifted, and sampled version of the sinc function. We have
domain: the z-domain. An ideal transfer function in this do- here a fundamental difference with the continuous-time ap-
main can be obtained formally as: proximation problem. Causal continuous-time delays are al-

ways causal and bounded input-bounded output (BIBO) sta-
ble whereas in the discrete-time problem for fractional sample
delays, neither of these properties hold: hid[n] is noncausal
and is not absolutely summable. This noncausality makes it
impossible to implement it in real-time applications.

The output of the system for an input x[n] can be formally
obtained as:

Y (z) = k
∞∑

n=−∞
x[n − D]z−n

Y (z) = k
∞∑

m=−∞
x[m]z−(m+D) where m = n − D

Y (z) = kz−D
∞∑

m=−∞
x[m]z−m = kz−DX (z)

Hid(z) = kz−D

(4)

which strictly holds only for integer values of D. The term
kz�D represents an ideal discrete-time delay system in the z-
domain, which performs the bandlimited delay operation at

y[n] = x[n] ∗ hid[n] = x [n] ∗
�

k
sin[π(n − D)]

π(n − D)

�

y[n] = k
∞∑

l=−∞
x [l]

sin[π(n − l − D)]
π(n − l − D)

(7)

the specified sampling rate.
As the specifications are usually given in the frequency do- that is, input samples spread over all the discrete-time values

main, it is interesting to obtain the response frequency (Fou- weighted by appropriate values of the sinc function. Results
rier transform) of the ideal delaying system we are concerned obtained in Eq. (7) have important consequences: ideal frac-
with. It is determined from Eq. (4) by setting z � ej�, where

tional delays are impossible to implement and any system in-
� � 2�fT is the normalized angular frequency, which give us

tending to do an emulation of this delay must be alike to theHid(ej�) � ke�j�D. This system has constant magnitude re-
ideal response in some meaningful sense. Ideal fractional de-sponse, linear phase, and constant group delay:
lays can be approached by using finite-order causal FIR or
IIR filters. An excellent tutorial on fractional delays can be
found in Ref. 20.

Unit Delay Circuits

|Hid( jω)| = k constant
�id(ω) = −ωD linear withω, |ω| < π

τg(ω) = − ∂

∂ω
�id(ω) = D constant in the whole frequency

band

This section is mainly devoted to the implementation of thewith periodicity 2� in � assumed.
z�1 term, identified in the previous section with the bandlim-The inverse Fourier transform of Hid(e j�) is the impulse re-
ited unit delay operation at the sampling rate we are inter-sponse. In case of a delay D taking an integer value, the im-
ested in. This term is a basic block in the realization of anypulse response is a single impulse at n � D: that is, hid[n] �
discrete delay. In the case of integer delays, z�N can be imple-k�[n � D], where �[ 
 ] is the Kronecker delta function. The
mented by cascading N unit delay elements. In case of a frac-system simply shifts (and scales by k) the input sequence by
tionary delay, this must be approximated by a filter whoseD samples:
realization also needs these integer delays (besides arithme-
tic elements).y[n] = x[n] ∗ hid[n] = x[n] ∗ kδ[n − D] = kx[n − D] (5)

Analogous to the continuous-time case, approximations to
When D is a noninteger value, appropriate values of y[n] on the implementation of the z�1 term depend on the type of ap-
the sampling grid must be found via bandlimited interpola- plication we are interested in. Thus, digital and analog ap-
tion. This problem has a straightforward interpretation as a proximations will be treated separately.
resampling process: the desired solution can be obtained by
first reconstructing the bandlimited signal, shifting it, and
finally resampling it. Digital Implementations. Delays are realized using digital

To obtain the impulse response corresponding to a system storage devices or memory cells to store data during a sam-
able to give us the frequency response required, we use the pling period. There are different ways of implementing these
inverse discrete-time Fourier transform: delay operators depending on both architectural and circuit

choices.
From an architectural point of view, a widely used ap-

proach for implement a delay line of N clock cycles employs a
shift register. A shift register is a linear array of storage de-
vices, such as flip-flops or latches, with the capability of exe-

hid[n] = 1
2π

∫ π

−π

Hid(e jω )e jωn dω for all n

hid[n] = k
2π

∫ π

−π

e− jωDe jωn dω
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cause it acts as an inverter (transistors M3 and M4 are ON).
With � low it is in the hold or high-impedance mode and so
Q retains its previous value stored in the output capacitor,
CL. This structure presents advantages over both the pseu-
dostatic and the fully dynamic latches. These two require the
availability of two nonoverlapping clocks (four if complemen-
tary transmission gates are used) for correct operation of a
cascaded configuration. Ensuring the nonoverlapping condi-
tion might involve making �12 large, which has a negative
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impact on circuit performance, or generating the required
clocks locally, which increases area. The operation of a cas-Figure 6. Implementation of z�N with shift register: (a) one-phase
caded pair of C2MOS latches controlled by �1 and �2, respec-clock; (b) two-phase clock.
tively, is insensitive to overlap as long as the rise and fall
times of the clock edges are small enough. The C2MOS latch
is useful for high speed as, in that case, it is hard to avoidcuting right shifts of one position. Figure 6 shows shift regis-

ter structures for different clocking strategies. The one in Fig. clock overlap.
Finally, memory elements with a single clock have also6(a), employs flip-flops as basic units in a one-phase clock

scheme. In Fig. 6(b), the architecture when using a two-phase been proposed. Figure 7(f) shows a single clock version of the
circuit depicted in Fig. 7(e). With � high, it corresponds to aclock scheme and latches is shown. Data present at the Din

input of the registers (Fig. 6) will be available in the output cascade of two inverters and so it is transparent. With � low,
no signal can propagate from its input to its output. This cir-OUT after N cycles and so OUT[n] � Din[n � N] as required.

We briefly summarize the different available approaches cuit is called a true single-phase clock latch (TSPC latch) and
is the basis for the TSPC logic design methodology. Figureto the circuit realization of memory cells. An excellent treat-

ment can be found in Ref. 21. The memory cells can be imple- 7(g) depicts a positive edge-triggered flip-flop built using p
versions of the TSPC latch in Fig. 7(f).mented as static or dynamic circuits. The first approach uses

positive feedback or regeneration. That is, one or more output Another approach to implement a delay line is based on
a multiport random access memory (RAM) which is used tosignals are connected to the inputs. A second approach uses

charge storage as a means of storing signal values. This ap- simulate a shift register. The selection of the most convenient
technique (shift-register or multiport RAM memory) dependsproach, which is very popular in MOS designs, has the disad-

vantage that the charge tends to leak away in time. Thus, on the application.
there are restrictions on the sampling frequency used: it must
be high enough so that the state is not lost. Figure 7 shows Analog Implementations. We must essentially consider two

approaches to analog discrete-time signal processing:several CMOS memory cells suitable for register architec-
tures. Note that flip-flops suitable for one-phase register ar- switched-capacitor (SC) and switched-current (SI) techniques.

Switched-capacitor techniques are extensively used in mixed-chitectures can be realized by cascading two latches operating
on complementary clocks, in what is called a master–slave mode designs and SC delay-stages circuits have found appli-

cations in the implementation of sampled analog filters basedconfiguration.
The circuit depicted in Fig. 7(a) is a static latch. It consists on digital filter architectures as well as in the realization of

interpolators and decimators. The high-quality capacitorsof a cross-coupled inverter pair. The extra transistors are
used to store the value of Din when the clock � is high. Let us needed are generally implemented using two polysilicon lay-

ers. Recently, the SI technique has appeared as an alternativeconsider the case when Q is high and D is zero: in this situa-
tion with � high, and the appropriate sizing of transistors to SC techniques that is fully compatible with digital CMOS

standard processes. More details about these techniques canM1, M2, and M3, Q is brought below the threshold of the in-
verter M5–M8. Then, the positive feedback forces Q to be zero. be found in Refs. 22 and 23.
Although these latches have reduced noise margins and re-
quire careful design, they are small and can be very fast. Switched-Capacitor Techniques. If SC techniques are em-

ployed, delay elements can be realized in a simple way: byIn Fig. 7(b) a pseudostatic latch is shown. The feedback
loop is closed when � is high. In this mode, the circuit be- cascading two sample-and-hold (S/H) elements provided there

are complementary clocking phases. If the output is sampledhaves as a biestable element. When the clock � goes high, the
loop opens and the input value is stored in the internal capac- at the clock phase �1 and the input signal at the beginning of

the phase �1, then it is possible to use only one S/H element.itor. It is called pseudostatic because frequently �1 and �2, as
shown in the figure, are used to control the pass transistors in Figure 8(a) shows the simplest configuration of an S/H ele-

ment in which a voltage signal vin is sampled and held in aorder to avoid overlapping of both phases even if clock routing
delays occur. During �12 the circuit employs dynamic storage. linear capacitor Ch through the switch controlled by clock �.

Noise and unbalanced charge injection are the major sourcesA fully dynamic approach is less complex, as illustrated in
Fig. 7(c). Only three transistors are required to implement a of error in this configuration, and some compensatory tech-

niques can be employed to reduce the switch-induced error.latch. Possible variants for circuits in Figs. 7(b) and 7(c) in-
clude using complementary transmission gates instead of The signal source can be isolated from the capacitor load

by using an op-amp as a voltage follower. Avoiding anyNMOS pass transistors. Also, versions of these latches can be
built adding level-restoring devices, as illustrated in Fig. 7(d). loading of the holding capacitor by an output circuit can be

realized in a similar way. Configurations following this ideaFigure 7(e) shows the C2MOS latch. This circuit operates
in two modes. With � high, it is in the evaluation mode be- are sensitive to the offset voltages of the amplifiers. A feed-
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Figure 7. CMOS memory cells suitable for register architectures: (a) Static latch; (b) pseu-
dostatic latch; (c) fully dynamic latch; (d) fully dynamic latch with level restoring device; (e)
C2MOS; (f) TSPC latch; (g) positive edge-triggered TSPC flip-flop.

back loop around the hold capacitors can be used to reduce shown in Fig. 8(c), when the second op-amp is connected
as an integrator.this offset error, as shown in Fig. 8(b), where offset and

common mode error of the output follower are reduced by Figure 8(d) shows a configuration with an autozeroing fea-
ture which can be used to solve the problems related with thethe gain of the first op-amp. However, the offset of the first

op-amp appears at the output. Further improvements in offset voltage. This S/H circuit also has unity-gain and is off-
set free and parasitic capacitance insensitive. Another inter-both speed and accuracy are obtained in the configuration
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Figure 8. Switch capacitor configurations: (a) Elementary sample-and-hold (S/H) element; (b)
S/H amplifier configuration with feedback loop; (c) S/H amplifier configuration with integrator;
(d) offset and parasitic free unity gain S/H stage; (e) offset- and gain-compensated unity gain
S/H stage; (f) basic configuration S/H gain stage; (g) switch-induced error compensated S/H
gain stage.

esting configuration is shown in Fig. 8(e), where the voltage is independent of the op-amp input offset voltage. Improve-
ments in eliminating the switch-induced voltage error at theamplifier has approximate unity-gain (� denotes the gain er-

ror) and an auxiliary hold capacitor Ch2 is used to provide expense of doubling the total amount of required capacitance
can be obtained with the configuration shown in Fig. 8(g),compensation of the gain and the offset voltage of the ampli-

fier. Both structures use a technique usually known as corre- where CDS technique has been again applied. It adds an ap-
propriate network (capacitor C2 and switch controlled by �1)lated double sampling (CDS): the offset voltage of the op-amp

is measured in one of the clock phases, stored in the capaci- to the noninverting input of the op-amps in order to cancel
the signal injected at the inverting terminal by the clock feed-tors, and then substracted in the subsequent signal amplifi-

cation clock phase. This technique eliminates the offset volt- through. However, a switch-induced voltage error remains,
which is determined by the mismatching of the switches andage and additionally reduces the low-frequency 1/f noise and

the power supply noise. Switch-induced errors and other par- capacitors and the common mode rejection ratio (CMRR) of
the op-amp.asitic effects such as power supply noise and common-mode

signals can be drastically reduced by employing fully differen- To obtain an analog delay line of N clock periods we only
need to connect in cascade N delay elements. The cascadingtial configurations.

These configurations provide unity gain. If an S/H stage of delay elements transfers errors due to such effects as gain
mismatch, offset voltage, or clock feedthrough from stage towith arbitrary positive gain is required, we can resort to the

circuit shown in Fig. 8(f), which also uses the CDS technique. stage, accumulating them and limiting the maximum possible
number of S/H stages in the cascade.Assuming there is an infinity op-amp gain, the circuit opera-

tion is as follows: During clock phase �1, it operates as a Another approach employs a parallel of N S/H elements
rather than a cascade implementation, as shown in Fig. 9.unity-gain voltage follower (both inverting input and output

are short circuited). Capacitors CF and C1 are charged to the It is composed of N channels, each one containing an S/H
stage with a unity gain buffer and an array of switchesoffset voltage and to the input voltage minus the offset volt-

age, respectively. Next, during clock phase �2, the capacitor controlled by the clock sequence shown in the figure. The
S/H stages sequentially sample the input signal and holdC1 is discharged through CF, giving an output voltage which
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Figure 9. SC delay line and clock sequence
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controlling it.

it for the next N clock cycles: thus, the errors are added when it exceeds its threshold voltage, T1 conducts. Eventu-
only once. Errors caused by the unity gain buffer are mini- ally, when Cgs1 is fully charged, all of the current J � iin flows
mized by connecting the S/H stages in a feedback loop of in the drain of T1. On phase �2, switch S1 is opened and the
a single time-sharing op-amp. Errors in the S/H stages are end value of Vgs when �1 finishes is held on capacitor Cgs1 and
greatly reduced because they are divided by the gain of the it sustains the current J � iin flowing in the drain of T1. As
op-amp. Errors due to the offset voltage and the finite gain the input switch is open and the output one closed, there is a
of the op-amp are not compensated but they likewise affect current imbalance which forces an output current, iout � �iin,
all the outputs. to flow throughout phase �2.

A delay cell comprises two cascaded current memory cells
Switched-Current Techniques. In SI techniques, delay ele- with the phase reversed on alternate memory cells. A delay

ments are simply made by cascading memory cells. Topologies line of N clock periods could be generated by cascading N de-
used for delay elements are included in one of two categories: lay cells (2N memory cells), as shown in Fig. 10(d). Another
the current-mode track-and-hold (T/H) and the dynamic cur- approach uses an array of N � 1 memory cells in parallel, as
rent mirror. The current-mode T/H delay is shown in Fig. shown in Fig. 10(e). By using the clock sequence shown in the
10(a). A digital clock signal switches ON and OFF switch S, figure, on clock phase �i, memory cell Mi acquires the input
which, when ON, shorts the gates of transistors T1 and T2, current and memory cell Mi�1 releases its output, for i � 0,
and the circuit functions as a current mirror: with an input . . ., N � 1. On phase �N, cell MN receives its input signal
iin applied to the drain of T1, the output iout tracks such input and cell M0 delivers its output.
current. When the switch is turned off, the gates of T1 and Actual operation of the basic memory cell deviates from
T2 are disconnected, and the gate voltage of T1, corresponding the ideal behavior due to transistor nonidealities which de-
to the input current value in this moment, is sampled on

grade the performance of the cell. Previous structures for theCgs2. Voltage Vgs2 remains constant while the switch is open,
delay line inherit these problems: if the memory cell hasand so the output current is held at a constant value which
transmission errors (which occur through conductance ratiois the input current value in the instant when the switch
errors and charge injection errors) or signal-to-noise ratio er-was opened.
rors, then the serial solution increases both by a factor ofAn important drawback of this circuit refers to the exact
2N; in the other solution, errors are the same as those of thereproduction of the input current at the output: it depends
memory cell, but two extra problems arising from the parallelon the matching of the two transistors T1 and T2 and the
nature of the structure can be found. One problem comes fromtwo bias current sources J1 and J2. This disadvantage is
unequal path gains and the other from nonuniform sampling.solved by the second generation of memory cells, the dy-
The degree of importance of both problems is different: verynamic current mirror or current copier, by using only one
close path gains are obtained as transmission accuracy is nottransistor for both input and output of current, as ex-
achieved by component matching. Nonuniform samplingplained in the following.
could be carefully considered if the cell is used for the sampleThe conventional SI memory cell is shown in Fig. 10(b). It
and hold function. An additional drawback of that structurecan achieve current memory in the transistor T1 when driven
results from leakage which discharges Cgs during the N clocksby the clock waveforms of Fig. 10(c). Its operation is as fol-
between sampling and output.lows: on phase �1, switch S1 is closed and current iin adds to

Some of these error sources can be controlled by a precisethe bias current J flowing into the circuit. Current J � iin

choice of transistor sizes and currents, in particular thosebegins to charge the initially discharged capacitor Cgs1. As
Cgs1 charges, the gate-source voltage Vgs of T1 increases and coming from mismatching, charge injection, conductance ra-
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9. M. G. Johnson and E. L. Hudson, A variable delay line PLL fortios, settling, and noise. However, if we are interested in
CPU-coprocessor synchronization, IEEE J. Solid-State Circuits,achieving a performance in terms of precision, dynamic range,
23: 1218–1223, 1988.and linearity, which is competitive with state-of-the-art SC

10. M. Bazes, R. Ashuri, and E. Knoll, An interpolating clock synthe-circuits, a different approach must be taken by resorting to
sizer, IEEE J. Solid-State Circuits, 31: 1295–1301, 1996.circuit techniques.

11. D. K. Jeong et al., Design of PLL-based clock generation circuits,At present, main circuit techniques use either negative
IEEE J. Solid-State Circuits, 22: 255–261, 1987.feedback techniques or fully differential structures. Feedback

12. J. Christiansen, An integrated high resolution CMOS timing gen-techniques are specially indicated to reduce conductance ratio
erator based on an array of delay locked loops, IEEE J. Solid-errors and increase dynamic range. Two groups can be consid-
State Circuits, 31: 952–957, 1996.ered depending on how negative feedback is applied in the

13. J. G. Maneatis, Low-jitter process-independent DLL and PLLmemory cell. The first one includes the op-amp and the
based on self-biased techniques, IEEE J. Solid-State Circuits, 31:grounded-gate active memory cells, which use feedback to in-
1723–1732, 1996.crease the input conductance by the creation of a virtual earth

14. M. Mizuno et al., A GHz MOS adaptive pipeline technique usingat the input. Op-amp option can make monotonic settling dif-
MOS current-mode logic, IEEE J. Solid-State Circuits, 31: 784–

ficult to achieve, and this behavior is improved if the op-amp 791, 1996.
is substituted by a grounded-gate amplifier. Conductance er-

15. I. A. Young, J. K. Greason, and K. L. Wong, A PLL clock genera-
ror improvement is similar but the dynamic range is a little tor with 5 to 110 MHz of lock range for microprocessors, IEEE J.
better than that of the basic memory cell. In the second group, Solid-State Circuits, 27: 1599–1607, 1992.
negative feedback is used to decrease the output conductance. 16. B. Razavi, Design of monolithic phase-locked loops and clock re-
Monotonic settling is also achieved in simple and folded cas- covery circuits—A tutorial, in B. Razavi (ed.), Monolithic Phase-
codes, but it may be necessary to use of compensation in regu- Locked Loops and Clock Recovery Circuits: Theory and Design,
lated cascode memory cells. More details can be found in Piscataway, NJ: IEEE Press, 1996.
Ref. 22. 17. Y. Watanabe et al., A new CR-delay circuit technology for high-

Fully differential structures are able to reduce errors com- density and high-speed DRAMs, IEEE J. Solid-State Circuits, 24:
ing from charge injection and improve noise immunity. Com- 905–910, 1989.
pared with basic cells of the same supply voltage and current, 18. T. Tanzawa and T. Tanaka, A stable programming pulse genera-
much lower charge injection errors and similar bandwidth, tor for single power supply flash memories, IEEE J. Solid-State

Circuits, 32: 845–851, 1997.dynamic range, and chip area are obtained with fully differen-
tial cells designed with half-width transistors. Additionally, 19. J. G. Manneatis and M. Horowitz, Precise delay generation using

coupled oscillators, IEEE J. Solid-State Circuits, 28: 1273–1282,any of the cascode variations previously cited may be used
1993.with this approach.

20. T. I. Laakso et al., Splitting the unit delay, IEEE Signal Process.Finally, if quiescent power consumption is a basic concern,
Mag., 13: 30–60, 1996.then the class AB SI technique can be indicated, because an

21. J. M. Rabaey, Digital Integrated Circuits: A Design Perspective,important reduction of it is obtained. Additionally, delay cells
Upper Saddle River, NJ: Prentice-Hall, 1996.using class AB memory cells are generated without duplicat-

22. C. Tomazou, J. B. Hughes, and N. C. Battersby (eds.), Switched-ing the entire cell; instead the output of the first stage is sim-
Currents, An Analogue Technique for Digital Technology, London:ply cross-coupled to a second stage of memory cells. Simula-
Peregrinus, 1993.tion results in some applications have shown how charge

23. R. Unbenhauen and A. Cichocki, MOS Switched-Capacitor andinjection can produce significant errors.
Continuous-Time Integrated Circuits and Systems, Berlin:
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