
Integrated sensors are used in many applications, includ-
ing automotive, manufacturing, environmental monitoring,
avionics, and defense. In the past few years, integrated sen-
sors that monolithically combine the sensor structure andDATA ACQUISITION AND CONVERSION
some signal-processing interface electronics on the same sub-
strate have begun to emerge. By combining microsensors andData acquisition and conversion pertain to the generation of
circuits, integrated smart sensors increase accuracy, dynamicsignals from sensors, their conditioning, and their conversion
range, and reliability and at the same time reduce size andinto a digital format. In this article we describe typical sen-
cost. Some examples of semiconductor sensors are pressuresors that generate signals and examples of data converter to-
sensors used in pneumatic systems, magnetic sensors usedpologies suitable for sensor interfaces. We restrict ourselves
in position control, temperature sensors used in automotiveto integrated implementations of sensors and sensor interface
systems, chemical sensors used in biological diagnostic sys-circuits. In particular, we target sensors and sensor interfaces
tems, and acoustic emission sensors used in structural diag-that are compatible with CMOS fabrication technologies.
nostics.This article is organized as follows. First, we describe some

In the next two sections we illustrate the use of sensorsexamples of sensors and sensor interfaces; then we describe
and sensor interfaces with the two most common types of sen-some sample data converter topologies. After that, we provide
sors: resistive and capacitive sensors. We then describe twotwo complete design examples.
complete sensor systems that include an acoustic emission
sensor and a temperature sensor.

SENSORS
Resistive Sensors

Sensors are devices that respond to a physical or chemical
Sensors based on the variation of electric resistance are calledstimulus and generate an output that can be used as a mea-
resistive sensors. They can be further classified according tosure of the stimulus. The sensed inputs can be of many types:
the physical quantity that they measure: thermal, magnetic,chemical, mechanical, electrical, magnetic, thermal, and so
optical, and so on.on. The input signal sensed by the sensor is then processed

A potentiometer is a simple resistance measurement device(amplified, converted from analog to digital, etc.) by some sig-
in which the resistance is proportional to its length. However,nal conditioning electronics, and the output transducer con-
the linearity of a potentiometer is limited because its resis-verts this processed signal into the appropriate output form.
tance is not perfectly uniform. The resistance value also driftsThe primary purpose of interface electronics is to convert the
with temperature. Applications of potentiometers are in thesensor’s signal into a format that is more compatible with the
measurement of linear or rotary displacements.electronic system that controls the sensing system. The elec-

Another simple and commonly used resistive sensor is thetric signals generated by sensors are usually small in ampli-
strain gauge, which is based on the variation of the resistancetude. In addition to this, sensors often exhibit errors, such as
of a conductor or semiconductor when subjected to a mechani-offsets, drift, and nonlinearities, that can be compensated for
cal stress. The variation in the resistance of a metal is givenwith the correct interface circuitry. Analog elements have
(2) bybeen improved substantially to achieve high speed and high

accuracy; however, for many applications digital is still the
preferred format. The sensors yield a wide variety of electric R = R0(1 + Gε) (1)

output signals: voltages, currents, resistances, and capaci-
tances. The signal conditioning circuitry modifies the input where R0 is the resistance when there is no applied stress, G

is the gauge factor, and � is the strain. There are a number ofsignal into a format suitable for the follow-on data converter.
Figure 1 shows the system architecture for a sensor– limitations on strain gauges, such as temperature depen-

dence, light dependence, and inaccuracies in the measure-actuator-based control system. The sensor(s) senses the exter-
nal physical and chemical parameters and converts them into ment of a nonuniform surface; but in spite of these limita-

tions, they are among the most popular sensors because ofan electrical format. The sensed data are processed and digi-
tized using integrated circuitry and transmitted to the host their small size and linearity.

Some of the applications of the strain gauge are in measur-controller. The host uses this information to make the appro-
priate decisions, and information is fed back to the external ing force, torque, flow, acceleration, and pressure. Figure 2

shows a micromachined piezoresistive cantilever beam usedenvironment through a set of actuators (1). These micropro-
cessor-based controllers have revolutionized the design and as a strain gauge sensor. Strain gauges are capable of de-

tecting deformations as small as 10 �m or lower.use of instrumentation systems by allowing system operation
to be defined in software, thus permitting a substantial in- A resistance temperature detector (RTD) is a temperature

detector based on the variation in electric resistance. An in-crease in signal-processing and user-interface features. In
general, a power supply is also connected to these blocks but crease in temperature increases the vibrations of atoms

around their equilibrium positions, and this increases the re-is not explicitly shown in Fig. 1. If a sensor can provide a
signal without a power supply, it is referred to as a self-gener- sistance in a metal: Thus there is a positive temperature coef-

ficient of resistance. The complete temperature dependenceating sensor.
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temperature dependence of thermistors is given (2) by

RT = R0 exp
[
B
�

1
T

− 1
T0

�]
(3)

where T0 is the reference temperature, R0 is the resistance at
T0, and B is the characteristic temperature of the material,
which itself is temperature-dependent. The limitations and
advantages of a thermistor are similar to those of a RTD, ex-
cept that the thermistor is less stable. There are many types
of thermistors available, and each type has its own applica-
tions. The foil and bead types are suitable for temperature
measurement, whereas the disk and rod types are suitable for
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temperature control. Some of the applications of thermistors
Figure 1. Overall system architecture of a sensor–actuator control are in the measurement of temperature, flow, level, and time
system. delay. Two simple applications of thermistors are discussed

below.
Light-dependent resistors, or LDRs, are devices whose re-

sistance varies as a function of the illumination. LDRs arecan be expressed (2) as
also known as photoconductors. The conductivity is primarily
dependent on the number of carriers in the conduction band

R = R0(1 + α1T + α2T2 + · · · + αnTn ) (2) of the semiconductor material used. The basic working of the
photoconductor is as follows. The valence and conduction

where T is the temperature difference from the reference and bands in a semiconductor are quite close to each other. With
R0 is the resistance at the reference temperature. increased illumination, electrons are excited from the valence

The main advantages of these sensors are their high sensi- to the conduction band, which increases the conductivity (re-
tivity, repeatability, and low cost. There are some limitations duces the resistance). The relation between resistance and op-
too. Firstly, to avoid destruction through self-heating, the tical radiation or illumination is given (2) by
RTD cannot measure temperatures near the melting point of
the metal. Secondly, the change in temperature may cause R = AE−α (4)
physical deformations in the sensor. Additionally, for each
metal there is only a small range over which the RTD is lin-

where A and � are process constants, R is the resistance, andear. The most common metals used for RTDs are platinum,
E is the illumination.nickel, and copper.

An important limitation of LDRs is their nonlinearity.Thermistors are also temperature-dependent resistors but
Also, their sensitivity is limited by fluctuations caused byare made of semiconductors rather than metals. The tempera-
changes in temperature. Finally, the spectral response ofture dependence of the resistance of a semiconductor is due to
LDRs is very narrow and primarily depends on the type ofthe variation in the available charge carriers. Semiconductors
material used.have a negative temperature coefficient, as the resistance is

Some of the most common LDRs are made of PbS, CdS,inversely proportional to the number of charge carriers. The
and PbSe. Some applications of LDRs are shutter control in
cameras and contrast and brightness control in television re-
ceivers.

Measurement Techniques for Resistive Sensors. Various mea-
surement techniques can be used with resistive sensors. The
basic requirement for any measurement circuitry is a power
supply to convert the change in resistance into a measurable
output signal. In addition, it is often necessary to custom-
build interface circuits for some sensors. For example, we may
be required to add a linearization circuit for thermistors.

Resistance measurements can be made by either the de-
flection method or the nulling method. In the deflection
method the actual current through the resistance or the volt-
age across the resistance is measured. In the nulling method
a bridge is used.

The two-readings method is a fundamental approach to re-
sistance measurement. A known resistance is placed in series
with the unknown resistance as shown in Fig. 3. The voltageFigure 2. Micromachined piezoresistive cantilever beam used as a

strain gauge sensor. is then measured across each of them. The two voltages can
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Figure 3. Two-readings method for resistance measurement. Figure 5. Capacitive sensor interface.

be written as The Wheatstone bridge can also be used for deflection mea-
surement. In this case, instead of measuring the change
needed to balance the bridge, the voltage difference between
the bridge outputs is measured or the current through the

VK = V
RK + RU

RK (5)

center arm is measured. This method is shown in Fig. 4.
When the bridge is completely balanced (i.e., x � 0), k is de-VU = V

RK + RU
RU (6)

fined as follows:

where V is the supply voltage, VK and RK are the known volt-
age and resistance, and VU and RU are the unknown voltage k = R1

R4
= R2

R0
(9)

and resistance. Thus from the above equations RU can be writ-
ten as follows: Thus the voltage difference between the outputs can be writ-

ten as follows.
RU = RK

VU

VK
(7)

V0 = V
�

R3

R2 + R3
− R4

R1 + R4

�
= V

kx
(k + 1)(k + 1 + x)

(10)
A similar method is the voltage divider, in which the un-

known resistance is once again calculated from known volt-
The maximum sensitivity for very small changes in x is ob-ages and resistances. It is easier to resolve small voltage
tained when k � 1.changes for low voltages than it is for high voltages. Thus to

measure small changes in resistance, another voltage divider
Capacitive Sensorsis placed in parallel to the one with the sensor. The parallel

voltage dividers are designed to give the same voltage for no Recently capacitive sensor have gained popularity. They gen-
input. Thus the signal obtained by taking the difference be- erally exhibit lower temperature sensitivity, consume less
tween their output signals is totally dependent on the mea- power, and provide an overall higher sensor sensitivity with
sured signal. This method of measuring small changes using higher resolution than resistive sensors. For these reasons
parallel voltage dividers is called the Wheatstone bridge they have begun to show up in areas where resistive sensors
method (2–5). A simple Wheatstone bridge measurement were the norm. They are used in many applications such as
method is shown in Fig. 4. pressure sensors and accelerometers. Capacitive sensors typi-

The Wheatstone bridge is balanced with the help of a feed- cally have one fixed plate and one moving plate that responds
back system, which adjusts the value of the standard resistor to the applied measurand. The capacitance between two
until the current through the galvanometer is zero. Once this plates separated by a distance d is given by C � �A/d, where
is done, the value for R3 is given by � is the dielectric constant and A is the area of the plate. It is

easily seen that the capacitance is inversely proportional to
the distance d.R3 = R4

R2

R1
(8)

For capacitive sensors there are several possible interface
schemes. Figure 5 shows one of the most common capacitive

Thus the resistance R3 is directly proportional to the change sensor interfaces. The circuit is simply a charge amplifier,
required in R4 in order to balance the circuit. which transfers the difference of the charges on the sensor

capacitor CS and the reference capacitor Cref to the integration
capacitor CI. If this interface is used in a pressure sensor, the
sensing capacitor CS can be written as the sum of the sensor
capacitor value CS0 at zero pressure and the sensor capacitor
variation �CS(p) with applied pressure: CS � CS0 � �CS(p). In
many applications CS0 can be 5 to 10 times larger than the
full-scale sensor capacitance variation �CS(p)max; the reference
capacitor Cref is used to subtract the nominal value of the sen-

R2R1

V

R3 = R0(1+x)R4

G

sor capacitor at half the pressure range, which is Cref �
CS0 � �CS(p)max/2. This ensures that the transferred charge isFigure 4. Simple Wheatstone bridge measurement method.
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the charge that results from the change in the capacitance. During the first clock period the input is compared with
the most significant bit (MSB). For this, the MSB is temporar-This results in a smaller integration capacitor and increased

sensitivity. ily raised high. If the output of the comparator remains high,
then the input lies somewhere between zero and Vref /2 andThis type of capacitive interface is insensitive to the para-

sitic capacitance between the positive and negative terminals the MSB is reset to zero. However, if the comparator output
is low, then the input signal is somewhere between Vref /2 andof the opamp, since the opamp maintains a virtual ground

across the two terminals of the parasitic capacitor. This type Vref and the MSB is set high. During the next clock period the
MSB-1 bit is evaluated in the same manner. This procedureof interface is also much faster than most other capacitive

interfaces; its speed of operation is determined by the opamp’s is repeated so that at the end of N clock periods all N bits
have been resolved.settling time. This technique also allows for the amplifier’s

offset and flicker noise to be removed very easily by using The charge-redistribution implementation of the succes-
sive approximation methodology is the most common topologycorrelated double sampling or chopper stabilization. The reso-

lution of this interface is in most cases limited by kT/C noise in metal–oxide–semiconductor (MOS) technologies (7). The
circuit diagram for a 4 bit charge redistribution converter isand charge injection due to the switches.

There are a number of other sensor types, and two more shown in Fig. 7. In this circuit the binary weighted capacitors
�C, C/2, . . ., C/8� and the switches �S1, S2, . . ., S5� form thewill be discussed later in this article. However, we first de-

scribe the most common data converters that are used as part 4 bit scaling DAC. For each conversion the circuit operates as
a sequence of three phases. During the first phase (sample),of sensor interfaces.
switch S0 is closed and all the other switches S1, S2, . . ., S6

are connected so that the input voltage Vin is sampled onto all
DATA CONVERTERS

the capacitors. During the next phase (hold), S0 is open and
the bottom plates of all the capacitors are connected to

The analog signals generated and then conditioned by the sig-
ground, i.e., switches S1, S2, . . ., S5 are switched to ground.

nal conditioning circuit are usually converted into digital
The voltage Vx at the top plate of the capacitors at this time

form via an analog-to-digital converter (ADC). In general,
is equal to �Vin, and the total charge in all the capacitors is

most of the signals generated by these sensors are in the low
equal to �2CVin. The final phase (redistribution) begins by

frequency region. For this reason, certain data converter to-
testing the input voltage against the MSB. This is accom-

pologies are particularly well suited as sensor interface sub-
plished by keeping the switches S2, S3, . . ., S5 connected to

blocks. These include the charge redistribution implementa-
ground and switching S1 and S6 so that the bottom plate of

tion of the successive approximation converter, along with
the largest capacitor is connected to Vref. The voltage at the

incremental and sigma–delta converters (6). In the following
top plate of the capacitor is equal to

subsections we shall briefly describe successive approxima-
tion (incremental) and sigma–delta converters. Incremental
and sigma–delta converters are very similar and the details Vx = Vref

2
− Vin (11)

of the former are later described extensively as part of a sam-
ple system design. If Vx � 0, then the comparator output goes high, signifying

that Vin � Vref /2, and switch S1 is switched back to ground. If
Successive-Approximation Converter the comparator output is low, then Vin � Vref /2, and S1 is left

connected to Vref and the MSB is set high. In a similar fashionA block diagram for the successive approximation converter
the next bit, MSB-1, is evaluated. This procedure is continuedis shown in Fig. 6. The successive approximation topology re-
until all N bits have been resolved. After the conversion pro-quires N clock cycles to perform an N bit conversion. For this
cess the voltage at the top plate is such thatreason, a sample-and-held (S/H) version of the input signal is

provided to the negative input of the comparator. The compa-
rator controls the digital logic circuit that performs the binary
search. This logic circuit is called the successive approxima-
tion register (SAR). The output of the SAR is used to drive
the digital-to-analog converter (DAC) that is connected to the

Vx = −Vin +
�

b3
Vref

21 + b2
Vref

22 + b1
Vref

23 + b0
Vref

24

�
(12a)

−Vref

24 < Vx < 0 (12b)

positive input of the comparator.
where bi is 0 or 1 depending on whether bit i was set to zero
or one, and LSB is the least significant bit.

One of the advantages of the charge-redistribution topol-
ogy is that the parasitic capacitance from the switches has
little effect on its accuracy. Additionally, the clock feed-
through from switch S0 only causes an offset, and those from
switches S1, S2, . . ., S5 are independent of the input signal
because the switches are always connected to either ground
or Vref. However, any mismatch in the binary ratios of the
capacitors in the array causes nonlinearity, which limits the
accuracy to 10 or 12 bits. Self-calibrating (8) techniques have
been introduced that correct for errors in the binary ratios of

Successive approximation
registerControl

DAC

–

+

S/HVin

N bit output
the capacitors in charge redistribution topologies. However,
these techniques are fairly complex, and for higher resolu-Figure 6. Successive approximation converter: block diagram.
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the successive approximation architecture.

tions sigma–delta converters are the preferred topology. We As can be seen from Eq. (16) below, the output is a delayed
version of the input plus the quantization noise multiplied bynow briefly describe sigma–delta converters.
the factor 1 � z�1. This function has a high-pass characteristic
with the result that the quantization noise is reduced sub-Sigma–Delta Data Converters
stantially at lower frequencies and increases slightly at

Oversampling converters sample the input at a rate larger higher frequencies. The analog modulator shown in Fig. 8 is
than the Nyquist frequency. If fS is the sampling rate, then followed by a low-pass filter in the digital domain that re-
fS/2f 0 � OSR is called the oversampling ratio. Oversampling moves the out-of-band quantization noise. Thus we are left
converters have the advantage over Nyquist rate converters with only the in-band (0 � f � f 0) quantization noise. For
that they do not require very tight tolerances from the analog simplicity the quantization noise is usually assumed to be
components and that they simplify the design of the antialias white with a spectral density equal to erms�2/f s. Further, if
filter. Sigma–delta converters (9) are oversampling single-bit the OSR is sufficiently large, then we can approximate the
converters that use frequency shaping of the quantization root-mean-square (rms) noise in the signal band by
noise to increase resolution without increasing the matching
requirements for the analog components.

Figure 8 shows a block diagram for a general noise-shap- Nf0
≈ erms

π

3

�2 f0

fs

�3/2

(15)
ing oversampled converter. In a sigma–delta converter both
the ADC and DAC shown in Fig. 8 are single-bit versions and

As the oversampling ratio increases, the quantization noiseas such provide perfect linearity. The ADC, a comparator in
in the signal band decreases; for a doubling of the oversam-the case of a sigma–delta converter, quantizes the output of
pling ratio the quantization noise drops by 20(log 2)3/2 � 9 dB.the loop filter, H1. The quantization process approximates an
Therefore, for each doubling of the oversampling ratio we ef-analog value by a finite-resolution digital value. This step in-
fectively increase the resolution of the converter by an addi-troduces a quantization error Qn. Further, if we assume that
tional 1.5 bits.the quantization noise is not correlated to the input, then the

Clearly, H1 can be replaced by other, higher-order func-system can be modeled as a linear system. The output voltage
tions that have low-pass characteristics. For example, in Fig.for this system can now be written as
9 we show a second-order modulator. This modulator uses one
forward delay integrator and one feedback delay integrator to
avoid stability problems. The output voltage for this figureV0 = Qn

1 + H1
+ VinH1

1 + H1
(13)

can be written as

For most sigma–delta converters H1 has the characteristics of
V0 = Vinz−1 + Qn(1 − z−1)2 (16)a low-pass filter and is usually implemented as a switched-

capacitor integrator. For a first-order sigma–delta converter
The quantization noise is shaped by a second-order differenceH1 is realized as a simple switched-capacitor integrator, H1 �
equation. This serves to further reduce the quantization noisez�1/(1 � z�1). Making this substitution in Eq. (13), we can
at low frequencies, with the result that the noise power inwrite the transfer function for the first-order sigma–delta
the signal bandwidth falls by 15 dB for every doubling of theconverter as
oversampling ratio. Alternatively, the resolution increases by
2.5 bits for every doubling of the oversampling ratio. In gen-V0 = Vinz−1 + Qn(1 − z−1) (14)
eral, increasing the order of the filter will reduce the neces-
sary oversampling ratio for a given resolution. However, for
stability reasons, topologies other than the simple Candy-
style (10) modulator discussed above are required for filter
orders greater than two. Topologies that avoid this stability
problem include the MASH and interpolative topologies (6).

For low-frequency inputs, the white noise assumption for
the quantization noise breaks down. This results in tones

Vin V0

+

–

H1 ADC

DAC

Σ

which reduce the effective resolution of lower-order sigma–
delta converters. Incremental converters utilize this observa-Figure 8. Figure for a general noise-shaping oversampled converter.
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Figure 9. Modulator for second-order
oversampled converter.
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tion to simplify the low-pass filter that follows the sigma– Crystalline quartz (SiO2) is a natural piezoelectric sub-
stance. Some other commonly used piezoelectric materials aredelta converter. Details for the incremental converter are dis-

cussed below. ferroelectric single-crystal lithium niobate (LiNbO3) and thin
films of ZnO and lead zirconium titanate (PZT). Recently, ad-We now consider two system design examples. The first is

an acoustic emission sensor system and the second is a tem- vances have been made in sensor technology with ultrasonic
sensor configurations such as the surface acoustic waveperature measurement system.
(SAW) and acoustic plate mode (APM). In SAW devices the
acoustic waves travel on the solid surface, and in an APMSYSTEM DESIGNS EXAMPLES
arrangement they bounce off at an acute angle between the
bounding planes of a plate. The main types of acoustic waveWe illustrate the sensor and sensor interface scenario with
sensors are shown in Fig. 10 (11).two examples. The first uses a piezoelectric acoustic emission

Piezoelectric thin films are particularly well suited for mi-sensor interfaced with a charge amplifier and a data con-
crosensor applications that require high reliability and supe-verter. The second describes an integrated temperature
rior performance. When prepared under optimal conditionssensor.
piezoelectric thin films have a dense microstructure without
cracks and holes, good adherence, and good electrical proper-Acoustic Emission Sensing System
ties. The three most popular materials used for thin films in-

Acoustic emission sensors are microsensors that are used for clude ZnO (zinc oxide), AlN (Aluminum nitride), and PZT
the detection of acoustic signals. These devices use elastic (lead zirconium titalate). Deposition, sputtering, and sol–gel
acoustic waves at high frequencies to measure physical, are some of the methods used for preparing piezo films; the
chemical, and biological quantities. Typically, integrated choice depends on the material and substrate used. ZnO thin
acoustic sensors can be made to be extremely sensitive and films are prepared using laser-assisted evaporation and are
also to have a large dynamic range. The output of these sen- often doped with lithium. Such films have excellent orienta-
sors is usually a frequency, a charge, or a voltage. tion. AlN thin films maintain a high acoustic velocity and are

The piezoelectric effect is one of the most convenient ways able to withstand extremely high temperatures. PZT thin
to couple elastic waves to electrical circuits. Piezoelectricity is films have a much higher piezoelectric coefficient than ZnO
caused by the electric polarization produced by mechanical and AlN.
strain in certain crystals. Conversely, an electric polarization Recently, it has become possible to generate piezoelectric
will induce a mechanical strain in piezoelectric crystals. As a thin films with extremely good properties through the sol–gel
consequence, when a voltage is applied to the electrodes of a process. This process consists of the following steps: synthesis
piezoelectric film, it elongates or contracts depending on the of a metal–organic solution, deposition of this solution by spin
polarity of the field. Conversely, when a mechanical force is coating, and a final heating that helps to crystallize the ce-
applied to the film, a voltage develops across the film. Some ramic film. A cross-sectional view of a thin film PZT sensor is
properties of a good piezoelectric film are wide frequency shown in Fig. 11. The advantages of thin film PZT sensors
range, high elastic compliance, high output voltage, high sta- include their small size, which allows them to be positioned
bility in wet and chemical environments, high dielectric virtually anywhere, and their ability to operate at high fre-
strength, low acoustic impedance, and low fabrication costs. quencies.
Piezoelectric materials are anisotropic, and hence their elec-
trical and mechanical properties depend on the axis of the Measurement Techniques. The different modes of use for an

acoustic sensor are summarized in Fig. 12. Using either a res-applied electric force. The choice of the piezoelectric material
depends on the application. onator-transducer or a delay line, measurements can be made
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Figure 10. Types of acoustic wave sensors. Figure 11. Cross-sectional view of a thin film PZT sensor.
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Figure 12. Different measurement techniques for acoustic sensors. Figure 14. Voltage amplifier.

on the device itself or incorporated into an oscillator circuit. There are two basic methods of interfacing to this sensor. We
can use either a voltage amplifier (Fig. 14) or a charge ampli-There are basically two ways to implement this measurement

technique: active or passive. In the case of passive bulk-wave fier (Fig. 15).
In general, the charge amplifier interface provides a num-resonators, we measure the resonant frequency to infer the

wavelength and hence the velocity. Likewise, for passive de- ber of advantages. First, it is not affected by parasitic capaci-
tances at the input of the amplifier. Second, the output volt-lay lines the phase shift between the input and the output of

the transducer, which are separated by a known distance, age at the piezoelectric sensor is very small. This is because
the piezoelectric material, PZT, that is used for its high piezo-yields the velocity. On the other hand, for active resonators

or delay-line oscillators, the frequency can be directly mea- electric coefficient also has a very high dielectric constant. As
shown below, the output voltage is proportional to the chargesured with the help of a digital counter.

As an example, let us consider the complete design and and inversely proportional to the dielectric constant:
implementation of an integrated acoustic emission sensor
with low-power signal-conditioning circuitry for the detection
of cracks and unusual wear in aircraft and submarines.

V = Q
C

= Q
εA/d

= eSA
εA/d

= eSd
ε

(17)

Within a health and usage monitoring system, it is necessary
by some means, either directly or indirectly, to monitor the [The output voltage can also be written in terms of the strain

S, the distance d, the electron charge e, and the dielectriccondition of critical components, e.g., airframe, gearboxes,
and turbine blades. The overall aim is to replace the current constant � as shown in Eq. (19) below.] For these and other

reasons the charge amplifier interface was selected for ourpractice of planned maintenance with a regime of required
maintenance. Typical parameters used include stress (or design example.

The charge amplifier circuit shown in Fig. 15 is in its sim-strain), pressure, torque, temperature, vibration, and crack
detection. In this example, acoustic emission sensors are used plest form. The charge Q and capacitance CS are used to

model the sensor charge and sensor capacitance. The in-for crack detection. The thin film piezoelectric sensor, coupled
to an aircraft component, senses the outgoing ultrasonic verting terminal of the operational amplifier is a virtual

ground, and no charge flows into the operational amplifier in-waves from any acoustic emission event as shown in Fig. 13.
The magnitude of the output signal is proportional to the puts. Therefore, any charge that is generated across the sen-

sor has to flow into the feedback capacitance Cf. The outputmagnitude of the acoustic emission event. For our example
design, the acoustic emission signal bandwidth varies from 50 voltage developed across the feedback capacitor is inversely

proportional to the value of this capacitance. The voltage gainkHz to approximately 1 MHz. Mixed in with the desired
acoustic emission signal is vibration noise due to fretting of of the circuit is given by the ratio of CS to Cf, and hence, to

obtain high gain, Cf can be made much smaller than CS. Thisthe mechanical parts. However, this noise is limited to about
100 kHz and is easily filtered out. basic topology has a number of limitations, including low-fre-

quency flicker noise of the amplifier, operational amplifier off-Due to the acoustic emission event, the piezoelectric sensor
generates a charge on the top and bottom plates of the sensor. set, and long-term drift. Traditionally, correlated double sam-
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Figure 13. Acoustic emission sensor.
Figure 15. Charge amplifier.
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proportional to the square of the signal bandwidth and sen-
sor capacitance.

If, however, bipolar transistors are used to implement the
operational amplifier, the minimum power requirements is
given by

P = VI = V · 2π BWUTC (21)

Here, UT is the thermal voltage, which is equal to 26 mV at
room temperature. From this equation it is clear that in the
case of bipolar transistors, the power is linearly proportional
to the signal bandwidth and sensor capacitance. This differ-

V0

Cf

CsQ +

–

V

gm
ence in the power consumption between bipolar and MOS im-

Figure 16. Modified charge amplifier circuit. plementations for a signal frequency of 1 MHz is shown in
Fig. 17. Here we note that the power consumption for both
MOS and bipolar implementations increases with increased
sensor capacitance. However, for very low frequencies, the

pling and chopper stabilization are used to remove low-
MOS devices can be operated in weak inversion (WI). In WI,

frequency noise and offset. However, as noted earlier, our sig-
MOS devices behave very similarly to bipolar devices, and

nal band does not include the frequencies from dc to 50 kHz,
hence the slopes for weak inversion and bipolar devices are

and our maximum signal frequencies are fairly high. There-
initially very similar. However, at higher frequencies MOS

fore, an alternative design topology shown in Fig. 16 was se-
devices are forced to operate in strong inversion and hence

lected to circumvent the problem.
consume more power for the same performance.

Here, low-frequency feedback is provided to reduce the ef-
Next, we consider the design tradeoffs in connection with

fects of offset, long-term drift, and low-frequency noise. In the
device noise.

modified circuit, a transconductor is connected in negative
feedback. The transfer function of the modified circuit is

Noise Analysis. The power spectral density for the wide-given by
band gate-referred noise voltage for MOS transistors is given
byV0(s)

Qin(s)
= − s · (gma − gm − Cf · s)

Cs · Cf · s2 + s(Cs · gm + gma · Cf) + gma · gm
(18)

V 2
nT = 8

3
kT
gm

(22)
In this equation, Cs is the sensor capacitance, Cf is the feed-
back capacitance of the operational amplifier, gma

and gm are
Here, k is Boltzmann’s constant, T is the temperature, gm isthe transconductances of the operational amplifier and the
the transconductance. Likewise, for bipolar transistors thetransconductor. If the higher-order terms are neglected, then
power spectral density for the wide band input-referred noiseEq. (18) can be simplified to
voltage is given by

V 2
nT = 2qIC (23)

V0(s)
Qin(s)

= − s
gm

· 1�
1 + Cs · s

gma

� (19)

For both MOS and bipolar implementations the total rms
input referred noise is independent of frequency and inverselyFrom Eq. (19) it is clear that the circuit has the characteris-

tics of a high-pass filter, that is, none of the low-frequency
noise or offsets affect the circuit performance.

Next, we perform a power analysis to analyze the effects
of different design tradeoffs. Both MOS and bipolar transistor
technologies are considered, and power and noise analysis
and design tradeoffs for both technologies are presented.

Power Analysis. If MOS transistors in strong inversion (SI)
are used to implement the operational amplifier, then the
minimum power requirement is given by

P = VI = V (2π BWC)2

2K · W/L
(20)

where BW is the signal bandwidth, C is the sensor capaci-
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tance, K is the transconductance factor, V is the output volt-
age, I is the supply current, and W/L is the aspect ratio of the Figure 17. Minimum power requirements versus sensor capacitance

for a MOS or bipolar design.transistor. From this equation it is clear that the power is
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capacitors were used. As expected, the signal band gain is
given by the ratio of the sensor to the feedback capacitance,
which is equal to 20 dB. Both measurement and simulation
results agree fairly well with this value. The primary differ-
ence between the measurement and simulation results is in
the low-frequency and high-frequency poles. It is expected
that this is largely a result of parasitic capacitances and pos-
sibly a lower realized transconductance in comparison with
the simulated value.

The charge amplifier circuit design just described converts
the sensor charge into a voltage. This amplified signal voltage
is then converted to digital form using an ADC. For our imple-
mentation a 10-bit fourth-order sigma–delta implemented as
a MASH topology was used. The fourth-order topology was
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used to keep the oversampling ratio low, as the signal fre-
quency is fairly high. Details of this implementation are notFigure 18. Noise power spectral density versus capacitance.
included here; interested readers are referred to Ref. 6 for
more information.

Next, we describe a complete temperature sensor system.proportional to the sensor capacitance as shown in Fig. 18.
Here, we note that the ratio of the noise spectral density for

Temperature Sensing Systemthe MOS and the bipolar implementations is a constant equal
to four. In many control systems, temperature sensors are used as the

In summary we note that: For a MOS implementation the primary sensor. Additionally, as most electronic components
power consumption is proportional to the square of the sensor and circuits are affected by temperature fluctuations, temper-
capacitance, whereas for a bipolar implementation it is lin- ature sensors are often needed in microsensor systems to
early proportional to the sensor capacitance. On the other compensate for the temperature variations of the primary
hand, the input-referred noise for both the MOS and bipolar sensor or sensors.
implementations is inversely proportional to the sensor ca- Because integrated sensors can be manufactured on the
pacitance. Thus, there is a clear tradeoff between the mini- same substrate as the signal-processing circuitry, most recent
mum power consumption and the maximum input-referred temperature measurement schemes concentrate on integrated
noise. If the sensor capacitance is increased, then the input- silicon temperature sensors. The resulting smart sensor is ex-
referred noise decreases, but the power increases, and vice tremely small and is also able to provide extremely high per-
versa. Using the equation above, we can calculate the mini- formance, as all the signal processing is done on chip before
mum bound on the power requirements for our application. the data is transmitted. This avoids the usual signal corrup-
For 10 bits of accuracy and a signal bandwidth of 1 MHz, the tion that results from data transmission. The disadvantage of
minimum sensor capacitance size is 5 pF and the minimum the smart sensor is that since all the processing is done on
power consumption is around 500 �W. chip, it is no longer possible to maintain the signal prepro-

Next, we provide some simulation and measurement re- cessing circuits in an isothermal environment. The on-chip
sults for our acoustic emission sensor system. sensor interface electronics must therefore be temperature-

insensitive or be compensated to provide a temperature-in-
Results. Simulation and measurement results for the sensitive output.

charge amplifier with a sensor capacitance of 100 pF and a A smart temperature sensor is a system that combines on
feedback capacitance of 10 pF are shown in Fig. 19. For this the same chip all the functions needed for measurement and
measurement, discrete versions of the sensor and feedback conversion into a digital output signal. A smart temperature

sensor includes a temperature sensor, a voltage reference, an
ADC, control circuitry, and calibration capabilities. A block
diagram for a smart temperature sensor is shown in Fig. 20.
The use of p–n junctions as temperature sensors and for the
generation of the reference voltage signals has been reported
extensively (12,13). A bandgap voltage reference can be gener-
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Figure 19. Small-signal frequency response of the charge amplifier. Figure 20. Smart temperature sensor.
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Therefore, the difference between the two base–emitter volt-
ages (�Vbe) is given by

�Vbe = Vbe1 − Vbe2 = nkT
q

ln
I1Is2

I2Is1
= nkT

q
ln

R2Is2

R1Is1
(25)

This voltage appears across R3. Since the same current that
flows through R3 also flows through R2, the voltage across R2

is given by
PTAT cell

  ∆Vbe
generator

Vref

V
Vref = Vbe1 + G∆Vbe 

Vbe2

Ic

+

Vbe1 G∆Vbe 

∆Vbe G

Temperature
VR2

= R2

R3
�Vbe = R2

R3

nkT
q

ln
R2Is2

R1Is1
(26)

Figure 21. Principle of bandgap reference.

as desired.
ated with the help of a few p–n junctions. The basic principle The output voltage is the sum of the voltage across R1 and
for the operation of a bandgap voltage reference is illustrated the voltage across Q1. Since the voltage across R1 is equal to
in Fig. 21. the voltage across R2, the output voltage is equal to

The base–emitter voltage Vbe of a bipolar transistor de-
creases almost linearly with increasing temperature. The
temperature coefficient varies with the applied current, but is

Vout = Vbe1 + R2

R3

nkT
q

ln
R2Is2

R1Is1
= Vbe1 + G �Vbe (27)

approximately �2 mV/�C. It is also well known that the dif-
ference between the base–emitter voltages of two transistors, Therefore, this circuit behaves as a bandgap reference, where
�Vbe, operated at a constant ratio of their emitter current den- the gain factor G is set by the ratios R2/R3, R2/R1, and Is2/Is1.
sities, possesses a positive temperature coefficient. At an In many designs R2 � R1 and Is2 � 8Is1. Since the reverse
emitter current density ratio of 8, the temperature coefficient saturation current Is is proportional to the emitter area, to
of this PTAT (proportional to absolute temperature) source is make Is2 � 8Is1 we let the emitter area of Q2 be 8 times as
approximately 0.2 mV/�C. Amplifying this voltage (G�Vbe) and large as the emitter area of Q1.
adding it to a base-emitter voltage Vbe produces a voltage ref- The operational amplifier’s input-referred voltage offset is
erence that is independent of temperature. Many circuits the largest error source in this type of voltage reference. This
have been developed to realize bandgap voltage references us- voltage offset is highly temperature-dependent and nonlinear,
ing this principle (14,15). A circuit diagram for one of the making an accurate calibration of such a reference virtually
early bandgap reference implementations is shown in Fig. 22 impossible. It is therefore necessary to use some type of offset
(16). cancellation technique such as autozero or chopper stabiliza-

For an ideal operational amplifier, the differential input tion (17).
voltage is equal to zero, so that resistors R1 and R2 have equal Another source of error is the nonzero temperature coeffi-
voltages across them. Since the voltage across the resistors is cient of the resistors. Usually on-chip resistors are used, in
the same, the two currents I1 and I2 must have a ratio that is the form of polysilicon resistors or well resistors. Both of these
determined solely by the ratio of the resistances R1 and R2. resistor implementations tend to occupy very large amounts
The base–emitter voltage of a diode-connected bipolar tran- of chip area if low power is desired. Low-power implementa-
sistor is given by Eq. (24) below, where T is the absolute tem- tions demand the use of large-value resistors, which unfortu-
perature of the junction, Is is the reverse saturation current, nately require large areas. Though well resistors have a much
Id is the current through the junction, k is Boltzmann’s con- larger resistivity than polysilicon resistors, they also have a
stant, q is the electronic charge, and n is a constant that de-

very nonlinear temperature coefficient, which makes for dif-pends on the junction material and fabrication technique. To
ficult calibration.see this, we write

Vbe = nkT
q

ln
Id + Is

Is
≈ nkT

q
ln

Id

Is
(24)
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Figure 23. A switched-capacitor implementation of the bandgap ref-
erence.Figure 22. Example bandgap voltage reference circuit.
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Figure 24. Incremental ADC.

A solution to these problems is to use switched-capacitor mV/�C), it is almost always amplified to a much larger value
(�10 mV/�C) for increased sensitivity. Since we already havecircuits to implement the resistors in the voltage reference

circuit. A switched-capacitor implementation makes offset re- an amplified value of �Vbe in the voltage reference (G�Vbe), all
that needs to be done is to subtract Vbe1 from the voltage refer-moval simple and also reduces the power consumption, as the

area occupied by large-value switched-capacitor resistors is ence to obtain an amplified value of �Vbe. If more sensitivity
is needed, the additional amplification can be incorporated insignificantly smaller than the area occupied by continuous-

time resistors. In fact, the area occupied by switched-capaci- the ADC by simply adjusting the capacitor ratio of CA and CB

as shown in Fig. 24. Additionally, the subtraction of Vbe1 fromtor resistors is inversely proportional to the value of the resis-
tance desired. Another advantage is that the temperature co- the voltage reference can be easily accomplished with the cir-

cuit shown in Fig. 25, where Vin1 is the output of the voltageefficient of on-chip poly–poly capacitors is much smaller than
that of on-chip resistors, making design and calibration eas- reference, Vin2 is equal to Vbe1, and VG is the negative input of

the operational amplifier in the follow-on data converter. Dur-ier. A switched-capacitor implementation of the bandgap volt-
age reference is shown in Fig. 23. ing clock cycle 	1 the capacitor C is charged to the input volt-

age Vin2. During clock cycle 	2, the charge (Vin1 � Vin2)/C isThe structure of this voltage reference is similar to the one
shown in Fig. 22, except that the continuous time resistors transferred. This circuit effectively does the voltage subtrac-

tion that is needed to obtain the amplified temperature-de-have been replaced by switched-capacitor resistors, and ca-
pacitors CT and CF have been added. The switched capacitors pendent output voltage (G�Vbe).

Incorporating the voltage reference and temperature-sens-emulate resistors with an effective resistance value given by
ing circuitry shown in Figs. 23 and 25 into a smart tempera-
ture sensor system involves some additional circuitry. Since
switched capacitors are already being used for the voltage ref-

Reff = 1
fCC

(28)

erence and the sensing circuitry, it makes sense to use
switched-capacitor technology for the ADC. A simple ADCwhere fC is the clock frequency of the switch. The feedback

capacitor CF is designed to be very small and is added to en- that utilizes oversampling techniques is the incremental con-
verter (18). The advantage of this data converter topology,sure the operational amplifier is never in an open-loop mode

of operation. The capacitors located in parallel with the diodes shown in Fig. 24, is its low power consumption, small area,
and insensitivity to component mismatch. Additionally, inact as tank capacitors to ensure that current is constantly

supplied to the diodes. The output of this voltage reference comparison with sigma–delta converters the postquantization
digital low-pass filter is much simpler. It consists of just ancan similarly be calculated and is given by
up–down counter instead of a more complicated decimation
filter. Unfortunately, the first-order incremental ADC has a
relatively long conversion time, making this converter suit-

Vref = Vbe1 + C3

C2

nkT
q

ln
C1Is2

C2Is1
= Vbe1 + G �Vbe (29)

able only for very slow signals such as temperature.
The first-order incremental ADC shown in Fig. 24 is com-which is the desired bandgap voltage reference.

Most temperature-sensing devices also use the difference posed of a stray-insensitive switched-capacitor integrator, a
comparator, switch control logic, and an up-down counter. Abetween two diodes (�Vbe) as the sensing element of the sys-

tem. Since the temperature coefficient of �Vbe is small (�0.2 four phase nonoverlapping clock as shown in Fig. 26 consti-
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Figure 25. Switched-capacitor subtraction circuit.
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Figure 27. Smart temperature sensor circuit.

tutes an integration period. The integrator output voltage is Also during 	4, the integrator output voltage VI[i, 4] is given
bydesignated by VI[i, j], where i corresponds to the current inte-

gration period and j to the clock cycle (1, 2, 3, or 4).
During clock cycle 	1, S1 and S4 are closed, charging CA to

the input voltage Vin. During 	2, S3 and S5 are closed, transfer- VI[i, 4] = VI[i, 1] + CA

CB
(Vin − aiVref) (30)

ring the charge that was stored on CA to CB. At the end of the
charge transfer from CA to CB the comparator output is de-

The final N bit output code, denoted by Dout, that results fromnoted by
the up–down counter is obtained by evaluating the quantity

ai =
{

1 if VI[i, 2] > 0

−1 if VI[i, 2] < 0 Dout = 1
n

n∑
i=1

ai (31)

During 	3, S4 is closed, and if:
Here n is the number of integration periods, and is a function
of the resolution that is required of the ADC.

The complete smart temperature sensor is shown in Fig.

ai = 1, S3 is closed
ai = −1, S2 is closed

27. The subtraction circuit of Fig. 25 is incorporated into the
During 	4, S5 is closed, and if: ADC by simply adding switch Ssub. The only difference in the

operation of the incremental converter shown in Fig. 27 from
the one shown in Fig. 24 is that now during 	2, S3 is not closed
but instead Ssub is closed.

ai = 1, S2 is closed
ai = −1, S3 is closed

Figure 28. Measurement results for the (a)
voltage reference, (b) the temperature sensor.
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system was a smart temperature sensor. As feature sizes con-
tinue to decrease and integrated sensor technologies progress,
it is likely that extremely smart and high-performance sys-
tems will be integrated on single chips. Additionally, signifi-
cant reduction in power and area as a result of smaller fea-
ture sizes will make such systems ubiquitous.
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DATA ACQUISITION SYSTEMS. See MICROCOMPUTER

APPLICATIONS.


