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ACTIVE FILTERS quality performance and low cost resulted in a fundamental
change in design philosophy.

An electrical filter may be defined as ‘‘a transducer for sepa- Designers, previously cost-constrained to single-amplifier
second-order sections, were now able to consider multiampli-rating waves on the basis of their frequencies’’ (1). There are

numerous everyday uses for such devices ranging from the fier sections whose performance and multipurpose functions
made commercial production a viable proposition. In particu-filter that allows one to select a particular radio station, to

the circuit that detects brainwaves, to resonant cavities that lar, the state variable topology (5) formed the basis for a uni-
versal filter yielding all basic filtering functions from a sin-operate at microwave frequencies. Indeed, filters are needed

for operation across the electromagnetic spectrum. Further- gle structure.
Inductor replacement and direct simulation techniquesmore, they are required to perform frequency selection to sat-

isfy various specialized approximating functions, not neces- such as the leapfrog approach (6) offered low-sensitivity ana-
logs of classical LC filters. The difficulty in tuning these de-sarily confined to the conventional low-pass, bandpass, high-

pass, and band-stop forms. vices was simplified enormously by the introduction of com-
puter-controlled laser trimming using hybrid microelectronicsHowever, the purpose of this article is to focus on a partic-

ular category of filter, the active filter, whose evolution over technology. Indeed, by the mid-1970s, sophisticated fifth-or-
der elliptic characteristic filters were in large-scale productionthe past 40 years has been heavily influenced by advances in

microelectronic circuit fabrication. The earliest active filters within the Bell System (7).
Thus, over a period of 20 years (1954–1974), active filterwere motivated by the need to overcome significant limita-

tions of inductor–capacitor (LC) passive filters, namely: designers had come to rely upon a relatively small number of
basic building blocks to form second-order sections, or were
basing higher-order designs on analogs of LC structures. Al-1. In the audio band, inductors are bulky and prone to
though many realizations used discrete components, larger-pick up.
scale production of thick and thin film hybrid microelectronic2. Resistor–capacitor (RC) filter structures offer a limited
structures was quite common.range of responses and are subject to substantial pass-

The advent of switched-capacitor filters in 1979 (8) over-band attenuation.
came the need to laser trim resistors and yielded the first
fully integrated active filters. While truly a sampled-data

By contrast, active RC structures can realize (theoreti- technique, the use of sufficiently high clock frequencies meant
cally) lossless filter characteristics in miniaturized form. Pas- that active filters could be used up to 100 kHz, far higher
sive and active filter properties are summarized in Table 1. than by conventional analog techniques. Subsequent develop-

A disadvantage of the active filter is its need for a power ments have led to metal-oxide semiconductor field-effect tran-
supply and the incorporation of one or more active elements, sistor-capacitor (MOSFET-C) and operational transconduc-
usually operational amplifiers. As a result, highly selective tance amplifier-capacitor (OTA-C) filters (9) which yield
filters need careful design so as to avoid instability. However, authentic analog performance at frequencies exceeding 1
as active filter design has matured, a small number of highly MHz.
reliable topologies have evolved that provide solid perfor- The following sections will concentrate on a few fundamen-
mance across a variety of fabrication technologies. tal filter design techniques that form the basis for modern

The earliest active filters used discrete components and active filter design. The Sallen and Key, multiple loop feed-
were based upon direct synthesis of RC sections with appro- back, and state variable structures have stood the test of time
priately embedded active devices such as the negative imped- and have proven to be as effective in discrete component real-
ance converter (2). Second-order sections were then cascaded izations as they have in MOSFET-C structures. They all form
to form higher order structures. higher-order filters when cascaded with similar sections. Fi-

Subsequently, a catalog of building blocks was developed nally, the leapfrog design and direct replacement techniques
by Sallen and Key (3), which led to a much broader interest are discussed as examples of direct higher-order filter syn-
in active filters. This was due in no small part to removal of thesis.
the need for classical synthesis expertise.

However, widespread use of active filters was still inhib-
SECOND-ORDER STRUCTURESited by concerns over sensitivity, particularly when compared

to the passband performance of passive filters. This was over-
The fundamental building blocks for active RC filters are sec-come by the simulation of the floating inductor (4) and the
ond-order structures which can readily be cascaded to realizewidespread availability of operational amplifiers whose high-
higher-order approximating functions described by the gen-
eral voltage transfer function:
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= H ·

{
s2 + ωz

Qz
s + ω2

z

}
{

s2 + ωp

Qp
s + ω2

p

} (1)

where �z, Qz and �p, Qp refer to the zero and pole frequency
and Q, respectively. All-pole functions (low-pass, bandpass,
high-pass) occur when only one of the numerator terms (s0,

Table 1. Comparison of Active and Passive Filter Properties

Audio Band Filters

LC Active RC

Bulky Small
Lossy (low Q) Lossless (high Q)
Stable (absolutely) Stability depends upon design
Transmission loss Capable of transmission gain
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Figure 2. Sallen and Key second-order bandpass filter using posi-
Figure 1. Sallen and Key structure consisting of a controlled source tive-gain controlled source.
and an RC network. Appropriate choice of the RC network yields all
basic forms of second-order transfer functions.

Table 2 illustrates four topologies and the resulting voltage
transfer function when that RC structure is used in the cir-

s1, or s2) is present. A notch occurs when the s1 term disap- cuit of Fig. 1. Thus, it is seen that low-pass and high-pass
pears in the numerator. We will not discuss the more general sections can be achieved with a positive-gain controlled
case (10) that arises when all numerator terms are present source, whereas the two bandpass sections require a negative-
simultaneously. gain controlled source (11).

The topologies that follow are suitable for design using dis- Although not included in the original catalog, the five-ele-
crete, hybrid, or fully monolithic fabrication. Furthermore, ment bandpass circuit of Fig. 2, which utilizes a positive-gain
they have stood the test of time for ease of design, tuning controlled source, is now generally incorporated under the
simplicity, and relatively low cost. Sallen and Key banner. In this case:

Sallen and Key

Sallen and Key originally proposed (3) a family of all-pole fil-
ters based upon the circuit shown in Fig. 1, for which

V3

V1
=

s
KG1

C1

s2 +
{

G2(1−K)

C1
+ (G1 +G3)

C1
+ G3

C1

}
s+ G3(G1 +G2)

C1C2

(3)

Design is most commonly restricted to the positive-gain
V3

V1
= −Ky21

y22 + Ky23
(2)

controlled source realizations, despite the inherent positive
feedback used to enhance Qp. In general, if realizations areBy appropriate choice of the passive RC network, it is possible
restricted to Qp � 10, the advantages of the lower componentto realize all forms of basic filter. However, because the cre-
spread in this design outweigh the stability considerations.ation of a band-stop (notch) section requires the use of twin T
Design is relatively straightforward and proceeds by coeffi-networks, which are inherently difficult to tune, we confine
cient matching.our discussion to the realization of all-pole functions.

Example 1. For our example, we design a second-order low-
pass Chebyshev filter having 0.5 dB passband ripple and a
passband gain of 20 dB. From the standard tables (12–15),
the normalized transfer function is

V3

V1
= H

s2 + 1.426s + 1.516
(4)

A passband gain of 20 dB is equivalent to an absolute gain of
10, so that H � 15.16. By matching the low-pass expression
from Table 2 and the coefficients of Eq. (4), we obtain

KG1G2

C1C2
= 15.16 (5a)

G1G2

C1C2
= 1.516 (5b)

G2

C2
+ G1 + G2

C1
− KG2

C2
= 1.426 (5c)

Thus, K � 10 [from Eqs. (5a) and (5c)]. The remaining two
equations contain four unknowns, indicating freedom of
choice for two of the elements. Such freedom of choice is a
characteristic of the coefficient-matching technique. For con-
venience, set C1 � C2 � IF, since this is highly desirable in

Table 2.  Sallen and Key Realizations
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No. RC Structure Voltage Transfer Function
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Figure 3. Multiple feedback (MFB) structure consisting of an opera-
tional amplifier and an RC network. Appropriate choice of the RC
network yields all basic forms of second-order transfer functions.

many practical realizations. As a result,

Table 3.  MFB Structure and Voltage Transfer Functions

Filter Type Network Voltage Transfer Function

(a) Low-pass

(b) High-pass

(c) Bandpass

G1 C2
G3

G4
C5

—G1G3
s2C2C5 + sC5(G1 + G3 + G4) + G3G4

—s2C1C3
s2C3C4 + sG5(C1 + C3 + C4) + G2G5

—sG1C3
s2C3C4 + sG5(C3 + C4) + G5(G1 + G2)

+
—

C1 G2
C3

C4
G5

+
—

G1 G2
C3

C4
G5

+
—

G1G2 = 1.516 (6a)

G1 − 8G2 = 1.426 (6b)

The only solution yielding positive values is G1 � 4.268 S and
G2 � 0.355 S. Impedance and frequency denormalization can stable, negtive-feedback circuit. Specific realizations of the
be applied, depending upon specific design requirements. all-pole functions are shown in Table 3.

Realization of the basic low-pass Sallen and Key filter has As for Sallen and Key sections, design proceeds by coeffi-
been widely discussed in the literature (11). Popular alterna- cient matching. A widely used design set is illustrated in Ta-
tives to the C1 � C2 � IF used above are as follows: ble 4, for which both bandpass and high-pass circuits use

equal-valued capacitors. No such solution is possible for the
1. Setting C1 � C2 � C, G1 � G3 � G, and K � 3 � (1/Q) low-pass circuit, though an equal-valued resistor pair is pos-
2. Setting K � 1 (thereby eliminating two gain-setting re- sible.

sistors), G1 � nG3 and C1 � mC2 Although highly stable, the MFB structure has a pole Q
dependent upon the square root of component ratios. Thus,3. Setting K � 2 (for equal-valued gain-setting resistors),
for a Qp of n, the maximum component spread will be propor-C1 � C2 � C and G3 � Q2G1
tional to n2. As a result, the MFB arrangement is best suited
to modest values of Qp, typically not greater than 10.Multiple Feedback Structure

The multiple feedback (MFB) structure (16) is derived from
Modified Multiple-Loop Feedback Structurethe general feedback configuration of Fig. 3, in which the ac-

tive element is an ideal operational amplifier. In positive-feedback topologies such as the Sallen and Key,
The most common realization of the RC network is shown Qp is enhanced by subtracting a term from the damping (s1)

in Fig. 4, which yields the MFB transfer function coefficient in the denominator. By contrast, in negative-feed-
back topologies such as the MFB, high values of Qp are ob-
tained at the expense of large spreads in element values. The

V3

V1
= −Y1Y3

Y5(Y1 + Y2 + Y3 + Y4) + Y3Y4
(7)

two techniques are combined in the modified multiple-loop

The basic all-pole functions can be realized by single-element
replacement of the admittances Y1 � Y5, yielding a highly

Y5Y4
Y3

Y2

Y11 2

3

Figure 4. Three-terminal, double-ladder structure for use in MFB
sections.

Table 4. Element Values for MFB Realizations (H is the
Numerator Constant in Each Case)

Element Value

Bandpass High-pass Low-pass

G1 � H C1 � H G1 �
H
�p

G2 � 2�pQp � H G2 � �p(2 � H)Qp C2 �
Qp(2�2

p � H)
�2

p

C3 � 1 C3 � 1 G3 � �p

C4 � C3 C4 � C3 G4 � G3

G5 �
�p

2Qp
G5 �

�p

Qp(2 � H)
C5 �

�2
p

Qp(2�2
p � H)
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versatility and ease of tuning. The advent of the operational
amplifier eliminated earlier cost concerns, and the ability to
realize relatively high-Q sections remains an attractive con-
sideration. However, it is the ability of the circuit to yield all
basic forms of second-order sections by appropriate choice of
output terminal that has made it so popular for commercial
manufacture (19). Custom filters are readily fabricated by ap-
propriate interconnection of terminals, yielding the universal
filter terminology of several vendors. In particular, highly re-
liable notch filters are possible through the addition of a sum-

Vi

G1

Ga
Gb

C3

C4
G5

Vo

–
+

ming amplifier to the basic three-amplifier array.
The circuit shown in Fig. 7 is an example of a state-vari-Figure 5. Modified multiple-loop feedback (MMFB) structure due to

able section and can be recognized as an analog computer re-Deliyannis which yields a second-order bandpass function. By judi-
alization of a second-order differential equation. It is morecious use of positive feedback, this circuit reduces the large compo-

nent spreads which are characteristic of the MFB structure while commonly referred to as the Huelsman-Kerwin-Newcomb
yielding greater stability margin than the Sallen and Key ar- (HKN) filter (5). In the frequency domain it is capable of yield-
rangement. ing a variety of voltage transfer functions, according to the

particular output connections used. Assuming ideal opera-
tional amplifiers, the specific transfer functions are as follows:

feedback (MMFB) circuit (17) of Fig. 5, for which
1. The low-pass response with

Vo

Vi
= −sC3G1(1 + k)

s2C3C4 + s{G5(C3 + C4) − kC3G1} + G1G5
(8)

V1

Vi
=
(

R2[R3 + R10]
R3[R1 + R2]

)/
D(s) (9a)

where k � Gb/Ga, and the Q-enhancement term signifies the
presence of positive feedback.

2. The bandpass response withDesign of this bandpass circuit proceeds by coefficient
matching, although the reader is advised to adopt the step-
by-step procedure developed by Huelsman (11).

A generalization of the MMFB circuit, yielding a fully bi-

V2

Vi
= −R9C2s

(
R2[R3 + R10]
R3[R1 + R2]

)/
D(s) (9b)

quadratic transfer ratio has been developed by Friend et al.
(18), as shown in Fig. 6. This arrangement was used exten- 3. The high-pass response with
sively in the Bell System where the benefits of computer-con-
trolled (deterministic) laser trimming techniques and large-
scale manufacture were utilized. Although this resulted in

V3

Vi
= R2(R3 + R10)

R3(R1 + R2)
C1C2R8R9s2

/
D(s) (9c)

quite exacting realizations using tantalum thin-film technol-
ogy, the structure is less suited to discrete component realiza-

wheretions. An ordered design process based upon coefficient
matching is presented elsewhere by Huelsman (15).

D(s) = C1C2R8R9s2 +
{

R1(R3 + R10)

R3(R1 + R2)

}
C2R9s + R10

R3State Variable Structure

Based upon analog computer design techniques, the state A general biquadratic function may be obtained by combin-
variable (SV) structure (5) assumed popularity because of its ing the various outputs via a summing network, as shown in

Fig. 8. The composite voltage transfer function then becomes

Vo

Vi
= R2(R10 + R3)R5(R6 + R7)

(R1 + R2)R3(R4 + R5)R7

·




C1C2R8R9s2 +
(

[R4 + R5]R6

R5[R6 + R7]

)
R9C2s + R4

R5

C1C2R8R9s2 +
(

R1[R3 + R10]
R3[R1 + R2]

)
C2R9s + R10

R3




(10)

Now consider the design of a low-pass response

T(s) = H
s2 + (ωps/Qp) + ω2

p
(11)
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It is clear from Eqs. 9(a) and (10) that there is considerable
flexibility in the design since there are nine passive compo-Figure 6. The Friend biquad which generalizes the MMFB structure

of Fig. 5 so as to yield biquadratic filters. nents and only three specified variables in Eq. (11).
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Figure 7. State variable filter capable of yielding
a variety of all-pole second-order transfer func-
tions.
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The design equations are thus Setting C � IF and R8 � R9 � R� yields the following simpli-
fied equations

ω2
p = 1

R′2 (14a)

Qp = 1
2

(
1 + R2

R

)
(14b)

H = 2R2/R(
1 + R2

R

)
R′2

(14c)

ωp =
√

R10

R3R8R9C1C2
(12a)

Qp =

√
R10

R3
· C1C2R8R9{

R1(R3 + R10)

R3(R1 + R2)
· R9C2

} (12b)

H = R2(R3 + R10)

R3(R1 + R2)C1C2R8R9
(12c)

Therefore, the design equations areSelecting C1 � C2 � C and R1 � R3 � R10 � R gives

R′ = 1
ωp

(15a)

R2

R
+ 2Qp − 1 (15b)

The gain constant, H, is fixed as [2 � (1/Qp)]�2
p.

ωp = (R8R9C
2)−1/2 (13a)

Qp = (R + R2)

2R

√
R8

R9
(13b)

H = 2R2

(R + R2)C2R8R9
(13c)

Figure 8. Composite state variable structure.
The addition of an output summing network to
the arrangement of Fig. 7 yields fully biquad-
ratic transfer functions.
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Example 2. Here we design a state-variable filter satisfying HIGHER-ORDER REALIZATIONS
the following normalized elliptic function characteristic hav-
ing a notch at 1.4 kHz. Higher-order filters may be designed by cascading second-or-

der structures of the form described in the previous section.
Odd-order functions are accommodated by the addition of a
single-pole section or, if combined with a low-Q pole-pair, by
the addition of a third-order section. The section types (Sallen

T(s) = H(s2 + ω2
z )

s2 + ωp

Qp
s + ω2

p

= s2 + 1.438664
s2 + 0.314166s + 1.167222

(16)

and Key, MFB, MMFB, SV) may be mixed in a realization so
Thus, �z � 1.199, �p � 1.08038, and Qp � 3.4389. that the SV is used for higher Q and notch functions. Particu-

Realization requires the use of the summing network to lar care must be taken with the selection of pole-zero pairs
combine the low-pass and high-pass outputs. Since no band- and the ordering of sections due to considerations of dynamic
pass component is required, the left-hand end of resistor R7 range. A fuller discussion of these features is described else-
(Fig. 8) should be grounded. where (20–22).

Now consider the realization of the low-pass section. Set The major advantage of the cascade approach is the ability
R � C � 1 and Eqs. 15(a) and (b) to give the normalized to independently tune each pole pair. This is offset to some
component values as degree by the higher sensitivity to component changes and

the care needed to properly order the sections and pair the
poles and zeroes. A widely used alternative bases designs on
the passive LC prototype whose passband sensitivity is mini-
mal. The most common approaches are described below.

C1 = C2 = 1F

R′ = R8 = R9 = 0.926�

R = 1� so that R1 = R3 = R10 = 1�

and R2 = 5.878�
Inductor Replacement

The gain constant, H, has the value 1.995. The frequency As indicated above, it is highly desirable to base active RC
denormalization factor, �n, is filter designs upon passive LC prototypes because of the re-

sulting low passband sensitivity. An added advantage results
from the availability of tabulated LC designs (12–15), whichωn = 2π × 1.4 × 103

1.199
= 7.351 × 103

obviate the need for sophisticated synthesis techniques. Thus,
for a given standard approximating function, the LC proto-Assume that available capacitors have a value of 6800 pF.
type may be established with the aid of design tables.Then, the impedance denormalization factor is evaluated as

The resulting inductors may be replaced by means of an
appropriately terminated generalized impedance converter
(GIC). The ideal GIC is shown in Fig. 9, for whichZn = 1

6800 × 10−12 × 7.351 × 103
= 20 k�

Therefore, the denormalized values are Z11 = a11

a22
= k(s)ZL

Z22 = a22

a11
= 1

k(s)
ZL

(18a)

(18b)

if a12 � a21 � 0.

C1 = C2 = 6800 pF
R1 = R3 = R10 = 20 k�

R8 = R9 = 18.7 k�

R2 = 118 k�


 standard 1% values

The high-pass and low-pass outputs may now be combined
to yield the desired transfer function of Eq. (16). Thus, by
substituting normalized element values into Eq. (10)

Vo

Vin
= 1.709R5(R6 + R7)

R7(R4 + R5)

{
s2 + 1.1672(R4/R5)

s2 + 0.314179s + 1.1672

}
(17)

The location of �z is obtained by appropriate choice of the re-
sistor ratio, R4/R5. Hence,

R4

R5
= 1.2326

Choosing R5 � 20 k� gives R4 � 24.65 k�. The dc gain of
the filter is determined by appropriate choice of R6/R7. If these
resistors are set equal at 20 k�, the resulting dc gain is
5.52 dB.

The filter may be tuned by means of the R4 to R5 ratio to

GIC
[a]

21

(a)

1′ 2′

Z11µZL

ZL

GIC
[a]

1

(b)

1′

2

2′

Z22µZL

ZL

locate the notch accurately. In practice, this may be observed
by closing a Lissajous pattern on an oscilloscope. The fre- Figure 9. Generalized impedance converter (GIC). (a) Load at termi-

nal 2. (b) Load at terminal 1.quency at which this occurs will be �z.
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Figure 10. Antoniou GIC—the most widely used realization of this
important circuit element.
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Figure 11. High-pass filter realization using direct inductor replace-The most commonly used realization of the GIC, from An-
ment. (a) Passive prototype. (b) Active realization using resistor-ter-toniou (23), is shown in Fig. 10. In this case
minated GICs to realize the grounded inductors.

k(s) = Z1Z3

Z2Z4
(19)

capacitor, because

Thus, if we select
Z22

∣∣∣∣
s= jω

= −1
ω2D

(20)

Z1 = Z3 = Z4 = R and Z2 = 1
sC However, the term frequency-dependent negative resistance

(FDNR) has achieved universal adoption. D is in units of
we obtain k(s) � sk�. If ZL � R1, then (farad)2�ohms and is represented by the symbol shown in

Fig. 13.
Z11 = sk′R1 A synthesis technique incorporating FDNRs (24) over-

comes the need for floating inductor simulation in LC proto-
and we have simulated a grounded inductor whose Q value types. If the admittances in a network are scaled by a factor
far exceeds that of a conventional coil. Indeed, audio band Q s, neither the voltage nor current transfer ratios are affected,
factors of the order of 1000 are readily obtained if high-qual- because they are formed from ratios of impedance or admit-
ity capacitors are used in the GIC. tance parameters. However, scaling does affect the network

Grounded inductor simulation is readily applicable to the elements as follows:
realization of high-pass filters, as illustrated in Fig. 11. Note
that a dot ( • ) is used to denote terminal 1 of the GIC, because Admittance Y(s) becomes sY(s) (transformed admittance)
it is a directional device having a conversion factor k(s) from Capacitor sC becomes s2C (FDNR)
terminal 1, and 1/k(s) from terminal 2.

Inductor 1/sL becomes 1/L (resistor)
The simulation of a floating inductor requires the use of

Resistor 1/R becomes s/R (capacitor)two GICs, as shown in Fig. 12. However, the simulation of
structures containing several floating inductors can become

Inductors are thus eliminated and a new, but topologicallyundesirable due to the excessive number of active blocks.
equivalent, network is formed.

Frequency-dependent Negative Resistance
Example 3. In this example, we realize a doubly terminated

low-pass filter having a fourth-order Butterworth characteris-Depending upon the choice of impedances Z1 � Z4, the GIC of
Fig. 10 may be used to provide conversion factors of sn, where
n � �1, �2. If one internal port impedance is capacitive and
the other three are resistive, the conversion factor is k�s in
one direction and 1/k�s in the other. Use of two internal ca-
pacitors yields k�s2 and 1/k�s2, respectively. Using the first
combination of elements and a capacitor at port 1 produces a

ks ks

kR

port 2 impedance given by Z22 � (1/s2)D, where D is frequency
invariant. At real frequencies, this represents a second-order Figure 12. GIC realization of a floating inductor.
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for which, for example, RA may be set at 100 � so as to avoid
loading the capacitor.

Denormalization of the circuit is straightforward, noting
that an FDNR of normalized value Dn, is denormalized using
the expression

D = Dn

Znω2
n

(21)

The FDNR approach is most effective when all inductors
are floating. In more complex arrangements, floating FDNRs
result whenever a floating capacitor is present in the original
prototype. Since the replacement of each floating FDNR re-
quires the use of two GICs, the alternative of partial transfor-
mation (25,26) is preferred.

The technique is illustrated in Fig. 15, for which the com-
posite transmission matrix [a�] for the three-section cascade
is given as

ks2

k
––
R

R

D
1

––––
s2D

Z =

ks

C kC

(a)

(c)

(b)

Figure 13. FDNR symbol and realization. (a) Symbol for FDNR of
value D. (b) Realization of FDNR by resistively-terminated GIC. (c)
Realization of FDNR by capacitively-terminated GIC.

[a′] =


1 1

0
1

k1sn




 a11

a12

k1sn

k1a21sn a22


[1 0

0 k2sn

]
=




a11
a12k2

k1

a21
a22k2

k1


 (22)

tic. From design tables, we obtain the LC prototype of Fig. Hence, for matched GICs (k1 � k2), we see that [a�] � [a].
14(a). Transformation yields the so-called DCR network of The technique is illustrated in Fig. 16(a)–(c) for a band-
Fig. 14(b). If biasing problems are encountered due to the pass section. Using direct FDNR realization of Fig. 16(b)
presence of floating capacitors, they may be overcome by the would require a total of five GICs. The partial transformation
addition of shunt resistors, RA and RB, as shown in Fig. 14(c). of Fig. 16(c) reduces the requirement to three GICs. Clearly,
In order to preserve the passband loss of the original network, the savings are more dramatic for higher-order realizations.
these resistors are arranged to yield a dc gain of 0.5. Hence,

Leapfrog Realization

The leapfrog technique (6) was introduced over 40 years ago
RB

RA + 0.7654 + 1.8478
= 0.5

and represents the first of several multiloop feedback simula-
tion methods (27–29). Its simplicity and elegance derives
from a one-to-one relationship between passive reactances in
a ladder structure and integrators in the leapfrog model.

The technique is particularly well suited to the realization
of low-pass responses, which are the most difficult to realize
by direct replacement methods. Although the presence of mul-
tiple feedback loops can render tuning difficult, the close
matching of capacitor ratios and the similarity of the active
blocks rendered this approach ideal for the realization of
switched-capacitor filters (SCF). Indeed, SCF technology revi-
talized interest in the leapfrog approach.

Consider the output sections of the low-pass LC filter of
Fig. 17(a). The relationships between the various voltages
and currents are shown in Eqs. 23

(a)

(c)

(b)

1Ω

1Ω
0.7654 F1.8478 F

1F

1F
0.7654 F21.8478 F2

1.8478 Ω0.7654 Ω

1F

1F
RB

0.7654 F21.8478 F2

1.8478 Ω0.7654 Ω

0.7654 H 1.8478 H

RA

Figure 14. FDNR realization of low-pass filter. (a) LC prototype of
fourth-order Butterworth filter. (b) DCR network derived from (a). (c)
Resistive shunts added for biasing purposes.

i1 = sC1RV0

i2 = i1 + i0

V2 = sL1

R
i2

V3 = V2 + V0

i3 = sC2RV3

i4 = i3 + i2

V4 = sL2

R
i4

V5 = V4 + V3

(23a)

(23b)

(23c)

(23d)

(23e)

(23f)

(23g)

(23h)
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Figure 15. The use of two GICs to yield an embed-
ded network equivalence which eliminates the need
to realize floating FDNRs.

[a]
1 2 1 2

k1sn
a11 a12

k1a21sn a22

k1sn
k2sn

Thus, working from output to input, we have alternating pro-
cesses of differentiation and addition. Now, consider the
multifeedback integrator structure of Fig. 17(b), for which

θ1 = sT1θ0 (24a)

θ2 = θ1 + θ0 (24b)

θ3 = sT2θ2 (24c)
θ4 = θ3 + θ0 (24d)

θ5 = sT3θ4 (24e)

θ6 = θ5 + θ4 (24f )
θ7 = sT4θ6 (24g)

θ8 = θ7 + θ6 (24h)

Thus, for every current and voltage in Eqs. (23a–h), there is
a corresponding quantity �i in Eqs. (24a–h). Furthermore, if
corresponding factors such as C1R1 and T1, L1/R and T2 are
set equal, the two systems have full equivalence.

As a result, LC low-pass structures may be simulated
by a straightforward process, as illustrated in Fig. 18. More
detailed discussions of this approach, including its extension
beyond the low pass are presented elsewhere (14, Ch. 10).
As an analog of a passive LC filter, the leapfrog structure
provides a low sensitivity structure, and one which is inher-
ently stable.

INTEGRATED FILTERS

As indicated previously, the earliest active filters were fabri-

(a)

(c)

(b)

Lo L2Co C2

C1
L1

Ro R2Do

A B

A′ B′

D2

D1R1

Ro R2Co

D1R1

s s
C2

cated using discrete components and, eventually, operational
amplifiers. The selection of high-quality capacitors and low-Figure 16. Partial transformation to eliminate floating FDNRs. (a)
tolerance, high-performance resistors is crucial to the ulti-LC bandpass section. (b) DCR realization of (a). (c) Partial transfor-
mate quality of the filter (20). Finally, the circuit must bemation of (a) by embedding the section AA�BB� between two GICs.
tuned by the adjustment of one or more trimmer pots.

Figure 17. Basic equivalence of LC and leapfrog
structures. (a) LC prototype. (b) Multifeedback inte-
grator structure.

(a)

(b)

1C2 C1
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1/sT3
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The advent of laser trimming, combined with thick and Fully integrated filters have been developed using the
MOSFET-C (32) technique, which is based upon monolithicthin film hybrid microelectronic processing, not only led to

larger-scale production but allowed for much more precise operational amplifiers, capacitors, and MOS (metal oxide
semiconductor) transistors. The latter are biased in theiradjustment of resistors. Coupled with numerically controlled

resistor adjustment, hybrid microelectronics fabrication led ohmic region to yield tunable resistors. The technique allows
the designer to take advantage of well-tried RC active filterto more widespread use of active filters. However, the quest

for ever-smaller structures, and for higher cut-off frequen- design methods but is restricted in frequency by the opera-
tional amplifiers and the nonlinear nature of the simulatedcies ultimately led to fully integrated filters. Several major

technical problems inhibited the fabrication of fully inte- resistance.
Further limitations occur due to integrated circuit parasit-grated filters:

ics and switching noise resulting from the tuning circuitry.
These problems can be overcome by using fully balanced dif-1. The relatively low bulk resistance of silicon, which
ferential circuits so that parasitic effects appear as commonmeant that large values of resistance required an un-
mode signals. Fully balanced circuits are usually derived fromduly large volume.
their single-ended counterparts, and are based upon well-2. The relatively low dielectric constant of silicon which
tried structures such as those described in earlier sections. Aresulted in excessively large capacitor plate area.
useful general rule (9) for converting from single-ended to a3. The inability to trim passive elements.
balanced circuit is presented below:

Active-R filters (30–31) which utilize the single-pole roll-
• Identify ground node(s) in the single-ended circuit.off model of an operational amplifier provide an effective ca-
• Mirror the circuit at ground, duplicating all elements,pacitance for simple, high cut-off filters. However, the need to

and divide the gain of all active devices by two.accurately determine the roll-off properties of each amplifier
• Change the sign of the gain of all mirrored active devicesrenders this approach inefficient in the absence of sophisti-

and merge so that any resulting pair with inverting-non-cated on-chip self-tuning circuitry (9).
inverting gains becomes one balanced differential input-Switched-capacitor filters were the first fully-integrated
differential output device.structures. Although they are strictly sampled-data systems,

they simulate an analog system if the clock frequency is much • Realize any devices whose sole effect in the original cir-
higher than the cut-off frequency. Although a more detailed cuit is a sign inversion by a simple crossing of wires.
description of SCFs is presented in SWITCHED CAPACITOR NET-

WORKS, two of their advantages are worthy of note at this time: The conversion process for a state variable filter is shown
in Fig. 19(a–b), while Fig. 19(c) shows the MOSFET-C real-

1. The filters are fully integrated. ization in which the resistors of Fig. 19(b) have been replaced
by MOSFET-simulated resistors.2. Performance depends upon the ratio of relatively small

capacitors and an accurate clock to establish circuit By contrast, fully integrated active filters based upon the
operational transconductance amplifier (OTA) (33–34) aretime constants with high precision.

Vi

Vi Vo

V0

T5 T4 T3 T2 T1

(a)

(b)

Figure 18. Leapfrog realization of low-pass LC filter. (a) Fifth-order LC filter. (b) Leapfrog real-
ization of (a).
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Figure 19. Realization of MOSFET-C state variable filter. (a) Original active RC version using
single-ended amplifiers. (b) Fully differential, active-RC version. (c) MOSFET-C version with
MOSFETs R1 . . . R4 replacing equivalent resistors of (b).
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gm
I0V+

V– –

+

Figure 20. Circuit symbol for the operational transconductance am-
plifier (OTA).

simpler to design and have a much wider frequency range.
This has led to OTA-C structures capable of accurate opera-
tion at frequencies beyond 100 MHz (35).

The OTA is a high-gain voltage-controlled current source,
which is relatively easy to fabricate using CMOS or comple-
mentary bipolar technology. Some basic properties of the OTA
are as follows:

1. High gain-bandwidth product that yields filters with

I0

V1

I1

–

+

Req

Req

V1 V2
V1 V2

I2I1

– +

–+

Req

(a)

(b)higher operating frequencies than those using conven-
tional operational amplifiers. Figure 21. Resistance simulation using OTAs. (a) Grounded resistor.

2. Can be electronically tuned to modify its transconduc- (b) Floating resistor.
tance.

3. Infinite input impedance and infinite output impedance.
from which:

The circuit symbol for the OTA is shown in Fig. 20, for
which

[
I1

I2

]
=
[

gm1 −gm1

−gm2 gm2

][
V1

V2

]
(29)

I0 = gm(V+ − V −) (25)
For matched devices, gm1 � gm2, and Eq. (29) represents a
floating resistor of value 1/gm. Various building blocks canwhere gm is the transconductance, a typical value being 500
now be developed, forming the basis for simulation of struc-�A/V. gm can be controlled by Ic such that:
tures such as the state variable. For example, the simple
summer shown in Fig. 22(a) yieldsgm = KIc (26)

where Ic is in microamps and a typical value of K is 15. Of V0 = gm1

gm3
V1 + gm2

gm3
V2 (30)

particular importance, Eq. (26) is valid over a wide range,
perhaps as much as six decades for Ic, that is, 0.001 to 1000
�A. In addition, the gain-bandwidth is also proportional to
Ic and may extend to hundreds of megahertz. This will be
limited by input and output parasitics.

An OTA-C filter structure depends upon the ability of the
OTA to simulate large values of resistance. Hence, in conjunc-
tion with relatively small values of capacitance, it is possible
to set the appropriate filter time constants without undue use
of silicon real estate.

Resistance can be simulated by the circuits shown in Figs.
21(a,b). For the grounded resistance,

−I1 = I0 = gm(0 − V −) = −gmV1

Hence,

Req = V1

I1
= 1

gm
(27)

Thus, if gm � 10�5S, Req � 100 k�.
For the floating resistance of Fig. 21(b):

V1

–

+

–

+

V2 V0

(a)

1

2
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+
3

V+
–

+

V–
V0C

1 –
+

2

(b)

Figure 22. OTA filter building blocks. (a) Summer. (b) Damped inte-
grator.

I1 = −gm1(V2 − V1)

I2 = −gm2(V1 − V2)

(28a)

(28b)
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