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DELAY SYSTEMS

In most applications of mathematics to engineering it is
tacitly assumed that the systems under consideration are
causal. That is, the future state of the system depends
only on its present state. In reality most electrical systems,
particularly control systems, are subject to transportation
and/or processing delays. Usually these delays are ignored,
either because they are considered ‘‘small’’ or because they
complicate the mathematical model. Thus a dilemma arises.
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When does the realistic modeling of a physical system re- tems using only the finite-dimensional approach. The mono-
graph by J. K. Hale and S. M. Verduyn-Lunel (5) developsquire the introduction of time delays into the mathematical

model? One purpose of this article is to introduce the both the coarse and fine structure of delay systems using the
powerful tools of infinite-dimensional analysis together withreader to the fundamental properties of time delay differen-

tial equations and to compare these to the corresponding the more mundane methods of linear algebra and complex
analysis.ones for ordinary differential equations. The other is to sum

up the structure and fundamental properties of delay sys- There are two main categories of FDE considered in the
engineering literature, retarded functional differential equa-tems of the type most frequently encountered in electrical

engineering. tions (RFDE) and neutral functional differential equations
(NFDE). A delay system, written as a first order system, is aOrdinary differential equations (ODE) in which a part of

the past history affects the present state are called delay dif- RFDE if the derivative contains no delay terms, Eq. (1) is a
RFDE. If the derivative contains delay terms in a first-orderferential equations or functional differential equations (FDE).

Some examples are system, the equation is called a neutral functional differential
equation. Eq. (2) for d � 0 is a NFDE. In engineering practice,
only a certain class of NFDE is considered; namely, D-stable
NFDE. A D-stable NFDE is one in which the difference equa-ẋ(t) = ax(t) + bx(t − 1) +

∫ 0

−1
x(t + σ ) dσ (1)

tion associated with the derivative is uniformly exponentially
stable (u.e.s.) Eq. (2) is a D-stable NFDE if �d� � 1 since the
respective difference equation,

d
dt

(x(t)−dx(t −1))= ax(t)+bx(t −1)+c
∫ 0

−1
x(t +σ ) dσ (2)

Although special examples of delay differential equations y(t) − dy(t − 1) = 0 (3)
were investigated as early as the eighteenth century by Euler

is u.e.s. If �d� 	 1, there is an unbounded solution of Eq. (3),and Lagrange, their systematic development did not occur un-
and so the equation is not stable. If �d� � 1, then Eq. (3) istil this century. The initial impetus was the study of certain
stable, but not u.e.s. The definition of D-stability is due to M.mathematical models in mechanics and the physical sciences
A. Cruz and J. K. Hale (6). They showed that the stabilitywhich incorporated time delays in their dynamics. One of the
properties of linear time invariant (LTI) RFDE and LTI D-most interesting control models was constructed by N. Mi-
stable NFDE are determined by the exponential solutions,norsky in 1942 (1) in which he incorporated the fact that the
just as in the case of LTI ODE. D. Henry (7) proved that aautomatic steering mechanism of a ship was subject to a time
LTI NFDE cannot be uniformly exponentially stable unless itdelay between a course deviation and the turning angle of the
is D-stable. Until the papers of Cruz, Hale and Henry, engi-rudder. Perhaps the two most important contributors to the
neers routinely gave conditions for the stability of neutral sys-initial mathematical development of delay systems were A. D.
tems without realizing that D-stability was an essential re-Mishkis (2) and N. N. Krasovskii (3). Myshkis gave the first
quirement.systematic treatment of the existence and uniqueness prob-

lems for delay systems, and Krasovskii not only extended the
second method of Lyapunov for stability to delay systems but PROPERTIES OF DELAY SYSTEMS
also showed that the correct mathematical setting for linear
time invariant delay differential equations was an infinite- The study of delay systems is a natural extension of the the-
dimensional space and not the finite-dimensional space where ory of ODE, and we shall describe the basic properties of
the system was defined. This is a crucial observation because these systems by comparing them with the analogous proper-
a delay differential equation may be treated both as a process ties of ODE. Let Rn be Euclidean n-space.
in a finite-dimensional space and one in an infinite-dimen-
sional space. Some properties of delay systems do not depend

Initial Conditions and Solutions
on their infinite-dimensional character. For other properties,
this is prerequisite, and yet other properties, whose computa- The initial condition for the solution of an ODE is given in

the finite dimensional phase space Rn. The initial conditiontional nature is finite-dimensional, can only be established by
considering the infinite-dimensional system. An example of for the solution of an FDE or delay equation is an infinite-

dimension space, called a Banach space. The reason for thisthe first situation is given by the representation of solutions
of linear time invariant equations. These are obtained, as in is that the initial value of an FDE is a vector-valued function

on Rn defined over an interval [�h, 0], h 	 0 representing thethe case of ODE, by using a combination of linear algebra
and complex analysis. An infinite-dimensional property is the delay. The point values of the solution evolve in Rn, which

also is called the phase space of the system. This is the dimen-notion of a solution to the initial value problem. A property
which is infinite-dimensional in nature, but sometimes com- sion duality property of an FDE. The space of initial condi-

tions is infinite-dimensional, and the phase space is finite-putationally finite-dimensional, is the stability behavior of
the homogeneous time independent systems considered in dimensional.

The notion of the solution of an FDE is weaker than for anthis article. The stability of these systems is determined by
the zeros of an entire analytic function, as in the ODE case. ODE. This is because not all initial functions result in differ-

entiable solutions. However for LTI FDE the Laplace trans-However, the justification for this is based on the infinite-di-
mensional nature of these systems. This finite-infinite-dimen- form provides a convenient alternative definition. The formal

Laplace transform of an LTI FDE does not explicitly containsional duality is of critical importance in studying delay sys-
tems. The monograph by R. Bellman and K. Cooke (4) the derivative of the FDE, only its initial value. This is also

true for ODE. Thus, if the formal Laplace transform of andevelops many fundamental stability properties of delay sys-
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FDE is actually the Laplace transform of a vector-valued determine, as in the ODE case, the qualitative behavior of the
system. For LTI RFDE or LTI D-stable NFDE, if these zerosfunction in Rn, we call this function a solution to the equation.

It is shown in Ref. 7 that this is indeed the case for LTI FDE. lie in the open left half of the complex plane, the system is
u.e.s. Determining this condition or its absence is much moreIn the case where the FDE is nonlinear or linear with time

dependent coefficients, the definition of a solution is more difficult than for LTI ODE, since no simple criterion is avail-
able, such as the Routh-Hurwitz criterion.complex. In the applications to control problems in electrical

engineering, LTI FDE occur most frequently. There is a bounded input-bounded output (BIBO) criteria
for linear homogeneous FDE which applies to both time in-Solutions of nonhomogeneous LTI FDE have a variation of

parameters representation. This is given by the convolution variant and time dependent systems, provided the coefficients
of the time dependent system are uniformly bounded on theof an n  n matrix-valued function, S(t), and the forcing func-

tion. The matrix function, S(t), is the inverse Laplace trans- real line. This is known as the Perron condition (10). This
condition states that if the nonhomogeneous version of suchform of the matrix version of the homogeneous system where

the initial value is the zero matrix when t � 0 and the iden- a system with zero initial conditions has bounded solutions
for all bounded forcing terms, the system is u.e.s.tity matrix at t � 0. This matrix-valued function is the ana-

logue of the fundamental matrix of an LTI ODE and as a
consequence is called the fundamental matrix of the system. Control and Stabilization
However, it is not a matrix exponential function as it would

There are several versions of the Pontryagin Maximum Prin-be in the ODE case. Time varying nonhomogeneous linear
ciple for delay systems, and the most popular method of solv-FDE also have their solutions represented by fundamental
ing optimal control problems for delay systems is Bellman’smatrices. However their computation is more difficult. One
Method of Dynamic Programming (11,12). However, even fornumerical procedure used to compute these matrices is
ODE systems, these theories are rarely used in applicationsknown as the method of steps (4). This method works for the
to electrical engineering. Their main drawback is that theysystems given by equations (1) and (2) if c � 0 because the
are nearly impossible to apply to practical, nonlinear delaytime delays are discrete. The method consists of finding the
systems. Moreover, most electrical engineering control prob-fundamental matrix of the system over the interval [0, h],
lems are design problems, not optimal control problems. Thethen using this information to compute the fundamental ma-
two major exceptions to this statement are Linear Quadratictrix over the interval [h, 2h], etc. However, in many control
Regulator (LQR) problems and H�-optimization problems.problems, the indeterminate time behavior of the system is
The solutions of these problems result in linear feedback con-desired, and the method of steps is unsuitable for this
trols which stabilize a system. However, neither method re-purpose.
quires the Pontryagin Maximum Principle or Dynamic Pro-
gramming.

Stability
The main emphasis in engineering control is stabilization,

particularly for linear systems. One popular method of stabili-In the applications of delay systems to electrical engineering,
which is practically synonymous with control theory, linear zation for single input-single output systems with one time

delay is the use of a Smith Predictor. This is a stabilizationsystems are used almost exclusively, and of these LTI sys-
tems predominate. For LTI systems, the Lyapunov stability procedure which uses a proportional–integral–derivative

(PID) feedback. This is a standard method and is discussedtheory is superficially the same as in the ODE case. However,
in place of symmetric matrices, one uses symmetric function- in ADAPTIVE CONTROL and CLASSICAL DESIGN METHODS FOR CON-

TINUOUS TIME SYSTEMS. In this article, we concentrate on theals called Liapunov-Krasovskii functionals. The mathematical
structure of these functionals was described by Yu. M. Repin other two major methods of feedback stabilization for delay

system, LQR- and H�-optimization.(8) and N. N. Krasovskii (3). Their practical application to
stability is very limited for two reasons. They are difficult to The LQR method attempts to minimize an integral called

the cost over the positive real axis. The integrand is quadraticconstruct, even for very simple systems, and once a functional
has been constructed, it is not easy to determine positive or and positive semidefinite in the space variable and quadratic

and positive definite in the control variable. If this optimiza-negative definiteness. Their use in stability theory is usually
on an ad hoc basis. That is, one ‘‘guesses’’ the form of the tion is possible for all initial values of the systems, the opti-

mal control is a feedback control which stabilizes the system.functional, applies it to the system, and hopes it will have the
required positivity or negativity when applied to differenti- H�-optimization optimizes an LTI FDE control problem with

an unknown disturbance. Here, the cost is positive and qua-able trajectories of the system. There is also an offshoot of the
Lyapunov theory, called the method of Razumikhin (9). This dratic in the space and control variables as in the LQR prob-

lem but quadratic and negative definite in the disturbancemethod uses Lyapunov functions in place of functionals to de-
termine stability. Its application requires that the FDE sat- variable. For a fixed admissible control function u, one at-

tempts to maximize the cost in terms of the disturbance, thenisfy certain side conditions which are not always met in prac-
tice. However, when applicable, the method of Razumikhin is to minimize the resulting functional with respect to u. This is

called a min-max problem. The optimal solution, if it exists,preferable to the standard Lyapunov method. On the other
hand, unlike the Lyapunov method, the Razumikhin method leads to a feedback control which is u.e.s. in the so-called

worst case disturbance.does not have converse theorems on stability.
The application of Lyapunov functionals or Razumikhin For ODE, the LQR problem is solved using routine numeri-

cal packages. The numerical treatment of H�-optimization forfunctions to LTI FDE is a means to the end of locating the
eigenvalues of the system. The eigenvalues of an LTI FDE ODE is much more difficult than LQR-optimization, but more

robust with respect to uncertainties in the system dynamics.are the zeros of an associated entire analytic function and
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Theoretically, both methods may be used for LTI FDE and In terms of the operator-valued complex matrix Ŝ(�), the
formal Laplace transform of Eqs. (4) and (5) isthe properties of the resulting feedback controls are known.

However, the practical implementation of either method is a
project for future investigation (13).

ANALYTIC PROPERTIES OF DELAY SYSTEMS

We introduce some additional notation which will be used in

x̂(λ, φ)= Ŝ(λ)

[
φ(0)−

r∑
j=1

Djφ(−hj )

]

+ Ŝ(λ)

∫ 0

−h j

r∑
j=1

(Aj +λDj )e
−λ(σ+hj)φ(σ )dσ +Ŝ(λ)Bû(λ)

(7)the remainder of this article. Let R � (��, �), R� � [0, �),
Z be the complex plane, Zn be complex n-space, I be the n- For any � in C(h), the inverse Laplace transform exists
dimensional identity matrix, cT be the transpose of an n-col- and is called a solution to the initial-value problem in Eqs.
umn vector c, c be the complex conjugate of an n-column vec- (4) and (5) (14). If � � C(h) has a derivative, then the inverse
tor, BT be the transpose of an n  m matrix B, �c� � �cTc be Laplace transform of Eq. (7) is
the length of an n-vector c, and det(A) be the determinant of
a square matrix A.

The set of all continuous n-vector functions from a closed
interval [�h, 0] into Zn is denoted by C(h). If � is in C(h), then
��� � sup���(t)�:�h � t � 0�.

If x(t) is an n-vector function defined on [�h, �), then, for
t � 0, xt � �x(t � �):�h � � � 0�, and xt(�) � x(t � �), �h �
� � 0.

If x(t) is a vector or matrix function on Zn, then

x(t, φ, u) = S(t)

[
φ(0) −

r∑
j=1

Djφ(−hj )

]

+
r∑

j=1

∫ 0

−h j

S(t − σ − hj )(Ajφ(σ ) + Dj φ̇(σ ))dσ

+
∫ t

0
S(t − σ )Bu(σ )dv

(8)

where
L (x(t))(λ) = x̂(λ) =

∫ ∞

0
x(t)e−λt dt

S(t) = L −1(Ŝ(λ))(t) (9)
is the Laplace transform of x(t). The inverse Laplace trans-

The function S(t) formally satisfies Eq. (4) with the initialform of any vector or matrix valued function, provided it ex-
matrix S(0) � I, S(�) � 0 for � � 0 and is referred to as theists, is denoted by L �1(Ŝ(�))(t).
fundamental matrix solution of Eq. (4).The delay systems most commonly encountered in electri-

If the matrices in Eq. (4) are time varying, there is a repre-cal engineering are LTI systems with discrete time delays.
sentation of the solution similar to Eq. (8), but it is not ob-The fundamental properties of these systems serve as a para-
tained by using the Laplace transform. The matrix S(t) is re-digm for most other systems one encounters. These systems
placed by a matrix S(t, �), where S(�, �) � I, and S(t, �) � 0 ifwhich include RFDE and NFDE often have their dynamics
� � t. The matrix function S(t, �) is formally a matrix solutiondescribed by
of Eq. (4) for t � � (5).

Stability

The difference equation associated with the NFDE in Eq. (8)
is

d
dt

[
x(t) −

r∑
j=1

Djx(t − hj )

]

= A0x(t) +
r∑

j=1

Ajx(t − hj ) + Bu(t), t ≥ 0 (4)

and initial values
x(t) −

r∑
j=1

Djx(t − hj ) = 0 (10)

The condition for Eq. (4) to be D-stable is that the equationx(t) = φ(t),−h ≤ t ≤ 0, φ ∈ C(h) (5)

In Eq. (4), the matrices �Dj�, �Aj�, and A0 are n  n-matrices
with real entries; the matrix B is an n  m-matrix with real

det

[
I −

r∑
j=1

Dje
−λh j

]
= 0 (11)

entries and 0 � hj � h, 1 � j � r. The m-vector u(t) is called
the control. has all of its solutions in Re� � �� for some � 	 0. If we seek

A solution x(t, �, u) of Eq. (4), Eq. (5) is a function which solutions of Eq. (10) of the form e�t� for some nonzero complex
satisfies Eq. (5), is continuously differentiable for t 	 0, and n-vector �, then � must be an eigenvalue of the matrix in Eq.
has a right hand derivative at t � 0 which satisfies Eq. (4). (11) and � must be a corresponding eigenvector. For this rea-
We can use the Laplace transform to obtain the existence of son, we say that � satisfying Eq. (11) are eigenvalues of Eq.
and a specific representation for a solution. Let (10). We remark that if Eq. (10) is D-stable at one collection

of the delays hj, 1 � j � r, then it is D-stable for all other
values of the delays (5).

The stability behavior of the homogeneous version of (4)-
(5), (i.e., when u(t) � 0) is completely determined by the

Ŝ(λ) =
[
λ

�
I −

r∑
j=1

Dje
−λh j

�
− A0 −

r∑
j=1

Aje
−λh j

]−1

(6)
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eigenvalues of the system. For the same reason as indicated If we consider only those solutions x(t) that satisfy the rela-
tion �x(t)� � �x(t � r)�, thenfor Eq. (10), these are the zeros of the entire analytic func-

tion
dV
dt

(x(t)) ≤ −(a − |b|)(x(t)) ≤ 0

Thus, by Theorem 4.2, Chapter 5, in Ref. 5, the system is
det

[
λ

�
I −

r∑
j=1

Dje
−λh j

�
− A0 −

r∑
j=1

Aje
−λh j

]
= 0 (12)

u.e.s. for all r 	 0. In this case, the Razumikhin method
yielded in a much more straightforward way the same resultIf the system is D-stable, then it is u.e.s. if and only if all
as above using the Lyapunov–Krasovskii functional.solutions of Eq. (12) satisfy Re� � 0 (5).

There is yet another way to determine u.e.s. of LTI FDE.As mentioned above, before the papers of Cruz and Hale
This is to treat the delay terms as parameters in a family of(6) and Henry (7), engineers often assumed a system was
LTI FDE, which reduce to an ODE when all the delays areu.e.s. if solutions of Eq. (12) satisfied Re� � 0. If the D-stabil-
zero. If the ODE is u.e.s., one tries to estimate the size of theity condition is not satisfied, showing that the solutions of Eq.
delays that the family can tolerate and yet remain u.e.s. This(12) satisfy Re� � 0 may be insufficient to determine stability
is possible since for LTI RFDE or LTI D-stable NFDE, theor instability as the following two examples show (15). Con-
maximal exponential rate of expansion or contraction of a sys-sider the scalar systems
tem depends continuously on the delay parameters (16). This
condition is an easy consequence of the Hurwitz Theorem in
Complex Analysis (17) since the maximal rate is determined

d
dt

[x(t) − x(t − 1)] = −x(t) (13)

by an eigenvalue for which the real part can be chosen to be
continuous in the delay parameters. To illustrate this method,
consider Eq. (15). When r � 0, the system is u.e.s. We try to

d2

dt2 [x(t) − 2x(t − 1) + x(t − 2)] + 2
d
dt

[x(t) − x(t − 1)] + x(t)= 0

(14)
find the smallest positive value r for which the system has a
nontrivial periodic solution of period 2�/w. This value, if it

The eigenvalues of both systems are solutions of the equation exists, satisfies the equation
�(1 � e��) � 1 � 0 which has all its solutions in Re� � 0.
Equation (13) has all its solutions tending to zero as t tends iw + a + b(cos α − i sinα) = 0, α = wr, w > 0
to infinity, but it is not u.e.s. Equation (14) has solutions
which tend to infinity as t tends to infinity. Since a 	 �b�, for fixed w, this equation has no solution for real

The stability or instability of LTI FDE can be determined �. Thus, we conclude that the system is u.e.s. for all values
by Lyapunov–Krasovskii functions and sometimes by Razu- of r.
mikhin functions. However as was mentioned above, these There is an important class of nonlinear FDE whose stabil-
are difficult to find for all but the simplest systems and even ity is determined by frequency domain methods. A typical ex-
then are usually selected on an ad hoc basis. To illustrate ample of such a system is one whose dynamics are described
this, consider the scalar system by the equations

ẋ(t) = −ax(t) + bx(t − r), a > 0,a > |b| > 0, r > 0 (15) ẋ(t) = A0x(t) + A1x(t − h) + b f (σ ), σ = cT x (17)

where b is an n-vector, and f is a scalar function satisfyingFor a constant c to be determined, choose the Lyapunov–
the sector conditionKrasovskii functional

a1σ
2 ≤ σ f (σ ) ≤ a2σ

2, 0 < a1 < a2 < a (18)
V (φ) = 1

2
(φ(0))2 + c

∫ 0

−r
(φ(σ ))2 dσ (16)

The following theorem holds (18)

Along differentiable trajectories of Eq. (15) Theorem. Assume that the system

ẏ(t) = A0 y(t) + A1x(t − h) (19)dV
dt

(xt ) = (−a + c)(x(t)2 + bx(t − r)x(t) − c(x(t − r))2

is u.e.s. and let
This functional will be negative on C(r) if we choose c � a/2.

K(iw) = cT (iwI − A0 − A1eiwh)−1b (20)Therefore, by Theorem 2.1, Chapter 5, in Ref. 5, the region of
u.e.s. contains the set of coefficients a, b with �a� 	 �b�. Notice

If there exists a q 	 0 such that for all w in R,that this simple choice for the Lyapunov–Krasovskii func-
tional yielded the stability region which is completely inde-
pendent of the size of the delay. Re(1 + iwq)K(iw) − 1

a
≤ 0 (21)

Now, consider the Razumikhin function for Eq. (15) given
by V(x(t)) � x2/2. Along differentiable trajectories of then each solution of Eq. (17) tends to zero as t tends to in-
Eq. (15), finity.

The above theorem is also true for D-stable systems of the
types in Eqs. (4) and (5) where bf (�) replaces Bu. This theo-

dV
dt

(x(t)) = x(t)(ax(t) + bx(t − r))
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rem is one of a class of theorems which are known collectively given terminal point in a finite time. There is also the notion
of �-controllability, that is, control from a given point to an �-as Popov-type theorems. An interesting corollary to the above

theorem is that condition [Eq. (21)] guarantees the existence ball of another given point. This latter form of control is more
realistic for FDE systems, but in practice, neither form isof a Lyapunov functional for the system [Eq. (17)] which has

a particular structure. much used in engineering design. A simple example may indi-
cate the reason. Consider the scalar system

Corollary. If Eq. (20) is satisfied, then there exists a Lyapu-
nov functional on C(h) of the type ẋ = ax(t) + bx(t − h) + u(t) (26)

where h 	 0 and b � 0. For � � C(h) and ��� � 0, suppose
that one desires to find a u(t) with �u(t)� � 1 which drives theV (φ,ψ) = Q(φ,ψ) + β

∫ σ

0
f (s) ds, β > 0 (22)

solution of Eq. (26) with initial value � to the zero function in
some finite time T. The Laplace transform of the resultingsuch that Q is bilinear on C(h), Q(�, �) 	 0 if ��� � 0 and,
motion is given byalong differentiable trajectories of Eq. (17), dV(xt, xt)/dt � 0.

The proof the above corollary is a simple extension of the
same result for ODE given on p. 169 of Ref. 10. The converse
is also true; that is, if the corollary is satisfied, then so is the

x̂(λ, φ, u)= 1
λ − a − be−λh

�
φ(0)+

∫ 0

−h
be−λ(σ +h)φ(σ )dσ + û(λ)

�

(27)
theorem. The Lyapunov approach is in general not feasible,

Since both xt(�, u) and u(t) are identically zero after time T,whereas the frequency domain or Popov approach is easily
the functions x̂(�, �, u) and û(�) in Eq. (27) must be entirechecked, especially by modern computing packages.
analytic functions (19). This means that û(�) must be chosenAs was mentioned above, there is a necessary and suffi-
so that the numerator in Eq. (27) is zero when the denomina-cient condition for determining the u.e.s. of time varying
tor is zero. But the zeros of � � a � be��h are infinite in num-FDE. This is the Perron condition or bounded-input, bounded-
ber and can at best be approximated.output criterion. We give an analytic form of this condition

There are several versions of the Pontryagin Maximumfor the system whose dynamic is described by the equation
Principle for FDE control problems, and the theoretical
method used to solve control problems is the Method of Dy-ẋ(t) = A0(t)x(t) + A1(t)x(t − h) + f (t) (23)
namic Programming. From an engineering point of view,
these are only of academic interest. Comprehensive referencebut remark that the basic condition holds for any linear FDE

whose coefficient matrices are uniformly bounded. sources for this area of control are Refs. 12 and 20.
For multiple-input-multiple-output LTI ODE, there areWe assume that the square matrices A0(t) and A1(t) have

all their entries uniformly bounded on R�. It is known (5) that three basic methods of feedback stabilization. These are pole
placement, linear quadratic regulator (LQR)-optimization,the solutions of Eq. (23) with initial conditions zero in C(h)

may be represented in the form and H�-optimization pole placement. The latter has the sim-
plest numerical structure but has less eclat than the other
two methods. Pole placement methods are possible for LTI
FDE. In practice the best one can hope for are constant gain

x(t, t0, f ) =
∫ t

t0

S(t, σ ) f (σ ) dσ (24)

feedbacks which guarantee a given decay rate. However,
LQR-optimization and H�-optimization have in theory beenwhere S(t, �) � 0 if � 	 t, S(�, �) � I and, for t 	 �,
completely extended from LTI ODE to LTI FDE. There are at
least two ways to look at these extensions. One way relates
to the specific delay structure and minimizes the use of Ba-

d
dt

(S(t, σ )) = A0S(t, σ ) + A1S(t − h, σ ) (25)
nach space theory. The other embeds LTI delay systems into
a general class of LTI infinite-dimensional systems known as
Pritchard-Salamon systems (P-S systems) and makes exten-Theorem. A necessary and sufficient condition for the homo-
sive use of the theory of Sobelev spaces (21). Here, we confinegeneous version of Eq. (23) to be u.e.s. is that for all f which
ourselves to the first approach.are uniformly bounded on R�, the vector function in Eq. (24)

A typical LQR-optimization problem is the following. For asatisfies an inequality of the form �x(t, t0, f )� � Mf, where Mf
given positive definite matrix W and a given � � C(h), chooseis finite and depends only on f (10).
the control function u(t) to minimize the functional

Although the Perron condition or BIBO condition may be
theoretically difficult to verify, a modified form often is used F (u) =

∫ ∞

0
[xT (t)Wx(t) + uT (t)u(t)]dt (28)

in control engineering. The linear system is subjected to peri-
odic forcing functions at a variety of frequencies and with uni-

subject to the constraint that x(t) is the solution with initialformly bounded gains. If the outputs are uniformly bounded
value � of the equationover long time periods, the system is considered u.e.s.

ẋ(t) = A0x(t) + A1x(t − h) + Bu(t) (29)
Control and Stabilization

Controllability for an FDE system is function space control; If the minimum for all � in C(h) is finite, then there is a
bounded linear mapping K from C(h) into Zn such the optimalthat is, one seeks to control a given initial point in C(h) to a
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u is given by a feedback u(t) � BTKxt. Moreover, if q(t) � Kxt, in (�0, �) (21). The optimal solution is a linear feedback
control, K, which maps C(h) into Zn. The optimal u and dthen
satisfy

q̇(t) = −Wx(t) − AT
0 q(t) − AT

1 q(t + h) (30)

The eigenvalues of the feedback system
u(t) = −BT Kxt , d(t) = 1

γ 2
LT Kxt (39)

If q(t) � Kxt, thenẋ(t) = A0x(t) + A1x(t − h) − BBTKxt (31)

are the solutions with Re � � 0 of the equation q̇(t) = −Wx(t) − AT
0 q(t) − AT

1 q(t + h) (40)

If ��

0 (dT(�)d(�))d� � �, then the system
det

[
λI − A0 − A1e−λh BBT

W λI + AT
0 + AT

1 eλh

]
= 0 (32)

ẋ(t) = A0x(t) + A1x(t − h) + BBT Kxt + Ld(t) (41)

There are variants of the optimization problem in Eq. (28). has all solution converging to the zero vector as t tends to
One is to optimize Eq. (28) where W is only positive semide- infinity. The system [Eq. (35)] with feedbacks [Eq. (39)] is
finite. This condition requires some additional assumptions u.e.s.
on the system [Eq. (29)], which are technical but do not alter There are many variants of the above problem. For exam-
the basic structure of the solution. The fundamental assump- ple, one could attempt to optimize the functional
tion needed to solve the LQR-problem is that system [Eq.
(29)] can be stabilizable. This appears to be putting the cart
before the horse, and in some sense, it is. For example, an C(u, d)=

∫ ∞

0

[
xT (t − h)x(t − h)+uT (t)u(t)− 1

γ 2 dT (t) d(t)
]

dt

LQR problem for the ODE system ẋ � Ax � Bu, where A is
an n  n matrix, is solvable if rank [B, AB, 
 
 
 , An�1B] � n. The basic structure of the optimizable problem is the same.
There is no such simple condition for LTI FDE. For instance, The critical problem is to find efficient numerical methods.
the n-dimensional system [Eq. (29)] for B � b an n-vector is Since this problem has not been adequately solved for LQR-
stabilizable if, for Re� � 0, optimization, it will be much more difficult for H�-optimi-

zation.
rank[λI − A0 − A1e−λh, b] = n (33)

Fine Structure
An example of H�-optimization is to find the min-max of

The solutions of the homogeneous version of Eqs. (4) and (5)the following system. Consider the functional
generate a C0-semigroup on C(h). The domain of the infinites-
imal generator of this semigroup are those points � in C(h)
which are continuously differential and satisfy the
condition

F (u,d) =
∫ ∞

0

[
xT (t)Wx(t) + uT (t)u(t) − 1

γ 2 dT (t)d(t)
]

dt

(34)

subject to the constraint
φ̇(0) −

r∑
j=1

Dj φ̇(−hj ) − A0φ(0) −
r∑

j=1

Ajφ(−hj ) = 0 (42)

ẋ(t) = A0x(t) + A1x(t − h) + Ld(t) + Bu(t) (35)

If all Dj � 0, Eq. (42) is an RFDE. If the solutions of Eq. (11)
where A0, A1, B, and W are the matrices in Eqs. (28) and lie in Re� � �� � 0 for some � 	 0, then the system is a D-
(29), and L in an n  r-matrix. It is assumed that the stable NFDE. For RFDE, the spectra of the semigroup at t �
systems 1 is the origin plus eigenvalues e� where � is an eigenvalue

which is a solution of the characteristic equation [Eq. (12)]ẋ(t) = A0x(t) + A1x(t − h) + Bu(t) (36)
with all Dj � 0 (5). For D-stable NFDE, the spectra of the
semigroup at t � 1 has the essential spectrum with moduli �

and 1 plus eigenvalues e�, where � is an eigenvalue which is a
solution of the characteristic equation [Eq. (11)] (5). An LTIẋ(t) = A0x(t) + A1x(t − h) + Ld(t) (37)
RFDE has only a finite number of its eigenvalues in any right
half plane, whereas a D-stable LTI NFDE has a vertical strip

are stabilizable. The object is to find, if possible, the in Re� � 0 which contains an infinite number of its eigenval-
ues. The solutions of LTI RFDE become more differentiable
as time increases. They pick up one derivative for each inter-min

u

[
max

d
F (u,d)

]
(38)

val of length h. For example, even if � in C(h) is not continu-
ously differentiable over [�h, 0], the solution xt(�) will be k-and to show that it is nonegative for all initial values � in

C(h) of the solution of Eq. (35). In this problem, the constant times differentiable for t � kh. LTI NFDE retain the smooth-
ness of their initial conditions. For these reasons, LTI RFDE� plays a critical role. There exist � for which there is either

no optimum or for which the optimum is negative for at least have been compared to LTI parabolic partial differential
equations (PDE), and LTI D-stable NFDE have been com-one � in C(h). However, there is a smallest �0 	 0 for which

Eq. (38) has a nonegative solution for all � in C(h) and all � pared to LTI hyperbolic PDE. However, the fine structures of
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LTI RFDE and LTI parabolic PDE are dissimilar. For exam- (i) There is a nonnegative continuous function a(r) with
a(r) � � as r � � such that, for all � in C(h),ple, parabolic PDE generate analytic semigroups, and RFDE

generate C0-semigroups which are compact for t � h but are
not analytic. One basic reason for this difference is that the a(|φ(0)|) ≤ V (φ) (48)

eigenvalues of LTI RFDE do not belong to a sector in the com-
(ii) There is a nonnegative continuous function b(r) suchplex plane. On the other hand, some LTI hyperbolic PDE and

thatLTI D-stable NFDE have identical mathematical structures.
In particular, the equations for the dynamics of transmission
lines described by the telegraph equation can be transformed lim sup

h→0+

1
h

[V (xh)(φ) − V (φ)] ≤ −b(|φ(0)|) (49)
to D-stable NFDE (5). An example which illustrates the simi-
larity between some hyperbolic PDE and D-stable NFDE, are

Then the solution xt � 0 is stable and every solution of Eq.the PDE system
(47) is bounded. If b(r) is positive definite every solution of
Eq. (47) tends to zero as t tends to infinity.wtt = wxx − 2awt − a2w = 0, 0 < x < 1, t > 0 (43)

Similar results exist concerning stability and instabilityw(0, t) = 0, wx(1, t) = −Kwt (1, t) (44)
for autonomous and nonautonomous FDE. If the function V is

where a 	 0 and K 	 0 are constant, and the D-stable continuously differentiable, then the computation of the left
NFDE side of relation [Eq. (49)] may be performed on solutions with

smooth initial functions. The corresponding differential in-
equality gives estimates on these smooth solutions. Since the
initial data of these smooth solutions are dense in the space

d
dt

[
x(t) − 1 − K

1 + K
e−2ax(t − 2)

]
= −a

1 + k
[x(t) + e−2ax(t − 2)]

(45) C(h), one obtains estimates on all solutions. In this sense,
there is no essential difference in the method than for ODE.

These systems have the same spectrum (22). A complete description for the Lyapunov method is given in
Ref. 5, Chapter 5.Small Solutions

The stability of linear homogeneous periodic RFDE and
Linear homogeneous FDE may have small solutions; that is, linear homogeneous periodic D-stable NFDE can be deter-
nontrivial solutions which decay faster than any exponential mined by examining their solutions after any integer multiple
function. A characterization of the set of small solutions for of their period which is larger than the delay. This results in
D-stable LTI NFDE and LTI RFDE is contained in Ref. 5. A a bounded linear mapping, U, from C(h) into itself. The eigen-
remarkable property of any D-stable LTI NFDE and LTI values of U, called the characteristic multipliers of the sys-
RFDE is that there is a � 	 0 such that any small solution is tem, determine the stability behavior of the system. If all of
identically zero in C(h) after time �. An example of a system the multipliers lie inside the unit circle in the complex plane,
with small solutions is then the system is u.e.s. If some are outside the unit circle,

the system is unstable. If the multipliers lie inside or on the
ẋ = y(t − 1), ẏ = x(t) (46) unit circle, the geometric multiplicity of those on the unit cir-

cle determines stability or instability of the system.
All solutions of Eq. (46) whose initial functions satisfy x(0) �
0 and y(t) � 0 for �1 � t � 0 are small solutions which vanish Feedback Stabilization
in C(1) for t � 1 [(5), p. 74].

LTI FDE of the type given in Eqs. (4) and (5) are particularLinear periodic systems also have small solutions, but
examples of Pritchard–Salamon control systems. Their acro-these are not necessarily zero after a finite time (5). An exam-
nym is P–S system (21). They are the largest class ofple is the system
infinite-dimensional control systems to which the theory of
finite-dimensional LTI control theory can be most easily
extended. The most diverse class of P–S systems are thoseẋ(t) =

�1
2

+ sin 2πt
�

x(t − 1)

described by LTI FDE whose spaces of initial conditions
[see e.g. (5) p. 250]. are Hilbert spaces and whose solutions evolve in their space

of initial conditions.
Stability LQR- and H�-stabilization are in theory completely devel-

oped for P–S systems, but in a very abstract setting (21). InAs mentioned above, N. N. Krasovskii extended the Second
the case of FDE, this setting requires the use of the infinites-Method of Lyapunov to FDE. An example of this extension is
imal generator of the associated semigroup, which is an un-the following theorem (5).
bounded linear operator. This operator is not as easy to ma-
nipulate as the Laplace transform of the solution of theTheorem. Let f be a continuously differentiable mapping
system and is the main reason why LQR- and H�-stabilizationfrom C(h) into Rn with f (0) � 0 and consider the RFDE
is theoretically possible but computationally difficult for these
systems. To illustrate the difficulty, consider the followingẋ(t) = f (xt ) (47)
LQR problem for the finite-dimensional system

Let V be a continuous mapping from C(h) into R� which satis-
fies the following two conditions: ẋ(t) = Ax(t) + Bu(t) (50)
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where the function to be optimized is given by Eq. (28). It is ation of solutions, continuous dependence on data, and pa-
rameters, etc. for these systems are similar to the correspond-known that the optimal solutions have controls u(t) �

�BTKx(t), where K is a unique positive definite n  n matrix ing ones for delay systems in Rn. The major exception to this
statement occurs for properties which depend on the compact-with the property that, for any n-vector, x0 in Zn, the analytic

vector-valued function ness of closed bounded sets in Rn or Zn. These systems are
often encountered in models in population ecology, genetic re-
pression, control theory, climatology, coupled oscillators, age
dependent populations, etc. (29,30).

�
λI − A BBT

W λI + AT

�−1�
x0

Kx0

�
(51)

in Z2n has no poles in the right half complex plane. Since the TIME DELAYS IN CONTROL SYSTEMS
poles of the matrix function in Eq. (51) are symmetric with
respect to the imaginary axis, the matrix K is uniquely deter- Time delays are sometimes desired in the design of control
mined once the solutions of systems. For example in self-tuning control, one encounters

systems of the form

det

�
λI − A BBT

W λI + AT

�
= 0 (52) y(t) + a1y(t − 1)a2y(t − 2) + · · · anay(t − na)

= b1w(t − 1) + b2u(t − 2) + · · · + bubu(t − nb)

are known. This method of finding the feedback is known as
spectral factorization. If the matrices A, B, and W in Eqs. (52) where the u-terms are the controls. These are known as
and (50) are replaced by linear operators �, �, and W , where DARMA (deterministic autoregressive and moving average)
� is unbounded, a P–S LQR problem will symbolically be rep- systems (31). They have their own methodology which is de-
resented by an expression of the form in Eq. (51), and a spec- scribed in ADAPTIVE CONTROL in this encyclopedia. Our interest
tral factorization exists for such a system (21). However, how here is in systems where unpredicted delays appear in the
does one in practice carry it out? This is the crux of the com- controls, particularly feedback stabilized controls.
putational difficulties for LQR- and H�-optimization in If the control system is finite-dimensional of the type
P–S systems. On the other hand, the LQR-optimization de-
scribed by Eqs. (28) and (29) has the eigenvalues of the feed- ẋ(t) = Ax(t) + Bu(t) (55)
back system given by the solutions in Re� � 0 of Eq. (32). The

and is stabilized by a feedback of the formmethods used to obtain this result were system specific (23);
that is, they depended on the explicit structure of the delay

u(t) = Rx(t) (56)system and not its abstract representation, and in this in-
stance, yielded more information. The same is true of the fre-

then a ‘‘small’’ time delay in the control will not destroy thequency domain criterion [Eq. (21)] used in the Popov problem
stabilization. Of course, the word small depends on the partic-described by Eq. (17). This problem has a P–S setting (24).
ular system. However, if system [Eq. (55)] is infinite-dimen-However, in this setting, one has to unravel the simple Popov
sional, it may be unable to tolerate any delays, particularly ifcriterion. Another instance of this is the Perron condition.
it is an abstract representation of a boundary stabilized hy-This condition exists for the evolution of the solutions of the
perbolic PDE. The simplest example of such a system is givensystem in Eq. (23) in a Banach space setting, but in practice,
byone examines the output of a system in Rn when the forcing

function is an n-vector not the output of an infinite-dimen-
wtt = wxx, 0 < x < 1, t > 0 (57)sional vector.

w(0, t) = 0, wx(1, t) = u(t) (58)

EXTENSIONS TO INFINITE DIMENSIONAL PHASE SPACES
If, in Eq. (58), the control is feedback and given by

Delays may appear in PDE as well as ODE. For example, u(t) = −wt (1, t) (59)

then all of the solutions of the resulting feedback system areut − duxx = −
�π

2
+ µ

�
u(x, t − 1)(1u(x, t)) (53)

identically zero after time t � 2. However, if
(25), which is a nonlinear diffusion equation with a time de-

u(t) = −wt (1, t − h), h > 0 (60)lay. Extensions of time delay systems to PDE and abstract
Banach spaces may be found in Refs. 26–29.

then the system is unstable—so much so that the followingTime independent versions of these systems are often of
result holds (32).the form

Theorem. Given any � 	 0 there exists hn � 0� as n � �ẋ(t) = Ax(t) + f (xt ) (54)
and �n in Z, Re�n 	 � such that the system [Eqs. (57) and
(58)] with the feedbackwhere A generates a C0-semigroup in a Banach space, X, and

f is a continuous mapping from the Banach C � ��:[�h, 0] �
u(t) = −wt (1, t − hn) (61)X is continuous�. The proofs of existence, uniqueness, continu-
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has solutions ter, then this may not be the case. If re� 	 1, then the instabil-
ity of the system is of such a nature that it cannot be con-
trolled by a finite dimensional control.w(x, t) = eλn t sinhλnt (62)

In general, eigenvalues of T�(1) can be chosen to be contin-
uous functions of �. On the other hand, the function re� may

Systems of the type [Eqs. (57) and (58)] are often not be continuous in �. The function re� will be continuous in
approximated by finite-dimensional oscillatory systems of the � at a point �0 if it is known that T�(1) � T�0

(1) is compact.
form This condition is not necessary, but it is sufficient. If this dif-

ference is only bounded, then there is the possibility of a large
shift in re� if we vary �. For example, if re�0

� 1, and the pertur-ẍ + Ax = bu (63)
bation is only bounded, it is possible to have re� 	 1 for a

where A is a positive definite n  n matrix, with eigenvalues sequence of �j � �0, and the semigroup T�j
(t) will be unstable

0 � �2
1 � 
 
 
 �2

n, and b is an n-vector, which is not an eigen- for each j.
vector of A. Suppose the system [Eq. (63)] is stabilized by a Let us interpret these remarks in terms of the examples
feedback that we have been discussing above. For finite dimensional

problems, the semigroup is compact and thus the asymptotic
behavior of orbits is determined by the eigenvalues. Since theu(t) = cT

1 x(t) + cT
2 ẋ(t) (64)

semigroup for a LTI RFDE is compact for t � h, the continu-
This could be accomplished by pole placement, LQR-optimiza- ous spectrum always is the point zero, and so the asymptotic
tion, or H�-optimization. behavior is again determined by dominant eigenvalues (finite

in number), and these are generally continuous in param-
Theorem. The maximum time delay which the system eters.

For D-stable NFDE, the essential spectrum lies in the unit
circle for all values of the delay. Therefore, the introductionẍ(t) + Ax(t) = (cT

1 x(t − h) + cT
2 ẋ(t − h))b (65)

of small delays in the control function does not disturb the
can tolerate and remain u.e.s. is in the interval stabilization property of the feedback control.

It can happen that the solutions of the difference equa-
tion associated with the difference operator D for an NFDE0 < h <

2π

σn
(66)

has all solutions approaching zero exponentially and uni-
formly for a particular value of the delays, and a small
change in the delays leads to exponential instability. If thisThis result implies that large-dimensional Galerkin ap-

proximations to systems of the type in Eqs. (57) and (58) be- is the case, then the asymptotic behavior of solutions of
NFDE subjected to small variations in the delays is notcome unstable for small time delays. Thus, there is a tradeoff

between the dimension of the approximation and the toler- determined by the eigenvalues of the semigroup, but by the
essential spectrum, which in turn is determined by theance for delays.

The above example illustrates one of the important differ- eigenvalues of the difference equations associated to the
difference operator D.ences between LTI evolutionary systems whose initial space

is infinite dimensional and those for which this space is finite In the example [Eqs. (57) and (59)], the natural space of
initial data is H1

B(0, 1)  L2(0, 1), where B represents the ho-dimensional. It is instructive to make some general remarks
about why such a situation might occur. Suppose that � is a mogeneous boundary conditions w � 0 at x � 0, wx � 0 at

x � 1. In this case, the boundary control �wt is bounded butparameter varying in a subset S of a Banach space, and
T�(t), t � 0 is a C0-semigroup of linear transformations on a not compact. If this control is implemented with a delay, then

the radius of the essential spectrum is increased considerablyBanach space X which is continuous in �; that is, T�(t)x is
continuous in (�, t, x). Let r� be the radius of the spectrum of and, in fact, leads to instability.

It is possible to consider a more physical version of Eqs.T�(1). The asymptotic behavior of the semigroup is determined
by the spectrum �(T�(1)) of T�(1). If �(T�(1)) is inside the unit (57–59), for which the boundary control problem is insensitive

to small delays in the time at which it is implemented. Con-circle in the complex plane, then each orbit �T�(t)�, t � 0� will
approach zero exponentially and uniformly. If there is a point sider the equation
in �(T�(1)) outside the unit circle, then there is an unbounded
orbit, and we have instability. A fundamental role in the wtt − wxx − cwxxt = 0, 0 < x < 1, t > 0 (67)
study of stability and the preservation of stability under per-
turbations in the parameter � is the behavior of the essential with the boundary conditions
spectrum �e(T�(1)) of T�(1). Let re� � r(�e(T�(1))) denote the ra-
dius of the essential spectrum of T�(1). If it is known that w(0, t) = 0, wx(1, t) + cwxt (1, t) = −kwt (1, t − h) (68)
re� � 1, then the stability or instability of 0 is determined by
eigenvalues of �(T�(1)). Furthermore, if 0 is unstable, then it where h � 0, c 	 0, k 	 0 are constants. In any space for

which one can define a C0-semigroup for Eqs. (67) and (68),is due to only a finite number of eigenvalues; that is, the in-
stability occurs in a finite dimensional subspace of X. If the the control function is compact. Furthermore, the radius of

the essential spectrum is determined by the same problemlatter situation occurs, then it is natural to expect that the
stabilization of the system could be accomplished by using a with k � 0 and is given by e�(1/c) � 1. Therefore, stability is

preserved with small perturbations in the delay.finite dimensional control. However, if it is required that the
stabilization be insensitive to small changes in the parame- For further discussion of this topic, see Refs. 32–37.
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