
108 SUPERCONDUCTORS, TYPE I AND II

SUPERCONDUCTORS, TYPE I AND II

Superconductors differ from normal metals in some truly re-

have as individual particles that move thorough the material,
interacting with each other and with the array of ions that
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 markable ways. In a normal metal, conduction electrons be-
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form the background lattice. When a voltage is applied, the
electrons carry current, scatter randomly, show electrical re-
sistance, and obey Ohm’s law. Electrons in a Pb wire at 8 K,
for example, will be scattered from impurity atoms and dissi-
pate energy. This electron-scattering process can be modeled
by treating the electrons as single particles subject to the
Coulomb and exchange forces of the neighboring electrons.
The individual-particle picture works well, and one can dis-
cuss one electron without concern for the events happening to
electrons that are many atomic spacings away.

In a superconducting metal, this individual-particle pic-
ture does not hold. Rather, the motion of one electron is
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highly correlated with other electrons in the metal over very
large distances. Again using Pb as an example, when a sam- Figure 1. B vs �0H plot to illustrate the defining characteristics of
ple is cooled below the superconducting transition tempera- type I and type II superconductors.
ture Tc of 7.25 K (1), the electrical resistance drops by more
than a factor of 1015 in a temperature interval of a few milli-
kelvins. In the course of this transition the motion of the elec-

called flux quanta �0. Each quantum carries 2.07 � 10�15 Wb
trons transforms from a single-particle picture to a highly cor-

of magnetic flux. With further increases in H, the quantized
related picture. These correlations extend over macroscopic

vortices flood into the material until an upper critical field,
distances and the electrical resistance vanishes. During the

Hc2, is reached where the sample again reverts to the normal
superconducting transition, the wave function of the electrons

state. These lower and upper critical fields are illustrated on
develops a certain rigidity, and the electrons tend to move as

the diamond points of Fig. 1.
a giant molecule rather than as individual particles.

The purpose of this article is to review the microscopic ori-
This rigidity is reflected in a special feature of supercon-

gins of these two types of magnetic behavior for superconduc-
ductivity called phase locking. Electrons, like all elementary

tors. We will discuss the features that distinguish type I from
particles, have both a particle and a wave character and the

type II materials, and describe the way in which type I mate-
wave properties are described by a wave function � � Aei�

rials can be transformed into type II materials by alloying.
with both an amplitude A and a phase �. In the course of the

Discussion will include both the classical superconductors and
superconducting transition, the phase � of any one superfluid

the cuprate superconductors that were discovered in 1986 (2)
electron becomes tightly locked to the phase of all the neigh-

to have extraordinarily high Tc. After taking a brief look at a
boring superfluid electrons. This rigidity and phase locking of

few typical examples of type I and type II behavior, we will
the wave function leads to most of the remarkable properties

review some features of the superconducting wave function
of superconductors. It leads to the suppression of scattering,

that leads to the remarkable properties of superconductors.
to zero electrical resistance, to the expulsion of magnetic flux

Then we will return to a more detailed discussion of more
from the interior of a superconductor, and to all of the marvel-

subtle aspects of type I and type II behavior. Various practical
ous aspects of quantum interference effects that are so crucial

methods to measure the characteristic fields of Hc, Hc1, and
to microelectronic devices. It is important to understand how

Hc2 will be explored. Throughout, there will be an attempt to
this rigidity and phase locking come about.

provide useful equations for computation, even though the
There are two very broad classes of superconductors that

derivation of the relations is beyond the scope of this presen-
are distinguished from one another by the way magnetic flux

tation. The goal here is to discuss the behavior of these two
is distributed inside the material. In one class, called type I,

classes of superconductors using simple physical pictures
the magnetic flux is totally excluded from the interior of a

wherever possible.
bulk sample, and the magnetic induction B is zero every-
where except for a thin layer that is a few hundred nanome-
ters thick near the surface. This thin layer is called the pene- TYPICAL EXAMPLES
tration depth �, and the B � 0 state is called the Meissner
state. In this thin layer, surface currents flow to cancel the Superconductivity is a very common phenomenon. Approxi-
applied field and give B � 0 in the interior. It is useful to mately half the elements in the periodic table and a large
recall here that B in the interior is the sum of the applied number of intermetallic compounds show the effect. Often, it
field, �0H, plus the field due to circulating currents in the is necessary to go to rather low temperatures and in some
material, �0M, where H is the magnetic field and M is the cases it is necessary to apply high pressure to transform the
volume magnetization. When the external magnetic field material into a superconductor. Although there are excep-
reaches a certain critical magnitude called the thermody- tions, pure elemental metals tend to be type I superconduc-
namic critical field Hc, the superconducting state collapses tors and alloys tend to be type II superconductors.
and the material reverts to the normal state at higher fields.
This is illustrated by the dashed curve in Fig. 1.

Low-Tc Type I Superconductors
In the second class of materials called type II, as you in-

crease the magnetic field from zero, the flux is totally ex- In many classical superconductors, such as high-purity Pb,
Hg, and In (1,3), the magnetization curves, M versus H, ex-cluded at first, just as for type I material. Then, at some char-

acteristic field called Hc1, the magnetic flux begins to enter hibit a Meissner (B � 0) behavior up to some critical field at
which the magnetic flux suddenly collapses into the samplethe material in the form of tiny vortices of magnetic flux,
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Figure 4. A typical magnetic flux distribution in the intermediateFigure 2. Magnetization curves for Pb, Hg, and In at 1.28 K showing
state of a type I superconductor as lamella of normal-state regionstypical values of Hc.
(shaded area) collapse into the interior. This is for a flat plate with
H perpendicular to the plate.

as shown in Fig. 2 for 1.28 K data. Generally speaking, very
pure metals that have s-band or p-band conduction electrons

ple. Usually this happens when the kinetic energy of the elec-at the Fermi surface will show this so-called type I behavior.
trons in the circulating screening current are a significantVery pure metals that have a relatively high Fermi velocity
fraction of characteristic superconducting energy, kBTc. Here,vF and a relatively low Tc tend to be type I superconductors.
kB is the Boltzmann constant. The detailed shape of the Meis-A more detailed look at the magnetization curves reveals
sner regions in the intermediate state depends on structurethat the collapse of flux into a bulk sample occurs over a finite
of the material and the shape of the sample. Normal regionsmagnetic field interval. When the flux begins to enter the
nucleate at the surface and often propagate into the interiorsample, the slope of the line is governed by demagnetizing
in the form of lamellar regions as shown in Fig. 4. For a longeffects (4), that is, effects associated with the shape of the
slender sample with the magnetic field parallel to the longsample. As shown in Fig. 3, a magnetic field applied to a su-
axis of the sample, � is close to zero and the region of theperconductor in the Meissner state has a larger field at the
intermediate state is narrow. This behavior is illustrated by‘‘equator’’ of the ellipse than the applied field Ha. For this el-
the data in Fig. 2. For a sphere, � is ��, and the magnetizationliptical sample, flux begins to enter the sample at Ha � (1 �
curve is illustrated in Fig. 3. For a flat plate with the mag-�)Hc and the transition is complete at Hc. � is called the de-
netic field perpendicular to the plane of the plate, � is close tomagnetizing factor. Because the free-energy difference be-
1, and the sample enters the intermediate state at fields fartween the superconducting and normal state is directly re-
below Hc. Shoenberg, p. 103 (5), gives a detailed discussion oflated to Hc, it is called the thermodynamic critical field curve.
the intermediate state for spheres and Tinkham, p. 25 (6),
gives a detailed discussion for flat slabs.Intermediate State

Between (1 � �)Hc and Hc, the material breaks up into an Low-Tc Type II Superconductors and the Vortex State
intermediate state in which both Meissner regions and nor-

Magnetization curves for three different transition metals aremal regions coexist in the sample. When the screening cur-
shown in Fig. 5. Very pure Ta is a type I material (7) with anrents that are flowing in the penetration depth region near
abrupt collapse of the superconducting state similar to Pb.the surface reach a critical value, normal regions will nucle-
The other two very pure transition metals, Nb and V, show aate at the surface and propagate into the interior of the sam-
much broader transition to the normal state and are called
type II superconductors (8,9). When very pure metals show
type II behavior, they are called intrinsic type II superconduc-
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given material as the demagnetizing factor increases. The inset
shows an elliptical sample in the Meissner state with the field at the Figure 5. Magnetization curves for three transition metals to illus-

trate both type I (Ta) and type II (Nb and V) behavior.equator larger than the applied field.
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tors. The interval between Hc1 and Hc2 is called the vortex
state because in this magnetic field interval, the sample fills
with vortices, each carrying one quantum of flux, �0. In all of
these intrinsic type II materials, the conduction electrons at
the Fermi surface are mostly d band in character, so the
Fermi velocity is relatively low. In addition, Tc is relatively
high. The magnetization data in three samples shown here
are highly reversible, and therefore the first flux entry is very
close to the field at which a vortex is thermodynamically sta-
ble in the material, Hc1. For the data shown in Fig. 5, a tem-
perature is chosen so that Hc is in the vicinity of 50 to 60 mT.
This permits an easy comparison of the shapes of the curves.
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As the temperature is decreased, the ratio of Hc2/Hc typically
Figure 6. Transformation from type I to type II behavior as l is grad-rises by about 50%, and the slope of the magnetization at
ually increased. For � just greater than 0.707, there is an attractiveHc2 always decreases. Among the transition metals, very pure
interaction between vortices and a first-order transition at Hc1. This

Ta (9) is an exception in that it is type I. A very small amount illustrates the change in shape of magnetization curves as impurities
of impurity, however, will transform it to a type II material are added.
very similar to Nb and V.

Low-Tc Alloys
should expect that alloying would reduce both l and � andTo understand the difference between type I and type II su-
would cause a transition from type I to type II behavior if �perconductors on a microscopic scale, it is essential to know
remains roughly constant. This was shown to be true, for ex-that there is a characteristic distance, called the coherence
ample, by Kumpf (10), who demonstrated that pure Pb withdistance, �, over which the superconducting wave function can
� 	 0.4 could be converted to a type II material with � 	 0.84change. In a superconductor, the basic charge-carrying unit
with the addition of 2.0 at. % Tl. For this Pb system, it re-in the system is a highly correlated pair of electrons called
quires a resistivity of �n 	 2 �� 	 cm to change Pb from a typethe Cooper pair. The minimum distance in which the density
I to a type II superconductor. To convert pure Ta from type Iof superconducting electrons, ns, can change from the value in
to type II, it requires alloying until �n 	 0.5 �� 	 cm.the bulk superconductor to zero in a normal metal is roughly

The sketch in Fig. 6 shows the changes that occur in thethe size of these Cooper pairs. The coherence distance, or the
magnetization curves as � is gradually increased for a mate-size of the Cooper pairs, is a very important property of a
rial similar to Ta. For � substantially less than 0.707, thesuperconductor and typically varies from about 1 �m in Al to
magnetization curves are typical type I with a complete first-as small as 2 nm in the cuprate superconductors. In the tran-
order transition to the normal state at Hc. A first-order transi-sition metals such as Nb and V � 	 30 nm and in the conven-
tion has a latent heat, but a second-order transition has notional type I materials such as Sn, Pb, Hg, and In � 	 500 nm.
latent heat. For � comparable to 1/�2, there is a partial first-The critical factor governing the shape of the magnetiza-
order transition at Hc1 with a tail in the magnetization ex-tion curves of superconductors is the ratio of the magnetic
tending out to Hc2 as shown by the dashed line in Fig. 6. Forfield penetration depth to the coherence distance, �/�. This
� substantially larger than �2, the phase transition is secondratio is sufficiently important that it is given a symbol of its
order at Hc1. As shown by Auer and Ullmaier (7), the range ofown,
� showing the type II behavior with a first-order transition
at Hc1 depends on temperature. Figure 7 is a sketch showingκ ≈ λ/ξ (1)
roughly the expected behavior. The horizontal line on Fig. 7
is � � 1/�2.Small-� materials are type I, and large-� materials are called

type II. The transition from type I to type II behavior occurs
at � � 1/�2 � 0.707. In a type I superconductor, Hc is directly
related to the free-energy difference between the supercon-
ducting and normal state by the area under the magnetiza-
tion curve,

Gn − Gs = −
∫ Hc

0
µ0MdH = µ0H 2

c /2 (2)

In type II materials, Hc retains this definition. The ratio �
from Eq. (1) also is related to the characteristic critical fields
on the magnetization curve via

κ = Hc2/
√

2Hc (3)
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The range of the correlations among the electrons and hence Figure 7. The transformation from type I to type II behavior on a �
� in a superconductor can be reduced by shortening the nor- vs. T plot. This qualitatively shows the boundaries of these three dif-

ferent types of phase transitions.mal-state mean free path of the electrons, l. Hence, one
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Because l is closely connected to the normal-state resistiv- of the circulating electron is quantized because the wave func-
tion of the electron must be single valued going around theity �n, � can be related to �n and the � value for the pure

metal, �0, by the useful relation atom by 2�. This quantization of angular momentum in the
hydrogen atom is then reflected in a quantization of the mag-
netic moment in units of Bohr magnetons. The same kind ofκ = κ0 + 7.5 × 105γ 1/2ρn (4)
quantization occurs for superconducting electrons circulating

where � is the electronic specific constant and �n is the resis- in a large ring. Because the electrons are phase locked, the
tivity. If you use units where � is in erg/cm3 	K2 and �n is in wave function must be single valued and the Bohr-Sommer-
� 	 cm, then the constant is 7.5 � 103. For the extreme dirty feld quantization condition, � pdq � n�, is obeyed. Here, p is
or short mean-free-path limit, Hake (11) showed that Ti–16 the momentum, dq is the path element, and n is an integer.
at. %Mo samples with � 	 100 �� 	 cm can be nearly revers- This creates quantized circulating currents, and the resulting
ible with a � value of 66. flux also is quantized in units of �0 � h/2e.

Among the high-purity s-p band metals, � ranges from 0.01 Even though quantum mechanics is fundamental to under-
for Al, to 0.15 for Sn, to 0.4 for Pb. Among the high-purity standing superconductivity, there are some simple pictures
transition-metal superconductors, � ranges from 0.36 for Ta, that enable the beginner to visualize where the electrons or
to 0.78 for Nb, to 0.90 for V. Nitrogen impurities are particu- holes are and how they interact. The goal of this section is to
larly good to show the transition from type I to type II behav- present some of the vocabulary and ideas of the Bardeen-Coo-
ior because they go into the lattice of Ta as statistically dis- per-Schrieffer (BCS) (12) theory in a way that one can picture
tributed interstitial atoms. Hence, N decreases the electronic the basic behavior of type I and type II superconductors.
mean free path without forming clusters that would substan-
tially increase the pinning of vortices and irreversibility ef- Idea 1: All Superconductors Look Alike
fects. As shown by Auer and Ullmaier (7), Ta is transformed

There is a great deal of similarity in the physical propertiesfrom a type I to a type II superconductor when the sample
of superconductors. If the thermodynamic critical field is plot-residual resistivity �0 � 585 �� 	 cm and attains a � value of
ted as a function of temperature or the superconducting en-about 1.5 when �0 	 2000 �� 	 cm.
ergy gap in the excitation spectrum, �, as a function of tem-
perature, the curves have the same functional form and theHigh-Tc Materials
values scale with the transition temperature. The ratio of

The high-temperature superconductors (HTS) such as Hc(T � 0)/Tc is always about 10 mT/K, and the ratio of
La1.85Sr0.15CuO4, La(214), are qualitatively different from all of �(T � 0)/kBTc 	 1.8 for the low Tc superconductors. Because
the metals that had been studied before. They are different superconductors are so similar, there is a reasonable expecta-
because the normal state is created by doping an insulator. tion that the details of the metal are not terribly important
They also are different because they tend to be rather aniso- in the basic explanation of superconductivity. A rather gen-
tropic with the charge carriers moving most easily in the a-b eral and simple theory may explain the effect.
planes of the CuO2 sheets. The parent cuprate for La(214)
with no Sr doping, La2Cu1O4 is not a superconductor and is Idea 2: BCS Theory
not a metal. Rather, it is an antiferromagnetic insulator. If,

In the development of a theory of superconductivity, BCS con-however, part of the trivalent La ions are replaced by divalent
structed the superconducting ground state by taking specialSr ions, holes are created in the copper oxide planes and the
combinations of normal-state wave functions. At the super-material becomes an anisotropic normal metal and a super-
conducting transition, the space dependence of the wave func-conductor with Tc of about 42 K. In these oxide conductors,
tions do not change, but rather the occupation probability ofthe carrier mobility along the copper oxide planes is much
a given state changes. To create the superconducting wavehigher than it is perpendicular to the copper oxide planes, so
function, the electrons are allowed to exchange phonons, thusboth the normal conductivity and the superconductivity are
scattering around the Fermi surface and coherently mixingquite anisotropic.
the normal-state wave functions. Instead of the random occu-In the superconducting state, the magnetization data for
pation of states at the Fermi surface that occurs in a normalthe cuprate superconductors show type II behavior with very
metal, the system can gain energy via phonon exchange if thehigh � values, commonly about � 	 100. Hence, Hc2 is over
electronic states are occupied in pairs. This pairing increases100 times larger than Hc. For many of these cuprates, the
the amount of phonon exchange that can occur and each pho-penetration depth is about 200 nm, and the coherence dis-
non exchange lowers the energy a bit. To define terms moretance along the copper oxide planes is about 2 nm. Along the
explicitly, pair occupation means that if the state with mo-c axis, the coherence distance is even smaller at 	0.5 nm.
mentum �k is occupied, then the state with momentum ��k
also is occupied. Similarly, if the state with �k is empty, then
the state with ��k also is empty. The pairs are chosen toPHYSICAL PICTURES FOR TYPE I AND TYPE II PHENOMENA
have equal and opposite momentum because, by symmetry,
this choice gives the maximum number of final states for theSuperconductivity is rather special in the field of condensed-

matter physics because it is a manifestation of quantum me- electron-phonon scattering and maximizes the phonon ex-
change. As the metal undergoes the superconducting transi-chanics on a macroscopic scale. If one induces a supercurrent

to flow in a superconducting ring, the circulating charge carri- tion, it is the probability of occupation that changes. It
changes from a random occupation to a pair occupation.ers obey the Bohr-Sommerfeld quantization condition even if

the diameter of the ring is hundreds of micrometers. In a sin- In BCS theory, three essential variables are used. First,
the normal-state density of states at the Fermi surface, N(0),gle atom, such as the hydrogen atom, the angular momentum
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is a measure of the number of electrons participating. The system, W, are represented by the heavy solid lines. Here
they are plotted as a function of the strength of the interac-number of electrons that can take advantage of phonon ex-

change is determined by N(0). Second, the Debye energy �
D tion, V. Note that if V is positive or repulsive, all the energies
are pushed up a bit above the unperturbed dotted line values.is a measure of the range of phonons available for the elec-

tron-phonon exchange process. Third, the strength of the elec- Note also that if V is negative or attractive, all of the energies
are pushed down a bit except the level just above EF. Thistron-phonon interaction, V, is a measure of the amount of en-

ergy the electrons gain in a phonon exchange. Within the level is pushed far below EF. The splitoff of this state far be-
low EF means that a free-electron gas with random occupationtheory, the superconducting transition temperature Tc will be

calculated to be of states is unstable to the formation of pairs when an attrac-
tive interaction is introduced. The energetically most favored
combination of electrons for this phonon exchange occurskBTc ≈ �ωDe−1/N(0)V (5)
when the pair has zero center-of-mass momentum (electrons

This provides a connection between the transition tempera- have equal and opposite momentum), hence, giving the lowest
ture and the three variables in the theory. If, in addition, one energy. Experiments have shown that the pairs of electrons
works out the minimum energy to create an excitation out of also are known to have opposite spin. Presumably this anti-
the superfluid ground state by disrupting one pair of elec- parallel spin arrangement arises from a quantum-mechanical
trons, at T � 0, this turns out to be effect called exchange forces. Electrons with opposite spins

are closer together than electrons with parallel spins so they

0 ≈ 1.8kBTc (6) can take better advantage of the electron–phonon interaction.

Hence, pairs with opposite spin and momentum have the
Disrupting a pair simply means preventing that pair of states lower energy. If some other type of interaction were to cause
from participating in the coherent phonon exchange. This pairing, then a parallel spin arrangement is possible.
minimum energy to create an excitation in a superconductor, A special feature of the Cooper pair problem is that the
�, is often called the order parameter or the energy gap, and normal-state wave functions that are being mixed by the elec-
typically it is about 1 meV for a Tc of 7 K. The value of � tron–phonon interaction all add in phase at some point in
decreases from the T � 0 value, �0, as the temperature rises real space to form a wave packet. This packet is the so-called
and goes to zero at Tc. Our goal here is to provide a physical Cooper pair and by the summation of occupied states, it has
picture to go with these equations. a real-space extent of the coherence distance,

Idea 3: The Cooper-Pair Problem ξ = �vF/π
0 = 0.18�vF/kBTc (7)

A first step in the development of the BCS theory was the Equation (7) shows that the coherence distance, or the size of
Cooper-pair problem (13). Cooper showed that there is a fun- the Cooper pairs, is directly related to the ratio of vF/Tc. Be-
damental instability in an electron gas if one introduces an cause the s-p band metals tend to have relatively high vF and
attractive interaction that scatters electrons around the low Tc, they would be expected to have large coherence dis-
Fermi surface. In this problem, you start with one pair of elec- tances and hence tend to be type I superconductors. The basic
trons outside a Fermi sea. Without the electron–phonon in- charge-carrying unit in the circulating current around a su-
teraction, the energies available to the electrons are the usual perconducting vortex in a type II material in the vortex state
free-electron energies above the Fermi energy EF, as shown is the Cooper pair.
by the dotted lines in Fig. 8. The solid horizontal lines are
filled states below the Fermi sea. When the electron–phonon Idea 4: BCS Theory and Pair-Pair Correlations
interaction is introduced, the new energies for the perturbed

The Cooper-pair problem is only part of the picture because
it describes just one pair of electrons outside a Fermi sea. The
total problem must deal with all of the electrons and must
deal with their correlated motion. If typical numbers are put
into Eq. (7), Al has � 	 1600 nm, Sn has � 	 230 nm, Pb has
� 	 83 nm, and Nb has � 	 40 nm. Given the normal density
of electrons in a metal, there are thousands to millions of
pairs occupying the space of any single pair. Hence there is a
great deal of pair-pair overlap. These highly interacting and
overlapping Cooper pairs provide a physical picture for the
origin of phase locking over macroscopic distances.

The high-temperature superconductors are a very special
case because the coherence distance is so short. Typically, �
	 2 nm so the overlap of Cooper pairs is much less in this
class of materials and the phase locking is less strong. For
HTS, the number of pairs overlapping any one pair is mea-

EF

W

V

sured in dozens rather than thousands to millions. This leads
to a less rigid vortex lattice and a greater susceptibility toFigure 8. Energy-level diagram for the Cooper-pair problem. Here
flux creep.W is the new energy of the pair state and V is the strength of the

The BCS problem is similar in some ways to a variationalperturbing interaction. Note that for large and negative V, one state
falls far below the Fermi energy. calculation in an undergraduate quantum-mechanics course.
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One guesses a form for the wave function with the pair occu- Zero Electrical Resistance
pation number as an adjustable parameter. Next one writes Electrical resistance in a material such as Pb disappears be-
an expression for the free energy of the system in terms of low the superconducting transition temperature because a
this trial wave function and minimizes the energy as a func- significant fraction of the electrons transform into a coherent,
tion of pair occupation. In both the Cooper and BCS problems, phase-locked, superfluid ground state having considerable ri-
a paired trial wave function is selected in order to maximize gidity in the wave function. In a normal metal, such as Pb
the final states available for electron-phonon scattering. One above Tc, the electrons are relatively uncorrelated and behave
result of the theory is that it is energetically favorable to mix as individual particles. Electrical resistance arises because in-
normal-state wave functions within an energy band that is � dividual electrons scatter from impurity atoms, phonons, or
wide near EF. All of the pairs share the same states so there some other excitation in the metal as random or thermal
is an energy advantage for correlated motion of many pairs to events. In a superconductor, electrons are locked together in
make most efficient use of the states available for electron- a giant rigid wave function and individual scattering is essen-
phonon exchange. Pair-pair correlations are critical because tially eliminated. The reason that the transition is so sharp
they provide the fundamental mechanism to propagate phase is that there is such overkill in the pair-pair correlation. With
coherence over long distances. millions of pairs overlapping the region of any one pair, one

To create an excitation from the superconducting ground can get substantial pair-pair correlation even if only 0.1% of
state, one of the pair states is simply disrupted. If a pair state the electrons are in the superfluid state. This can occur within
is broken, say by injecting an electron into one of the two a temperature interval of a millikelvin.
states of a pair in the metal, then other pairs cannot use that
channel for phonon exchange. That pair state is removed from Meissner Flux Exclusion in Type I Materials
the coherent phonon exchange for all of the other electrons.

In thinking about the ability of a type I superconductor to
This raises the energy of all the electrons in the ground state.

push magnetic flux out of the interior to give B � 0, it is
In computing the ground-state energy and the excitation en- important to remember that the free-energy difference per
ergies, one has to give up the single-particle picture and go to atom to push the flux out is very small. The value of Gn � Gsa highly correlated many-paired electron picture in which the given by Eq. (2) can be evaluated to be about 10�8 eV per
disruption of one pair changes the energy of all the pairs in atom. This is tiny compared with most electronic processes,
the ground state. which are about 1 eV. Hence, it does not take much energy to

exclude the flux.
There are several competing energies in this problem. If aIdea 5: Phase Locking and Rigidity of the Wave Function

magnetic field penetrates the interior of a sample where the
A central feature of superconductivity is that the electrons paired superfluid density is high, then there is a tendency for
phase lock into a many-electron ground-state wave function the spins to align with the field and thus break pairs. This
that has a substantial amount of rigidity. If the system is would raise the free energy. This rise in free energy would be
disturbed, it responds as a giant unit rather than responding prevented if circulating currents are created at the surface of
as individual particles. In the Cooper problem, a pair of elec- the sample to cancel the magnetic field to give B � 0. There
trons is formed by mixing normal-state wave functions so that is, of course, a kinetic energy cost in creating these circulating
they all add in phase at some point in space. In the BCS prob- supercurrents. For small � and H � Hc1, it is energetically
lem, pair-pair correlations play a central role because all of the more favorable for the material to develop a supercurrent at
pairs are using the same states for electron-phonon scatter- the surface and provide a B � 0 condition in the interior than
ing. This leads to a highly correlated ground-state superfluid it is to lose the condensation energy associated with breaking
that extends over macroscopic distances. The ground state is pairs as the spins align with the applied magnetic field. If,
somewhat like a giant macromolecule in that the superfluid however, � is greater than 1/�2 and H � Hc1, it is energeti-
is phase locked and responds as a rigid unit. A common ana- cally favorable for quantized vortices to enter the material.
log in chemistry would be a benzene molecule in which the The time dependence of the response of the electrons to an
electrons in this benzene ring respond as a rigid unit to small applied magnetic field is governed by the plasma frequency.
stimuli. In a superconducting Pb wire 1 m long, the electrons With the application of an external field, the superconducting
at one end are phase locked to the electrons at the other end. electrons respond as a coherent plasma, and the screening

Pairs, of course, can be disrupted by many processes: by length for magnetic fields is given by
thermal (kBT) excitations, by electromagnetic absorption, or
by electron injection. In all of these cases the disrupted elec- λ2 = m∗/µ0nse2 (8)
trons or excitations behave just like normal-state electrons.

where m* is an effective mass and e is the charge on the elec-The ground-state electrons can be thought of as a superfluid
tron. For very pure metals, � 	 50 nm and for the HTS mate-with density ns, with a condensation energy or pairing energy
rials, � 	 170 nm. Because � is governed by the superfluid� per pair. The excitations out of the ground state can be
density, it does not vary from superconductor to superconduc-thought of as a normal fluid with density nn. In this frame-
tor as strongly as �, which is governed by the ratio ofwork the sum of these probabilities must add to one, ns �
�vF/kBTc.nn � 1. This picture is quite analogous to the two-fluid model

originally proposed by London (14). As the temperature rises,
Ginzburg–Landau Equationsthe incoherent phonon scattering becomes larger and over-

whelms the coherent phonon exchange and the material re- Very early in the development of the theory of superconduc-
tivity, Ginzburg and Landau (15) developed a very generalverts to the normal state.
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and yet very powerful formulation of the problem. They as- If there are no surface barriers to flux entry, vortices will nu-
cleate and move into the interior above Hc1. As the appliedsumed that there is an order parameter that behaves much

like a wave function, and they further assumed that this wave field increases, the vortices crowd closer together. At high
magnetic field, when the cores of the vortices begin to overlap,function � is related to the local density of superconducting

electrons by ���2 	 ns. The free energy is then written as the the sample goes normal. This occurs at
sum of a kinetic energy term, a potential energy term, and a
magnetic term: Hc2 = �0

2πξ 2
=

√
2κHc (14)

Combining Eq. (13) with Eq. (14) gives a convenient rule ofGs − Gn = 1
2m
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)
ψ

∣∣∣∣
2

+ α|ψ |2 + β

2
|ψ |4 + h2

8π
(9)

thumb that Hc1Hc2 � H2
c ln �.

Here, the potential energy term is a power-series expansion
Large-� Case: Repulsive Interaction Between Vorticesin ���2 and h2/8� is the magnetic energy term. Minimizing this

free energy with respect to the order parameter gives the fa- For the case of � 
 1/�2, the Ginsburg–Landau equations
mous Ginzburg–Landau (GL) equation: have relatively simple solutions and there are rather good

physical pictures to describe the behavior of vortices. A rea-
sonably good model to describe the vortex is a normal core of
radius � with circulating currents sufficient to give one quan-

αψ + β|ψ |2ψ + 1
2m∗

(
�

i
∇ − eA

)2

ψ = 0 (10)

tum, �0, of flux. The superconducting order parameter � is
zero in the center of the core and rises toward the bulk valueExcellent discussions of solutions of these equations are
with a characteristic length �. To estimate the free energy pergiven by Fetter and Hohenberg (16), Tinkham (6), and de
unit length of the vortex, gv, the free energy per unit volume,Gennes (17).
�0H2

c /2, can be multiplied by the area of the core, �� 2. A moreA central factor determining whether a material is a type
accurate calculation (6) givesI or type II superconductor is the boundary energy between a

superconducting region and a normal region. If a supercon-
ductor–normal-metal boundary has a positive surface energy, gv ≈ (µ0H 2

c/2)(4πξ 2) ln κ (15)
then the system will minimize the boundary area and a Meis-
sner solution will be expected. If the superconductor–normal- The magnetic field around the vortex is given by (6)
metal boundary has a negative surface energy, then it will be
expected that the material will be unstable against a breakup
into small domains in order to maximize the amount of super-

h(r) = �0

2πλ2
K0(r/λ) (16)

conductor–normal-metal boundary area. In the original paper
where K0 is the zeroth-order Hankel function of imaginary(15), it was shown by numerical calculations that for Eq. (10),
argument. The force on a quantized vortex in the presence ofthe onset of negative surface energy occurs when the ratio
a current density J is (6)of two characteristic lengths, the penetration depth and the

coherence distance, is equal to 0.707 or
fp = J�0 (17)

κ ≈ 1/
√

2 (11)
where J can be either the current density caused by the circu-
lating current of other vortices or a transport current densityThis criterion then specifies whether a superconductor is type
that is externally applied. In this large-� regime, the forceI or type II.
between vortices is repulsive and the Abrikosov theory (18)
shows that the vortices will arrange themselves in a triangu-Vortex State
lar array. As the field rises above Hc1, the vortices flow into

Building on the GL result, Abrikosov (18) predicted in 1957 the interior under the influence of the magnetic pressure of
that flux entering a type II superconductor is in the form of the applied field.
quantized vortices. A quantized vortex with �0 of flux is the The high-Tc cuprate superconductors normally have a co-
minimum unit of flux that can enter. He showed that if � � herence distance in the a-b plane on the order of �ab 	 2 nm
1/�2, then a regular array of flux tubes or vortices would and a penetration depth on the order of � 	 200 nm so the �
form in the interior of the material. The stable state is a tri- values are in the range of � 	 100. In this extreme type II
angular array so the area of a flux tube would be limit, the size of the Cooper pairs is very small compared to

the vortex size and several simplifying assumptions can be
made in the development of models to describe the magnetiza-
tion curves.

√
3

2
a2

0 = �0

B
(12)

The Hao and Clem model (19) for the magnetization curves
of high-Tc superconductors is typical of approaches that canwhere a0 is the lattice spacing of the triangular lattice. More

detailed calculation shows that vortices are first stable in a be used. They developed a variational method in which the
trial wave function is written assuperconductor at

ψ = ρ√
ρ2 + ξ 2

0

ψ∞ (18)Hc1 = Hc√
2κ

ln κ (13)
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microscope. For the initial flux entry in the first-order transi-
tion of Hc1, illustrated by the dashed curve of Fig. 6, it is found
that there is a two-phase region. There are clusters of a few
hundred vortices all on a triangular lattice and separated by
about 200 nm. Between these clusters there are Meissner-like
or vortex-free regions. In this two-phase region, the spacing
of the vortices is independent of magnetic field. As the mag-
netic field increases, the sample fills with vortices having 200
nm spacing. The magnetization curve in this region is linear
with a slope governed by the demagnetizing factor. An abrupt
change in the slope of the magnetization curve occurs when
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the sample is just filled with vortices at the lattice spacing
Figure 9. Superfluid density as a function of magnetic field for governed by the attractive interaction between vortices. This
Y(123). These data show that the superfluid density falls linearly

characteristic field is denoted by B0. At higher magnetic fields,with magnetic field and approaches zero as H goes to Hc2.
the vortices are pushed closer together and the magnetization
curve is similar to the repulsive force case for high-� materi-
als. Auer and Ullmaier (7) performed a very systematic studywhere � is the distance from the core of the vortex, and both
of these same effects, as � in Ta is systematically increased�v and �� are adjustable variables in the trial wave function.
from type I to type II behavior by alloying with N.They start with the free energy including the core energy and

To analyze quantitatively the transition from type I to typeminimize with respect to the trial variables of �v and ��. The
II behavior by alloying, it is useful to focus on the connectionmagnetization curves are found to scale to a universal func-
between the coherence distance and the normal-state elec-tion on a �0M/�2Hc vs H/�2Hc plot. Both Y1Ba2Cu3O7�� and
tronic mean free path l. With small additions of impurity, � isY1Ba2Cu4O8�� are found to obey the Hao-Clem model very well
given by(19). In addition, it was found that the superfluid density av-

eraged over one vortex unit cell falls linearly as H/Hc2 for
1/ξ ≈ 1/ξ0 + 1/� (19)fields greater than 0.3Hc2 over the entire range where there

is thermodynamic reversibility and measurements can be
where �0 is the intrinsic or clean limit of �. At higher impuritymade (20). Figure 9 shows that ns 	 ���2 is linear in H/Hc2 for
concentrations, l becomes comparable to �0 and the diffusionthis high-Tc Y(123) material.
limit is more appropriate. In this regime

Surface Superconductivity
ξ = √

ξ0� (20)
The surface of the superconductor modifies the potential for
the superfluid electrons, and superconductivity will persist to

Experiments to Determine Hc1 and Hc2fields above Hc2 in a narrow layer near the surface. With the
applied field parallel to the flat surface (17), Ginzburg-Lan- Many factors can lead to errors in determining both Hc1 and
dau theory with plane surface boundary conditions predicts Hc2. The lowest field for which a vortex is thermodynamically
that a superconducting layer about a coherence distance thick stable in a superconductor is defined to be Hc1. It is a difficult
will be present up to Hc3 � 1.7Hc2. Experiment verifies that quantity to measure because thermodynamic equilibrium is
this basic idea is correct. For the case of pure Nb, the mea- not achieved easily at fields close to Hc1. The most common
sured ratio of Hc3/Hc2 for pure Nb varies from 1.78 at low tem- error arises from the presence of surface barriers to flux entry
peratures to 1.70 at T/Tc � 0.9 (21). At higher temperatures, into the sample. For a cylindrical superconductor with a ra-
Hc3/Hc2 approaches 1.0 at Tc. Altering of the surface condition, dius of curvature much larger than both � and � (17, p. 79),
say, by a normal metal coating will suppress or destroy this the applied field must be larger than Hc1 before a vortex will
surface state. nucleate. As the field increases from zero, Meissner screening

currents flow in the superconductor within a distance � of the
Small-� Case: Attractive Interaction Between Vortices

surface. When a vortex starts to nucleate at the surface and
move into the interior of the sample, an image vortex developsFor the case in which � is comparable to �, there can be over-

lap of the vortex cores and there can be an attractive interac- to pull the vortex back toward the surface. The competition
between the image force pulling the vortex toward the surfacetion between vortices. This effect was established experimen-

tally by Essmann and Trauble (22) with experiments in which and the Meissner currents pushing the vortex into the inte-
rior creates a surface barrier to flux entry. Often the flux-they decorated the surface of Nb with Fe spheres about 4 nm

in diameter. To perform these experiments, typically an array entry field is comparable to Hc. To overcome this effect, the
surface needs to be rough on the scale of the penetrationof vortices is trapped in a coin-shaped Nb sample by applying

a magnetic field above Hc1 and then turning the field off. A depth or the surface needs to be coated in some way to sup-
press the surface barrier to zero.‘‘smoke’’ of Fe was then created by evaporating Fe metal in

an atmosphere of a few Torr of He gas. The tiny Fe particles The highest field for which a vortex is thermodynamically
stable in a superconductor is defined to be Hc2. For a samplethat are created follow the flux lines to the point on the sur-

face where the core of the vortex emerges. Once the Fe parti- that obeys the Ginzburg-Landau theory, there is a sharp
change in slope at the second-order phase transition of a re-cles touch the Nb, they stick very strongly. To image the vor-

tex lattice, the Fe is stripped off the surface by a graphite versible magnetization curve that identifies Hc2. This is the
most reliable measurement of Hc2. Measurements of the elec-replication technique and viewed in a transmission electron
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19. Z. Hao and J. R. Clem, Limitations of the London model for thetrical resistivity is less reliable because it depends on the mo-
reversible magnetization of type II superconductors, Phys. Rev.tion or depinning of vortices and often is not a measure of
Lett., 67: 2371–2373, 1991.the point of thermodynamic stability of a vortex. For a clean

20. J. Sok et al., Reversible magnetization, critical fields, and vortexclassical superconductor such as Nb, the electrical resistance
structure in grain aligned YBa2Cu4O8, Phys. Rev., 51: 6035–goes to zero at very nearly the same field that the magnetiza-
6040, 1992.tion goes linearly to zero, and both resistivity and magnetiza-

21. J. E. Ostenson, J. R. Hopkins, and D. K. Finnemore, Surface su-tion methods can be used to determine Hc2. For high-Tc mate-
perconductivity in Nb and V, Physica, 55: 502–506, 1971.rials, the situation is more complicated. Because � is so small,

22. U. Essmann and H. Trauble, Direct observation of individual fluxfluctuation effects smear out the normal-metal to supercon-
lines in type II superconductors, Phys. Lett., A24: 526–527, 1967.ductor transition so that is is typically 3 K wide. Both the

magnetization curves and the electrical resistivity are greatly
D. K. FINNEMORErounded even for a very perfect sample. For this case, it is
Iowa State Universitybetter to move to lower fields at which fluctuations are negli-

gible and use a fit of the M vs H data to the Hao–Clem theory
to determine Hc2.

SUPERLATTICES, MAGNETIC. See MAGNETIC EPITAXIAL
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