
ANTENNA THEORY 595

ANTENNA THEORY If multiple frequencies are present, the solution to the equa-
tions may be found for each frequency separately and the re-

FUNDAMENTALS sults combined for the total solution. The linearity restriction
was only to ensure that the analysis would be properly re-

Maxwell’s Equations stricted to a single frequency. For nonlinear media and some
complex problems, it is advantageous to solve the time-do-

Antenna properties are analyzed with basic laws of physics.
main equations and obtain the frequency-domain form

These laws have been collected into a set of equations com-
through a Fourier (or Laplace) transform process. Computa-

monly referred to as Maxwell’s equations. (The presentation
tionally, the Fourier transform is usually obtained using a

in this section follows the textbook by Stutzman and Thiele
fast Fourier transform (FFT).

(1) where a more detailed treat may be found.) In the time
Maxwell’s equations define relationships between the field

domain, these equations are
quantities, but do not explicitly provide information about the
media in which these fields exist. The material is character-
ized by three quantities: permittivity �, permeability �, and∇∇∇ ××× EEE = −∂BBB

∂t
−MMM (1)

conductivity �. Sometimes the material conductivity is given
in inverse form as the resistivity � � 1/�. These quantities
relate the density and intensity quantities as well as the por-

∇∇∇ ×××HHH = ∂DDD

∂t
+TTT (2)

tion of the current due to conduction. Thus we have D � �E,∇∇∇ ···DDD = ρ(t) (3)
B � �H, and J � �E that lead to

and ∇∇∇ ××× EEE = − jωµHHH − MMM) (12)

∇∇∇ ···BBB = m (4) ∇∇∇ ××× HHH = (σ + jωε)EEE + JJJi (13)

The cross and dot derivatives are referred to as the curl and
(

ε − σ

jω

)
∇∇∇ ··· EEE = ρi (14)

divergence respectively. A supplementary equation that may
be deduced from the second and third equations is µ∇∇∇ ··· HHH = (m) (15)

and∇∇∇ ···TTT = −∂ρ(t)
∂t

(5)

∇∇∇ ··· JJJi = − jωρi (16)
and is denoted the continuity equation to explicitly describe

where the i-subscript denotes the impressed sources in thethe electric current density TTT in terms of the movement of
system, equivalent to the independent sources of circuit the-volumetric electric charge, �. A similar relationship holds for
ory. We find the ‘‘simple’’ media description limited in twothe magnetic current density MMM and volumetric magnetic
ways in the last equations: (1) the medium is described bycharge, m. These latter two quantities have not been identi-
scalar quantities, implying isotropic media, and (2) the mate-fied to date as actual physical quantities, but are found to be
rial parameters have been extracted from the derivatives, im-extremely useful in analysis. In fact, the concept of magnetic
plying a constant, homogeneous media. These simplificationscurrent is identical to the concept of ideal voltage sources in
are valid for a large portion of antenna problems and the gen-electrical networks. The remaining quantities, EEE, HHH, DDD, and
eralization is left for specific situations. It should be notedBBB, describe the physical terms of electric and magnetic field
that Eqs. (14) and (15) can be obtained from Eqs. (13) andintensities and the electric and magnetic field densities re-
(12), respectively, with the appropriate continuity relations,spectively.
such as Eq. (16).In most antenna applications, we analyze sinusoidally var-

ying sources in a linear environment. For such time-harmonic
Wave Equationsfields with a radian frequency of �, we use the phasor form of

the fields which may be written in the form Along transmission lines and in the far-field of antennas, the
solution of Maxwell’s equations are solutions to the wave

EEE = �(EEEe jωt ) (6) equation in source-free regions. The wave equation may be
obtained by eliminating either E or H from Eqs. (12) through

to obtain the phasor form of Maxwell’s equations and the con- (15) with no impressed sources as
tinuity equation as

∇∇∇ ××× EEE = − jωBBB − MMM (7) (k2 + ∇∇∇2)

{
EEE
HHH

}
= 0 (17)

∇∇∇ ××× HHH = jωDDD + JJJ (8)

where k � ���[� � (�/j�)]. The quantity k is referred to as∇∇∇ ··· DDD = ρ (9)
the propagation constant or wave number and may be written

∇∇∇ ··· BBB = m (10) in terms of the phase and amplitude constants as (� � j�). In
most antenna problems of interest, it is common to use � in-

and stead of k since the media is generally lossless. Similar steps
may be taken for the transmission line to give a one-dimen-∇∇∇ ··· JJJ = − jωρ (11) sional equation in either the voltage or current.
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The solutions to Eq. (19) may be written in terms of either for the geometry of Fig. 1. This general form can be special-
ized to the far-field case for an antenna located near the ori-traveling or standing waves, with traveling waves being more
gin by expanding R � �r � r�� in a binomial series ascommon for antenna applications. The traveling wave solu-

tion to the electric field has a plane-wave solution form of

EEE(rrr) = EEE+e− jkkk···rrr + EEE−e− jkkk···rrr (18)

R = |rrr − rrr′| =
√

r2 − 2rrr · rrr′ + r′2

= r − rrr · rrr′

r
+ r′2

2r
− (rrr · rrr′)2

2r3
+ · · ·

(24)

for r� sufficiently small. Only the first term in this expansion,The corresponding magnetic field is given by
r, needs to be retained for use in the denominator of Eq. (23).
However, more accuracy is needed for R in the exponential to
account for phase changes; so the second term of the expan-
sion is used in the exponential:

HHH(rrr) = 1
η

kkk × [EEE+e− jkkk···rrr − EEE−e− jkkk···rrr], η =
√√√√√ µ(

ε − σ

jω

) (19)

R ≈ r − r̂rr · rrr′ (25)

The complete far-field approximation is thenThe form of Eq. (20) is called a generalized plane wave along
�k with the restriction that k � E � 0, since the divergence is
zero. The more general solution requires additional work and
is not presented here. The direct solution of the differential

AAA(rrr) = µ
e− jβrrr

4πr

∫
V

JJJ(rrr′ )e jβr̂rr·rrr′
dv (26)

forms of Maxwell’s equations may be obtained analytically in
which is a familiar Fourier transform representation.special cases and numerically in most other cases. Numerical

In the far-field where Eq. (26) is applicable, we may ap-procedures typically use finite differences (FD), the finite dif-
proximate the corresponding electric and magnetic fields asference-time domain (FDTD) method, or finite-element (FE)

techniques. The alternative is to transform the equations into
integral forms for solution, where the solution structure is EEE ≈ 1

jωµε
[β2AAA − kkk(kkk · AAA)] (27)

written in integal form and the integrals are used to solve for
the field quantities. and

Auxiliary Functions HHH ≈ 1
jµ

[kkk × AAA] (28)

Auxiliary functions are used to extend the solution of the
The second term in Eq. (27) simply removes the radial por-wave equation beyond the simple traveling plane-wave form.
tion A from the electric field.If the magnetic sources are zero, then we may expand the

magnetic-flux density in terms of the curl of an auxiliary func-
Dualitytion, the magnetic vector potential A, or
Duality provides an extremely useful way to complete the de-
velopment of the solution form as well as equating some
forms of antennas. To complete the previous set of equationsHHH = 1

µ
∇∇∇ ××× AAA (20)

for the magnetic current and charge, we simply note that we
may change the variable definitions to obtain an identical
form of equations. Specifically, we replaceThe corresponding electric-field intensity in simple media (us-

ing the Lorentz gauge for the potential) is given by
EEE → HHH (29a)

HHH → −EEE (29b)
EEE = 1

jωµε
[β2AAA + ∇∇∇∇∇∇ ··· AAA] (21)

JJJ → MMM (29c)

AAA → FFF (29d)
The use of a gauge condition completes the specification of the µ → ε, ε → µ (29e)
degrees of freedom for A. The magnetic-vector potential must
satisfy the Helmholtz equation given by

(β2 + ∇∇∇2)AAA = −µJJJ (22)

having a solution in free space of

Source volume v′

P, field point

J

R = r – r′

r′ r

Figure 1. Coordinates and geometry for solving radiation problems.
AAA(rrr ) = µ

∫
V

JJJ(rrr ′)
e− jβ |rrr−rrr′ |

4π |rrr − rrr ′ | dv (23)
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The vertical electric current in Fig. 2 fed at the ground plane
is called a monopole; it together with its image form a dipole
and

Zmonopole = 1
2

Zdipole (32)

Since the corresponding field is radiated into only a half-

Sources

PEC

Images

Im
ImI

I

space, the gain of the antenna defined as the peak power den-
sity in the far-field compared to the average power densityFigure 2. Images of elemental electric (I) and magnetic (Im) currents

over a perfect electric ground plane. over the radiation region of the antenna is double for the
ground plane-fed antenna as

and Gmonopole = 2Gdipole (33)

β → β, η → 1/η (29f)
ANTENNA CHARACTERISTICS

where � is the intrinsic impedance of the medium. The solu-
There are a number of characteristics that describe an an-tion forms for J and M may be combined for the total solution
tenna as a device. Characteristics such as impedance andas
gain are common to any electrical device. On the other hand,
a property such as radiation pattern is unique to the antenna.
In this section we discuss patterns and impedance. Gain isEEE = 1

jωµε
[β2AAA + ∇∇∇∇∇∇ ··· AAA] − ε∇∇∇ ××× FFF (30a)

discussed in the following section. We begin with a discussion
of reciprocity.and

Reciprocity
HHH = 1

jωµε
[β2FFF + ∇∇∇∇∇∇ ··· FFF] + µ∇∇∇ ××× AAA (30b)

Circuit Form. Reciprocity plays an important role in an-
tenna theory and can be used to great advantage in calcula-

The alternate use of duality is to equate similar dual prob- tions and measurements. Fortunately, antennas usually be-
lems numerically. A classic problem is the relationship be- have as reciprocal devices. This permits characterization of
tween the input impedance of a slot dipole and strip dipole. the antenna as either a transmitting or receiving antenna.
The two structures are planar complements, each filling the For example, radiation patterns are often measured with the
void of the other, and have input impedances which satisfy test antenna operating in the receive mode. If the antenna is

reciprocal, the measured pattern is identical when the an-
tenna is in either a transmit or a receive mode. In fact, theZslotZstrip = η2

4
(31)

following general statement applies: If nonreciprocal materi-
als are not present in an antenna, its transmitting and receivingThis relationship incorporates several equivalencies, but most
properties are identical. A case where reciprocity may not holdimportantly the electric and magnetic quantities are scaled
is when ferrite or active devices are included as a part of theappropriately by � to preserve the proper units in the dual
antenna.relationship. For a 72 � strip dipole, we find the complemen-

Reciprocity is also helpful when examining the terminaltary slot dipole has an input impedance of Zslot � 493.5 �.
behavior of antennas. Consider two antennas, a and b shownSelf-complementary planar structures such as spirals provide
in Fig. 3. Although connected through the intervening me-an input impedance of 188.5 �. A self-complementary struc-
dium and not by a direct connection path, we can view thisture is its own complement.
as a two-port network. Two port circuit analysis permits us
to write the following:

Images

Many antennas are constructed above a large metallic struc- Va = ZaaIa + ZabIb (34a)
ture referred to as a ground plane. As long as the structure is Vb = ZbaIa + ZbbIb (34b)
greater than a half-wavelength in radius, the finite plane may
be moldeled as an infinite structure for all but radiation be-
hind the plane. The advantage of the infinite structure which
is a perfect electric conductor (PEC) is that the planar sheet
may be replaced by the images of the antenna elements in the
plane. For the PEC, the images are constructed to provide a
zero, tangential electric field at the plane. Figure 2 shows the
equivalent current structure for the original and the image
problems. Antenna

a
Antenna

bIt is common to feed antennas at the ground plane through
a coaxial cable. Then the equivalent voltage for the imaged Figure 3. Two-port device representation for coupling between an-

tennas.problem is twice that of the source above the ground plane.
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where Va and Vb are the terminal voltages and Ia and Ib are far field of the antenna a, then we have the radiated electric
field of antenna a along the point dipole asthe currents of antennas a and b, respectively. Zaa and Zbb are

self impedances and Zab and Zba are mutual impedances. To
illustrate the use of these equations, suppose a generator of
current Ia is placed on antenna a. The open circuit (Ib � 0)

�̂��bbb ··· EEEaaa =
∫

V
[JJJaaa ··· EEEbbb − MMMaaa ··· HHHbbb] dv (41)

voltage at antenna b is then,
If we go to the extreme of taking the test antenna to the sur-
face of the problem antenna, then Eq. (41) becomes an equa-Vb = ZbaIa (35)
tion that may be used for the solution of the currents on the
antenna.Therefore, mutual impedance Zba provides the coupling be-

The actual form of reaction is to suggest that the field btween a transmitting antenna and a receiving antenna. Re-
reaction with current a is equal to the field a reaction withversing the situation by using antenna b as the transmitter
current b, orand antenna a as the receiver, leads to

Va = ZabIb (36)
∫

V
(JJJaaa ··· EEEbbb − MMMaaa ··· HHHbbb) dv =

∫
V

(JJJbbb ··· EEEaaa − MMMbbb ··· HHHaaa) dv (42)

It can be seen from Eqs. (35) and (36) that if the applied cur-
written symbolically asrents are the same (Ia � Ib � I), then reciprocity is satisfied

(i.e., Va � Vb) if 〈b, a〉 = 〈a, b〉 (43)
Zab = Zba for reciprocal antennas (37)

Antenna Impedance
If one antenna is rotated, the output voltage as a function of

Reciprocity may be used to obtain the basic formula for therotation angle becomes the radiation pattern. Since the cou-
input impedance of an antenna. If we define the two problemspling mechanism is via mutual impedances Zab and Zba, they
for Eq. (42) as (a) the antenna current distribution in themust correspond to the radiation patterns. For example, if
presence of the antenna structure and (b) the same antennaantenna b is rotated in the plane of Fig. 3, the pattern in that
current in free space, then we can apply Eq. (42) to obtainplane is proportional to the output of a receiver connected to

antenna b due to a source of constant power attached to an-
tenna a. For reciprocal antennas Eq. (37) implies the trans-

∫
V

(JJJ ··· EEEbbb) dv =
∫

V
(JJJ ··· EEEaaa) dv = −IVa (44)

mitting and receiving patterns for the rotated antenna are
the same. Since Va � IZ, we may write

Another interesting result follows from Eq. (34). The input
impedance of antenna a is

Z = 1
I 2

∫
V
(JJJ ··· EEEbbb) dv (45)

Za = Va

Ia
for reciprocal antennas (38)

Thus, if the current distribution on the antenna is known, or
may be estimated, then Eq. (45) provides a means for comput-If antennas a and b are far enough apart, such as in the far
ing the antenna impedance Z by integrating the near-fieldfield, Zab � Za and the input impedance of antenna a becomes
radiated by the antenna current in free space times the cur-
rent distribution itself. A common approach to this computa-Za = (ZaaIa + 0)/Ia = Zaa (39)
tion results in the induced-EMF method (2).

That is, the input impedance equals the self impedance and
Radiation Patternsantenna a acts as if it is in free space.
The radiation pattern is a description of the angular variation

Reaction Theorem. Reciprocity may also be stated in inte- of radiation level around an antenna. This is perhaps the
gral form by cross multiplying Maxwell’s equations by the op- most important characteristic of an antenna. In this section
posite field for two separate problems, integrating and com- we present definitions associated with patterns and develop
bining to obtain the general procedures for calculating radiation patterns.

Radiation Pattern Basics. A radiation pattern (antenna pat-
tern) is a graphical representation of the radiation (far-field)
properties of an antenna. The radiation fields from a trans-

∮
S
[EEEaaa × HHHbbb − EEEbbb × HHHaaa] · dsss =

∫
V

[(JJJaaa · EEEbbb − MMMaaa · HHHbbb)

− (JJJbbb · EEEaaa − MMMbbb · HHHaaa)] dv
(40)

mitting antenna vary inversely with distance, for example,
1/r. The variation with observation angles (�, �), however, de-For antenna problems, the surface integral on the left of Eq.

(40) is taken to an infinite radius and the integral becomes pends on the antenna and, in fact, forms the bulk of antenna
investigations.zero for finite antennas. This form is the typical field form

of reciprocity. This form also suggests constructing a second Radiation patterns can be understood by examining the
ideal dipole. The fields radiated from an ideal dipole areproblem that can be used as an auxiliary form to solve the

original problem. For instance, if Mb � 0 and Jb is a point shown in Fig. 4(a) over the surface of a sphere of radius r
which is in the far field. The length and orientation of thedipole (or test antenna) of vector unit length l̂b located in the
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Figure 4. Radiation from an ideal dipole. (a) Field components. (b) E-plane radiation pattern
polar plot. (c) H-plane radiation pattern polar plot. (d) Three-dimensional pattern plot.

field vectors follow from Eq. (30a); they are shown for an in- radiation pattern resembles a doughnut with no hole. It is
stant of time for which the fields are peak. The angular varia- referred to as an omni directional pattern since it is uniform
tion of E� and H� over the sphere is sin �. An electric-field in the xy-plane. Omni directional antennas are very popular
probe antenna moved over the sphere surface and oriented in ground-based applications with the omni directional plane
parallel to E� will have an output proportional to sin �; see horizontal. When encountering new antennas the reader
Fig. 4(b). Any plane containing the z-axis has the same radia- should attempt to visualize the complete pattern in three di-
tion pattern since there is no � variation in the fields. A pat- mensions.
tern taken in one of these planes is called an E-plane pattern Radiation patterns in general can be calculated in a man-
because it contains the electric vector. A pattern taken in a ner similar to that used for the ideal dipole if the current
plane perpendicular to an E-plane and cutting through the distribution on the antenna is known. This calculation is done
test antenna (the xy-plane in this dipole case) is called an H- by first finding the vector potential given in Eq. (26). As a
plane pattern because it contains the magnetic field H�. The simple example consider a filament of current along the z-axis
E- and H-plane patterns, in general, are referred to as princi- and located near the origin. Many antennas can be modeled
pal plane patterns. The E- and H-plane patterns for the ideal by this line source; straight wire antennas are good examples.
dipole are shown in Fig. 4(b) and (c). These are polar plots in In this case the vector potential has only a z-component and
which the distance from the origin to the curve is proportional the vector potential integral is one-dimensional
to the field intensity; they are often called polar patterns or
polar diagrams.

The complete pattern for the ideal dipole is shown in iso-
metric view with a slice removed in Fig. 4(d). This solid polar

Az = µ

∫
I(z′)

e− jβR

4πR
dz′ (46)
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We can do this because in the far field r is very large com-
pared to the antenna size, so r � z� � z� cos �. In the phase
term ��R, we must be more accurate when computing the
distance from points along the line source to the observation
point. The integral Eq. (46) sums the contributions from all
the points along the line source. Although the amplitude of
waves due to each source point is essentially the same, the
phase can be different if the path length differences are a
sizable fraction of a wavelength. We, therefore, include the
first two terms of the series in Eq. (52) for the R in the numer-
ator of Eq. (46) giving

z
P(0,y,z)

z – z′

z′

x

y

R

y

r
θ

R ≈ r − z′ cos θ (54)

Figure 5. Geometry used for field calculations of a line source along
Using the far-field approximations Eqs. (53) and (54) in Eq.the z-axis.
(46) yields

where � has been used for typical radiation media. Due to the
symmetry of the source, we expect that the radiation fields

Az = µ

∫
I(z′)

e− jβ(r−z′ cos θ )

4πr
dz′ = µ

e− jβr

4πr

∫
I(z′)e jβz′ cos θ dz′

(55)
will not vary with �. This lack of variation is because as the
observer moves around the source such that � and z are con- where the integral is over the extent of the line source.
stant, the appearance of the source remains the same; thus, The electric field is found from Eq. (27), which is
its radiation fields are also unchanged. Therefore, for simplic-
ity we will confine the observation point to a fixed � in the
yz-plane (� � 90	) as shown in Fig. 5. Then from Fig. 5 we EEE = − jωµAAA − j

ωε
kkk(kkk ··· AAA) (56)

see that
This far-field result for a z-directed current, as in Eq. (46),
reduces toy2 = y2 + z2 (47)

z = r cos θ (48) EEE ≈ − jωAθ θ̂̂θ̂θ = jω sin θAzθ̂̂θ̂θ (57)
y = r sin θ (49)

Note that this result is the portion of the first term of Eq. (56)
which is transverse to r̂ because �j�A � �j�(�Az sin � �̂ �Applying the general geometry of Fig. 1 to this case, r �
Az cos � r̂). This form is an important general result for z-yŷ � zẑ and r� � zẑ lead to R � r � r� � yŷ � (z � z�)ẑ and
directed sources that is not restricted to line sources.then

The radiation fields from a z-directed line source (any z-
directed current source in general) are H� and E�, and areR =

√
y2 + (z − z′)2 =

√
y2 + z2 − 2zz′ + (z′)2 (50)

found from Eqs. (27) and (28). The only remaining problem is
to calculate Az, which is given by Eq. (26) in general and bySubstituting Eqs. (47) and (48) into Eq. (49), to put all field
Eq. (55) for z-directed line sources. Calculation of Az is thepoint coordinates into the spherical coordinate system, gives
focal point of linear antenna analysis. We shall return to this
topic after pausing to further examine the characteristics ofR = {r2 + [−2rz′ cos θ + (z′)2]}1/2 (51)
the far-field region.

The radiation field components given by Eqs. (27) and (28)This result could also be obtained by using Jz(r�) �
yieldI(z�)�(x�)�(y�) in Eq. (23) where dv� � dx� dy� dz�. In order to

develop approximate expressions for R, we expand Eq. (51)
using the binomial theorem: Eθ = ωµ

β
Hφ = ηHφ (58)

where � � ��/� is the intrinsic impedance of the medium.
An interesting conclusion can be made at this point. The radi-
ation fields are perpendicular to each other and to the direc-
tion of propagation r̂ and their magnitudes are related by
Eq. (58).

R = r + 1
2r

[−2rz′ cos θ + (z′)2] − 1
8r3

[−2rz′ cos θ + (z′)2]2 + · · ·

= r − z′ cos θ + (z′)2 sin2
θ

2r
+ (z′)3 sin2

θ cos θ

2r2 + · · ·
(52)

These are the familiar properties of a plane wave. They
The terms in this series decrease as the power of z� increases also hold for the general form of a transverse electromagnetic
if z� is small compared to r. This expression for R is used in (TEM) wave which has both the electric and magnetic fields
the radiation integral Eq. (46) to different degrees of approxi- transverse to the direction of propagation. Radiation from a
mation. In the denominator of Eq. (46) (which affects only the finite antenna is a special case of a TEM wave, called a spher-
amplitude) we let ical wave which propagates radially outward from the an-

tenna and the radiation fields have no radial components.
R ≈ r (53) Spherical wave behavior is also characterized by the e�j�r/4�r
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factor in the field expressions; see Eq. (55). The e�j�r phase third term of Eq. (52) is
factor indicates a traveling-wave propagating radially out-
ward from the origin and the 1/r magnitude dependence leads
to constant power flow just as with the infinitesimal dipole.

(D/2)2

2rff
= λ

16
(61)

In fact, the radiation fields of all antennas of finite extent
display this dependence with distance from the antenna. Solving for rff gives

Another way to view radiation field behavior is to note that
spherical waves appear to an observer in the far field to be a
plane wave. This local plane wave behavior occurs because rff = 2D2

λ
(62)

the radius of curvature of the spherical wave is so large that
the phase front is nearly planar over a local region. The far-field region is r � rff and rff is called the far-field dis-

If parallel lines (or rays) are drawn from each point on a tance, or Rayleigh distance. The far-field conditions are sum-
line current as shown in Fig. 6, the distance R to the far field marized as follows:
is geometrically related to r by Eq. (54), which was derived by
neglecting high order terms in the expression for R in Eq.
(52). The parallel ray assumption is exact only when the ob- r >

2D2

λ
(63a)

servation point is at infinity, but it is a good approximation
r � D (63b)in the far field. Radiation calculations often start by assuming

parallel rays and then determining R for the phase by geo- r � λ (63c)
metrical techniques. From the general source shown in Fig.
6, we see that The condition r � D was mentioned in association with the

approximation R � r of Eq. (53) for use in the magnitude
R = r − r′ cos α (59) dependence. The condition r � � follows from �r � (2�r/�) �

1 which was used to reduce Eq. (46) to Eq. (55). Usually the
Using the definition of dot product, we have far field is taken to begin at a distance given by Eq. (62)

where D is the maximum dimension of the antenna. This is
R = r − r̂rr · rrr′ (60) usually a sufficient condition for antennas operating in the

ultra high frequency (UHF) region and above. At lower fre-
This form is a general approximation to R for the phase factor quencies, where the antenna can be small compared to the
in the radiation integral. Notice that if r� � z�ẑ, as for line wavelength, the far-field distance may have to be greater
sources along the z-axis, Eq. (60) reduces to Eq. (54). than 2D2/� in order that all conditions in Eq. (63) are satis-

The definition of the distance from the source where the fied.
far field begins is where errors due to the parallel ray approxi- The concept of field regions was introduced in an earlier
mation become insignificant. The distance where the far field section and illustrated with the fields of an ideal dipole. We
begins, rff, is taken to be that value of r for which the path can now generalize that discussion to any finite antenna of
length deviation due to neglecting the third term of Eq. (52) maximum extent D. The distance to the far field is 2D2/�. This
is a sixteenth of a wavelength. This corresponds to a phase zone was historically called the Fraunhofer region if the an-
error (by neglecting the third term) of 2�/� 
 �/16 � �/8 tenna is focused at infinity; that is, if the rays at large dis-
rad � 22.5	. tances from the antenna when transmitting are parallel. In

If D is the length of the line source, rff is found by equating the far-field region the radiation pattern is independent of
the maximum value of the third term of Eq. (52) to a six- distance. For example, the sin � pattern of an ideal dipole is
teenth of a wavelength; that is, for z� � D/2 and � � 90	, the valid anywhere in its far field. The zone interior to this dis-

tance from the center of the antenna, called the near field, is
divided into two subregions. The reactive near-field region is
closest to the antenna and is that region for which the reac-
tive field dominates over the radiative fields. This region ex-
tends to a distance 0.62�D3/� from the antenna, as long as
D � �. For an ideal dipole, for which D � �z � �, this distance
is �/2�. Between the reactive near-field and far-field regions
is the radiating near-field region in which the radiation fields
dominate and where the angular field distribution depends on
distance from the antenna. For an antenna focused at infinity
the region is sometimes referred to as the Fresnel region. We
can summarize the field region distances for cases where D �
� as follows:

Region Distance from antenna (r)

Reactive near field 0 to 0.62
√

D3/λ (64a)

αr ′

v′

r

α
r′ cos 

R
P

J

dv′

Radiating near field 0.62
√

D3/λ to 2D2/λ (64b)
Figure 6. Parallel ray approximation for far-field calculations of ra-
diation from a general source. Far field 2D2/λ to ∞ (64c)
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Steps in the Evaluation of Radiation Fields. The derivation Example: The Uniform Line Source. The uniform line source
is a line source for which the current is constant along itsfor the fields radiated by a line source can be generalized for

application to any antenna. The analysis of the line source, extent. If we use a z-directed uniform line source centered on
the origin and along the z-axis, the current isand its generalizations, can be reduced to the following three

step procedure:

1. Find A. Select a coordinate system most compatible
with the geometry of the antenna, using the notation of

I(z′) =

Io x′ = 0, y′ = 0, |z′| ≤ L

2
0 elsewhere

(73)

Fig. 1. In general, use Eq. (23) with R � r in the magni-
tude factor and the parallel ray approximation of Eq. where L is the length of the line source; see Fig. 5. We first
(60) for determining phase differences over the antenna. find Az from Eq. (67) as follows:
These yield

AAA = µ
e− jβr

4πr

∫
V

JJJejβr̂rr·rrr ′
dv′ (65)

Az = µ
e− jβr

4πr

∫ L/2

−L/2
Ioe jβz′ cos θdz′ =µ

e− jβr

4πr
IoL

sin[(βL/2) cos θ]
(βL/2) cos θ

(74)

For z-directed sources The electric field from Eq. (69) is then

AAA = ẑzzµ
e− jβr

4πr

∫
V

Jze jβr̂rr·rrr ′
dv′ (66) EEE = jωAz sin θθ̂θθ = jωµIoL

e− jβr

4πr
sin θ

sin[(βL/2) cos θ]
(βL/2) cos θ

θ̂θθ (75)

For z-directed line sources on the z-axis The magnetic field is simply found from this form using
H� � E�/�.

AAA = ẑzzµ
e− jβr

4πr

∫
z
I(z′)e jβz′ cos θ dz′ (67)

Radiation Pattern Definitions. Since the radiation pattern is
the variation over a sphere centered on the antenna, r is con-which is Eq. (55).
stant and we have only � and � variation of the field. It is

2. Find E. In general, use the component of convenient to normalize the field expression such that its
maximum value is unity. This is accomplished as follows forEEE = − jωAAA (68)
a z-directed source which has only a �-component of E

which is transverse to the direction of propagation, r̂.
This result is expressed formally as F(θ, φ) = Eθ

Eθ (max)
(76)

EEE = − jωAAA + jω(r̂rr · AAA)r̂rr = − jω(Aθ θ̂θθ + Aφφ̂φφ) (69)
where F(�, �) is the normalized field pattern and E�(max) is
the maximum value of E� over a sphere of radius r.which arises from the component of A tangent to the

In general E� can be complex-valued and, therefore, so canfar-field sphere. For z-directed sources this form be-
F(�, �). In this case the phase is usually set to zero at thecomes
same point the magnitude is normalized to unity. This is ap-
propriate since we are only interested in relative phase be-EEE = jωAz sin θθ̂θθ (70)
havior. This variation is, of course, independent of r. An ele-
ment of current on the z-axis has a normalized field patternwhich is Eq. (57).
of

3. Find H. In general, use the plane-wave relation

F(θ ) = sin θ (77)
HHH = 1

η
r̂rr × EEE (71)

and there is no � variation. The normalized field pattern for
the uniform line source is from Eq. (75) in Eq. (76)This equation expresses the fact that in the far field the

directions of E and H are perpendicular to each other
and to the direction of propagation, and also that their F(θ ) = sin θ

sin[(βL/2) cos θ]
(βL/2) cos θ

(78)
magnitudes are related by �. For z-directed sources

and again there is no � variation. The second factor of this
expression is the function sin(u)/u. It has a maximum valueHφ = Eθ

η
(72)

of unity at u � 0; this corresponds to � � 90	 where u �
(�L/2) cos �. Substituting � � 90	 in Eq. (78) gives unity andwhich is Eq. (58). The most difficult step is the first,
we see that F(�) is properly normalized.calculating the radiation integral. To develop an ap-

In general, a normalized field pattern can be written aspreciation for the process, we present an example. This
the productuniform line source example will also serve to provide a

specific setting for introducing general radiation pat-
F(θ, φ) = g(θ, φ) f (θ, φ) (79)tern concepts and definitions.
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Figure 7. Polar plots of uniform line
source patterns. (a) Broadside. (b) Inter-

z

z

z

(a) Broadside

(b) Intermediate (c) Endfire

mediate. (c) Endfire.

where g(�, �) is the element factor and f (�, �) is the pattern Frequently the directional properties of the radiation from
an antenna are described by another form of radiation pat-factor. The pattern factor comes from the integral over the

current and is strictly due to the distribution of current in tern, the power pattern. The power pattern gives angular de-
pendence of the power density and is found from the �, � vari-space. The element factor is the pattern of an infinitesimal

current element in the current distribution. For example, for ation of the r-component of the Poynting vector. For z-directed
sources H� � E�/� so the r-component of the Poynting vectora z-directed current element the total pattern is given by the

element factor: is ��E�H� � �E��2/(2�) and the normalized power pattern is sim-
ply the square of its field pattern magnitude P(�) � �F(�)�2.

F(θ ) = g(θ ) = sin θ (80) The general normalized power pattern is

for a z-directed current element. Actually this factor origi- P(θ, φ) = |F(θ, φ)|2 (83)
nates from Eq. (57) and can be interpreted as the projection
of the current element in the �-direction. In other words, at The normalized power pattern for a z-directed current ele-
� � 90	 we see the maximum length of the current, whereas ment is
at � � 0	 or 180	 we see the end view of an infinitesimal cur-
rent which yields no radiation. The sin � factor expresses the P(θ, φ) = sin2

θ (84)
fraction of the size of the current as seen from the observation
angle �. On the other hand, the pattern factor f (�, �) repre- and for a z-directed uniform line source is
sents the integrated effect of radiation contributions from the
current distribution, which can be treated as being made up
of many current elements. The pattern value in a specific di- P(θ ) =

{
sin θ

sin[(βL/2) cos θ]
(βL/2) cos θ

}2

(85)
rection is then found by summing the parallel rays from each
current element to the far field with the magnitude and phase Frequently patterns are plotted in decibels. It is important
of each included. The radiation integral of Eq. (65) sums the to recognize that the field (magnitude) pattern and power pat-
far-field contributions from the current elements and when tern are the same in decibels. This follows directly from the
normalized yields the pattern factor. definitions. For field intensity in decibels

Antenna analysis is usually easier to understand by con-
sidering the antenna to be transmitting as we have here. |F(θ, φ)|dB = 20 log |F(θ, φ)| (86)
However, most antennas are reciprocal and thus their radia-
tion properties are identical when used for reception; as dis- and for power in decibels
cussed in the section on reciprocity.

For the z-directed uniform line source pattern Eq. (78) we
can identify the factors as

P(θ, φ)dB = 10 log P(θ, φ) = 10 log |F(θ, φ)|2 = 20 log |F(θ, φ)|
(87)

g(θ ) = sin θ (81) and we see that

and P(θ, φ)dB = |F(θ, φ)|dB (88)

Radiation Pattern Parameters. A typical antenna power pat-f (θ ) = sin[(βL/2) cos θ]
(βL/2) cos θ

(82)

tern is shown in Fig. 8 as a polar plot in linear units (rather
than decibels). It consists of several lobes. The main lobe (orFor long line sources (L � �) the pattern factor of Eq. (82) is

much sharper than the element factor sin �, and the total main beam or major lobe) is the lobe containing the direction
of maximum radiation. There is also usually a series of lobespattern is approximately that of Eq. (82), that is, F(�) � f (�).

Hence, in many cases we need only work with f (�), which is smaller than the main lobe. Any lobe other than the main
lobe is called a minor lobe. Minor lobes are composed of sideobtained from Eq. (67). If we allow the beam to be scanned as

in Fig. 7, the element factor becomes important as the pattern lobes and back lobes. Back lobes are directly opposite the
main lobe, or sometimes they are taken to be the lobes inmaximum approaches the z-axis.
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half the maximum value:

HP = |θHP left − θHP right| (90)

where �HP left and �HP right are points to the left and right of the
main beam maximum for which the normalized power pat-
tern has a value of one-half (see Fig. 8). On the field pattern
�F(�)� these points correspond to the value 1/�2. For example,
the sin � pattern of an ideal dipole has a value of 1/�2 for �
values of �H-P left � 135	 and �H-P right � 45	. Then HP � �135	 �
45	� � 90	. This is shown in Fig. 4(b). Note that the definition
of HP is the magnitude of the difference of the half-power
points and the assignment of left and right can be in-
terchanged without changing HP. In three dimensions the
radiation pattern major lobe becomes a solid object and the
half-power contour is a continuous curve. If this curve is es-
sentially elliptical, the pattern cuts that contain the major
and minor axes of the ellipse determine what the Institute
of Electrical and Electronics Engineers (IEEE) defines as the

Main lobe maximum direction

Main lobe

Half-power point (left) Half-power point (right)

Half-power beamwidth (HP)

Beamwidth between
 first nulls (BWFN)

Minor
lobes

0.5

1.0

principal half-power beamwidths.
Figure 8. A typical power pattern polar plot. Antennas are often referred to by the type of pattern they

produce. An isotropic antenna, which is hypothetical, radiates
equally in all directions giving a constant radiation pattern.

the half-space opposite the main lobe. The term side lobe is An omnidirectional antenna produces a pattern which is con-
sometimes reserved for those minor lobes near the main lobe, stant in one plane; the ideal dipole of Fig. 4 is an example.
but is most often taken to be synonymous with minor lobe; The pattern shape resembles a doughnut. We often refer to
we will use the latter convention. antennas as being broadside or endfire. A broadside antenna

The radiation from an antenna is represented mathemati- is one for which the main beam maximum is in a direction
cally through the radiation pattern function, F(�, �) for field normal to the plane containing the antenna. An endfire an-
and P(�, �) for power. This angular distribution of radiation tenna is one for which the main beam is in the plane con-
is visualized through various graphical representations of the taining the antenna. For a linear current on the z-axis, the
pattern, which we discuss in this section. Graphical represen- broadside direction is � � 90	 and the endfire directions are
tations also are used to introduce definitions of pattern pa- 0	 and 180	. For example, an ideal dipole is a broadside an-
rameters that are commonly used to quantify radiation pat- tenna. For z-directed line sources several patterns are possi-
tern characteristics. ble. Figure 7 illustrates a few �f (�)� patterns. The entire pat-

A three-dimensional plot as in Fig. 4(d) gives a good overall tern (in three dimensions) is imagined by rotating the pattern
impression of the entire radiation pattern, but cannot convey about the z-axis. The full pattern can then be generated from
accurate quantitative information. Cuts through this pattern the E-plane patterns shown. The broadside pattern of Fig.
in various planes are the most popular pattern plots. They 7(a) is called fan beam. The full three dimensional endfire
usually include the E- and H-plane patterns; see Figs. 4(b) pattern for Fig. 7(c) has a single lobe in the endfire direction.

This single lobe is referred to as a pencil beam. Note that theand (c). Pattern cuts are often given various fixed � values,
sin � element factor, which must multiply these patterns toleaving the pattern a function of � alone; we will assume that
obtain the total pattern, will have a significant effect on theis the case here. Typically the side lobes are alternately posi-
endfire pattern. Intermediate scan angles are also possible,tive and negative valued. In fact, a pattern in its most general
as shown in Fig. 7(b).form may be complex-valued. Then we use the magnitude of

the field pattern �F(�)� or the power pattern P(�).
A measure of how well the power is concentrated into the ANTENNA PERFORMANCE MEASURES

main lobe is the (relative) side lobe level, which is the ratio of
the pattern value of a side lobe peak to the pattern value of Antennas are devices that are used in systems for communi-
the main lobe. The largest side lobe level for the whole pat- cations or sensing. There are many parameters used to quan-
tern is the maximum (relative) side lobe level, frequently ab- tify the performance of the antenna as a device, which in turn
breviated as SLL. In decibels it is given by impacts on system performance. In this section we consider

the most important of these parameters when they are em-
ployed in their primary application area of communication
links, such as the simple communication link as shown in Fig.

SLL = 20 log
∣∣∣∣F(SLL)

F(max)

∣∣∣∣ (89)

9. We first discuss the basic properties of a receiving antenna.
where �F(max)� is the maximum value of the pattern magni-
tude and �F(SLL)� is the pattern value of the maximum of the
highest side lobe magnitude. For a normalized pattern
F(max) � 1.

The width of the main beam is quantified through half-

Transmitter Receiver

R
power beamwidth, HP, which is the angular separation of the
points where the main beam of the power pattern equals one- Figure 9. A communication link.
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matched to the wave, and is impedance matched to its load.
The maximum refers to the assumption that there are no
ohmic losses on the antenna.

Maximum effective aperture for the ideal dipole is found
using Eqs. (92) and (93) with Eq. (94) to give

Aem = PAm

S
=

1
8

|VA|2
Rr

1
2

|Ei|2
η

= 1
4

η

Rr
(�z)2 = 3

8π
λ2 (95)

Incident
wave with

power
density, S

(a) (b)

ZL

ZA

VA

IA

ZL

V

Figure 10. Equivalent circuit for a receiving antenna. (a) Receive where the ideal dipole radiation resistance value of [2�/3
antenna connected to a receiver with load impedance ZL. (b) Equiva- �(�z/�)2] was used. The maximum effective aperture of an
lent circuit. ideal dipole is independent of its length �z (as long as �z �

�). However, it is important to note that Rr is proportional to
(�z/�)2 so that even though Aem remains constant as the dipole

The receiving antenna with impedance ZA and terminated in is shortened, its radiation resistance decreases rapidly and it
load impedance ZL is modeled as shown in Fig. 10. The total is more difficult to realize this maximum effective aperture
power incident on the receiving antenna is found by summing because of the required conjugate impedance match of the re-
up the incident power density over the area of the receive ceiver to the antenna.
antenna, called effective aperture. How an antenna converts The directivity of the ideal dipole can be written in the
this incident power into available power at its terminals de- following manner:
pends on the type of antenna used, its pointing direction, and
polarization. In this section we discuss the basic relationships
for power calculations and illustrate their use in communica-

D = 3
2

= 4π

λ2

3
8π

λ2 Ideal dipole (96)

tion links.
Grouping factors this way permits identification of Aem from
Eq. (95). ThusDirectivity and Gain. For system calculations it is usually

easier to work with directivity rather than its equivalent,
maximum effective aperture. The relation can be established D = 4π

λ2
Aem (97)

by examining an infinitestimal dipole and generalizing. The
maximum effective aperture of an ideal, lossless dipole of Although we derived this for an ideal dipole, this relationship
length �z is found by orienting the dipole for maximum re- is true for any antenna. For an isotropic antenna, the directiv-
sponse, which is parallel to the incoming linearly polarized ity by definition is unity; so from Eq. (97) with D � 1
electric field Ei. Then the open circuit voltage is found from

VA = Ei�z Ideal dipole receiving antenna (91) Aem = λ2

4π
Isotropic antenna (98)

The power available from the antenna is realized when the Comparing this to the definition of directivity in (100) below
antenna impedance is matched by a load impedance of ZL � we see that
Rr � jXA assuming Rohmic � 0. Rr is the radiation resistance.
The maximum available power is then λ2 = Aem�A (99)

which is also a general relationship. We can extract some in-
teresting concepts from this relation. For a fixed wavelengthPAm = 1

8
|VA|2
Rr

= 1
8

|Ei|2
Rr

(�z)2 (92)

Aem and �A, are inversely proportional; that is, as the maxi-
mum effective aperture increases (as a result of increasing itswhere Eq. (91) was used. The available power can also be
physical size), the beam solid angle decreases, which meanscalculated by examining the incident wave. The power density
power is more concentrated in angular space (i.e., directivity(Poynting vector magnitude) in the incoming wave is
goes up). For a fixed maximum effective aperture (i.e., an-
tenna size), as wavelength decreases (frequency increases)
the beam solid angle also decreases, leading to increased di-S = 1

2
|EEE ××× HHH∗∗∗| = 1

2
|Ei|2

η
(93)

rectivity.
Directivity is more directly related to its definition throughThe available power is found using the maximum effective ap-

this inverse dependence on beam solid angle aserture Aem, which is the collecting area of the antenna. The
receiving antenna collects power from the incident wave in
proportion to its maximum effective aperture D = 4π

�A
(100)

PAm = SAem (94)
where

The maximum available power PAm will be realized if the an-
tenna is directed for maximum response, is polarization �A = ∫ ∫ |F(θ, φ)|2 d� (101)
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This directivity definition has a simple interpretation. Direc- If the transmitting antenna were isotropic, it would have
power density at distance R oftivity is a measure of how much greater the power density at

a fixed distance is in a given direction than if all power were
radiated isotropically. This view is illustrated in Fig. 11. For S = Uave

R2 = Pt

4πR2 (106)
an isotropic antenna, as in Fig. 11(a), the beam solid angle is
4�, and thus Eq. (100) gives a directivity of unity. where Pt is the time-averaging input power (Pin) accepted by

In practice antennas are not completely lossless. Earlier the transmitting antenna. The quantity Uave denotes the time
we saw that power available at the terminals of a transmit- average radiation intensity given in the units of power per
ting antenna was not all transformed into radiated power. solid angle see Fig. 11. For a transmitting antenna that is not
The power received by a receiving antenna is reduced to the isotropic but has gain Gt and is pointed for maximum power
fraction er (radiation efficiency) from what it would be if the density in the direction of the receiver, we have for the power
antenna were lossless. This is represented by defining effec- density incident on the receiving antenna,
tive aperture

Ae = erAem (102) S = GtUave

R2
= GtPt

4πR2
(107)

and the available power with antenna losses included, analo- Using this in Eq. (103) gives the available received power as
gous to Eq. (94), is

Pr = SAer = GtPtAer

4πR2
(108)PA = SAe (103)

where Aer is the effective aperture of the receiving antennaThis simple equation is very intuitive and indicates that a
and we assume it to be pointed and polarized for maximumreceiving antenna acts to convert incident power (flux) den-
response. Now from Eq. (104) Aer � Gr�

2/4�, so Eq. (108) be-sity in W/m2 to power delivered to the load in watts. Losses
comesassociated with mismatch between the polarization of the in-

cident wave and receiving antenna as well as impedance mis-
match between the antenna and load are not included in Ae.
These losses are not inherent to the antenna, but depend on

Pr = Pt
GtGrλ

2

(4πR)2 (109)

how it is used in the system. The concept of gain is introduced
which gives the available power in terms of the transmittedto account for losses on an antenna, that is, G � erD. We can
power, antenna gains, and wavelength. Or, we could useform a gain expression from the directivity expression by mul-
Gt � 4�Aet/�2 in Eq. (108) givingtiplying both sides of Eq. (97) by er and using Eq. (102):

Pr = Pt
AetAer

R2λ2
(110)

G = erD = 4π

λ2
erAem = 4π

λ2
Ae (104)

which is called the Friis transmission formula (2).
For electrically large antennas effective aperture is equal to The power transmission formula Eq. (109) is very useful
or less than the physical aperture area of the antenna Ap, for calculating signal power levels in communication links. It
which is expressed using aperture efficiency �ap: assumes that the transmitting and receiving antennas are

matched in impedance to their connecting transmission lines,Ae = εapAp (105)
have identical polarizations, and are aligned for polarization
match. It also assumes the antennas are pointed toward eachIt is important to note that although we developed the gen-
other for maximum gain. If any of these conditions are noteral relationships of Eqs. (97), (99), and (104) for receiving
met, it is a simple matter to correct for the loss introducedantennas, they apply to transmitting antennas as well. The
by polarization mismatch, impedance mismatch, or antennarelationships are essential for communication system compu-
misalignment.tations that we consider next.

The antenna misalignment effect is easily included by us-
ing the power gain value in the appropriate direction. TheCommunication Links. We are now ready to completely de-
effect and evaluation of polarization and impedance mismatchscribe the power transfer in the communication link of Fig. 9.
are additional considerations. Figure 10 shows the network
model for a receiving antenna with input antenna impedance
ZA and an attached load impedance ZL, which can be a trans-
mission line connected to a distant receiver. The power deliv-
ered to the terminating impedance is

PD = pqPr (111)

where

PD � power delivered from the antenna
Pr � power available from the receiving antenna

Uave

Uave

Um = DUave

(b)(a) p � polarization efficiency (or polarization mismatch fac-
tor), 0 � p � 1Figure 11. Illustration of directivity. (a) Radiation intensity distrib-

uted isotropically. (b) Radiation intensity from an actual antenna. q � impedance mismatch factor, 0 � q � 1
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An overall efficiency, or total efficiency �total, can be defined to
include the effects of polarization and impedance mismatch:

εtotal = pqεap (112)

Then PD � �totalPr. It is convenient to express Eq. (111) in dB
form:

PD(dBm) = 10 log p + 10 log q + Pr(dBm) (113)

where the unit dBm is power in decibels above a milliwatt;
for example, 30 dBm is 1 W. Both powers could also be ex-
pressed in units of decibels above a watt, dBW. The power

Temperature distribution
T (     )   θ,φ 

Power pattern
P (     )   θ, φ

TA

TA TA

Rr

(a) (b)
transmission formula Eq. (109) can also be expressed in dB

Figure 12. Antenna temperature. (a) An antenna receiving noiseform as
from directions (�, �) producing antenna temperature TA. (b) Equiva-
lent model.Pr(dBm) = Pt(dBm) + Gt(dB) + Gr(dB)

− 20 log R(km) − 20 log f (MHz) − 32.44
(114)

Fig. 12(a). Any object (except a perfect reflector) that is above
where Gt(dB) and Gr(dB) are the transmit and receive an- absolute zero temperature will radiate electromagnetic
tenna gains in decibels, R(km) is the distance between the waves. An antenna picks up this radiation through its an-
transmitter and receiver in kilometers, and f (MHz) is the fre- tenna pattern and produces noise power at its output. The
quency in megahertz. equivalent terminal behavior is modeled in Fig. 12(b) by con-

sidering the radiation resistance of the antenna to be a noisy
Effective Isotropically Radiated Power. A frequently used resistor at a temperature TA such that the same output noise

concept in communication systems is that of effective (or power from the antenna in the actual environment is pro-
equivalent) isotropically radiated power, EIRP. It is formally duced. The antenna temperature TA is not the actual physical
defined as the power gain of a transmitting antenna in a temperature of the antenna, but is an equivalent temperature
given direction multiplied by the net power accepted by the that produces the same noise power, PNA, as the antenna op-
antenna from the connected transmitter. Sometimes it is de- erating in its surroundings. This equivalence is established
noted as ERP, but this term, effective radiated power, is usu- by assuming the model of Fig. 12(b); the noise power available
ally reserved for EIRP with antenna gain relative to that of a from the noise resistor in bandwidth �f at temperature TA is
half-wave dipole instead of gain relative to an isotropic an-
tenna. As an example of EIRP, suppose an observer is located PNA = kTA� f (117)
in the direction of maximum radiation from a transmitting
antenna with input power Pt. Then the EIRP may be ex- where
pressed as

PNA � available power due to antenna noise [W]EIRP = PtGt (115)
k � Boltzmann’s constant � 1.38 
 10�23 JK�1

TA � antenna temperature [K]
For a radiation intensity Um, as illustrated in Fig. 11(b), and

�f � receiver bandwidth [Hz]
Gt � 4�Um/Pt, we obtain

Such noise is often referred to as Nyquist or Johnson noise
for system calculations. The system noise power PN is calcu-EIRP = Pt

4πUm

Pt
= 4πUm (116)

lated using the total system noise temperature Tsys in place
of TA in Eq. (117) with Tsys � TA � Tr, where Tr is the receiver

The same radiation intensity could be obtained from a loss- noise temperature.
less isotropic antenna (with power gain Gi � 1) if it had an Antenna noise is important in several system applications
input power Pin equal to PtGt. In other words, to obtain the including communications and radiometry. Communication
same radiation intensity produced by the directional antenna systems are evaluated through carrier-to-noise ratio, which is
in its pattern maximum direction, an isotropic antenna would determined from the signal power and the system noise power
have to have an input power Gt times greater. Effective iso- as
tropically radiated power is a frequently used parameter. For
example, FM radio stations often mention their effective radi-
ated power when they sign off at night. CNR = PD

PN
(118)

Antenna Noise Temperature and Radiometry
where PN � kTsys �f is the system noise power. This noise
power equals the sum of PNA and noise power generated inReceiving systems are vulnerable to noise and a major contri-

bution is the receiving antenna, which collects noise from its the receiver connected to the antenna.
Noise power is found by first evaluating antenna tempera-surrounding environment. In most situations a receiving an-

tenna is surrounded by a complex environment as shown in ture. As seen in Fig. 12(a), TA is found from the collection of
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noise through the scene temperature distribution T(�, �) of technology development, including new antenna designs.
DirecTv (trademark of Hughes Network Systems) transmitsweighted by the response function of the antenna, the normal-

ized power pattern P(�, �). This is expressed mathematically from 12.2 to 12.7 GHz with 120 W of power and an EIRP of
about 55 dBW in each 24 MHz transponder that handles sev-by integrating over the temperature distribution:
eral compressed digital video channels. The receiving system
uses a 0.46 m (18 in) diameter offset fed reflector antenna. In
this example we perform the system calculations using the

TA = 1
�A

∫ π

0

∫ 2π

0
T(θ, φ)P(θ, φ) d� (119)

following link parameter values:
If the scene is of constant temperature To over all angles, To

comes out of the integral and then

TA = To

�A

∫ π

0

∫ 2π

0
P(θ, φ) d� = To

�A
�A = To (120)

using Eq. (101) for �A. The antenna is completely surrounded
by noise of temperature To and its output antenna tempera-
ture equals To independent of the antenna pattern shape.

f = 12.45 GHz (midband)

Pt(dBW) = 20.8 dBW (120 W)

Gt(dB) = EIRP(dBW) − Pt(dBW) = 55 − 20.8 = 34.2 dB

R = 38, 000 km (typical slant path length)

Gr = 4π

λ2
εapAp = 4π

(0.024)2
0.7π

(
0.46

2

)2

= 2538

= 34 dB (70% aperture efficiency)
In general, antenna noise power PNA is found from Eq.

(117) using TA from Eq. (119) once the temperature distribu- The received power from Eq. (114) is
tion T(�, �) is determined. Of course, this depends on the
scene, but in general T(�, �) consists of two components: sky
noise and ground noise. Ground noise temperature in most

Pr(dBm) = 20.8 + 34.2 + 34 − 20 log(38,000) − 20 log(12450)

− 32.44 = −116.9dBW (121)situations is well approximated for soils by the value of 290
K, but is much less for surfaces that are highly reflective due

This is 2 
 10�12 W! Without the high gains of the antennasto reflection of low temperature sky noise. Also, smooth sur-
(68 dB combined) this signal would be hopelessly lost in noise.faces have high reflection for near grazing incidence angles.

The receiver uses a 67 K noise temperature low noise blockUnlike ground noise, sky noise is a strong function of fre-
downconverter. This is the dominant receiver contribution,quency. Sky noise is made up of atmospheric, cosmic, and
and when combined with antenna temperature leads to a sys-manmade noise. Atmospheric noise increases with decreasing
tem noise temperature of Tsys � 125 K. The noise power infrequency below 1 GHz and is primarily due to lightning,
the effective signal bandwidth �f � 20 MHz iswhich propagates over large distances via ionospheric reflec-

tion below several MHz. Atmospheric noise increases with
frequency above 10 GHz due to water vapor and hydrometeor
absorption; these depend on time, season, and location. It also
increases with decreasing elevation angle. Atmospheric gases

PN = kTsys� f

= 1.38 × 10−23 · 125 · 20 × 106 = 3.45 × 10−14

= −134.6 dBW

(122)

have strong, broad spectral lines, such as water vapor and
Thus the carrier to noise ratio from Eqs. (118) and (121) isoxygen lines at 22 and 60 GHz, respectively.

Cosmic noise originates from discrete sources such as the
sun, moon, and radio stars as well as our galaxy, which has
strong emissions for directions toward the galactic center. Ga-

CNR(dB) = PD(dBW ) − PN(dBW )

= −116.9 − (−134.6) = 17.7 dB
(123)

lactic noise increases with decreasing frequency below 1 GHz.
Manmade noise is produced by power lines, electric motors, Antenna Bandwidth
and other sources and usually can be ignored except in urban

Bandwidth is a measure of the range of operating frequenciesareas at low frequencies. Sky noise is very low for frequencies
over which antenna performance is acceptable. Bandwidth isbetween 1 and 10 GHz, and can be as low as a few K for high
computed in one of two ways. Let fU and fL be the upper andelevation angles.
lower frequencies of operation for which satisfactory perfor-Of course, the antenna pattern strongly influences antenna
mance is obtained. The center (or sometimes the design fre-temperature; see Eq. (119). The ground noise temperature
quency) is denoted as fC. Then bandwidth as a percent of thecontribution to antenna noise can be very low for high-gain
center frequency, Bp, isantennas having low side lobes in the direction of the earth.

Broad beam antennas, on the other hand, pick up a signifi-
cant amount of ground noise as well as sky noise. Losses on
the antenna structure also contribute to antenna noise. A

Bp = fU − fL

fC
× 100 (124)

figure of merit used with satellite earth terminals is G/Tsys,
Bandwidth is also defined as a ratio, Br, bywhich is the antenna gain divided by system noise tempera-

ture usually expressed in dB/K. It is desired to have high
values of G to increase signal and to have low values of Tsys

to decrease noise, giving high values of G/Tsys.
Br = fU

fL
(125)

The bandwidth of narrow band antennas is usually expressedExample: Direct Broadcast Satellite Reception. Reception of
high quality television channels at home in the 1990s, with as a percent whereas wide band antennas are quoted as a

ratio. Resonant antennas have small bandwidths. For exam-inexpensive, small terminals, is the result of three decades



APERTURE ANTENNAS 609

ple, half-wave dipoles have bandwidths of up to 16%, ( fU and
fL determined by the VSWR � 2.0). On the other hand, anten-
nas that have traveling waves on them rather than standing
waves (as in resonant antennas), operate over wider fre-
quency ranges.
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