
RADIO DIRECTION FINDING

Radio direction finding is the technique of measuring ra-
dio wave angle of arrival (AOA), as illustrated in Fig. 1.
A transmitting antenna radiates radio energy toward the
direction finding site. At distances greater than ten wave-
lengths from the transmitting antenna, the radio wave can
be represented as a plane wave, with linear contours of
constant amplitude perpendicular to the direction of prop-
agation. Ideally, the radiated energy propagates along the
most direct path from the transmitter to the receiver. The
receiving system is conventionally called a direction finder,
or DF for short. Figure 1 shows AOA expressed in terms of
an azimuth component in the horizontal plane and an ele-
vation component measured in the vertical plane, relative
to the horizon.

A direction finder employs one or more antennas in a
DF array, used to detect the incoming radio wave. The out-
put of each antenna is applied to a radio receiver, and this
signal is sampled and input to a DF computer processor
for determining AOA. The DF processor may either (1) de-
termine the direction of energy flow toward the direction
finder, (2) measure the direction of maximum rate of phase
change across the DF array, or (3) estimate the direction
of the velocity vector, normal to the plane wave fronts. A
well-known example of a simple DF system, which is still
in use, is a rotatable loop antenna connected to a radio re-
ceiver as shown in Fig. 2. AOA is measured by determining
the direction of energy flow toward the DF antenna. This
is accomplished by rotating the loop for minimum audible
output as indicated by the headphones, and thereby plac-
ing the null response of the loop on the AOA of the received
signal. Thus, the direction to the transmitter is indicated
by the broadside angle of the loop. The loop also has a null
response on the reciprocal bearing, 180◦ from the true AOA.
This problem of ambiguity can be resolved with an auxil-
iary “sense antenna.”

The advent of radio communication in the late 1890s
launched the development of direction finding techniques
for navigation and radio transmitter location. Radio navi-
gation and radio location are complimentary technologies
exploiting a common methodology. For example, signals re-
ceived at sea from known shore-based radio beacons are
used for navigation by triangulation to fix the position of a
ship [Fig. 3(a)]. Conversely, two or more direction finders at
known locations can be used to locate a radio transmitter
by triangulation as shown in Fig. 3(b).

For location applications, the DF result is the observed
line of bearing (LOB) or bearing to the transmitter. A LOB
is expressed either as the true bearing, that is, an angle
measured clockwise from true North, or as a relative bear-
ing which is measured clockwise from a reference direction
such as the heading of a mobile DF platform (ship, aircraft,
vehicle). True bearings are generally used to locate a radio
transmitter on a map.

A major factor affecting DF system performance is the
process of confirming that each reported bearing is asso-
ciated with the correct signal. Since there may be many
signals on the air with overlapping frequencies, confirma-
tion is sometimes a very difficult task. Often the achievable

accuracy of a DF net is determined by the reliability with
which each bearing is confirmed to be associated with the
correct signal.

Operational DF measurements are always subject to er-
ror, and minimizing DF error is a major consideration in
direction finder system design. DF error may be divided
into three categories:

1. Site error is caused by reradiating structures and
ground plane characteristics at the DF antenna site
which distort the arriving wavefronts into nonplanar
configurations. Under these conditions the estimated
AOA will vary depending on the location of the DF
antenna array in the wavefield.

2. Measurement error may be caused by imperfec-
tions in the DF system instrumentation but it is more
frequently due to perturbed conditions in the re-
ceived wavefield. Multipath propagation and cochan-
nel interference create a multicomponent wavefield
and are common sources of error in DF algorithms
that are based on a single plane wave model. Multi-
path occurs when the signal arrives at the DF site via
two or more propagation paths. Cochannel interfer-
ence is caused by other on-the-air signals transmit-
ted at frequencies that overlap the signal of interest.

3. Propagation error, the most fundamental source
of error, is introduced by the propagation medium
which may deviate the radio wave off the most direct
path to the DF receiver. At best, the DF system accu-
rately measures AOA as received at the DF site, and
the estimated bearing may not indicate the “true” di-
rection to the transmitter. Propagation error, which
is beyond the control of the DF system engineer, im-
poses a fundamental limit to achievable DF accuracy.

Conventional shipboard DF operations in the high fre-
quency band (2 to 30 MHz) illustrate all of these DF errors
in a single situation (Fig. 4). Signals experience multipath
propagation through the ionosphere. Also, the ionosphere
introduces propagation error by deviating each of the ar-
riving propagation modes out of the great circle plane. A
conventional single plane wave DF algorithm produces DF
error by treating the superimposed ionospheric modes as
a single plane wave. Finally, the ship’s superstructure in-
troduces additional site error by reradiating the incident
waves into the DF array, thus creating a second and more
complex source of multipath.

This brief introduction has provided an overview of the
science and technology of radio direction finding. For a
more thorough overview of the field, the interested reader
is referred to Refs. (1–3). An extensive bibliography of di-
rection finding literature is provided in Ref. (4). The fol-
lowing sections discuss various approaches to DF system
design. Conventional DF design techniques based on the
assumption of a single incident plane wave signal are con-
sidered. The impact of operational conditions on conven-
tional DF system performance is emphasized along with
important methods for mitigating site error. Also, modern
design techniques are described which are based on the de-
composition of multicomponent wavefields. These DF tech-
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Figure 1. Radio wave received at a direction finding site. Contours of constant amplitude propagate radially from the transmitting
antenna, and the angle-of-arrival is characterized by azimuth and elevation.

Figure 2. Rotating simple loop antenna direction finding system.
The headphones are used to detect when the AOA is broadside to
the loop and the received signal is minimum.

niques are generally referred to as superresolution meth-
ods. Finally, current trends in DF research are surveyed
and performance benefits are assessed.

APPLIED DIRECTION FINDING TECHNOLOGY

A radio direction finding system performs both time and
spatial sampling of the field distribution and processes
the samples to estimate AOA. A DF system acquires spa-
tial samples through a combination of individual antenna
placements and/or antenna patterns. The local description
of any spatial field distribution may be estimated either
from a set of spatially separated samples or from a set of
spatial derivatives at a single point in space.

A local description of a field at an arbitrary point r in
a Cartesian coordinate system may be developed by con-
sidering a monochromatic plane wave propagating in free
space as

where r = (rx , ry , rz ) is the spatial coordinate, B is signal am-
plitude, fo is the frequency of the wave, ko = vfo /|v|2 is the
wavenumber which is a function of the scalar frequency
and v is the vector velocity of propagation (typically as-
sumed to be the speed of light in free space), and γ is a ran-
dom starting phase which is uniformly distributed over [0,
2π]. The AOA information is contained in the 2πko ·r phase
term and is given as

If it is assumed that there are M antennas in the ar-
ray, then a simultaneous sampling of the output at each
antenna may be expressed as a column vector X(t, r) = [x1,
. . . , xM ]T , where T denotes the transpose operation. The
vector X is known as an array snapshot. If the AOA term
in Eq. (1) is separated, then the array snapshot for a single
incident signal may be characterized as

where s(t) = B exp(j2jπfo t + γ) is the time varying part of the
signal, and the thermal noise in each receiving channel is
represented by N(t) = [n1, . . . , nM ]T . A(r) is an M × 1 column
vector which represents the antenna array response for a
signal arriving from an arbitrary direction (φ, ψ) as

for an array of isotropic antennas. The column vector given
by Eq. (4) is referred to as the array steering vector. The col-
lection of all array steering vectors as a function of AOA,
polarization, and frequency is referred to as the array man-
ifold.

Two examples of wavefield sampling are shown in Fig.
5. Figure 5a illustrates an aerial view looking down on the
surface of the Earth at a single plane wave propagating
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Figure 3. Similarity of radio navigation and DF radio-location technology. (a) Shipboard naviga-
tion technique using five radio beacons for position fixing. (b) Radio transmitter location technique
with five direction finding sites.

Figure 4. Shipboard direction finding scenario illustrating
sources of bearing error. An error will result from the fact that the
radio wave is not traveling on a direct path from the transmitter.
The presence of multiple signals will induce a measurement error
due to wave interference, and the metallic structure of the ship
will cause errors due to reflections near the receiving antenna.

across a circular array of eight antennas. In this case, the
amplitude term B Eq. (1) is constant throughout the space.
The phase term 2π(fo t + ko ·r) + γ is illustrated for constant
contours of nπ as a function of r. The contours plot as par-
allel straight lines, and AOA is orthgonal to the contours of
constant phase. In the example plot of Fig. 5b, it is assumed
that four signals are propagating across an interferometer
array of seven antennas. The signals are of equal ampli-
tude and are assumed to be arriving from azimuth and
elevation AOAs of (45◦, 15◦), (50◦, 30◦), (60◦, 45◦), and (45◦,
50◦) respectively. In this case, the amplitude of the com-
posite signal is not constant but varies with r. The dark
contours illustrate those regions where the composite am-

plitude exceeds a normalized threshold of 0.95 units. The
thin lines are contours of constant phase showing a some-
what distorted pattern. Clearly, the antenna array is not
able to adequately sample all the features of the spatial
interference pattern and a plane wave solution will incur
multipath error; decomposing the wave field into its indi-
vidual components is required for a complete DF solution.

The processing objective of radio direction finding is to
determine a unique AOA which is consistent with the set
of data measured on the array. The key to this process is a
knowledge of the array manifold that includes site effects
of the operational environment. In the most general form,
the bearing estimation process requires an iterative com-
parison between the observed data and the array manifold
for every possible combination of polarization and AOA.

The remainder of this section describes DF techniques
that progress from simple closed-form solutions (where
stringent constraints apply to the antenna patterns, ar-
ray geometry, local scattering environments, and number
of simultaneous signals), to more general calibration based
DF processing algorithms, and finally to DF methods that
decompose multisignal wave fields.

Single Plane Wave Direction Finding

Direction Finding in the Absence of Site Effects. Tradi-
tional direction finding techniques assume a single uni-
form plane wave incident upon the DF antenna array.
These DF techniques require noninvasive electromagnetic
field measurements across a region in space in which the
wave front must maintain its properties as a uniform plane
wave. This requirement imposes stringent constraints on
the installation site, on the selection of the antenna ele-
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Figure 5. Contrasting single and multiple plane wavefields incident on DF arrays. (a) Single plane
wave incident on a circular array of antennas. Amplitude is everywhere constant and contours of
constant phase are parallel straight lines. (b) Multiple plane waves incident on orthogonal base-
line interferometer array. Contours of constant amplitude and phase are distorted. (Contour plot
provided by D. N. Travers.)

ments, on the array geometry, and in some cases on the
class of signals against which the system can operate. The
requirement that the system be noninvasive demands that
(1) no antenna element within the array perturbs the re-
sponse characteristics of any other antenna element (i.e.,
mutual coupling must be negligible) and (2) the array of
antennas must be installed in a region that is sufficiently
separated from structures which would disturb the pla-
narity property of the propagating wave. The selection of
array geometry, choice of antenna elements, and site selec-
tion are all design factors that influence the simplicity of
the DF process and system performance for various signal
conditions (e.g., signal-to-noise ratio [SNR], polarization,
elevation).

If the noninvasive constraints are satisfied and simple
antenna elements are deployed in a favorable array geom-
etry, then the characteristic response of the system (array
manifold) may be analytically predicted as a function of
AOA and polarization. In this case, AOA may be calculated
by closed-form analytic solution, thus avoiding the more
general requirement for an iterative search. For example,
solution of Eq. (2) for phase measurements made among
identical elements in a circularly disposed antenna array
(CDAA) produced an estimate of AOA using a closed-form
arctangent solution. Many CDAA closed-form processing
techniques relax the mutual coupling constraint among the
antenna elements, provided array rotational symmetry is
preserved.

Eleven examples of traditional DF systems that are
based on the assumption of a single uniform plane wave
incident upon the antenna array are listed in Table 1. The
table summarizes antenna array configuration, basis for
AOA determination, primary advantages and disadvan-

tages, and provides literature references to more detailed
descriptions. Table 2 illustrates the corresponding antenna
array geometries and analytic processing algorithms asso-
ciated with the eleven examples of Table 1. DF results are
derived from solutions of Eqs. 1 and 2 with appropriate
modifications to account for antenna patterns and array
geometry.

Under more general conditions, it may not be possible or
desirable to impose the restrictive design constraints that
are essential for traditional DF techniques. Under more
general installation conditions, arbitrary and diverse an-
tenna elements that experience mutual coupling are in-
stalled in irregular array geometries (sometimes dictated
by the site) on a location that distorts the characteristics of
the incident uniform plane wave. Under these conditions,
the DF process must be generalized to perform an itera-
tive comparison between the observed response vector and
the array manifold to determine AOA. Further, calibration
measurements to determine installed antenna response
patterns are required to characterize the array manifold
as a function of AOA (and polarization). DF calibration and
its application to iterative DF processing are discussed in
the next section.

DF Under Conditions of Site Interaction. The previous
discussion focused on DF systems that were isolated from
electrically conducting structures, and each antenna ele-
ment within the array was excited by a single, uniform
plane wave. However, an incident wave induces currents
on conducting structures in the vicinity of the array, and
these induced currents become sources of secondary radi-
ation which are also coupled into the DF antennas. In the
presence of conducting structures, DF antennas experience
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phase and amplitude perturbations that distort their ideal
patterns. If one assumes ideal array patterns, these distor-
tions result in erroneous DF estimates. To the extent that
the structures remain stationary, the distorted antenna
patterns and the erroneous DF estimates are repeatable
functions of the incident signal AOA, polarization, and fre-
quency. This repeatable characteristic provides the basis
for using calibration measurements to improve DF perfor-
mance under conditions of stationary site interaction.

Calibration measurements to accommodate site interac-
tion can be performed at either of two levels: (1) measure-
ment of AOA error correction values or (2) measurement of
installed antenna response patterns. The application and
effectiveness of these two basic approaches for DF oper-
ation in the presence of site interaction are the focus of

the following paragraphs. Under either scenario, the ba-
sic procedure for performing the calibration is to record
the appropriate measurement from the installed DF sys-
tem while exposing it to a controlled (calibration) incident
plane wave under every appropriate combination of sig-
nal parameter (i.e., azimuth, elevation, polarization, and/or
frequency).

Calibration for AOA Error Correction. For a low degree
of residual site interaction with the DF antennas, mod-
erate pattern distortion and moderate DF error exist. In
this case, calibration for AOA error correction is effective.
One conventional approach for reducing AOA errors in DF
performance is to start with a carefully controlled site in
which the DF array is removed as far as practical from



6 Radio Direction Finding



Radio Direction Finding 7

perturbing structures. To the extent that this objective can
be achieved, AOA errors due to site interaction are min-
imized. In this situation, a reasonably good AOA approx-
imation is obtained using the single plane wave assump-
tion, and residual AOA error due to site interaction is re-
duced through a calibration correction curve.

A primary criterion for AOA error correction to be ef-
fective is that the curve of corrected bearing versus ob-
served bearing (i.e., the uncorrected AOA estimated by the
DF system) is single valued. Figure 6 shows two calibra-
tion correction curves illustrating both moderate and se-
vere AOA error. The calibration curve of Fig. 6(a) shows a
moderate case of site interaction and a single valued AOA
correction curve. The calibration curve of Fig. 6(b) illus-
trates the impact of severe site interaction and displays

reentrant regions. There are two intervals in which one
value of observed bearing estimated by the DF system is
associated with more than one corrected bearing. Calibra-
tion for AOA errors is not effective in reentrant regions,
and experimental determination of the array manifold is
generally necessary.

Calibration of antenna responses. DF is a process that
requires a priori knowledge of the installed array steering
vectors. Conventional DF system development assumes a
carefully controlled array of antennas having response pat-
terns that are closely approximated by ideal predictions.
When the DF array is installed on an adverse site, an-
tenna patterns can suffer severe distortion from nearby
conducting structures. In such cases, required knowledge
of the installed array steering vectors must be obtained by
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Figure 6. Moderate and severe site interaction AOA calibration curves. (a) Moderate site inter-
action with AOA errors which are correctable. (b) Severe site interaction with reentrant regions in
which AOA error correction is ambiguous.

measuring antenna responses and storing this informa-
tion in an array manifold consisting of antenna patterns
versus frequency, AOA, and polarization. For ship and air-
craft platforms, the installed array steering vectors may
be measured by repeatedly turning the platform in circles
to expose the antennas to all possible AOAs from a far-
field calibration station transmitting a wide range of signal
frequencies. As an alternative, array manifolds have been
obtained by performing calibrationlike measurements of
antenna responses from scale-model arrays installed on
highly detailed miniature models of the platform.

Iterative Search DF Techniques. The essential process of
any iterative search DF technique is to select the AOA of
the calibrated array steering vector which best agrees with
the unknown measured array response.The primary differ-
ence between DF iterative search schemes is the criterion
for obtaining best agreement. A commonly used procedure
for iteratively comparing observed array response to the
calibrated array response vectors is a beam steering pro-
cess which acts as an equivalent bank of matched filters. In
this case,best agreement is defined in a least mean squared
sense.

A digital beamformer may be viewed as a matched fil-
ter that processes the observed antenna response to pro-
duce a single (scalar) response that is maximum when the
preferred direction of the beamformer best agrees with
the AOA of the signal. Beam steering DF iteratively pro-
cesses an observed response vector through a progression
of matched filters (viz., array steering vectors), each of
which represents a different AOA. Under the constraint
of a normalized input vector (i.e., unit-norm), the output
level of the filter is maximum when excited by a vector
that matches the filter parameters. Or stated another way,
maximum output is obtained from the filter whose steer-

ing vector AOA best agrees with the bearing of the observed
signal. In this manner, the process scans (or steers) a simu-
lated beam over all possible AOAs, searching for the steer-
ing direction that maximizes the beamformer response.

The beam steered iterative process may be character-
ized mathematically by considering an array manifold of L
steering vectors for a particular frequency. The array man-
ifold is the set of array steering vectors A for i = 1, L. This
implies that the DF system was calibrated at L bearings in

the interval [0, 360] degrees. If
ª
X denotes the observed ar-

ray response vector for a signal of interest, then the output
y of each matched filter is given as

where H denotes the Hermitian or conjugate transpose op-
eration. The best AOA estimate is obtained when yi is a
maximum. A typical plot of y is shown in Fig. 7. In this
illustration, L = 25, and the AOA estimate is 195◦ corre-
sponding to the maximum value associated with the array
steering vector at y14. This process results in an AOA esti-
mate that is best in a least squared sense.

Three areas of particular importance that impact the
performance of DF systems which are based on iterative
search techniques are (1) antenna array design, (2) ade-
quacy of calibration, and (3) polarization effects. Antenna
array design critically influences the pattern of the steer-
able beam. The characteristics of the steerable beam are
determined by the geometry of the array, the intrinsic el-
ement patterns and the number of antennas in the array.
Of primary concern in the design of the steerable beampat-
tern is the beamwidth of the main lobe and relative level
of the side lobes.

Beam steering DF system performance is also controlled
by the accuracy and completeness of the calibration process
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Figure 7. Beam steered iterative search indicating a maximum
when steering angle matches AOA of arriving signal.

used to characterize the array manifold. To obtain robust
maxima in the matched filtering process, the array mani-
fold should be acquired at high SNR to minimize the possi-
bility of contaminated data. The calibration data must be
measured in AOA increments that permit accurate inter-
polation.

The array manifold varies not only with AOA, but also
with signal polarization. Under arbitrary polarization con-
ditions, the steering vector must be adjusted to match the
polarization and the AOA of the incident signal. For arbi-
trary polarization applications, the array manifold at each
steering direction must consist of a pair of steering vectors
for two different polarizations, for example, AV (φ, ψ) and
AH (φ,ψ) for vertical and horizontal polarization. The addi-
tional maximization step required by the polarization ex-
tension of beam steering DF at each bearing is to maximize
the beamformer response over all possible linear combina-
tions of AV (φ, ψ) and AH (φ, ψ). The matched filter thus
becomes a digital beamformer that processes the observed
antenna response producing a single (scalar) response that
is maximum when the steered direction of the beamformer
matches the AOA of the received signal.

DF Error Mitigation

There are a number of sources of error in radio direction
finding, and an exhaustive discussion is well beyond the
scope of this survey; however, there are three categories
common to all DF systems: (1) site errors, (2) measurement
errors, and (3) propagation errors. These are considered in
the following discussion.

Site Errors. The antenna array generally designed to op-
erate on a site that is clear of obstructions and reradiating
structures. As discussed in the previous section, array cal-
ibration is generally used to mitigate site error in those
cases where the DF antenna must operate in a cluttered

environment. The concern in this section is selecting a site
that least perturbs the incident signal.

Generally, DF systems are deployed on level, unob-
structed terrain where the ground dielectric constant and
conductivity are reasonably uniform within 10 to 20 wave-
lengths of the antenna array. Abrupt discontinuities in the
electrical properties of the terrain such as nearby rivers,
lakes, or coastlines should be avoided. Also DF sites in the
vicinity of rock or mineral outcroppings are undesirable.
Abrupt changes in terrain topology such as nearby moun-
tains, high cliffs, or deep ravines should be avoided.

In addition to selection of natural features, proximity
to manmade reradiating structures should also be consid-
ered. The DF site should be clear of above ground con-
ductors such as utility lines and wire fences. The site
should not have buried conductors beneath the antenna ar-
ray such as pipelines or utility distribution lines. The site
should be clear of tall structures such as buildings, bridges,
or water towers.

It is rarely possible to achieve all of these conditions
at a DF site. Generally, there are a number of other an-
tennas deployed at a DF site, as well as buildings and fa-
cilities which support other signal intelligence gathering
activities. In practice, the DF system engineer attempts to
locate the antenna array on a site which contains fewest
perturbing factors.

Measurement Errors. Leaving aside instrumental accu-
racy and resolution determined by SNR, significant DF
measurement errors are caused by multipath and cochan-
nel wave interference, which tends to corrupt the planarity
of an incident wavefront. Two approaches for mitigating
measurement errors are: (1) acquire data under favorable
conditions and exclude corrupted data, and (2) extract the
desired signal from the interference.

The first class of techniques includes wavefront tests
which determine whether a single plane wave is present or
if the wavefield is corrupted by interference. A test which
has been used in CDAA systems is to compare the array
scan of amplitude versus azimuth with an ideal sum or
difference array response (1). In the case of the sum beam
response, one tests for a symmetrical main lobe having an
expected width depending upon frequency. When this con-
dition is satisfied, it is assumed that a single planewave
is present and the bearing data are accepted; otherwise,
the bearing data are rejected. Another test which has been
used successfully in interferometer systems is that of a lin-
ear phase progression across the array (12). If the wavefield
consists of a single planewave, then the relative phase be-
tween separated antennas is linearly dependent upon dis-
tance. In the presence of wave interference, this condition
is generally not satisfied.

The second class of techniques includes Fourier anal-
ysis (FFT) methods which decompose the received signal
into highly resolved spectral bins. In many cases, inter-
ference due to other on-the-air signals may be separated
from the desired signal through a difference in spectral
occupancy. In this situation, accurate DF results may be
obtained by DF processing each spectral bin occupied by
the signal of interest and ignoring the spectral bins cor-
rupted by the interfering signal. Another approach is to
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use the superresolution techniques described in the next
section. These techniques decompose the wavefield into its
constituent components and permit accurate DF for each
component of the wavefield.

Propagation Errors. DF error caused by propagation off
the great circle path is essentially beyond the control of the
system designer. In this case, the signal arrives at the an-
tenna array from a direction that is not on the direct path
to the transmitter. An example is a cellular telephone sig-
nal, propagating in a dense urban environment, received
after reflection from several buildings. The received AOA
may be considerably different from the true bearing to the
transmitter. Another example is the refractive error intro-
duced by the ionosphere on HF ionospheric paths (3).

The essential approach to minimimze the effect of off-
path DF errors is to perform DF on the first arriving signal.
One method for implementing this technique is to acquire
data on the leading edge of the waveform after a signal
off-to-on transition and before the multipath components
arrive. Another alternative is to decompose the complex
wavefield and identify the first arriving signal through cep-
stral delay analysis (13). In both implementations, the in-
tent is to estimate AOA for the first arriving signal on the
premise that it will most nearly represent the true bearing
to the transmitter.

A technique which has been developed to mitigate off-
path errors for HF skywave signals is that of elevation an-
gle discrimination. This technique is based on the premise
that signals arriving at higher elevation angles spend more
time in the ionosphere and are therefore more prone to off-
path refraction than are signals arriving at lower eleva-
tion angles. In those cases where multipath propagation is
present, the mode arriving at the lower elevation angle pro-
duces an azimuth estimate closer to the great circle bearing
than a higher angle mode. This situation is almost always
true in practice. The limiting case is a surface wave with a
simultaneous skywave component over a path at sea. The
surface wave invariably produces a more accurate bearing
estimate.

Superresolution Direction Finding Methods

DF techniques described in the previous section were pri-
marily concerned with system response to a single com-
ponent wavefield. In contrast, the problem considered in
this section is that of decomposing a multicomponent wave-
field. Superresolution methods are particularly attractive
for solving the multicomponent problem since the wave-
field is generally undersampled in the spatial domain. That
is, the dimensions of the antenna array are small relative
to the scale of the spatial interference pattern.

An important building block used in superresolution
spectrum anaysis is the spatial covariance matrix. If the
vector X denotes an array snapshot at time t0, then X(t0,
r) = [x(t0, r1), x(t0, r2), . . . , x(t0, rM )]T and for M antennas,

the spatial covariance matrix is given as

where H is the Hermitian operation and E{·} denotes sta-
tistical expectation. Each matrix element R(ri , rj ) is the
averaged product of the output of the antenna located at
point ri times the conjugated output of the antenna located
at point rj .

Subspace Based Superresolution. A large volume of work
has been presented over the past two decades on superres-
olution techniques that are based on an eigen decomposi-
tion of the spatial covariance matrix. Many modern algo-
rithms have their origin in the early work of Pisarenko
(14) which was revived and expanded by Schmidt (15).
Schmidt’s MUltiple SIgnal Classification (MUSIC) algo-
rithm is the most widely cited superresolution technique in
the present day literature. It has been the springboard for
a seemingly endless flow of methods that are variations of
the original approach. In this treatise, the original MUSIC
algorithm is considered; however, for an extensive survey of
MUSIC related techniques, the reader is referred to Krim
and Viberg (16).

The initial step in the MUSIC algorithm is to solve the
following eigen equation

where R is the M × M spatial covariance matrix, λ is an ar-
bitrary eigenvalue, and E is an arbitrary eigenvector. This
formulation implicitly assumes that the noise background
is uncorrelated white Gaussian noise. The n eigenvalues
may be ordered such that λM ≥ λM−1 ≥ ··· ≥ λ1. The corre-
sponding eigenvectors are arranged to form the matrix RE

A threshold value is determined such that the eigenval-
ues greater than the threshold are assumed to be asso-
ciated with eigenvectors residing in the signal subspace.
Likewise, eigenvalues that are smaller than the threshold
produce eigenvectors which are assumed to be in the noise
subspace. If the spatial covariance matrix were M × M and
there were d signals in the wavefield, then the resulting
eigenvector matrix would be partitioned such that the first
d columns are vectors spanning the signal subspace, and
the rightmost p = (M − d) columns are vectors spanning the
noise subspace. If the matrix partition corresponding to
noise were denoted Rp , then the MUSIC spectrum would
be given by

where A is the M × 1 array steering vector defined in the
previous section. AOA is determined using an approach
similar to the technique described in the previous section
on iterative search methods. A scalar value P is computed
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Figure 8. Two signals incident on a linear antenna array that
were resolved using the MUSIC superresolution algorithm. The
signals are received from azimuths of 151◦ and 180◦, and the peak
at 209◦ is an ambiguity. The peak at 180◦ is somewhat smeared
due to the fact that the AOA of the signal is aligned with the
longitudinal axis of the array (or end fire).

using Eq. (9) for each array steering vector A, and AOA
is given by the array steering vector that maximizes P.
If multiple signals were present in the incident wavefield,
then the MUSIC spectrum would exhibit multiple peaks.
This is illustrated in the next section.

Multisignal DF Example. The MUSIC algorithm is capa-
ble of simultaneous DF on multiple incident signals. To il-
lustrate the capability, a linear antenna array geometry is
considered with two interfering signals incident on the ar-
ray (17). The antennas were deployed in a nine-element
minimum redundancy array configuration and this pro-
vided an equivalent 30 element filled array measurement.
The plot of Fig. 8 shows the results obtained for one signal
on array end fire at 180◦ and a second signal at 61◦ off array
bore sight at 151◦. The signal at 151◦ also produced a peak
at 209◦ due to the inherent bearing ambiguity present in
a linear array. The effect of the end fire grating lobe of the
antenna array is evidenced by the relatively broad peak
about 180◦. The signal arriving at a bearing removed from
the end fire condition produced the more robust peaks ob-
served at 151◦ and 209◦. Although the MUSIC algorithm
was able to provide DF results for both signals, these data
clearly indicated that angular resolution becomes poorer
for signals arriving from directions near array end fire.

A situation in which the MUSIC algorithm was unable
to correctly resolve the two signals is shown in Fig. 9. In
this case, the AOA separation of the two signals was 4◦,
and the AOAs were near array end fire, 160◦ and 164◦ re-
spectively. The image solutions were evident at 196◦ and
200◦ azimuth. Because the AOAs were close together and
near array end fire, the MUSIC algorithm was not able
to resolve the two signals. Two peaks were evident in the
MUSIC spectrum; however, neither one indicated an AOA
correctly associated with an arriving signal. ImprovedAOA

Figure 9. Two unresolved signals arriving from azimuths of 160◦
and 164◦ on a linear antenna array. The peaks at 196◦ and 200◦ are
due to ambiguities in the array. In this case the effective aperture
of the array was too small to resolve an AOA separation of 4◦. A
possible solution would be to lengthen the array by adding more
antennas.

resolution can be realized for signals arriving on or near
the bore sight of the array (i.e., orthogonal to the array).

Superresolution Implementation Issues. One of the pri-
mary difficulties encountered in the implementation of the
superresolution techniques is the requirement for a precise
characterization of the antenna array response (viz., array
manifold). In general, the array manifold must be known
for all frequencies, polarizations, and AOAs. In practice,
an array deployed on highly conducting soil and on a site
free of interacting structures may be characterized mathe-
matically using ideal antenna responses (17). However, for
antenna arrays deployed on shipboard, airborne, satellite,
or other cluttered sites, a mathematical characterization
is generally not possible and the array manifold must be
determined by calibration using a transmitter at known
locations. Due to the highly robust nature of the superres-
olution techniques, the array calibration must be done in
increments of AOA, frequency, polarization, etc., which will
be immune to significant interpolation error. These issues
were discussed in the previous section relating to array
calibration.

Another source of difficulty is detecting the number of
signals in the wavefield. One rule-of-thumb is based on the
relative magnitudes of the eigenvalues. Larger eigenval-
ues are associated with signals and smaller eigenvalues
are associated with noise. This process works reasonably
well in high SNR situations, but it is unreliable for low
SNR. It has been shown that underestimation of the num-
ber of signals results in poor AOA performance (18), and
for this reason, system designers generally try to overesti-
mate the number of signals; however, overestimation may
be a problem in low SNR situations due to the fact that the
eigen based techniques tend to produce extraneous peaks
corresponding to the number of estimated signals. A num-



12 Radio Direction Finding

ber of techniques for signal detection have been developed
and one which continues to be used as a baseline for per-
formance comparisons is the Minimum Description Length
(MDL) criterion developed by Wax and Kailath (19).

Coherent signal interference causes a difficulty in the
application of superresolution technology. The spatial co-
variance analysis proceeds upon the assumption that the
matrix elements are a function of the separation between
antennas and are not dependent upon the location of the
antennas within the wavefield. If the signals are incoher-
ent, then the spatial interference pattern will move relative
to the antenna array, and the elements of the spatial covari-
ance matrix will depend only upon the relative separation
between antennas. However, if the signals are coherent,
then the spatial interference pattern will be fixed in space
and the elements of the spatial covariance matrix will de-
pend both upon separation and location of the antennas. In
this case, the analysis will fail. To overcome the difficulty
caused by coherent interference, Shan et al. (20) have pro-
posed a technique of spatial smoothing which partitions
the antenna array into identical subsets and averages sev-
eral covariance matrices of reduced size. This effectively
moves the array relative to the interference pattern.

In general, the eigen decomposition part of the compu-
tation is not a significant burden, but the search for the
AOA solution may be computationally intense. In partic-
ular, one must perform the matrix multiplication within
Eq. (9) for each array steering vector leading to a solu-
tion. For an azimuth-only solution, the task is greatly sim-
plified and the computational burden generally depends
on the number of antennas in the array. In the case of 2-
D azimuth-and-elevation AOA solutions, a number of nu-
merical search techniques have been applied and they en-
counter the well known difficulties of dependence on start-
ing point, convergence to local maxima, etc.

It should also be noted that the superresolution tech-
niques require a radio receiver connected to each antenna
to permit simultaneous sampling of the array. For this
reason, superresolution implementations are frequently
called N-channel systems. Multiple matched receiver chan-
nels are a major cost driver in the implementation of super-
resolution methods. Generally, the system designer must
evaluate hardware cost versus the expected performance
improvement as compared with a more conventional DF
architecture consisting of a reference receiver connected to
one antenna and another receiver that sequences through
the remaining antennas in the array.

TRENDS IN DF RESEARCH

Two primary areas of research in the science and technol-
ogy of radio direction finding are: (1) efforts to improve DF
system performance in the presence of reradiating struc-
tures and (2) investigations to improve the performance
of the superresolution wavefield decomposition techniques.
The discussion in this section focuses on a representative
subset of the many important research efforts going on.

Ongoing Developments in Array Calibration Technology

Array manifold errors arise from differences between the
overall system response (i.e., including site interactions,
antenna elements, interfacing networks, cabling, and char-
acteristic impedances versus frequency) and the model
from which the array manifold was derived. Errors in the
array manifold generally cause DF performance degrada-
tion that equals or exceeds degradations caused by mea-
surement errors. Array manifolds are frequently based
upon the model of ideal array geometry, perfect channel
amplitude/phase match, complete interelement isolation,
and absence of site interaction. To the extent that these
assumptions are valid, the array manifold can usually be
generated analytically. When these simplifying assump-
tions do not apply, a conventional procedure has been to
generate the array manifold through exhaustive calibra-
tion measurements with the installed array responding to
cooperative transmitters, a procedure that can be expen-
sive and/or impractical.

Because DF performance is critically dependent upon
the array manifold, the development of efficient meth-
ods for accurately and completely characterizing the array
manifold is a topic of active investigation. These investiga-
tions typically begin with an initial estimate of the array
manifold and an assumed underlying relationship between
the installed responses of the array and the initial ar-
ray manifold characterization. The objective is to minimize
the quantity and difficulty of controlled measurements re-
quired to accurately characterize the installed patterns as
a function of azimuth, elevation, polarization, and/or fre-
quency of interest. The initial array manifold characteriza-
tion is analytically estimated and is assumed to be correct
except for discrete, unknown factors that account for (1)
antenna mutual coupling, as was done by Friedlander and
Weiss (21), (2) directionally independent amplitude and
phase errors, and (3) perturbations in the location of each
antenna element, as proposed by Weiss and Friedlander
(22).

Many research efforts seek to use a bootstrapping tech-
nique to develop a calibrated array manifold. In this ap-
proach, system responses are measured using signals of
opportunity, and the initial estimate of the array manifold
is adaptively modified to agree with the measured data.
These developments usually exploit various constraints on
array geometry, nature of modeling error for generating
the initial array manifold estimate, knowledge and distri-
bution of AOAs, statistical nature of the incident signal
temporal characteristics, and so on. Constraints on knowl-
edge of calibration signal AOA range from requiring com-
plete knowledge to a complete lack of knowledge, in which
case the signal AOA and the array manifold correction
factors must be jointly estimated from multiple measure-
ments of responses to the unknown signals. In a related ap-
proach, Gustafsson et al. (23), characterize the statistical
distribution of the random differences between the initial
model and the installed system response, and use this in-
formation as a basis for developing linear transformations
(through weighting factors) to estimate system responses
and reduce modeling errors.



Radio Direction Finding 13

Research in Superresolution Direction Finder Techniques

Detection of the Number of Signals. Since eigen DF pro-
cessing is dependent on an accurate estimate of the num-
ber of signals present, research is continuing to define more
effective estimation techniques. Two techniques of hypoth-
esis testing for signal detection using eigenvalues were de-
veloped byWax and Kailath (19) and are called the AIC
and MDL methods. One of the difficulties encountered in
the application of the AIC and MDL techniques is that
performance tends to degrade significantly for short data
rapidly as the noise back ground departs from the white
Gaussian assumption. In a recent work, Chen et al. (24)
have proposed a technique called the canonical correla-
tion test (CCT) method which is designed to work well in
unknown colored noise and does not require a subjective
threshold setting. Also Wu and Wong (25) have developed
an algorithm called parametric detection (PARADE), and
they contend that the performance of their method is better
than that of the CCT approach, particularly in the presence
of correlated signals.

It has been observed that the performance of the AIC
and MDL criteria tends to degrade in the presence of co-
herent or highly correlated signals. Ma and Teng (26) re-
port a technique to detect the number of coherent signals
through the use of a modified spatial smoothing scheme
called weighted subspace smoothing (WSS). The authors
suggest that the WSS technique provides significant per-
formance improvement over the conventional MDL method
in the presence of highly correlated or coherent signals.

Another difficulty in the application of the AIC and MDL
criteria is that the performance tends to degrade signifi-
cantly for short data records or in the small-sample case.
This problem has been considered by Shah and Tufts (27),
who propose a nonparametric procedure designed to im-
prove performance for short data records over moderate-
to-high SNRs. The authors contend that the AIC and MDL
criteria do not provide flexible control over the false alarm
rate while their method permits a choice of false alarm rate
and corresponding probability of error. In a related work,
Zhu et al. (28) develop two new criteria based on infor-
mational theoretic and eigen decomposition methods and
an assumed noise covariance structure. The development
results in modified AIC and MDL criteria which the au-
thors claim produce significant performance improvement
over the conventional AIC and MDL methods in the case
of small-sample populations.

Wu et al. (36) derived an information-theoretic crite-
rion for estimating the number of signals in a multi-array
scenario and spatially correlated noise. Simulation results
demonstrate that the approach performs well with a small
number of array samples and low SNR (−0.67 dB).

A weakness of the AIC and MDL is that they explic-
itly assume the array manifold vectors are linearly inde-
pendent. Manikas and Proukakas (36) showed that linear
dependencies among array manifold vectors lead to ambi-
guities. An ambiguous array manifold can, under certain
AOAs, create erroneous MUSIC peaks and cause the AIC
and MDL to incorrectly estimate the number of signals.
Abramovich et al. (37) address this problem by developing
a sequential noise-subspace equalization (SNSE) detection

algorithm that estimates the number of signals when the
array manifold has ambiguities. The SNSE algorithm han-
dles an overloaded array, i.e. when the number of sources
exceeds the number of sensors. Simulation results showed
that the SNSE performance for the overloaded array is sim-
ilar to the performance of the AIC and MDL when the array
is not overloaded.

Real-Time Subspace Based Implementations. Two difficul-
ties routinely encountered in a DF operational scenario
are: (1) tracking radio transmitters which are in motion
and (2) the continual appearance and disappearance of ra-
dio transmissions. In both cases, there is difficulty in re-
alizing real-time adaptive responses with the eigen based
techniques since the averaging operation is used to esti-
mate the spatial covariance matrix estimate. Averaging is
necessary to obtain wide-sense stationarity and to achieve
statistical stability. In a real-time signal environment, it
is highly desirable to update the estimate of the number
of signals present and corresponding AOAs with each new
snapshot of array data.

A class of fast subspace tracking (FST) algorithms has
been recently developed by Rabideau (29). The techniques
require on the order of O(Md) operations per update (where
M is the number of antennas and d is the number of esti-
mated signals). This is contrasted with the O(M2d) opera-
tions required in eigen decomposition methods. The author
also implements a rank adaptive version of the approach
called RA-FST which tracks changes in the number of sig-
nals present in the wavefield.

Another tracking technique has been developed by
MacInnes andVaccaro (30),and the method requires O(M2)
operations per update. The authors also propose a scheme
for detecting a change in the number of signal sources us-
ing each new array snapshot. The authors contend that
the new algorithm is capable of tracking rapidly changing
AOAs, and that the response is virtually identical to that
obtained through the use of a complete eigen decomposi-
tion at each time step. Moreover, the technique is able to
accurately track appearing and disappearing sources.

Zha (31) has recently proposed the use of newly devel-
oped fast subspace decomposition methods which exploit
the redundancy in large antenna arrays to reduce the com-
putational burden of estimating AOA. The computational
complexity is O(Md) + O(d3) per data vector update.

Another proposed technique to achieve real-time imple-
mentation has been developed by performing only linear
operations on the data. It is called subspace method with-
out eigen decomposition (SWEDE). The technique was de-
veloped by Eriksson et al. (32) and is computationally sim-
pler than the exact implementations of the eigen based
methods and is also more robust to assumptions regard-
ing noise spatial correlation. The authors assert that the
approach is computationally more efficient than the ap-
proximate fast eigen decomposition algorithms, and that
the computational complexity of the method is O(Md2).

Coherent Signal Analysis. The problem of correlated sig-
nals has been attacked primarily through the application
of spatial smoothing as suggested by Shan et al. (20). In the
presence of coherent signals, the primary difficulty arises
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from the fact that the spatial covariance matrix is not sta-
tistically stationary in the wide sense. That is, the terms in
the matrix depend upon antenna location as well as spatial
separation. Spatial smoothing is a process whereby the ar-
ray is partitioned into smaller subarrays, and the resulting
covariance matrices from the subarrays are averaged. The
resulting averaged covariance matrix effectively decorre-
lates the coherent signals.

A technique has been recently proposed by Li et al.
(33) to estimate AOA for coherent signal components with-
out the use of spatial smoothing and eigen decomposition.
The authors have developed a new method for 2-D spatial-
spectrum estimation of coherent signals using a rectangu-
lar planar array, and the method works in the presence of
unknown noise environments. The authors claim that the
performance of the proposed technique is similar to that of
spatial smoothing in the presence of spatially white noise,
and it provides improved performance in spatially colored
noise environments.

In another approach, Delis and Papadopoulos (34)
propose an enhanced forward/backward spatial filtering
method that provides improved performance over spatial
smoothing techniques. The authors contend that their en-
hanced spatial filtering approach requires the same num-
ber of antenna elements as the spatial smoothing methods,
and it achieves improved performance.

An improved spatial smoothing technique has been pro-
posed by Du and Kirlin (35). Two problems with the spa-
tial smoothing method are it reduces the effective aperture
of the array, and it does not take into account the cross
correlation between the subarrays. The authors propose
an averaging technique which utilizes the correlations be-
tween the subarrays to produce a more statistically stable
estimate of the averaged covariance matrix. The authors
suggest that the technique provides improved performance
when the subarrays are small compared to the size of the
overall array.

If the transmitter is moving, then a concept known as
temporal smoothing can be used to decorrelate coherent
signals (38). Gu and Gunawan (39) showed that, for sim-
ulated VHF and UHF signals from a moving transmitter,
temporal smoothing can resolve more closely spaced coher-
ent signals than spatial smoothing. They showed temporal
smoothing requires M+1 antennas to estimate the bearings
of M coherent signals, whereas spatial smoothing requires
3M/2 antennas.

OPERATIONAL ISSUES

All direction finding operations proceed on the axiomatic
assumption that the bearing measured is confirmed on the
signal of interest. The advance of DF technology has pro-
duced DF systems with the potential for excellent opera-
tional performance. Experience shows this potential may
never be realized in practice unless equal consideration
is given to explicit confirmation that the AOA reported is
on the signal of interest. Traditionally, DF confirmation
has been the responsibility of the DF operator, while DF
system engineers have concentrated on bearing accuracy,
sensitivity, and response time. The growing speed and com-

plexity of communication signals plus the need to control
DF operating costs strongly favor automatic, unmanned
DF operations where automatic DF confirmation is crucial
for success. A review of DF confirmation techniques is be-
yond the scope of this article. However, DF confirmation
processing is fast becoming an integral and indispensible
part of DF system engineering. As a result, DF processing
choices are increasingly concerned with the acquisition of
signal parameter data directly tied to the corresponding DF
measurement to confirm that the bearing is associated with
the signal of interest.
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