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Preface

The latest breakthrough in the continuing miniaturization of electronic systems is
made possible by the integration of circuit functions and radiating elements into
single modules. In a typical system implementation, electronic circuits and antenna
subsystems are often provided by different equipment vendors. Traditionally,
electronic circuits and antenna systems have been designed by different groups of
designers using different types of design tools, working independently on either side
of a well-defined interface, very often with very little interaction. This approach
leads to separately packaged circuit and antenna subsystems, connected by appro-
priate cables or waveguides.

Integration of circuits and antennas into single modules has been made possible
by the common technological features of radio frequency (RF) and microwave
circuits and printed microstrip antennas. The basic microstrip technology used for
the design of microstrip lines and other planar transmission structures (used
extensively in hybrid and monolithic microwave integrated circuits) has been the
cornerstone for the development of microstrip antennas. Using the commonality in
technology to combine circuit and antenna functions in single modules represents a
significant step in further miniaturization of RF and microwave modules for a variety
of applications including active phased arrays and wireless communication systems.
So-called quasi-optic systems that are used by grid arrays to generate high powers at
millimeter wavelengths are another important example. In several of these areas, the
use of circuit-antenna modules is sufficiently well developed that designers are now
requiring computer based tools for analysis, synthesis, and simulation. The need for
a book bringing these aspects together is thus apparent and we hope that this volume
is a timely contribution.

Traditionally, microwave circuit designers and antenna designers have used
different types of design tools. However, the design of integrated circuit-antenna
modules calls for concurrent design of both the circuit and antenna functions. Such
design requires a new set of design tools applicable to both domains or a hybrid
combination of tools so far used separately for circuit and antenna designs.

Analysis of circuit-antenna modules requires an appreciation of the various
analytical methods and their application, but also some understanding of the

xi
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technology types and their application. In addressing these two needs, it is necessary
first to set the scene and to lay some foundation, then to give a detailed account of
analytic methods, and finally to review some operational and technology types that
have very specific and somewhat different analytical needs. This is the framework we
have adopted in putting this book together. After the introductory chapter, the CAD
process is reviewed. Four types of analysis methods are then described in detail.
Although not exhaustive, these chapters are representative of the various methods
currently being studied. Two chapters are then devoted to an analysis of very specific
configurations, namely, injection locked oscillator arrays and grid based structures.
The following two chapters indicate some important applications. They are devoted
to monolithic based modules and modules incorporating optical control. The book is
then drawn together in a concluding chapter.

Chapter 1 serves to set the context of the analysis of circuit-antenna modules.
The development of such modules is described together with some explanation of
the terminology currently used. A glossary of types is presented. This chapter aims
to show the range of configurations currently being studied and to highlight the
design challenges. The likely design parameters are then given, together with a
review of the design process for which analysis tools have to be developed. Finally,
an overview of the book chapters is given.

In order to develop designs for integrated circuit-antenna modules, an apprecia-
tion of the computer-aided design process is necessary. Chapter 2 starts with a
discussion of the design process in general. Conventional design, computer-aided
design, and knowledge based design approaches are outlined. Separate CAD
procedures for microwave circuits and printed microstrip antennas, as practiced
conventionally, are described. Then the discussion converges on CAD considerations
for integrated circuit-antenna modules implemented at various levels of integration
(nonintegrated, partially integrated, and fully integrated).

Simulations based on equivalent circuit analysis methods can provide fast results
with sufficient accuracy for first-pass designs. Chapter 3 gives an introduction to
equivalent circuit modeling of circuits and antennas. Both linear and nonlinear
simulations are described with examples including oscillating patch antennas,
amplified patches, frequency doubling transponders, and oscillator locking.

The multiport network method offers enhanced accuracy compared with simple
equivalent circuit methods and can be integrated with active device models. Chapter
4 introduces the concept of the multiport network model as developed for single-
layer and two-layer microstrip patch antennas. Applications of the multiport network
method to integrated circuit-antenna modules are discussed.

The field integral equation solved by the method of moments is now a well-
established tool for antenna and passive circuit analysis. The inclusion of lumped
elements has been described some time ago. In Chapter 5, the description is
extended to nonlinear structures such as diodes and transistors, with results showing
good agreement with measurements. The transmission line matrix (TLM) and the
finite difference time domain (FDTD) method are two numerical techniques that
overcome the need for the large matrix inversion necessary for the method of
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moments. Of the two, the FDTD method is extremely simple to implement and very
flexible. Chapter 6 outlines the method and its extension to active integrated
antennas.

Injection locked integrated antenna arrays possess dynamic characteristics that
are attractive for many applications, such as simple beam scanning and reduced
phase noise. Their behavior cannot be easily analyzed using the above methods, so
simplified equivalent circuit methods have to be used. In Chapter 7, the dynamic
behavior is comprehensively described using such methods.

Grid structures now offer the possibility of providing most of the functionality of
transmitter and receiver components in a distributed array form with interconnec-
tions by quasi-optical beams. The advantages are very efficient power combining,
graceful degradation, increased dynamic range, and reduced noise figures. In
Chapter 8, analysis using full wave methods combined with equivalent circuit
device models is described. By way of example, oscillator synthesis and grid
optimization are successfully performed.

One of the major challenges for circuit—antenna modules is the phased array
element fabricated entirely in monolithic technology, in which the transceiver and
antenna are both contained on the same chip. This poses what is perhaps the ultimate
test of an analysis or simulation tool. To set the scene for further research and
development in this area, the requirements for phased array modules are reviewed in
Chapter 9. The coverage ranges from conventional phased arrays with separate
transceiver and antenna to more recent integrated configurations.

Circuit—antenna modules can form a low cost component in the wireless local
access into fiber optic based networks, to provide high capacity services to domestic
or office users. Chapter 10 reviews this important application area and gives
examples of the analysis challenges inherent in their design. One such challenge
is the accurate design of filters for separation of the local oscillator from the signal,
in the presence of the antenna. In this work the equivalent circuit based methods,
described in Chapter 3, are used and the strengths and weaknesses of this approach
are noted.

A short chapter in which some conclusions are drawn completes the book. The
current status of computer-aided design tools is summarized from the earlier
chapters. Some thoughts on the likely future challenges that analysis will face are
then given. The chapter concludes with comments on what now remains to be done
to present designers with a full and flexible array of software to facilitate fast and
accurate design.

Recognition of the need for preparing a book on this topic emerged out of the two
workshops on this subject organized by the two editors of this book and presented at
the 1995 IEEE International Microwave Symposium in Orlando and the 1995 IEEE
International Symposium on Antennas and Propagation held at Newport Beach.
Both of these workshops were very well received and discussion brought out the
need for making a book on the analysis and design of integrated circuit—antenna
modules available to a wider audience. The present book is the result of those
suggestions.
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This book results from the joint efforts of the sixteen contributors in eleven
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|

Introduction

PETER S. HALL

School of Electronic and Electrical Engineering
The University of Birmingham, Edgbaston
Birmingham, UK

K. C. GUPTA

Department of Electrical and Computer Engineering
University of Colorado

Boulder, CO

1.1 DEVELOPMENT OF CIRCUIT-ANTENNA MODULES

The term “circuit-antenna module” describes that class of devices in which a
microwave or radio frequency circuit is integrated with a radiator. In conventional
wireless or radar systems the antenna and circuit have been considered as separate
subsystems. This has led to developments of partial systems by two communities,
each of which was expert in the design of its own technology but which in general
knew little about the complexities of the other’s area. The two communities, like the
technology, interacted across a well-defined interface in which parameters such as
impedance, frequency, and power were sufficient to allow the system to be
constructed.

This situation is satisfactory in many cases and will no doubt continue to be
sufficient for many future systems. There have been isolated instances in the past
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where this interface has been broken down, such as the development of the active
monopole [1,2] in the mid-1960s, but until recently integration of antennas and
circuits has led to too many difficulties to justify its widespread investigation and
use. Indeed, even with the enormous increase in activity in printed and microstrip
antennas, the contradictory requirements for antennas and circuit substrates, identi-
fied in the early 1980s and amplified in subsequent work [3—5], seemed to reinforce
this perception. At the core of this contradiction is, on the one hand the need for
thick, low dielectric constant substrates to enhance microstrip antenna efficiency by
loose wave trapping, and on the other hand, the need for thin, high dielectric constant
substrates for good circuit action.

There have been several major developments in the last decade or so which have
led to the current increase in the importance of circuit—antenna integration. The first
and perhaps most important is the need for the generation of substantial power in and
beyond the millimeter-wave band. It is clear that single devices will not generate the
required power, due to the problem of extracting heat from ever decreasing active
device feature size. Circuit combining quickly becomes inefficient due to high losses
in suitable transmission media. These difficulties have led to much activity in quasi-
optical power combining and active integrated antennas, and two recent books and a
review paper emphasize the importance of this topic [6-8].

However, there are other applications where integrated circuit-antenna modules
will be important. In large phased arrays there are advantages if the transmit—receive
function is distributed across the array. Large losses in the distribution network are
avoided and the concept of graceful degradation is introduced. Although such active
arrays, in general, do not utilize circuit-antenna integration, the proximity of the
transmit—receive module to the antenna places them in a category close to integrated
modules, and in future such arrays may benefit from the new technology. Personal
communications and vehicle telematics are also vibrant areas where future require-
ments may be fulfilled with integrated circuit-antenna modules.

One of the visions of this technology is the single-chip transceiver, in which the
antenna, transmitter, and receiver are made on a single piece of semiconductor
substrate. In principle, baseband signals and dc bias are the only connections
necessary to the chip. A further extension of the concept would be to perform
appropriate digital signal processing on the same chip. Issues arise as to the best type
of semiconductor for this hybrid arrangement, and progress is rapid in determining
optimum characteristics or in combining, for instance, silicon and gallium arsenide
materials into a single chip. There have been examples of single-chip transceivers
having some degree of integration (e.g., see [9,10]). There is a wide range of
applications for such modules, from array elements to low cost miniature commu-
nicators or sensors.

There is obviously an immense need for analysis and simulation tools to aid the
designer in the development of new circuit—antenna modules. In the last two decades
computer based tools for circuit design and antenna design have progressed
significantly, such that, in setting up a development laboratory, software costs are
equivalent to or may exceed the cost of test equipment. A designer now has much
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more assurance that a first prototype will have performance close to what is required.
It is not true to say, however, that designs will work the first time. What is true is that
the number of iterations to reach a satisfactory design have been reduced.

In the last decade many new circuit—antenna modules have been developed and
we are now at a stage where some canonical forms are emerging. For example, patch
or slot oscillators and amplified printed antennas have been studied for some time
and useful configurations established. Inevitably, analytic and simulation tools lag
behind these developments, but there are now emerging a range of methods that will
serve the various needs of designers. This book aims to bring the methods together
within the context of both the technology and the way that computer methods are
applied to its development and exploitation.

This first chapter aims to give an introduction, together with some background, to
integrated circuit-antenna module technology. Some of the terminology is first
explained before typical applications are summarized. A glossary of types then
serves as an overview of the existing techniques. A discussion follows on the levels
of integration found in practical devices and the design process; these give some
insight into the types of analysis needed by researchers and designers. Finally, an
overview of the following chapters in the book is given.

1.2 TERMINOLOGY USED IN CIRCUIT-ANTENNA MODULES

In reviewing the development of this technology some important terminology will be
used. It is appropriate here to specify this terminology and to clarify its use as much
as possible. Table 1.1 illustrates the four terms in current use. In this book the term
circuit—antenna module is taken to be an active integrated antenna or the element in a
quasi-optic array. The term may also cover active array elements where there is some
degree of interaction between the antenna and circuit. It may also strictly apply to
active wire antennas, although in this book there are no examples of wire antennas.
The analysis methods may nevertheless be applicable to those types also.

It is clear that the first two types are distinct. However, the division between
quasi-optic arrays and active integrated antennas is less well defined. Lin and Itoh [8]
suggest that active integrated antennas together with grid methods are two forms of
quasi-optic techniques. Both can be used in power combining. In grids the elements
are very closely spaced. In active integrated antenna arrays conventional array
spacing is used. This classification is useful and in some places in this book active
integrated antennas are referred to as quasi-optic. However, when an active
integrated antenna element is used on its own, such as in an identification
transponder, then the term quasi-optic, which, it is assumed, refers to the manipula-
tion of quasi-Gaussian beams as in optical systems, is less clear. It is inappropriate,
however, to labor such classifications and Table 1.1 merely indicates the close
association of these two types.
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TABLE 1.1 Terminology of Antenna—Circuit Models®

Terminology Example

Active antenna [1,2]
Transistor in wire antenna

Active array [11,12]
Transmit-receive modules close to
radiating elements of array

Quasi-optic array [13]
Space fed distributed amplifying or /
receiving array
Grid oscillator array <
Element spacing much less than in >_>_<
conventional array \
>

Active integrated antennas [8]
Intimate integration of circuit and
antenna
Usually printed circuit or MMIC
technology
Use as single element or array
Can form quasi-optical array

“References serve as examples of these types; see Table 1.3 for full glossary.

1.3 APPLICATIONS OF CIRCUIT-ANTENNA MODULES

The potential for application of such technology is large. Although the penetration of
the original active antennas into mass market applications was relatively small, it is
expected the quasi-optic and active integrated antennas will have many applications
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where the potential for low cost manufacture will be attractive. Table 1.2 gives some
of the possible applications. Some comments are made below.

» Active Antennas

The insertion of active devices into antennas makes them

nonreciprocal. Hence many early active antennas were receive only, where
improvements in noise figure, bandwidth, and size reduction can be obtained.
However, the poor noise performance and stability of early transistors impeded
progress and application was limited.

» Active Arrays These are now a large and important subset of phased array
activities and have applications in both military and civilian systems. In
general, the high degree of integration seen in active integrated antennas is
not yet used. Consequently, little reference to them is made in this book.
However, in future these two types may merge to produce high performance,

TABLE 1.2 Applications of Circuit-Antenna Modules Technology

Type

Applications®

Active antennas

Active array

Quasi-optic arrays

Active integrated antennas
Single elements

Arrays

Broadcast receive antenna [14]
Vehicle radio antenna [1,2]
Vehicle TV antenna [15]
Ground, ship, or airborne radar [11]
Satellite radar [12]
Satellite communications antennas [12]
Millimeter and submillimeter wave
Power generation [16]
Beam scanning [17,18,19]
Signal processing [20,21,22]
Terrestrial communications
Fiber network local access [23]
Space communications [6,7]
Automotive applications [9]
Transport tolling and highway surveillance [24]
Military radars, surveillance, and missile homing [19]
Imaging [25]

Tagging
Cars and trains [24]
Products in manufacturing plants
Items on construction sites
Personnel monitoring and wireless smart cards [26,27]
Indoor communications [28]
Cellular handsets [29]
As quasi-optic arrays

“References are publications where the applications have been cited by authors.



6 INTRODUCTION

high integration phased arrays and then integrated analysis tools will be
important for their design.

e Quasi-optic Arrays Although quasi-optic grid systems were first developed
for power combining and generation at millimeter wavelengths, a wide range of
functions can be performed such as amplification, frequency multiplication,
phase shifting, isolation, modulation, and switching. This means that it is
possible to perform most, if not all, typical transceiver functions and to
construct complete systems using quasi-optic technology. There are many
application areas, as indicated in Table 1.2.

 Active Integrated Antennas Single integrated antenna elements offer small
size and high capability with the potential for low cost. This opens up a range
of applications such as tagging and personal communications and sensors.
When used in arrays these elements can perform functions similar to quasi-
optic grid components. However, the two types have distinct performance and
manufacturing characteristics and it remains to be seen which will be used in
specific applications.

1.4 GLOSSARY OF CIRCUIT-ANTENNA MODULE TYPES

The glossary of types of circuit—antenna modules given in Table 1.3 illustrates the
wide range of configurations. The glossary is by no means exhaustive and provides a
representative selection of the various types. It appears that integration has been
applied to most types of transmission media and antenna types that are appropriate
to printed circuit and monolithic production. In addition, early types used wire
radiators. This means that various electromagnetic analyses will be used where these
are appropriate to the given structure and that these must be integrated with linear or
nonlinear device analysis. This leads to the various analytic approaches given in this
book and a brief introduction to these approaches is given at the end of this chapter,
in the overview of the book contents.

1.5 LEVELS OF INTEGRATION

It is clear from Table 1.3 that differing levels of integration can be specified and
these are identified in Table 1.4. In conventional types in which no integration is
attempted, it is usual to specify equal impedances, often 50 Q, on either side of an
interface plane. The circuit and antennas can then be designed and analyzed
separately, usually by the two groups of specialists mentioned at the beginning of
this chapter. The circuit—antenna subsystem performance can then be found using a
conventional signal or link budget formulation at the signal frequency. If the system
is multifrequency, such as in frequency division multiplex communications, then
out-of-band performance or linearity must be specified. However, in general the



1.5 LEVELS OF INTEGRATION

TABLE 1.3 Glossary of Types of Circuit-Antenna Modules

7

Amplifying antenna
[1,14]

Electrically short or
wideband antennas
[30]

Reduced mutual
coupling array
element [31]

Fully active [11]

Semiactive [12]

Active Antennas

Antenna

Match @

Match

ST

Active Arrays

$1¥

YYYYY

MATRIX

MM#

MATRIX

% (@}
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TABLE 1.3 (Continued)

Quasi-optic Arrays

Grid oscillator [16]

Grid phase shifter [20] l—_|L___|

Mirror

Grid frequency doubler

B2l § 2,
. ‘ % Polarizer
%

Polarizer

}.~~h

antenna and circuit can be specified separately and thus nonconcurrent analysis is
needed.

If the circuit is used to match the antenna, then the arrangement can be considered
to be partially integrated, in that overall performance can only be determined by
analysis that includes both elements. The example shown in Table 1.4 is that of the
amplifier used to increase the bandwidth of the circuit—antenna combination beyond

Grid amplifier [13]
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TABLE 1.3 (Continued)

Grid isolator/
directional coupler
[21]
\

Polarization
Converter

Resistor grid
Dipole tuner

Grid modulator [22] Unit cell

Has

Diode

Grid switching arrays
[25,33]

Active Integrated Antennas—Single Elements

Oscillating antennas
[34,35]

that indicated by the antenna alone; a circuit based method can be used to determine
the overall performance. In the example, a through-the-substrate pin connection is
used that can be characterized as a transmission line, and the ground plane prevents
the patch radiation and microstrip circuit-fringing fields from interacting.

In many cases discussed in this book, the antenna and circuit are so intimately
integrated that the analysis needs to take into account the interaction through both
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TABLE 1.3 (Continued)

Amplifying antennas
[36,37]

Frequency conversion
antennas [38]

Mixing antennas [39]

Self-oscillating mixer
antennas [40]

Frequency agile
antennas [41]

=L
Input “

oo a
-+
]
- -
TEEEEE -

' Output

Diodg

+ Bias
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TABLE 1.3 (Continued)

Polarization agile
antennas [42] v

—

®Injection point
G pen ]

Transponders [26]

Detector

Slot antenna

Optically controlled
antennas [43]

Rectennas [44] dc Line

aaaiis

dc Line

the circuit connections and the fields. For example, in the patch oscillator, the
radiation fields in the patch will clearly interact with the transistor circuit lines and
indeed with the dc bias circuitry. In the grid technology the very small element
spacing means that concurrent analysis is mandatory for successful analysis and
design.
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TABLE 1.3 (Continued)

Active Integrated Antennas—Arrays

Power combining
arrays [45]

Beam scanning arrays
[17,18]

Tuning Tuning

nial)

Beam switching arrays
[19]
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TABLE 1.3 (Continued)

Frequency conversion See “Frequency conversion antennas” above
arrays

Optically controlled See “Optically controlled antennas™ above
oscillating arrays

Retrodirective arrays
T
— ]

LO 12 GHz

Active radomes and ; 1 [
lenses [47-49]

Diode Yy ¥ ¥

Diode ¥ ¥ ¥

The classifications in Table 1.4 relate to the physical configuration. However, they
also suggest another classification, namely, the way in which analysis is approached.
It is possible to get approximate results for some intimately integrated systems using
circuit based methods only and these allow very rapid analysis and design. For
example, the operating frequency of the patch oscillator shown can be estimated
using a first-order transmission line model of the patch and a conventional transistor
equivalent circuit, solved by simple circuit analysis methods, such as nodal or loop
analysis. Output power across a range of frequencies can then approximately be
obtained by harmonic balance analysis of the same circuit. As such methods are now
embodied in commercial circuit design software, this level of design is extremely
accessible; it can also be relatively rapid and thus allow optimization. On the other
hand, it is difficult to apply such methods to quasi-optical grid devices and methods
such as moments and Floquet modes must be used, in addition to the circuit analysis
of the device models. In general, such methods will require substantial computation
times.
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TABLE 1.4 Classification of Levels of Circuit-Antenna Integration

Classification Example

Nonintegrated (conventional)
Impedance equal, and
hence matched, on either
side of interface

Each part analyzed Cireuit Antenna
separately
Interface
Partial integration Patch and integrated antenna for bandwidth expansion [50]

Antenna and circuit
interaction through
transmission line

Performance analyzed by
circuit based methods

Full integration Patch oscillator [8]
Antenna and circuit
interaction through
transmission line and
field coupling
Performance analyzed by
concurrent electromag-
netic and device
analysis

/

1.6 THE DESIGN PROCESS

Consideration of the engineering design process applied to circuit—antenna modules
provides insight into the needs of designers for various levels of analyses. Figure 1.1
gives a flowchart for design. The process can be divided into two distinct activities.
The first is an approximate design exercise, which very often has to take place in a
relatively short period of time and may relate to the activity between receipt of a call
for proposal and the completion of that proposal. A specification is issued. The
design group must decide whether it can meet all or most of those specifications. In
many cases the new module will be similar to those already designed; perhaps the
operating frequency or power level may be changed. The group will use its collective
experience to find an appropriate configuration. Some initial analysis may then be
performed to give assurance that the final module is suitable. A fast “breadboard”
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I Specify required performance

v

Measure materials Select best conﬁguration and
materials

Apply standard antenna theory
theory,synthesis etc.

\ 4
Apply 1st order CAD of
patches,feed,etc

A 4

1st order
design loop

Not OK

ompare with
requirement

Material,
manufacturing and
design tolerances

A

Sensitivity Analysis

To QA procedures A 4

Select 2nd order analysis

Detailed | | |
Analysis L L |

2nd order
design loop

A &
.
194

requirement

Prepare artwork, etch |
and fit connectors

Check antenna

ompare with Not OK

requirement

»0

Finished design

FIGURE 1.1 The design process.



16 INTRODUCTION

model may be built and a few design and build iterations may be performed.
Alternatively, a decision may be made on a single breadboard design.

The second design activity must incorporate a number of additional features. A
full design will need to consider manufacturing effects. For example, material and
device tolerances will have to be established and sensitivity analysis performed on
the design. Here fast analysis with moderate accuracy is useful. However, for a final
design all effects must be included and higher order methods must be used. More
detail of the design process is given in Chapter 2, but this initial view stresses the
importance of both fast analytic tools with moderate accuracy and more accurate
analysis that may take longer to perform.

1.7 ANALYTICAL OUTCOMES AND CIRCUIT-ANTENNA MODULE
PERFORMANCE PARAMETERS

Analysis of antennas aims to yield antenna parameters such as input impedance,
radiation patterns, and gain. Circuit analysis will calculate oscillation frequency,
amplifier gain, mixer conversion gain, and nonlinear parameters such as spectral
content and linearity. In analysis of circuit-antenna modules both sets of parameters
will be required in general. Table 1.5 lists these parameters. Integration of antenna
and circuit functions will usually result in nonreciprocal action and Table 1.5 lists
parameters for either transmit or receive. It is clear that many more parameters need
to be specified than in nonintegrated systems.

As no antenna terminal is available it is impossible to specify antenna gain,
transmitter power, or receiver gain. Therefore new parameters have been established
[50-52]. For transmitters, effective isotropic radiated power is specified: it is the
product of the power available from the oscillator and the power gain of the antenna
and is usually specified in the peak direction. Similarly, for mixer receive antennas,

TABLE 1.5 Performance Parameters for Circuit—-Antenna

Modules

Transmit Receive
Frequency Center frequency
Effective isotropic radiated power Bandwidth

Phase noise Noise figure

Amplitude noise Isotropic receive gain
Stability Isotropic conversion loss
Spectral content Linearity

Radiation pattern Radiation pattern
Beamwidth Beamwidth

Polarization Polarization
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isotropic conversion loss is the product of the mixer conversion loss and the antenna
power gain, again specified in the peak direction.

For antennas with integrated amplifiers, power gain must now include the
amplifier gain. For receive amplifier antennas, the noise figure includes the added
noise from the amplifier and the external noise received by the antenna. However, in
many practical cases external noise will be much smaller than the amplifier noise
and the parameter will have values similar to those obtained for an equivalent
isolated amplifier.

1.8 OVERVIEW OF THE BOOK

Analysis of circuit—antenna modules involves both an appreciation of the various
analytical methods and their applications, and also some understanding of the
technology types and their applications. In addressing these two needs, it is
necessary first to set the scene and to lay some foundations, then to give detailed
accounts of analytic methods, and finally to review some operational and technology
types that have very specific and somewhat different analytical needs. Table 1.6
shows how these themes are addressed in this book. After the introductory chapter,
the CAD process is reviewed. Four types of analysis methods are then described in
detail. Although not exhaustive, these chapters are representative of the various
methods currently being studied. Two chapters are then devoted to the analysis of
very specific configurations, namely, injection locked oscillator arrays and grid
based structures. The following two chapters indicate some important applications.
They are devoted to monolithic based modules and modules incorporating optical
control. The book is then drawn together in a concluding chapter. The following
notes give some introduction to each of the chapters.

Chapter 1—Introduction This introductory chapter serves to set the context of
the analysis of circuit-antenna modules. The development of such modules is
described together with some explanation of the terminology currently used. A
glossary of types is presented that aims to show the range of configurations
currently being studied and to highlight the design challenges. The likely
design parameters are then given, together with a review of the design process
in which analysis tools have to serve. Finally, an overview of the book chapters
is given.

Chapter 2—Review of the CAD Process In order to develop designs for
integrated circuit-antenna modules, an appreciation of the computer-aided
design process is necessary. This chapter starts with a discussion of the design
process in general. Conventional design, computer-aided design, and knowl-
edge based design approaches are outlined. CAD procedures for microwave
circuits and printed microstrip antennas, as practiced separately, are described.
Then the discussion converges on CAD considerations for integrated circuit—
antenna modules implemented at various levels of integration (nonintegrated,
partially integrated, and fully integrated).
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TABLE 1.6 Flow Chart of Book Contents

1.Review of types of antenna-circuit
modules and analytical requirements

Introduction

l 2.The CAD process |

l

3.Circuit simulator
based methods

I

4. Multiport
network methods

l

5.Frequency domain
fullwave methods

6.Time domain
fullwave methods

General
analytical
methods

|7.Dynamic effectsl Methods for
specific
structures
8.Grid structE
9.MMIC based
modules Important
l applications
10.Optically
controlled modules

|1 1.Conclusions l

Conclusions

Chapter 3—Circuit Simulator Based Methods
circuit analysis methods can provide fast results with accuracies useful for
first-pass design. This chapter gives an introduction to equivalent circuit
modeling of circuits and antennas. Both linear and nonlinear simulations are
described with examples including oscillating patch antennas, amplified
patches, frequency doubling transponders, and oscillator locking.

Chapter 4—Multiport Network Method The multiport network method offers
enhanced accuracy compared to simple equivalent circuit methods and can be
integrated with active device models. This chapter introduces the concept of
the multiport network model as developed for single-layer and two-layer
microstrip patch antennas. Applications of the multiport network method to

Simulations based on equivalent
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integrated circuit-antenna modules are discussed.

Chapter 5—Full Wave Analysis in the Frequency Domain The field integral
equation solved by the method of moments is now a well-established tool for
antenna and passive circuit analysis. The inclusion of lumped elements has
been described some time ago. In this chapter, the description is extended to
nonlinear structures such as diodes and transistors, with results showing good
agreement with measurements.

Chapter 6—Full Wave Electromagnetic Analysis in the Time Domain The
transmission line matrix (TLM) and the finite-difference time domain
(FDTD) method are two numerical techniques that overcome the need for
the large matrix inversion necessary for the method of moments. Of these two,
the FDTD method is extremely simple to implement and very flexible. This
chapter outlines the method and its extension to active integrated antennas.

Chapter 7—Phase-Locking Dynamics in Integrated Antenna Arrays Injection
locked integrated antenna arrays possess dynamic characteristics that are
attractive for many applications, such as simple beam scanning and reduced
phase noise. Their behavior cannot easily be analyzed using the above
methods, so that simplified equivalent circuit methods have to be used. In
this chapter the dynamic behavior is described comprehensively using such
methods.

Chapter 8—Analysis and Design of Oscillator Grids and Arrays Grid structures
now offer the possibility of providing most of the functionality of transmitter
and receiver components in a distributed array form with interconnections by
quasi-optical beams. The advantages are very efficient power combining,
graceful degradation, increased dynamic range, and reduced noise figures. In
this chapter analyses using full wave methods combined with equivalent
circuit device models are described. By way of example, oscillator synthesis
and grid optimization are successfully performed.

Chapter 9—Analysis and Design Considerations for Monolithic Microwave
Circuit Transmit—Receive Modules One of the major challenges for
circuit-antenna modules is the phased array element fabricated entirely in
monolithic technology, in which the transceiver and antenna are both
contained on the same chip. This then poses what is perhaps the ultimate
test of an analysis or simulation tool. To set the scene for further research and
development in this area, the requirements for phased array modules are
reviewed in this chapter. The coverage is from conventional phased arrays with
separate transceiver and antenna to more recent integrated configurations.

Chapter 10—Integrated Transmit—Receive Circuit—-Antenna Modules for Radio
on Fiber Systems Circuit—antenna modules can form a low cost component
in wireless local access into fiber optic based networks, to provide high
capacity services to domestic or office users. This chapter reviews this
important application area and gives examples of the analysis challenges
inherent in their design. One such challenge is the accurate design of filters for
separation of the local oscillator from the signal, in the presence of the
antenna. In this work the equivalent circuit based methods, described in
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Chapter 3, are used and the strengths and weaknesses of this approach are
noted.

Chapter 11—Conclusions The book is completed by a short chapter in which
some conclusions are drawn. The current status of computer-aided design
tools is summarized from the earlier chapters. Some thoughts on the likely
future challenges that analysis will face are then given. The chapter is then
closed by comments on what now remains to be done to present designers with
a full and flexible array of software to facilitate fast and accurate design.
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A review of the engineering design process and its application to design of radio
frequency (RF) and microwave circuits and to the design of printed antennas is a
prerequisite for development of design methods for integrated circuit—antennamodules.
Most of the current design practices involve an extensive use of computers and this
discipline is popularly known as computer-aided design (CAD). This chapter is a
review of design processes as applicable to integrated circuit-antenna modules.

2.1 THE DESIGN PROCESS
2.1.1  Anatomy of the Design Process

The sequence of various steps in a typical design process [1] is shown in Fig. 2.1.
One starts with problem identification. This phase is concerned with determining the
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FIGURE 2.1 Sequence of steps in a typical design process.

need for a product. A product is identified, resources allocated, and end-users are
targeted. The next step is drawing up the product design specification (PDS), which
describes the requirements and performance specifications of the product. This is
followed by a concept generation stage where preliminary design decisions are
made. Several alternatives will normally be considered. Decisions taken at this stage
determine the general configuration of the product and, thus, have enormous
implications for the remainder of the design process. At each of these design
stages, there is usually a need for feedback to earlier stages and reworking of the
previous steps. The analysis and evaluation of the conceptual design lead to concept
refinement, for example, by placing values on numerical attributes. The performance
of the conceptual design is tested for its response to external inputs and its
consistency with the design specifications. These steps lead to an initial design.

The step from initial design to the final detailed design involves modeling,
computer-aided analysis, and optimization. CAD tools currently available to us for
RF and microwave design primarily address this step only.

A review of the sequence of steps in Fig. 2.1 points out that the analysis of the
design, an integrated circuit—antenna module in our case, is needed at two different
stages of the design process. Once the concept embodying the configuration for the
module is arrived at, there is a need for analysis to evaluate the potential
performance of the tentative design. At this stage, approximate design methods
(such as the one based on the transmission line model for a microstrip patch) provide
a computationally efficient approach. The second place in the design process where
an analysis is needed is in the last step, which converts the initial design into an
optimized detailed design. Accuracy of the analysis process here gets translated
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directly into a match between the design performance and the design specifications.
At this stage we need an accurate computer-aided analysis.

The design process outlined above can be considered to consist of two segments.
Initial steps starting from the product identification to the initial design may be
termed as design-in-the-large [2]. The second segment that leads from an initial
design to the detailed design has been called design-in-the-small. 1t is for this second
segment that the most current microwave CAD tools have been developed.

It is in the design-in-the-large segment that important and expensive design
decisions are made. Here, the previous experience of the designers plays a significant
role and a knowledge based system is the most likely candidate technology that could
help designers. Understanding this part of the design process is a prerequisite for
developing successful design tool for integrated circuit-antenna modules. An
extensive discussion on the knowledge based design and related topics is available
in a three-volume treatise on artificial intelligence in engineering design [3].

There are three design philosophies applicable to the design of integrated circuit—
antenna modules and other design domains. These are (1) conventional design
procedure, (2) CAD approach, and (3) knowledge-aided design (KAD) approach.

2.1.2 Conventional Design Procedures

The conventional design process is the methodology that designers used before the
CAD methods and software were developed. A flow diagram depicting the conven-
tional design procedure is shown in Fig. 2.2. One starts with the desired design
specifications and arrives at an initial configuration for the integrated circuit—antenna
module. Available design data and previous experience are helpful in selecting this
initial configuration. Analysis and synthesis procedures are used for deciding values
of various parameters of the module. A laboratory model is constructed for the initial
design and measurements are carried out for evaluating its characteristics. Perfor-
mance achieved is compared with the desired specifications; if the given specifica-
tions are not met, the module is modified. Adjustment, tuning, and trimming
mechanisms incorporated in the module are used for carrying out these modifica-
tions. Measurements are carried out again and the results are compared with the
desired specifications. The sequence of modifications, measurements, and compar-
ison is carried out iteratively until the desired specifications are achieved. At times
the specifications are compromised in view of the practically feasible performance of
the module. The final integrated circuit-antenna configuration thus obtained is sent
for prototype fabrication. This procedure had been used for the design of microwave
circuits and antennas for quite some time. However, it has become increasingly
difficult to use this iterative experimental method successfully because of the
following considerations:

1. Increased complexity of modern systems demands more precise and accurate
design of circuit—antenna subsystems. Consequently, the effect of tolerances in
the design has become increasingly important.
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FIGURE 2.2 The conventional design procedure that was used for microwave design before
CAD methods were developed.

2. A larger variety of active and passive components are now available for
achieving a given circuit—antenna module function. The choice of the appro-
priate circuit or antenna structure becomes difficult if the iterative experi-
mental approach is used.

3. Itis very difficult to incorporate any modifications in the module fabricated by
integrated circuit technology.

The method developed for dealing with this situation is known as computer-aided
design (CAD). Computer-aided design, in its strict interpretation, may be taken to
mean any design process where the computer is used as a tool. However, usually the
word CAD implies that without the computer as a tool, that particular design process
would have been impossible or much more difficult, more expensive, more time
consuming, and less reliable and more than likely would have resulted in an inferior
product.
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2.1.3 CAD Approach

A typical flow diagram for CAD procedure is shown in Fig. 2.3. As before, one
starts with a given set of specifications. Synthesis methods and available design data
(at times prestored in computer memory) help to arrive at the initial design. The
performance of this initial module is evaluated by a computer-aided analysis.
Numerical models for various components (passive and active) used in the
module are needed for the analysis. These are called from the library of subroutines
developed for this purpose. Circuit—antenna module characteristics obtained as
results of the analysis are compared with the given specifications. If the results
fail to satisfy the desired specifications, the designable parameters of the circuit are
altered in a systematic manner. This constitutes the key step in the optimization.
Several optimization strategies include sensitivity analysis of the module for
calculating changes in the designable parameters. The sequence of circuit analysis,
comparison with the desired performance, and parameter modification is performed
iteratively until the specifications are met or the optimum performance of the module
(within the given constraints) is achieved. The module is now fabricated and the
experimental measurements are carried out. Some modifications may still be
required if the modeling and/or analysis are not accurate enough. However, these
modifications are hopefully very small. The aim of the CAD method is to minimize
the experimental iterations as far as practicable.

The process of CAD, as outlined above, consists of three important segments,
namely, (1) modeling, (2) analysis, and (3) optimization. Modeling involves
characterization of various active and passive components to the extent of providing
a numerical model that can be handled by the computer. In the case of microwave
circuit—antenna modules, one comes across a variety of active and passive elements.
Semiconductor devices used include bipolar transistors and MESFETSs, point contact
and Schottky barrier detectors, varactor and PIN diodes, and also transferred
electron and avalanche devices. Passive elements used in microwave modules
include sections of various transmission structures, lumped components, dielectric
resonators, nonreciprocal components and planar (two-dimensional) elements, and a
variety of radiating element configurations. Transmission structures could be coaxial
line, waveguide, stripline, microstrip line, coplanar line, slot line, or a combination
of these. Not only do these transmission structures need to be characterized fully for
impedance, phase velocity, and so on, but it also becomes necessary to model the
parasitic reactances caused by geometrical discontinuities in these transmission
lines.

Modeling of components in microwave circuits had been the main difficulty in
successful implementation of CAD techniques at microwave frequency. However,
the electromagnetic (EM) simulation techniques developed over the last decade have
helped to construct adequate models and bring microwave hybrid and monolithic
circuit CAD software to a level of maturity. Modeling still remains the major
bottleneck for CAD of certain classes of microwave circuits such as coplanar
waveguide CPW circuits, multilayered circuits, and integrated circuit—antenna
modules. Current research in efficient use of EM simulation techniques [4] and in
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FIGURE 2.3 Computer-aided design methodology suitable for integrated circuit-antenna
modules.

use of artificial neural network models [5,6] will lead to further improvement in
CAD tools for microwave circuits and antennas.

2.1.4 Knowledge-Aided Design (KAD) Approach

Development of knowledge aids may be based on developing a task structure [7,8]
for the design process. A generic task-oriented methodology involves (1) a descrip-
tion of the tasks, (2) proposed methods for it, (3) decomposition of the task into
subtasks, (4) methods available for various subtasks, (5) knowledge required for
implementing various methods, and (6) any control strategies for these methods.
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FIGURE 2.4 Propose—Critique—Modify (PCM) approach for arriving at an initial design.

A method for accomplishing a generic design task is known as the propose—
critique-modify (PCM) approach, shown in Fig. 2.4. This approach consists of the
following:

1. Proposal of partial or complete design solutions.

2. Verification of proposed solutions.

3. Critiquing the proposal by identifying causes of failure, if any.
4. Modification of proposals to satisfy design goals.

The use of knowledge based approaches to the initial stages of microwave circuit
and antenna design is an area that needs to be explored. We currently heavily depend
on the accumulated experience of senior designers for executing these design steps.
Recognizing the significant contribution of these steps to the final design, efforts in
developing technology aids for this purpose would be worthwhile.

Knowledge based systems developed for initial design of integrated circuit—
antenna modules would also be very helpful for instruction or training of design
engineers. For example, a system that can present all the relevant options for, say,
designs of oscillator-antennas at millimeter-wave frequencies could educate the
designer about the relative merits of various configurations as well as lead to a
design for meeting a particular set of specifications.

2.2 CAD FOR MICROWAVE CIRCUITS

As discussed in Section 2.1.3 on CAD Approach, three important segments of CAD
are (1) modeling, (2) analysis, and (3) optimization. This section is an overview of
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these three aspects as applicable to microwave CAD. Details of microwave circuit
CAD methodology are available in several books [9-11]. This section deals with
microwave circuit CAD techniques based on network analysis. This approach is used
extensively for practical design of microwave hybrid and integrated circuits. Field
simulation and analysis techniques based on frequency domain and time domain
electromagnetic simulation methods are also applicable to component and circuit
analyses. Electromagnetic solvers on big computers are also now fast enough to
carry out optimization. These aspects are discussed later in Chapter 5, Full-Wave
Analysis in the Frequency Domain, and Chapter 6, Full-Wave Electromagnetic
Analysis in the Time Domain.

2.2.1 Modeling of Circuit Components

An accurate and reliable characterization of microwave circuit components is one of
the basic prerequisites of successful CAD. The degree of accuracy to which the
performance of microwave integrated circuits can be predicted depends on the
accuracy of characterization and modeling of components. Kinds of elements and
passive devices that need to be characterized depend on the transmission medium
used for circuit design. Most research efforts aimed at characterization for CAD
purposes have been reported for microstrip lines [12,13]. Some results are available
for slot lines and fin lines also [12,14,15]. However, for coplanar lines and
suspended substrate transmission structures, modeling techniques are still in a
state of infancy.

In addition to the transmission media, implementation of CAD requires char-
acterization of various junctions and discontinuities in transmission structures.
Effects of these junctions and discontinuities become more and more significant
as one moves from the microwave frequency range to millimeter waves. At higher
frequencies, radiation associated with discontinuities needs to be considered.
Variations of effects of two typical discontinuities with frequency are illustrated in
Fig. 2.5 (from [16]). Figure 2.5a shows the input VSWR introduced by right-angled
bends in 25-Q and 75-Q microstrip lines (on a 0.079-cm thick substrate with
g, =2.5). We note that the input VSWR caused by the 90 ° bend increases
monotonically with frequency and is larger for low impedance (wider) lines, the
specific values being 3.45 for a 25-Q line at 10 GHz as compared to 1.30 for a 75-Q
line at the same frequency. Figure 2.5b shows the effect of discontinuity reactance on
the behavior of a step (change-in-width) discontinuity. The reflection coefficient
increases from its nominal value. At 12 GHz, this increase is about 1% for a 40-Q to
60-Q step, and about 3% for a 30-Q to 70-Q impedance change. These results are
based on quasistatic characterization of these discontinuities [9] and are included to
show that the discontinuity reactances should not be ignored for design at X-band or
higher frequencies.

Quasistatic results for microstrip discontinuity characterization have been avail-
able since the late 1970s [9,12,17] and have been used in some of the commercially
available CAD packages. A more accurate analysis of bends, T-junctions, and
crossings (based on field matching using equivalent parallel-plate waveguide
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models of discontinuity configurations) became available later [18]. Vigorous
hybrid-mode frequency-dependent characterizations of microstrip open ends and
gaps were reported around 1981-1982 [19-21]. These results are based on
Galerkin’s method in the spectral transform domain. This technique has been
extended to other types of discontinuities also [22,23]. The most powerful tool for
modeling of transmission line discontinuities in planar microwave circuits is
electromagnetic simulation based on moment-method solution of integral equations
for current distribution in microstrip or CPW circuits [24-27]. Models based on this
approach are used extensively in commercially available microwave CAD software.

Even when accurate numerical results are available, efficient transfer of these
results for CAD is not straightforward. Lumped element models with closed-form
expressions for values of various parameters [9] have been the most commonly used
approach. Many of these closed-form expressions suffer from limited validity with
respect to various parameters (impedance, frequency, geometry, etc.) and limit the
accuracy of CAD. The substantial progress in the state-of-the-art in microwave CAD
that has taken place during the last decade is by improvements of transmission line
component models in these softwares.

Recent applications of artificial neural network (ANN) computing to modeling of
microwave components [5,6,28,29] is an attractive alternative for CAD-oriented
models. In this approach, electromagnetic simulation is used to obtain S-parameters
for all the components to be modeled over the ranges of designable parameters for
which these models are expected to be used. An ANN model for each one of the
components is developed by training an ANN configuration using the data obtained
from EM simulations. A simultaneous training-cum-testing approach developed at
the University of Colorado [30] is well-suited for this purpose. Such ANN models
have been shown to retain the accuracy obtainable from EM simulators and at the
same time exhibit the efficiency (in terms of computer time required) that is obtained
from lumped network models normally implemented in commercially available
microwave network simulators (like the HP MDS).

In addition to the modeling of transmission lines and their discontinuities,
implementation of the CAD procedure requires accurate models for various active
devices like GaAs MESFETs, varactors, and PIN diodes. Equivalent circuit models
for small signal and large signal behaviors of active devices are included in Sections
3.1.4 and 3.1.5 of the next chapter. The ANN modeling approach is also well-suited
for modeling of active devices (including thermal effects) [31].

2.2.2 Computer-Aided Analysis Techniques

As discussed in Section 2.1 and shown in Figs. 2.2 and 2.3, computer-aided analysis
constitutes the key step in the CAD procedure. Since the analysis forms a part of the
optimization loop, the analysis subprogram is executed again and again (typically
100 times or more) for a specific circuit design. For this reason, an efficient analysis
algorithm constitutes the backbone of any CAD package.

Any general microwave circuit can be viewed as an arbitrarily connected
ensemble of multiport components as illustrated in Fig. 2.6. The circuit shown
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FIGURE 2.6 A general microwave circuit viewed as an ensemble of multiport components.

here consists of eight components (A, B, C, D, E, F, G, H), of which G is a one-port
component; A, E, and C are two-port components; D, F, and H are three-port
components; and B is a four-port component. Different ports of these components
are connected together. There are two external ports (1 and 2). The analysis problem
in this case may be stated as follows: characterization of components A through H
being known (say, in terms of individual S-matrices), find the S-matrix of the overall
combination with reference to the two external ports 1 and 2. The outcome of this
analysis will be a 2 x 2 S-matrix. The process of evaluating the circuit performance
from the known characterizations of its constituents is termed circuit analysis. It
requires two inputs: components’ characterizations and the topology of interconnec-
tions. The analysis process is depicted symbolically in Fig. 2.7.

The two approaches used for frequency domain analysis of linear microwave
circuits are nodal admittance matrix analysis and scattering matrix analysis.

2.2.2.1 Nodal Admittance Matrix Method In this method, the voltages V) at
all the nodes of the circuit to be analyzed are assumed as unknowns. A set of
equations is constructed based on the fact that the sum of the currents flowing into
any node in the circuit is zero. In microwave circuits the nodal equations are usually
set up in the definite form; that is, the voltage of each node is taken with respect to a
designated node of the circuit, which is called the reference node. The equations are

Component's Interconnections
Characterization Topology
) Analysis
Circuit
Performance

FIGURE 2.7 Block diagram representation of the circuit analysis process.
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easily set up in the form of a matrix expression [10]:
YVy =1, (2.1

where Y = a square nodal admittance matrix (a degree of this matrix equals the
number of nodes in the analyzed circuit);
V, = a vector of node voltages taken with respect to a point outside the
circuit;
Iy, =a vector of terminal currents of the independent current sources
connected between the nodes and the reference node of the circuit.

The structure of the nodal Y-matrix can be illustrated by considering a circuit
example shown in Fig. 2.8. The circuit equations are derived from the application of
Kirchhoff’s current law at each node of the circuit.

Node 1:
Y/t + LV — Vo) + Ys(Pyy — Viys) = Iy (2.2)

Node 2:
YiVyo + Yo.(Vyy = V) + YaVyg = Viva) + 1 Ve + 312V =0 (2.3)

Node 3:
YeVis + Ya(Vns — Vo) + Ys(Vys — Vi) + 321 Vo + 322 V3 =0 (2.4)

These equations may be written in matrix form as

Node 1 2 3
1 Nn+1r+7Y; -1, —¥; 4%
2 -1 H+YL+Y, +y, =Y+ Vo
3 —Ys =Yy +yy Yo+ Ys+ Yo +yn Vs
Iy
=] 0 (2.5)
0

Equation 2.5 is an example of Eq. 2.1 formulated for the circuit shown in Fig. 2.8. In
a general case, the nodal admittance matrix of a circuit may be derived using the
rules developed for various circuit components [10], such as an admittance ¥,
independent current and voltage sources, controlled current and voltage sources, and
multiterminal elements including sections of transmission lines, coupled line
sections, MESFETs, and bipolar transistors. It can be shown that a multiterminal
device (element) does not have to be replaced by its equivalent circuit composed of
two-terminal elements.

When a multiterminal device is described by its definite admittance matrix y,, the
elements of y, may be entered into the matrix Y of the whole circuit only if the
reference node of the device agrees with the reference node of the whole circuit.
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FIGURE 2.8 A network example for illustrating the nodal admittance matrix method.

Figure 2.9 presents a three-terminal device as a two-port network, with terminal 3
taken as the reference node. The definite admittance matrix of the device is given by

the following equation:
L Yu N2 ] [ 4 i|
= 2.6
|:12 i| |:J’21 o [LV2 26)

If the reference node of the three-terminal device agrees with the reference node of
the whole circuit, and if node 1 of the terminal device is connected to node i of the
circuit and node 2 to node j, the terms of the definite admittance matrix y, of the
device are added to the nodal admittance matrix Y of the whole circuit:

(@) )

@O ya - Yo
.7)

D] ya - vy

The conversion of a multiterminal element admittance matrix from indefinite form
(with the reference node being an undefined node external to the circuit) into definite

1 0—»— Yy —<—o02
dJoET1 M
o o o

Reference node

FIGURE 2.9 Three-terminal device as a two-port network with one terminal taken as its
reference node.
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form, and vice versa, can be performed easily because the indefinite admittance
matrix of an »n terminal circuit satisfies the following relations:

Yy; =0, forj=12....n (2.8a)
i=1
Zyij:O, fori=1,2,...,n (2.8b)
j=1

The nodal admittance matrix Y and the right-hand vector Iy of Eq. 2.1 are
constructed in accordance with the rules developed for various components [10].
The resulting matrix Y and the vector I, are computed at the frequency of interest.
The entries Y;; of the nodal admittance matrix may become very small or very large
as the circuit function (response) is computed for different values of frequency. The
most important are values of the main diagonal entries Y}, of the nodal admittance
matrix. For example, if an inductor and a capacitor are connected to node i, at a
series resonant frequency of these elements, the entry Y;; becomes undefined. Also,
the nodal admittance matrix of a circuit with dependent sources may become
singular and the set of circuit equations cannot be solved. In microwave circuits,
we assume very often a lossy circuit. The determinant of the nodal admittance matrix
of such a circuit is a polynomial in the frequency variable . The matrix Y becomes
singular at the zeros of the polynomial, and the system of circuit equations has no
solution.

Computer-aided analysis of microwave circuits in the frequency domain based on
the nodal admittance matrix requires multiple computation of the solution of a
system of linear equations with complex coefficients. An important problem is the
numerical instability of a solution process performed by computer, which may occur
if the so-called condition number of the coefficient matrix of the linear equation
system is too large.

The nodal admittance matrix in general is a sparse matrix, which means that
many entries of the matrix are equal to zero, particularly for large circuits. In
conventional numerical procedures used to solve a system of linear equations, the
arithmetic operations are performed on all nonzero and zero-valued entries of the
coefficient matrix. The whole solution procedure involves 73 /3 + n*> — n/3 complex
number multiplications and divisions (n is the order of the coefficient matrix). To
save computation time and minimize storage requirements, the sparsity of the
coefficient matrix must be taken into account in the solution procedure.

2.2.2.2 Computation of Circuit Functions The solution of the nodal matrix
expression (Eq. 2.1) provides us with the numerical values of all node voltages of a
circuit. In most practical cases, as, for example, filter or amplifier design, there is one
source of excitation in the circuit and we are interested in one or two voltages in the
circuit.

For the sake of clarity in the considerations to follow, we assume that an
independent source of one ampere has been connected between node 1 and the
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reference node and that the output node is node n. The node voltage equations are
now

1

0
YV=I,=|. (2.9)

0
Let e; be a vector of zero entries except the ith, which is one. The postmultiplication
of a matrix by e; results in extracting the ith column from the matrix. If matrix Z is

the inverse of Y, then YZ =1, where I is an identity matrix of order n. By
postmultiplication of YZ by e, we have

1
0
YZe, = | . (2.10)
0
From Egs. 2.9 and 2.10, we can conclude
V =1Ze (2.11)

We define a transfer function H(jw) as the ratio of the output voltage ¥}, to the input
current /; of the independent current source connected between node 1 and the
reference node:

V, .
H(jo) = -t = |H(jo)le’" (2.12)
1

The magnitude of H(jw) is called the gain of the circuit and ¢(w) is the phase. The
term |H (jw)| is directly related to the available power gain:

Gy = 2L — 4Re{¥sIRe(V,HH(joo) (2.13)
PSA

In Eq. 2.13, P; is the active power dissipated in the load admittance Y; connected
between the output node and the reference node, and Py, is the available power of
the current source with the internal admittance Y.

In filter design problems, the quantity insertion loss is more commonly used:

IL = —20log(|Ys + Y;| - [H(jo)|) (2.14)

Other circuit functions are also important. We have the input impedance

Y=k — Y (2.15)
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or, equivalently, the reflection coefficient

Y — Ys 4
=2 _S—1-2-1
R A I

Yy (2.16)
These network functions can be computed, once the node voltages V| and V), are
determined.

2.2.2.3 Scattering Matrix Analysis Scattering matrix analysis is applicable to
any general microwave circuit configuration when all the circuit components are
modeled in terms of their scattering parameters. In this method of analysis [9], the
circuit diagram is configured such that there are no unconnected ports. That is,
sources (along with their source impedances) are connected to the input ports, and
all output ports are terminated in respective loads. For circuit analysis, it is adequate
to consider matched sources and matched loads. Consider the example of an
impedance matching circuit and its equivalent representation shown in Fig.
2.10a,b. For implementing this method, this circuit may be depicted as shown in
Fig. 2.11a. Independent sources (Fig. 2.11b) in such a representation may be
described by the relation

by = s4a, + ¢4 (2.17)

where ¢, is the wave impressed by the generator. For sources that are matched (or
1solated) sq = 0 and b, = c,. All other components in the circuit are described by

bi == Siai (218)
[— 4 —]
50Q
100Q
1 Zn 2
Z,
Zy
(a)
o0— Step |—e— . —e— Step —©
= Z., =50Q
Zo1 = 100Q 7, >Zm A4 Section Zm—Zo o 02
a b c
(b)

FIGURE 2.10 (a) A quarter-wave matching network. (b) Interconnected multiport repre-
sentation of the circuit in part (a).
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FIGURE 2.11 (a) Network of Fig. 2.10a rewritten for implementing the generalized
scattering-matrix analysis procedure. (b) Independent source introduced for scattering
matrix analysis.

where a; and b, are incoming and outgoing wave variables, respectively, for the ith
component with #; ports and S; is the scattering matrix.

The governing relation for all components (say the total number is m) in the
circuit can be put together as

b=Sa+¢ (2.19)
where
b, a ¢
b, a L)
b = |, a=1| . |, and c=| . (2.20)
Here, by, a;, ..., are themselves vectors with the number of elements equal to the

number of ports of that particular component. The size of vector b, a, or ¢ is equal to
the total number of ports of all the components in the modified network representa-
tion. For the network shown in Fig. 2.11a, this number is 8: counting one port for the
source; two ports each for the three components A, B, and C; and one port for the
load. The vector ¢ will have nonzero values only for the output ports of independent
sources in the network. For the network of Fig. 2.11a,

c=[c;, 0, 0,0, 0,0, 0, 0]" (2.21)

The output port of the source has been numbered 1, and the superscript T indicates
transpose of a vector or matrix.
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The matrix S is a block diagonal matrix whose submatrices along the diagonal are
the scattering matrices of various components. In the general case, the matrix S may
be written as

S) 0 - — 0
0 (S) — — 0

S=| - - (= - - 2.22)
— — — (_) —

where 0’s represent null matrices. For the network of Fig. 2.11a, the S-matrix will
look like

[ [S5,] 0 0 0 0 7
A A
[Sff Sﬂ 0 0 0
S32 S33
SB, B
S=| 0 0 [;‘; ‘]‘;} 0 0 (2.23)
S54 SSS
S% S
L 0 0 0 0 [Sgs] _

where S5, and Sk; are one-port S-parameter characterizations for the source and the
load, respectively. When both the source and the load are matched, S7; = Sk = 0.
The other three (2 x 2) S-matrices characterize components A, B, and C, respec-
tively.

Equation 2.19 contains the characterizations of individual components but does
not take into account the constraints imposed by interconnections. For a pair of
connected ports, the outgoing wave variable at one port must equal the incoming
wave variable at the other (assuming that wave variables at two ports are normalized
with respect to the same impedance level). For example, if the port j of one
component is connected to port £ of the other component, as shown in Fig. 2.12, the
incoming and outgoing wave variables are related as

a;=b, and a=1b; (2.24)

or

b; 0 1 ; )
BE )] e
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FIGURE 2.12 Interconnection of ports j and k.

We can extend [I']; to write an interconnection matrix describing all the connections
in the circuit. We express

b=Ta (2.26)

where I' is a square matrix of the same size as that of S. The size of the I'-matrix is
given by the sum total of the ports in all the components in the circuit. The size is
8 x 8 in the example of Fig. 2.11a. For the example of Fig. 2.11a, the I'-matrix may
be written as

b, 0100000 0][a
b, 1000000 0]||a
bs 0001000 0f|a
by| {001 0000 0f|a
bs|=l0o 000 0 1 0 0]]a 2.27)
be 0000100 0]|a
b, 00000O0O0 I||a
[ bs ] 000000 1 0f|ag)

Note that the matrix is symmetrical and there is only a single 1 in any row or any
column. The latter signifies that any port is connected only to one other port. This
excludes the possibility of three ports being connected at one single point. If such a
junction exists in a circuit, it must be considered a three-port component, as shown
in Fig. 2.13. The ports &', &', and ¢’ of this new component depicting the junction j
are connected to the parts a, b, and c, respectively, in a one-to-one manner and the
nature of the I'-matrix is similar to the one as indicated in Eq. 2.27.

Equations 2.19 and 2.26 describe the circuit completely and may be combined
into a single equation as

I's=Sa+c¢ (2.28)

or(I' —S)a=c
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FIGURE 2.13 A three-way connection at j treated as a three-port component.

Setting (I' — S) = W, we have
a=Wlc=Mec (2.29)

W is called the connection-scattering matrix. For our example of Fig. 2.11a, W may
be written as

1 2 3 4 5 6 7 8
_—S‘fl 1 0 0 0 0 0 0 ]
1
S 1 -sho-sy 0 0 0 0 o
sl 0 = o—ss 1 0 0 0 o
0 0 1 —SB SB 0 0 0
4 11 12 (2.30)
51 0 0o 0 s -5 1 0 0
6
Slo 000 S¢S SS 0
00 0 0 0 -sgo-sh
0o 0o o o0 o o 1 —s]

We note that the main diagonal elements in W are the negative of the reflection
coefficients at the various component ports. The other (nondiagonal) elements of W
are the negative of the transmission coefficients between different ports of the
individual components. All other elements are zero except for those corresponding
to the two ports connected together (the I'-matrix elements) which are 1%. The
zero/nonzero pattern in the W-matrix depends only on the topology of the circuit
and does not change with component characterizations or frequency of operation.
The tridiagonal pattern of Eq. 2.30 is a characteristic of a chain of two-port
components cascaded together.

The circuit analysis involves solution of the matrix equation (2.29) to find
components of the vector a. Variable a’s corresponding to loads at various external
ports are found by choosing the vector ¢ to consist of a unity at one of the external
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ports and zeros elsewhere. This leads to the evaluation of a column of the S-matrix
of the circuit. Say, for ¢; = 1 and all other ¢; ;.; = 0, we find values of vector a. Then

b[ 1, for i :]
Sy = aj. = (ai - { 0, otherwise> (230)

where /' is the load port corresponding to the /th port of the circuit and j is the other
circuit port (for which the impressed wave variable is unity). Equation 2.31 yields
the jth column of the scattering matrix. Considering the example of Fig. 2.11a, if we
make c; = 1, other ¢’s being zero, then the first column of the matrix for the circuit
in Fig. 2.10 (i.e., cascade of three components A, B, and C) is given by

Sy =a;, =M, Sy = ag = My, (2.32)

Here subscripts of S refer to circuit ports of Fig. 2.10 and subscripts of a correspond
to component ports of Fig. 2.11a. For obtaining the second column of the S-matrix,
we take cg = 1 and other ¢’s to be zero and find @, and ag again to yield

Sy =a; = Mg, Sy, = ag = Mgy (2.33)

It may be noted that Eq. 2.29 yields much more information (namely, wave variables
at all the internal connected ports also) than what is needed for calculation of the S-
matrix of the circuit. Knowledge of the wave variables at internal ports is needed for
carrying out a sensitivity analysis of the circuit using the adjoint network method.
For this reason, the present method is suitable for CAD purposes.

2.2.2.4 Analysis of Nonlinear Circuits The computer-aided circuit analysis
techniques discussed above are applicable to linear circuits only. For design of
nonlinear circuits, such as oscillators, frequency multipliers, and mixers, it becomes
necessary to modify the analysis technique. A general analysis procedure for
nonlinear microwave circuits is discussed in this section.

Linear and Nonlinear Subnetworks In many nonlinear microwave circuits, the
nonlinearity is restricted to a single device (e.g., a MESFET or Schottky diode)
operating in the nonlinear region. Since the rest of the circuit is linear, it is desirable
to separate the circuit into linear and nonlinear subnetworks that may be treated
separately. Nonlinear and linear subnetworks are shown schematically in Fig. 2.14. It
may be noted that the linear part of the device model and the package equivalent
circuit are also included in the linear subnetwork.

The nonlinear subnetwork consists of nonlinear circuit elements in the device
model (nonlinear controlled current sources, diodes, voltage-dependent capacitors,
current-dependent resistors, etc.). These nonlinear components (and hence the
resulting nonlinear subnetwork) are usually best simulated in terms of time
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FIGURE 2.14 Separation of a nonlinear microwave circuit in linear and nonlinear subnet-
works.

domain voltage and current vectors v(¢) and i(z). A general time domain representa-
tion of the nonlinear subnetwork could be of the form [32,33]

i(r) = f{i(t), g (), %} (2.34)

where vector f is a nonlinear function of various currents, voltages, and their time
derivatives. Higher order derivatives may also appear. For the present discussion, it is
assumed that the vector function f is known (hopefully analytically) from the
nonlinear modeling of the device.

The linear subnetwork, on the other hand, can easily be analyzed by a frequency
domain circuit analysis program and characterized in terms of an admittance matrix
as

() = Y(0)V(0) + J(0) (2.35)

where V and I are the vectors of voltage and current phasors at the subnetwork ports,
Y represents its admittance matrix, and J is a vector of Norton equivalent current
sources.

Analysis of the overall nonlinear circuit (linear subnetwork plus nonlinear
subnetwork) involves continuity of currents given by Eqs. 2.34 and 2.35 at the
interface between linear and nonlinear subnetworks.

Harmonic Balance Method In principle, the solution to the nonlinear circuit
problem can always be found by integrating the differential equations that describe
the system. However, in most microwave nonlinear circuits we are interested in the
steady-state response with periodic excitations and periodic responses with a limited
number of significant harmonics. In such a situation, the harmonic balance
technique is much more efficient.

In the harmonic balance technique [34], the nonlinear network is decomposed
into a minimum possible number of linear and nonlinear subnetworks. The
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frequency domain analysis of the linear subnetwork is carried out at a frequency w,
and its harmonics. The characterization in Eq. 2.35 is thus generalized as:

L (kawg) = Y(kawy)Vi(kag) + Ji(kwy) (2.36)

where k =1, ..., N, with N being the number of significant harmonics considered.
The nonlinear subnetwork is analyzed in the time domain and the response obtained
is in the form of Eq. 2.34. A Fourier expansion of the currents yields

i(r) = (Re % Fi(kwy) exp(jkcoot)> (2.37)
k=0

where coefficients F, are obtained by a fast Fourier transform (FFT) algorithm. The
piecewise harmonic balance technique involves a comparison of Egs. 2.36 and 2.37
to yield a system of equations as

F,(kwy) — Y(kwo)\V, (ko) — I, (kwg) =0, k=0, 1, ..., N (2.38)

The solution of this system of equations yields the response of the circuit in terms of
voltage harmonics V,. Numerically, the solution of Eq. 2.38 is obtained by
minimizing the harmonic balance error

N 1/2
Agy(V) = LZO |F (ko) — Y(kawo)V(kwy) — Jk(kwo)lz} (2.39)

Optimization techniques used for circuit optimization are used for solving Eq. 2.38
and thus obtaining steady-state periodic solution of nonlinear circuits.

In most of the circuit—antenna module applications, only the steady-state response
is needed and the harmonic balance method discussed above is appropriate for this
purpose. However, when transient response is also desired (as for evaluating certain
modulation aspects of grid oscillators), it becomes necessary to use time domain
techniques. The FDTD method discussed in Chapter 6 is suitable for that purpose.

2.2.3 Circuit Optimization

Optimization is an important step in the CAD process and, as depicted in Fig. 2.15,
converts an initial (and quite often unacceptable) design into an optimized final
design meeting the given specifications. Optimization procedures involve iterative
modifications of the initial design, followed by circuit analysis and comparison with
the specified performance.

There are two different ways of carrying out the modification of designable
parameters in an optimization process. These are known as gradient methods and
direct search methods of optimization. Gradient methods use information about the
derivatives of the performance functions (with respect to designable parameters) for
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FIGURE 2.15 Role of the optimization process.

arriving at the modified set of parameters. This information is obtained from the
sensitivity analysis. On the other hand, the direct search methods do not use gradient
information, and parameter modifications are carried out by searching for the
optimum in a systematic manner. A flowchart for the optimization process is
shown in Fig. 2.16.

The optimization methods useful for integrated circuit—-antenna modules are

identical to those used in other disciplines and are well documented in the literature
[9-11].
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FIGURE 2.16 Flowcharts for direct search and gradient methods of optimization.
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2.3 CAD FOR PRINTED MICROWAVE ANTENNAS

CAD techniques for microwave antennas are not as well developed as those for
microwave circuits. One of the factors responsible for this situation is the variety of
different configurations used for radiators at microwave frequencies. Design tech-
niques used for, say, reflector antennas, are different from those needed for wire
antennas (dipoles, Yagi arrays, etc.), which are quite different from those for slotted
waveguide array or printed microstrip antennas, for that matter. The class of antennas
most appropriate for integration with circuits are printed microstrip patches and slot
radiators. CAD considerations for this group of antennas are discussed in this
section.

2.3.1 Modeling of Printed Patches and Slots

General CAD methodology depicted in Fig. 2.3 is appropriate for microstrip patches
and slot radiators also. Design of microstrip patches has been studied more widely
(e.g., see [35]) than that of slot radiators. Two kinds of modeling approaches are used
for microstrip patches: equivalent network models and numerical models based on
EM simulation methods.

2.3.1.1 Network Models for Microstrip Patches The similarity of microstrip
patch radiators to microstrip resonators has led to the development of three kinds of
network models for microstrip patches: (1) transmission line model [35, Chap. 10],
(2) cavity model [36], and (3) multiport network model [35, Chap. 9].

Transmission Line Model The transmission line model is the simplest of the
network models for microstrip patch antennas. In this model, a rectangular micro-
strip antenna patch is viewed as a resonant section of a microstrip transmission line.
A detailed description of the transmission line model is available in literature
[35,37-39]. The basic concept is shown in Fig. 2.17, which illustrates the transmis-
sion line models for (a) an unloaded rectangular patch, (b) a rectangular patch with a
feedline along the radiating edge, and (c) a rectangular patch with a feedline along
the non-radiating edge. Z, is the characteristic impedance of a microstrip line of
width ,, and &, is the corresponding effective dielectric constant. B, and G, are
capacitive and conductive components of the edge admittance Y,. The susceptance
B, accounts for the fringing field associated with the radiating edge of the width ),
and G, is the conductance contributed by the radiation field associated with each
edge. Power carried away by the surface wave(s) excited along the slab may also be
represented by a lumped loss and added to G,. In Fig. 2.17b,c, Z, and ¢, are the
characteristic impedance and the effective dielectric constant for the feeding micro-
strip line of width W} In both of these cases, the parasitic reactances associated with
the junction between the line and the patch have not been taken into account.
Transmission line models may also be developed for two-port rectangular
microstrip patches [40,41]. These configurations are used in the design of series-
fed linear (or planar) arrays. Models for two types of two-port rectangular microstrip



48 REVIEW OF THE CAD PROCESS

Ge
Ye I |

P

13 4
— Wy _Y_ |

e
(a)
'<—wp—>' )
"' I"Wf
1 Zofs Eref

(b) 1 1

ZOf + Eref

()

FIGURE 2.17 Transmission line models for three rectangular microstrip patch configura-
tions: (a) unloaded patch, (b) feedline along the radiating edge, and (c) feedline along the
nonradiating edge.

patches are shown in Fig. 2.18. Figure 2.18a illustrates the equivalent transmission
line network when the two ports are located along the radiating edges, and Fig. 2.18b
shows the transmission line model [41] when the two ports are along the
nonradiating edges. It has been shown [40,41] that, when the two ports are located
along the nonradiating edges, transmission from port 1 to port 2 can be controlled by
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FIGURE 2.18 Transmission-line modes for two-port rectangular microstrip patch antennas:
(a) feedlines along radiating edges and (b) feedlines along nonradiating edges.

suitable choices of distances x; and x,. Again, the two models shown in Figs.
2.18a,b do not incorporate the parasitic reactances associated with the feedline—
patch junctions.

There are several limitations inherent to the concept of the transmission line
model for microstrip antennas. The basic assumptions include: (1) fields are uniform
at the width W, of the patch; and (2) there are no currents transverse to the length / of
the patch. Detailed analysis of the rectangular patches has shown [42] that, even at a
frequency close to resonance, field distribution along the radiating edge is not always
uniform. Also, the transverse currents are caused by the feeding mechanism and are
invariably present. Moreover, the circularly polarized rectangular microstrip anten-
nas (whose operation depends on the excitation of two orthogonal modes) cannot be
represented by the transmission line model discussed above. Clearly, a more accurate
method for modeling of microstrip antennas is needed.

Cavity Model A planar two-dimensional cavity model for microstrip patch
antennas [43,44] offers considerable improvement over the one-dimensional trans-
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TABLE 2.1 Variation of Modal Fields (¥,,,) and Resonant Wavenumbers (k,,,) for Various Patch Geometries
Analyzed by the Cavity Method
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mission line model discussed in the previous section. In this method of modeling,
the microstrip patch is considered as a two-dimensional resonator surrounded by a
perfect magnetic wall around the periphery. The fields underneath the patch are
expanded in terms of the resonant modes of the two-dimensional resonator. This
approach is applicable to a variety of patch geometries. These geometries, the
corresponding modal variations denoted by ¥,,,, and the resonant wavenumbers £,,,,
are shown in Table 2.1 [43]. E and H fields are related to ¥,,, by

-V, 3 (2.40)

mn

Eﬂ‘ll’l
Hmn = 2 X VfLIIIﬂn/jwu (241)

where Z is a unit vector normal to the plane of the patch. Resonant wavenumbers £,
are solutions of

(V2+K)¥,, =0 (2.42)
with
P
o _ (2.43)
ap

on the magnetic wall (periphery of the patch). V, is the transverse part of the del
operator and p is perpendicular to the magnetic wall.

The fringing fields at the edges are accounted for by extending the patch
boundary outward and considering the effective dimensions to be somewhat larger
than the physical dimensions of the patch. The radiation is accounted for by
considering the effective loss tangent of the dielectric to be larger than the actual
value. If the radiated power is estimated to be P,, the effective loss tangent 6, may be
written as

5 _PrtP
e Pd

S, (2.44)

where P, is the power dissipated in the dielectric substrate and J, is the loss tangent
for the dielectric medium. The effective loss tangent given by Eq. 2.44 can be
modified further to incorporate the conductor loss P... The modified loss tangent d,, is
given by

P, +P;+P,

0
e Pd

S, (2.45)
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The input impedance of the antenna is calculated by finding the power dissipated in
the patch for a unit voltage at the feed port and is given by

Z,, = VI[P +2joo(Wg — Wy)] (2.46)

where P = P, + P, + Pgy + P,, Pgy is the power carried away by surface waves,
Wy is the time-averaged electric stored energy, and W;, is the time-averaged
magnetic energy. The voltage V equals E.d averaged over the feed-strip width (d
is the substrate thickness). The far-zone field and radiated power are computed by
replacing the equivalent magnetic-current ribbon on the patch’s perimeter by a
magnetic line current of magnitude Kd on the ground plane (xy plane). The
magnetic current source is given by

K(x, y) =n x 2E(x, y) (2.47)

where n is a unit vector normal to the patch’s perimeter and zE(x, y) is the
component of the electric field perpendicular to the ground plane.

The limitations of the cavity model arise from the very approximate modeling of
the fields outside the patch. The radiation field is accounted for by artificially
increasing the dielectric loss inside the cavity by introducing the concept of effective
loss tangent. Thus the radiated power needs to be estimated a priori before the
voltage at the edges of the patch can be computed.

A cavity model for microstrip patch antennas may also be formulated by
considering a planar two-dimensional resonator with an impedance boundary wall
all around the edges of the patch. A direct form of network analogue (DFNA)
method for the analysis of such a cavity model has been discussed by Coffey and
Lehman [45]. In this version of the cavity model approach, the fringing field and the
radiated power are not included inside the cavity but are localized at the edges of the
cavity resonator. This procedure is conceptually more accurate, but the solution for
fields in a cavity with complex admittance walls is much more difficult to evaluate.
Numerical methods become necessary for implementing this version of the cavity
model.

The cavity model approach (including the version with impedance walls) does not
allow any external mutual coupling among microstrip patches to be modeled and
accounted for.

The multiport network modeling approach mentioned below and discussed in
Chapter 4 overcomes these limitations and is the most versatile of the network
modeling approaches for microstrip patches.

Multiport Network Model (MNM)  In the multiport network modeling approach,
the fields underneath the patch and those outside the patch are modeled separately. In
this respect, the MNM approach differs significantly from the cavity model
discussed earlier. However, the characterization of fields underneath the patch is
similar to that in the cavity model (except for the equivalent loss tangent concept
used in the cavity model to account for radiation). Thus the MNM approach may be
considered as an extension of the cavity model method.
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Details of the MNM approach for microstrip patches on single-layer and two-
layer substrates are discussed in Chapter 4.

2.3.1.2 EM Simulation Based Numerical Models An alternative to the use of
network models for microstrip patch antennas is to employ general purpose
electromagnetic (EM) simulation software for the evaluation of currents or field
distribution associated with microstrip patch antennas. Various techniques for EM
field simulation [46—48] have been developed to the level of user-friendly commer-
cially available software during the last decade.

Integral Equation Based Full Wave Analysis The most commonly used method
of electromagnetic simulation of microstrip patch antennas is based on the moment-
method solution of the current distribution on the conducting patch and the
associated feed structure. This method is discussed in Chapter 5 which covers
applications of this approach to the analysis of integrated circuit—antenna modules.
This approach has also been used in several electromagnetic simulation softwares
(like HP’s Momentum, Sonnet Software’s Em, Ansoft’s Strata, and Zeland Software’s
I3D) developed for the design of microwave integrated circuits and printed antennas.

The integral equation based full wave analysis approach, when applied to
microstrip antennas, is comprised of the following basic steps: (1) formulation of
an integral equation in terms of electric current distribution of the patch and the
associated feed structure; (2) solution for the current distribution using the method of
moments; (3) evaluation of the network parameters (S,;, Z,,, etc.) at the input port
or multiport parameters for antennas with two (or more) ports; and (4) evaluation of
the radiation characteristics from the electric current distribution on the patch and so
on.

In this approach (also in other EM simulation based methods), modeling and
analysis of microstrip antennas are closely integrated in a single procedure. The
computer-aided design procedure shown in Fig. 2.3 gets modified as shown in Fig.
2.19. Two difficult steps in this procedure are (1) the choice of the initial design
(usually transmission line modeling approach is used for this step); and (2) design
parameter modifications. Optimization techniques similar to those used for micro-
wave circuits can be used for this purpose. Because of the computer-intensive nature
of EM simulation software, antenna optimization using EM simulation becomes a
very slow process. Nevertheless, use of EM simulators for circuit and antenna
optimization has gained some acceptance in recent years [49]. Specialized techni-
ques like space mapping and decomposition [50] and the use of artificial neural
networks [29,51] have been developed for making efficient use of EM simulation in
optimization and design, and these are applicable to microstrip antenna design also.

Finite-Difference Time Domain Simulation of Microstrip Patches In addition to
the integral equation formulation for full wave analysis of microstrip patches, finite-
difference time domain (FDTD) simulation is also used for these antennas. A
detailed discussion of FDTD fundamentals and implementation is contained in
Chapter 6. Basic formulation of the FDTD method (as a central difference
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FIGURE 2.19 Microstrip antenna design using EM simulators.

discretization of Maxwell’s curl equations in both time and space) is well known
[46—48] and is identical for circuit and antenna problems. However, details of the
implementation by various researchers differ with respect to excitation treatment,
boundary conditions, and postprocessing of results to obtain parameters of interest
in the frequency domain. These issues are discussed in Chapter 6.

2.3.1.3 Modeling of Slot Antennas Slot antennas can be considered to have
evolved from slot transmission lines [12] in a manner similar to the evolution of
microstrip patch antennas from microstrip transmission lines. Based on this analogy,
a transmission line model can be used for rectangular slot resonators as shown in
Fig. 2.20 and extended to the transmission line model for a slot antenna as shown in
Fig. 2.21. The conductance G, represents the radiation conductance of the slot. Note
that G, is connected at the midpoint of the half-wavelength resonant slot, which is
the location of the maximum voltage across (and hence that of the maximum
magnetic current along) the slot. This conductance G, can be evaluated by equating
the power radiated by the slot to the equivalent power dissipated in G, when a
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L

voltage V exists across the conductance. That is,

G = 2Prad

=5 (2.48)

Inductors L, represent the inductance due to slotline short-circuited terminations at
the two ends of the resonant slot. The value for L, is obtained from the
characterization of short-circuited ends of a slotline [12]. The equivalent model
shown in Fig. 2.21a does not include representation of the feedline. A slotline-fed
half-wave resonant slot can be modeled by the equivalent network shown in Fig.
2.21b. The discontinuity reactance contributed by the junction between the feeding
slotline and the resonant slot is not shown in Fig. 2.21b and needs to be included for
accurate modeling and analysis of the resonant slot antenna.

Figure 2.21c depicts the implementation of the equivalent transmission line
model for a one-wavelength resonant slot fed at the midpoint by a coplanar
waveguide (CPW) feed. Note that, in this case, two radiation conductances G, are
included at the two points of the maximum voltage across the slot. A network for
representing the external mutual coupling between the two halves of the antenna
needs to be incorporated and is not shown in Fig. 2.21c. Also, as for the model
shown in Fig. 2.21b, the discontinuity reactance at the junction of the feedline and
the slot is not included in Fig. 2.21c.

The basic idea of the equivalent transmission line modeling of rectangular slot
antennas has been verified [52] by comparison with full wave electromagnetic
simulation. Just like transmission line models for microstrip patches, this modeling
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FIGURE 2.21 (a) Transmission line model for a slot radiator (feed not included), (b)
Transmission line model for a slotline fed, slot antenna, (c) Transmission line model for a
CPW line fed slot antenna.

approach is expected to play a significant role in the initial first-order design of slot
antennas and integrated circuit-antenna modules incorporating slot antennas.

In addition to the network modeling of slot antennas described in this section,
numerical modeling based on electromagnetic simulation (discussed earlier for
microstrip patches) is equally valid and employed for slot antennas also. In the
integral equation formulation for slot structures, it is appropriate to solve for
equivalent magnetic current distribution in the slot regions in place of electric
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current distribution over the conductor areas (as commonly carried out for microstrip
structures).

2.3.2 Analysis of Printed Patches and Slots

The computer-aided analysis of printed antennas is generally carried out in two
broad steps: (1) evaluation of the aperture field in terms of equivalent electric and/or
magnetic current distribution on the top surface of the substrate, and (2) evaluation
of the far field from the aperture field distribution. Usually the network character-
istics of the antenna (such as resonance frequency, input impedance, and bandwidth)
are computed in step (1); and radiation characteristics (such as beamwidth and
direction, side-lobe level, and polarization) become parts of computations in step (2).

When the network modeling approach is used for a microstrip patch antenna,
network solution techniques are used for finding network parameters, namely, input
impedance for single-port radiators and S-parameters for two-port (or multiport)
radiators. In addition, solution of the network model yields voltage distribution along
the periphery of the patches. This voltage distribution is written in terms of the
equivalent magnetic current distribution, which is used for the calculation of the
radiation field—step (2) in the procedure outlined above.

When integral equation based EM simulation is used for modeling and analysis of
microstrip patch antennas, the first part of the computation results in electric current
over the conducting patch and the associated feed structure. This electric current
distribution can be used for finding the radiation field in the far zone of the antenna.
The Green’s function expressing the field produced by an infinitesimal electric
current element on the ground dielectric substrate is already known. In fact, this
Green’s function (see Chapter 5) is the starting point for the integral equation
formulation. An integral of this Green’s function weighted by the current distribution
yields the total field and when evaluated with the far-field approximation provides
results for the radiation field.

When simulating slot antennas by the moment-method based integral equation
approach, we solve for the equivalent magnetic current distribution in the slots (the
nonconducting portion on the upper surface of the substrate). In this case, the far
field is evaluated by using a Green’s function for fields produced by an elementary
magnetic current source.

When FDTD simulation is used, it becomes necessary to limit the computational
domain by enclosing the antenna in a virtual box. The next step is the evaluation of
the equivalent electric and magnetic current densities, J, and M, which are related
to the field components on the surface of the box by J, =i x Hand M; = —n x E;
with n being a normal outward unit vector on the surface of the box. Since the field
components on the surface of the virtual box calculated by FDTD are in the time
domain, one makes use of the discrete Fourier transform (DFT) to obtain the
corresponding frequency domain phasor quantities. Chapter 6 contains the details of
this procedure.

Common to all of the above methods of evaluating the aperture field in terms of
electric/magnetic currents is the near-field to far-field transformation for evaluating
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the antenna characteristics. This transformation is based on the surface equivalence
theorem (for details, see texts like_[53])._ Far-field evaluation starts with the
computation of two vector potentials 4 and F as:

- jse_jkr ! ,

A=p|| 2—-ds (2.49)
N 1\7[ —jkr”

F=c¢ “ s’ (2.50)

The electromagnetic fields at a far-field point, P, shown in Fig. 2.22, are as follows:

- - -1 -
E:—ij—Jk—uz)V(V~A)—;VxF (2.51)
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Since ' « r for the far-field point P, we can assume

Y =242 = 2r cos W =~ r — ¥ cos W (2.53)

and the two vector potentials in Egs. 2.49 and 2.50 can be rewritten as

A e/ T Jjkr' cos¥ jov
=uS || T evas (2.54)
S/
T e/ 1 k' cosW¥ o7
Foofp || Mot as (2.55)

]

P(x,y,2)
(M I EH)
P(xy'.z)
g
rf vy 4
0
Y

X

FIGURE 2.22 Coordinate system used for discussing near-field to far-field transformation.
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where
rcosW =7 -t=x"sinfcos ¢+ sinOsin¢ + 2 cos (2.56)
Since the integrands in Eqs. 2.54 and 2.55 are functions of J ,¥, and ¥ only,
we can define two new radiating vectors, N and L as shown below
N = ”S I s s (2.57)
L= “ M,/ ¥ gg' (2.58)
&

which are related to the vector potentials Aand F by

- e_jkr -
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- eijkr -

F=¢" L (2.60)
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Now, if we substitute Egs. 2.59 and 2.60 into Egs. 2.51 and 2.52 and drop the terms
that decay faster than 1/r, we can obtain the radiating fields at the far-field point as
follows:

e’fk
e‘f"

Consequently, we can calculate the time-averaged Poynting vector (average power
density) at a far-field point (r, 0, ¢) as follows:

W, =i Re[ E x H*| = |Re[EyH,* — E,Hy*]

n L</>2 Ly 2]
= Ny+—|"+|N, — —
3)?r2[| ot [“ + [Ny nl

(2.63)

By simply multiplying the above power density by the square of the distance, 72, we
obtain the radiation intensity of the antenna at a certain direction (0, ¢) as follows:

L
U= [lN +2P N, -2 |2] (2.64)
82 n
Thus we note that the second broad step mentioned in the beginning of this section
on computer-aided analysis is a straightforward implementation of the equivalence

theorem in electromagnetics.
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2.4 CAD CONSIDERATIONS FOR INTEGRATED CIRCUIT-ANTENNA
MODULES

2.4.1 Nonintegrated and Partially Integrated Modules

CAD considerations for integrated circuit-antenna modules depend on the level of
integration. As discussed in Section 1.5 and depicted in Table 1.4, circuit-antenna
modules can be grouped into three classes: nonintegrated, partially integrated, and
fully integrated. In the case of nonintegrated modules, circuit and antenna functions
are designed separately with their external ports matched to a standardized
impedance level (usually 50 Q). Software for microwave circuit and antenna CAD
available separately are useful for this class of circuit-antenna modules.

For partially integrated circuit-antenna modules, circuit and antenna functions
interact through the transmission structure connecting them. A common example is a
microstrip patch located on the top surface of a grounded substrate with a feed-
through leading to the circuit located below the ground plane. Design of this class
of integrated circuit-antenna modules would typically consist of the following
steps:

1. Design of the antenna for desired radiation characteristics. This may make use
of any design tools or CAD software available for antenna design.

2. Characterization of the input impedance of the antenna over the frequency
range of interest/concern. This frequency range could be wider than the
operating frequency range of the antenna. For example, if we have a high gain
amplifier feeding the antenna it may be desirable to ensure the stability of the
amplifier even outside the antenna bandwidth.

3. Modeling of the feed-through connecting the antenna to the circuit over the
frequency range mentioned in step (2). Normally the feed-through is either a
vertical probe passing through a circular hole in the ground plane or only an
aperture (circular or rectangular) in the ground plane. The latter provides EM
coupling between the antenna above and the feedline below the ground plane.
In any one of these cases, a model can be derived using electromagnetic
simulation of the “feed-through.” ANN modeling [28] can provide an accurate
model based on results obtained from the electromagnetic simulation.

4. Initial design of the circuit portion.

5. Evaluation of the circuit performance with frequency-dependent input impe-
dance of the antenna connected through the wide-band model of the feed-
through. Optimization of the circuit design is needed at this stage. Optimizers
built into the commercially available microwave circuit CAD tools are
appropriate for this purpose.

6. Characterization of the output of the circuit part including the output
impedance and the signal level (or Thevenin’s equivalent in network terminol-
ogy) over the desired bandwidth of the antenna.
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7. Reevaluation of the radiation performance of the antenna accounting for
output characteristics of the circuit portion. In case this performance is found
to be inadequate, a redesign of the antenna and/or of the circuit portion may
be needed.

2.4.2 Fully Integrated Circuit-Antenna Modules

In this case the circuit and antenna portions interact not only through the physical
interconnects but also through the EM coupling among various parts responsible for
circuit and antenna functions. Thus it is not possible to design the circuit and antenna
functions separately and a concurrent design approach is needed. This concurrent
design approach calls for integration of the network analysis used for the circuit
design and the field analysis used for the antenna design. There are two different
methodologies that have been proposed for handling this integration of two
apparently different approaches: (1) network analysis based approach using network
modeling of antennas, and (2) integration of network analysis in the numerical
algorithms for EM simulation of fields. Some key features of these approaches are
presented in this section and details are discussed in later chapters in this book.

2.4.2.1 Total Network Modeling Approach This approach makes use of a
network model for antennas. The transmission line model, cavity model, and
multiport network model mentioned earlier (and discussed later in Chapters 3 and
4) are appropriate for this purpose.

The key feature of this approach is that the antenna and electromagnetic
couplings among the various parts in the antenna and circuit portions are represented
in terms of equivalent network models. The resulting overall network can be
analyzed, designed, and optimized using the network-theoretic methods that have
been developed extensively over the past several decades. Chapters 3 and 4 discuss
the details of this approach.

2.4.2.2 Integration of Network Analysis with EM Simulation Methods of
incorporation of certain elements of network analysis in electromagnetic simulation
algorithms have been developed both for frequency domain and time domain
simulations. Two different strategies have been developed for this purpose. One of
these directly incorporates the representation of lumped circuit elements as addi-
tional boundary conditions in electromagnetic formulation. This has been tried in
both the frequency domain [54,55] and the time domain [56,57]. This approach
needs each circuit element to be described using data tables or explicit formulas. The
second strategy combines an EM simulator (for the passive distributed parts of the
circuit-antenna module) with a network simulator for the active and/or lumped
components and circuits. This approach has become more popular [58,59].

Frequency Domain Simulation The incorporation of lumped circuit elements in
the moment-method solution of the integral equation formulation for planar circuit—
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antenna modules is discussed in Chapter 5. Circuit elements are considered to be
much smaller compared to wavelength and hence can be analyzed by circuit theory.
Original integral equations are modified to incorporate the voltage—current relation-
ship constraints imposed by circuit elements. For example, when a series impedance
is connected across a gap in a microstrip-like structure, surface current J; and the
electric field £ at that location can be related to the series impedance Z;. This
relationship is combined into the generalized impedance matrix encountered in the
moment-method solution of the integral equation for surface current on the
conducting portion of the circuit-antenna module. The resulting solution yields
the field simulation taking the lumped element behavior into account.

A dual treatment is applicable when dealing with CPW circuits and/or slot
antennas [60]. In this case the integral equation is formulated in terms of magnetic
current distribution in a slot and the circuit-element characterization is incorporated
in terms of an admittance matrix. This approach has been illustrated for an active
CPW-fed slot antenna with a bipolar amplifier inserted in the CPW feed line [60].

A similar approach is used for incorporating circuit elements in the finite-element
method (FEM) in the frequency domain [54,55]. In three-dimensional (3-D) FEM,
the volume is meshed by tetrahedral elements. When edge elements are used as basis
vectorial fields to approximate the electric field and Galerkin’s method is employed,
the unknown edge voltages [e] are given by

[Y1le] = [1] (2.65)

where [i] is the excitation current vector and [Y] is an admittance matrix that relates
the interaction between edges. The matrix term Y, can be seen on the self-
admittance of edge while Y, is the mutual admittance between the edge e and
edge k. Any edge can be compared to a port and if a lumped element is connected to
this kind of port, we have (by Kirchhoff’s laws)

M
kXZ Yekek +ycee = O (266)
=1

where M is the number of associated edge voltages and y, is the admittance of the
lumped element. Relation 2.66 is used to introduce, in the admittance matrix [¥] of
Eq. 2.65, an additional term that corresponds to the admittance y. of the lumped
element. When a two-port lumped circuit is connected between two edges e and ¢/,
the corresponding four terms in [Y] get modified. This inclusion of one-port and
two-port lumped elements in FEM simulation is shown schematically in Figs. 2.23a
and 2.23b, respectively.

A more efficient way of analysis (particularly when dealing with nonlinear
lumped circuits) is not to connect the lumped circuit during the field simulation
but to create additional ports as shown in Fig. 2.24a. After the multiport character-
ization is obtained by field simulation, the lumped circuit is connected to the
additional internal ports as shown in Fig. 2.24b. The combination of Fig. 2.24b is
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FIGURE 2.23 (a) One-port lumped circuit element connected to an FEM edge. (b) Two-port
circuit connected to two edge elements in an FEM simulation.

then analyzed by network theory. Implementation of this method is illustrated in
[54,55].

This concept of introducing ports at the location of the lumped circuit, while
carrying out EM field simulation, has more general applications. Analysis of an
oscillator grid and array reported in Chapter 8 of this book also uses this method.
The grid of oscillator—antenna or amplifier—antenna cells is uniformly periodic and is
considered to be infinite in the two lateral dimensions. Field and current distributions
in each cell can be expressed as a two-dimensional series of modes. By matching
fields at the two interfaces, expressions are derived for the electric field coefficients
on two sides in terms of the surface current coefficients. Unknown coefficients for
currents are solved by the moment-method approach. As discussed in Chapter 8, this
leads to the driving-point impedance across the gap where active devices are
mounted. The resulting field analysis based network characterization of the passive
part of the circuit-antenna modules is used for design of circuit functions like grid
amplifier and grid oscillators.

Time Domain Simulation FDTD and TLM (transmission line matrix) methods
have been modified to incorporate lumped circuits in EM field simulation. The
extension of the finite-difference time domain (FDTD) method to integrated circuit—
antenna modules is discussed in Chapter 6. The basic formulation for incorporating
lumped linear and nonlinear circuit elements into the FDTD algorithm was proposed
originally by Sui et al. [57] for two-dimensional (2-D) problems and generalized to
3-D configurations later by Piket-May et al. [56]. The key step is to include a lumped
electric current density term J; in the conduction and displacement currents on the
right-hand side of Maxwell’s equation for curl H. This yields

-
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FIGURE 2.24 (a) Additional internal ports added to the passive part of a circuit-antenna
module for its characterization by EM field simulation. (b) Connection of the circuit part to
multiport characterization of the passive part of a circuit-antenna module.

Properties of the lumped element relate this lumped current to the voltage developed
across that particular Yee cell. The lumped current 7, (= J;A,A, for an x-oriented
element) gets updated at each time step in the FDTD simulation.

As in the case of frequency domain simulation also, the above approach of
directly implementing lumped circuit elements and devices into the FDTD algorithm
becomes inefficient when lumped devices have complicated equivalent circuits and
when multiport lumped circuits are involved. An equivalent source approach [59]
allows a direct access from FDTD algorithm to a network simulator (like SPICE)
used for circuit analysis. This equivalent source approach is based on writing a
Norton equivalent of the Yee cell (starting from the integral form of the Ampere law)
or a Thevenin equivalent based on the integral form of Faraday’s law. An example of
this implementation is given in Chapter 6.
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FIGURE 2.25 A lumped element circuit introduced in the TLM analysis mesh.

When the TLM method is used for integrated circuit-antenna modules, arbitrary,
multiport, nonlinear devices (or lumped circuits) can be incorporated into a three-
dimensional (3-D) condensed node TLM mesh [61]. Figure 2.25 illustrates a lumped
circuit displacing a number of nodes in TLM simulation. In general, the nodes
interfacing to the circuit are connected to the circuit via two ports at each node.
These two ports are polarized parallel and perpendicular to the plane of the circuit. A
typical interface of the circuit to one of the TLM nodes is shown in Fig. 2.26. The
reflected and incident descretized signals from the circuit to the node “p” are
denoted as V) and quﬁ, respectively, where ¢ is the counter for mesh time steps
qg At <t < (g+1) At. Signals from the node to the circuit are first interpolated,

j
| l a1 interpolation \dev,p(0 equivalent
node [ filter $ current
source
p— p .
| | a V1' l bqu®
sampler y
I/At
I circuit
solver
low
pass
filter ' Viev ®
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Vdev,p ® +

FIGURE 2.26 Typical interface between a TLM mode and one-port lumped element circuit.
(From [61], copyright © 1993 by John Wiley & Sons; reproduced with permission.)
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resulting in a continuous time signal incident on the circuit element. As .V,
depends on V" at the surrounding nodes, an explicit interpolation is possible for
q At <t <(q+1) Ar. The forcing function for the device differential equation
solver (or for the circuit simulator) is an equivalent current source (Norton
equivalent), which is related to V éev’ p(t) and the impedance of the interconnecting
line in the TLM mesh. Reflected voltage from the lumped element to node p is
passed through a lowpass filter to remove high-frequency components above the
Nyquist rate that would otherwise cause aliasing errors in the TLM mesh. This
arrangement can be extended to multiport circuits. Interpolation filters at the circuit
input ports allow the update interval in the circuit solver to be smaller than the time
step in the TLM mesh.

The methodology shown in Fig. 2.26 for the TLM method is also applicable to
other time domain simulators (like FDTD). It allows circuit simulators like SPICE to
be coupled to time domain field simulators.

2.5 SUMMARY

This chapter has summarized the CAD issues related to integrated circuit—antenna
modules. Various features of the generalized design process have been mentioned.
As in other design domains, the three design philosophies applicable to the design of
integrated circuit-antenna modules are the conventional approach, the CAD
approach, and the knowledge-aided approach. Various aspects of the CAD approach
for microwave circuits and for printed (microstrip/slot) antennas have been
reviewed. For fully integrated circuit-antenna modules, the CAD approach is
necessary and the tools needed for this are being developed. The knowledge-aided
design (KAD) approach may also be important to improve design capability but is as
yet relatively undeveloped.

After summarizing the position on the CAD of circuits and antennas, this chapter
concludes with a review of CAD methods for integrated circuit-antenna modules.
Some of these methods are described in the following chapters. Final comments on
the current status of CAD for integrated modules are included in the concluding
chapter of this book.
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3.1 INTRODUCTION TO EQUIVALENT CIRCUIT SIMULATION

In the active integrated antenna design process, there is a need for simulation tools
that give results with good accuracy but with fast execution times. These tools can
then be used both at the conceptual design stage, where fast simulation allows
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selection of appropriate configuration, and for design optimization, where the chosen
active integrated antenna can be adjusted to meet its broad requirements. Simulators
based on equivalent circuits have long been used in microwave circuit design to
perform these functions. This chapter reviews recent progress in the application of
these methods to active integrated antennas.

In many cases, commercial software packages intended for microwave circuit
simulation have been extended to include antenna equivalent circuits. These predict
the circuit performance of the active antenna, which, for single radiating element
devices, is the primary indicator of successful performance; radiation is likely to be
similar to that of the passive antenna. Radiation patterns can then be calculated using
an equivalent current source model using excitations derived from the circuit
simulator. Examples of these methods are given in this chapter.

In other cases, alternative methods have been adopted. For example, for arrays of
coupled oscillators time domain solution of simultaneous differential equations,
based on very simple equivalent circuits, is a more appropriate way of simulating the
dynamic performance. Similar methods are now yielding closed-form expressions
for spectral performance of active patch oscillators. The approach to coupled
oscillator arrays is noted in this chapter and covered extensively in Chapter 7.
Details of spectral characteristic analysis are given here.

3.1.1 Antennas for Active Integrated Antennas

There are a wide range of antennas now used in active integrated antennas. One of
the primary characteristics that allow integration is that the antenna is planar and
hence amenable to construction using printed circuit, microwave integrated circuit,
(MIC), or monolithic microwave integrated circuit, (MMIC) techniques.

Figure 3.1 shows a number of antenna types that have been used in integrated
structures. Although the collection is not exhaustive, it illustrates those types that
allow device integration. Use of some of these types is described in Chapter 1.
Figure 3.2 gives the approximate equivalent circuit for the types shown in Fig. 3.1.
The dipole and its variants are electric sources and can be represented close to
resonance by a series resonant circuit [1]. Narrow bandwidth equivalent circuits are
useful for single-frequency situations such as frequency estimation of oscillator—
antenna modules and amplified transmit or receive antenna simulation. They are
limited, however, when used for time domain analysis or calculation of spectral
performance. The slot and its variants are magnetic sources and can be represented
as a parallel equivalent circuit [2]. Again this is useful over only a narrow bandwidth
and will not be useful where higher order modes are excited on the antenna. The
microstrip antenna is magnetic in nature and, for a rectangular patch, consists of two
parallel equivalent circuits separated by a transmission line [3]. More details of patch
modeling are given in Section 3.1.2. Other types of microstrip antennas will have
different equivalent circuits. For example, the series connected patch array of Fig.
3.1g [4] can be represented by a cascade of microstrip lines and parallel resonant
circuits representing the patch edges. The cascade can be terminated with an open
circuit to form a resonant array or with a 50-Q load to represent a traveling wave
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(9 (h) U]

FIGURE 3.1 Typical antenna types used in active integrated antennas: (a) printed dipole, (b)
printed monopole, (c) printed loop, (d) slot, (e) slot loop, (f) microstrip patch, (g) microstrip
array, (h) dielectric resonator, and (i) tapered slot.

(e}

FIGURE 3.2 Approximate equivalent circuits of antennas of Fig. 3.1 (annotation relates to
Fig. 3.1).
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array. Dielectric resonators have been used as active antenna elements and the
equivalent circuit is as shown in Fig. 3.1h [5]. The resistor represents both radiation
and material loss. The tapered slot is an example of a traveling wave antenna and its
terminal impedance properties can be represented over a wide frequency range by a
resistor, although close to cutoff this equivalent circuit may be inappropriate.

3.1.2  Microstrip Patch Antenna Circuit Models

Microstrip patch antennas can be modeled with varying degrees of accuracy. Each
modeling strategy gives rise to different physical insights about the problem. For an
active antenna element the location of the tap-in point for intrinsic impedance match
is a primary design criterion. This must be achieved in a way that is compatible with
the electrical circuit synthesis approach needed for active antenna realizations, while
simultaneously allowing primary antenna characteristics such as far-field copolar
and cross-polar patterns to be evaluated. The simplest approach involves represent-
ing the antenna element as a very wide (low impedance) section of microstrip
transmission line of length L (Fig. 3.3). Here the patch edges and ground plane
represent the radiating apertures for the antenna. Thus the antenna is viewed as a
section of transmission line normally about one-half wavelength long with a high
impedance load comprised of a capacitance (due to edge fringe fields) and resistance
(due to radiation) placed at each end of the line. Accurate models using this
philosophy have been devised [6].

It should be noted that this class of model does not take into account higher order
modes, which ultimately degrade cross-polar radiation levels. This is a particular
problem for active antennas where cross-polar levels of better than —15 dB cannot
be obtained without taking special precautions. The model presented in Fig. 3.3 is
valid when the patch resonator element is narrow, that is, w < A. It includes mutual
coupling between the main radiating slots, which, if not included, lead to inaccurate
impedance tap-in point modeling. Here Y, represents the slot radiating admittance
and Y, the mutual coupling between principal radiating slots. The detailed design
equations for this three-port transmission line equivalent model can be found in [6].

By formulating the design equations in a modern microwave CAD package [7],
lengths and widths of the antenna element are first established for a given frequency
of operation, given that the substrate dielectric constant and height /# are known.
Then keeping the frequency of operation constant, lengths L, and L,, which
determine the location of the antenna tap-in point, are varied until an input
admittance Y;, can be assigned. Normally this admittance is the complex conjugate
of the active device admittance. In this way an intrinsic match can normally be found
for the device without the need for additional matching structures that can affect
overall radiation patterns [8]. In some cases this approach will not directly yield the
intrinsic matching condition. When this happens, the length of the element is
allowed to vary within confined limits as part of the optimization process. Thus an
intrinsic impedance match can always be found since the antenna is now operated
slightly off-resonance.
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FIGURE 3.3 Microstrip patch resonator: (a) physical and (b) three-port model.

A second modeling strategy that is directly compatible with linear active antenna
synthesis uses a two-dimensional equivalent circuit model. Here the radiating edges
of the patch antenna together with the patch body are represented in the frequency
domain by a circuit network equivalent of Maxwell’s equation [9,10]. This approach
facilitates the visualization of the EM fields on the antenna and other distributed
circuitry associated with the active antenna in a way that is directly compatible with
conventional nodal admittance circuit simulation. Figure 3.4 shows a typical two-
dimensional network model for the patch antenna. With this model the £, and Ej
far-field components can easily be found by calculating the far-field radiation vector
L as defined in [10]. Copolarization and cross-polarization levels as well as tap-in
location can also be evaluated by this procedure. The disadvantage of this approach
is that it is very slow when used directly in a SPICE-type time domain circuit
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Radiating edge network

Microstrip patch
body network

. G, = radiation conductance
C. = edge capacitance

FIGURE 3.4 Two-dimensional patch antenna model.

simulation, as is necessary when active antenna transient or injection locking
behavior is an issue.

A third approach that is sometimes convenient is to use a cavity model [11,12].
Modern CAD simulation tools, such as [7], have the facility that computer code can
be incorporated directly for functional evaluation. With this approach, the antenna is
replaced by a grounded dielectric resonant cavity with lossy dielectric. By impress-
ing a magnetic current loop onto the grounded electric slab, the radiated power is
computed and the radiation patterns for the antenna are obtained from the resulting
magnetic current distribution. This approach is very useful when an impedance map
over the antenna body is required and/or when the antenna does not operate in its
fundamental mode. Also, the model can be used directly in order to establish
simplified lumped circuit models for the antenna. These are particularly useful when
time domain studies are required since all of the salient circuit features of the patch
antenna are compactly represented.

3.1.3 Equivalent Circuits for Passive Components

There are several circuit media that have been used in integrated active antennas. The
primary types are indicated in Fig. 3.5. There have been many good reviews of
transmission media and their properties, such as [13,14]. Closed-form expressions
are available for these media and many of the commercial software packages
incorporate them.
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) @
FIGURE 3.5 Transmission media used in active integrated antennas: (a) microstrip, (b)
coplanar waveguide, (c) coplanar stripline, and (d) slotline.

Discontinuities in the medium, such as changes in impedance, bends, and T
junctions, need careful characterization to enable reliable equivalent circuits to be
derived. Much work has been done and Hoffman [14], for instance, gives many
examples, some of which are shown in Fig. 3.6.

The equivalent circuit models are limited in their applicability. Within the range
of circuit parameters, often given in terms of line width as a ratio of wavelength,
frequency, and substrate parameters, the accuracy may be better than a few percent.
Outside these parameters, the discontinuity may behave in an anomalous way, due,
for instance, to the generation of higher order modes within wide transmission lines
or surface waves within thick substrates.

Choice of discontinuity model is not always clear and the full equivalent circuit
model should be compared with measurements where possible. As indicated in
Sections 3.1.2 and in 3.2.1, the microstrip patch can be modeled by transmission line
sections with appropriate end admittances. However, the reactive effects at the line
connection point have not been modeled, primarily because the available disconti-

|
e AT
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.

(@ (b)

FIGURE 3.6 Typical microstrip discontinuities and their equivalent circuits: (a) step and (b)
T junction.
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nuity models, the step or T junction, are not characterized for such line widths. In
this case, however, the overall model was sufficient to give resonant frequency
prediction within a few percent of that measured. In other configurations, however,
this may not be the case and caution needs to be exercised in equivalent circuit
construction.

3.1.4 Equivalent Circuits of Active Devices

Both two- and three-terminal active devices have been used in integrated active
antennas for a variety of functions such as power generation, application, mixing,
and control. Choice of device depends on both function and compatibility with the
transmission medium used. Similarly, choice of transmission medium and antenna
type will depend on availability of active devices. The compatibility of a solid state
device with a transmission medium has been discussed in [13].

Equivalent circuit characterization of the active device is of crucial importance to
active antenna simulation. Full performance prediction can only be achieved using
both linear and nonlinear device characterization. In particular, for oscillator
analysis, where accurate frequency and power level are required, for amplifier
linearity analysis, and for mixer action, nonlinear models are required. However,
first-order analysis of oscillators and amplifier antennas can be performed with linear
device models.

Figure 3.7 shows typical small signal active device equivalent circuits [4].
Modern circuit simulators contain such models together with associated component
values for manufacturers’ devices. Some discussion of large signal models is given in

Rs(V) Ry(V)
o—AN—
C R;(V) =cC Ri(V)
(o] T O
(a) (b)
. Re Rq
Package . _ Device gate WA )t AM— drain
- o Cdg L -+
Ce] D
gc L
Ly -R lsTRas & T
oYY o AAA——— Rc
~ Cp = c % Rg
source
O
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FIGURE 3.7 Typical small signal equivalent circuits of typical active devices: (a) varactor
diode (pill package), (b) beam lead Schottky-barrier mixer diode or varactor diode, (c)
packaged Gunn diode, and (d) MESFET.
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the next section. In most of the examples in this chapter, models contained in the
simulator [7] were used in the computations.

3.1.5 Large Signal Equivalent Models

When active antennas are used as elements in power combining arrays, the active
devices act as primary power sources for the active antenna and, for accurate design,
must be well characterized. Large signal characterization is an important requisite
since it is only under this operating condition that the power-producing oscillator
action of the active antenna will reach a stable limit cycle. Thus any quantitative
assessment of the behavior of the active antenna element depends on an intimate
knowledge of the subtle interactions between device and circuit. A demanding part
of the design procedure needed prior to initiating the design is a requirement for
experimentally validated large signal models for the active device. The derivation of
these models such that they provide a realistic estimate of the large signal
performance is a subject of intense research [15—18]. For the purposes of illustration,
a typical nonlinear model for a GaAs MESFET is shown in Fig. 3.8 [19]; other
active devices such as IMPATT, Gunn, BJT, HBT, and HEMTs all have roles to play
in active antenna circuit design.

The goal of the large signal modeling technique is to represent the device as a
three-terminal network, the performance of which is designed to reproduce device
performance under dc, small signal, and large signal modes of operation. Each of the
nonlinear elements within the device are characterized by functional equations. The
coefficients of these equations, along with the linear element values, are usually
determined by numerical optimization, within physical constraints, to reproduce the

CGD
|_
G L(I RG RD LD D
N VAV VNP V.V VNN
Ces _I_ Dop

FIGURE 3.8 Typical large signal MESFET model.
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actual measured terminal behavior of the device, preferably under all operational
modes. Such a model should be used in the CAD algorithm for active microstrip
antenna modeling for power-producing antennas.

Active GaAs three-terminal devices, such as a MESFET, are fabricated by
growing an n-type epilayer onto a very pure GaAs substrate. The source and drain
terminals are formed by making ohmic contacts onto the n-type epilayer, while the
gate contact is achieved by the formation of a Schottky-barrier connection over the
channel region. The bias voltages between the gate and the source, Vg, and the
drain and source, Vg, are used to control the current flow through the device. The
operation of the MESFET will not be detailed here as there are several established
texts that provide a comprehensive analysis of the physical behavior and electrical
properties of such devices [20,21].

Figure 3.8 shows the large signal MESFET model circuit.

There are a number of linear elements included in the MESFET model. Lg, L,
and L, represent the inductances associated with the bond wires connecting the
MESFET to the outside world. The resistances R, and Rg account for the
metallization contact resistances at the terminals and for the resistance presented
by the n-type material between the drain and gate terminals and the source and gate
terminals, respectively. R; models the contact resistance of the metallization at the
gate terminal. The resistance R; accounts for the intrinsic impedance of the
conducting channel between the source and gate terminals. The capacitance and
resistance in the device n-type channel are modeled by the parallel combination of
the elements R,g and Cpg. The capacitive effect of the Schottky-barrier terminal
between the gate and drain is characterized by Cgp,.

There are four nonlinear elements included in the large signal MESFET model.
These are diodes D; and Dgp, which represent the rectification effects at the
Schottky-barrier gate terminal, the capacitance Cg, which models the gate to source
capacitance at the Schottky barrier, and the voltage-controlled current source, I,
which simulates the conducting action of the n-type channel under the gate terminal.

The nonlinear currents flowing in the diodes, Ip;(f) and Ipgp(¢), may be
represented by Eqgs. 3.1-3.3, where V) (¥) is the voltage across the element D).

Ip(t) = Isat (exp(%) - 1) Vep(t) > (=5NVr) (3.1
Igp(t) = _ISAT(l —+ exp _<VBR+V;/G,M>> Vep(t) < (=Vpr +50V7)  (3.2)
Igp(t) = —Isat (=5NV7) = Vep(t) < (=Vr +50V7)  (3.3)

where N is the ideality factor of the diode, Vjj is the reverse breakdown voltage of
the junction, /g7, the reverse bias leakage current, and V; is 25mV at room
temperature. These three equations account for forward conduction, reverse conduc-
tion, and saturation conduction. The current /,,;(#) flowing in the diode D is found
using the same model.
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The most important of the nonlinear elements is the drain-to-source current
model, /(7). This must account for all the conductance mechanisms associated with
the variable depth of the depletion region under the gate terminal. The model used
here for illustration is that due to Curtice [22]. This voltage-controlled current source
is characterized by the V-/ relationship in Eq. 3.4:

V() = Vpspe

In(t) = (Ag + A,V + Ay Vi + A3 V) tanh[ TV (0)] + R
DSO

(3.4)

where
Vi= Ve[l + B(Vpso — V(D] (3.5

The parameters 4,, 4;, A,, and A5 are the Curtice transconductance coefficients of
the device, Ry is the dc output conductance of the device, f is the coefficient to
control the change of the pinch off current due to the drain voltage, and I' defines the
magnitude of drain current at which saturation occurs. Vjg, is the voltage at which
the transconductance coefficients were evaluated. Vg is set to the drain-to-source
bias level. This /-V relationship is not valid for all operating values of gate voltage.
The physical /-V characteristic is not symmetrical about the origin of its axes, and
thus to ensure integrity of the function in Eq. 3.4 the following criteria are applied:

Ip(t) = 0.0 where I(f) < 0.0 (3.6)
and
Ip(®) =0.0 where  (Vg(t) — Vi) < 0.0 3.7

V7o is the turn-on voltage of the device.

The final nonlinear element in the large signal model is the capacitance Cgg. The
relationship used to represent this capacitance is dependent on whether V(¢) is
above or below the built-in potential of the gate contact, V5;. Two capacitance-to-
voltage relationships are thus required, as shown in Egs. 3.8 and 3.9:

C
Cgs(t) = % V) < Vi (3.8)
1 _ G
Var

and

Caso
Va(t) — (Fc V) Ve(t) = Vi (3.9

1
VU=Fo\ 1 5y - F,)

Cgs(t) =
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TABLE 3.1 Large Signal MESFET Model Coefficients

Parameter Value
Igar 1.4 x 10710 A
Nigp, Nics 1.54
Var 17.0V
Caso 0.385pF
Vg 0.844V
A, 0.071

A, 0.066
A, 0.007
A, —0.0036
B 0.01

r 4.0

Vro —22V
Rpg 600 Q
Viso 20V
Vispe 3.0V
Fe 0.5

R, 125Q
Rg. R 15Q
Rg 6.54 Q

The parameter F- is a fitting coefficient, which is varied to obtain the best agreement
between the measured and modeled values of Cgg.

The model described here is that developed by Tang [23]. The parameters for this
model are listed in Table 3.1 and provide a good fit to the dc and measured large
signal harmonic performance of an actual device.

The device topology, together with the appropriate governing equations, can be
incorporated directly into the circuit simulation together with the antenna model so that
the overall active antenna circuit can be simulated under dc small signal or large signal
modes of operation depending on the functional requirements needed for the active
antenna application, oscillator, amplifier, and so on. Fortunately, modern nonlinear
CAD simulation tools have a variety of validated standard large signal models available
so that one does not have to build a verified model from scratch each time.

3.2 LINEAR SIMULATION USING EQUIVALENT CIRCUIT MODELS

In this section examples are presented of the simulation of active integrated
antennas. The examples use models based on the antenna and passive component
equivalent circuits described in Section 3.1, together with linear, small signal device
models.
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3.2.1 Microstrip Patch Oscillator

An important class of integrated active antenna is the microstrip patch oscillator.
This is a highly integrated transmit module that can form a building block in
complex systems such as full duplex transmit-receive modules [24] or phase
shifterless beam scanning applications [25]. In this section the transmission line
model will be used in the small signal design of a 4-GHz patch oscillator. This is the
first stage in the oscillator design and will be followed by a full nonlinear simulation
in the Section 3.3.1.

Figure 3.9 shows the patch antenna. In this case, a nonradiating edge feed is used
in order to obtain appropriate matching conditions, which will be discussed in the
nonlinear design. The accuracy of the equivalent circuit model implemented on
Hewlett Packard Microwave Design System (MDS) software is limited to approxi-
mately 1% for resonant frequency and in the region of 20-50% for input impedance.
This can lead to problems when very tight specifications have to be met. However, as
a first iteration design tool, some useful results can be obtained. The closed-form
nature of the model allows very fast computation times, which in turn allow the
important feature of optimization to be used as part of the design process.

The input reflection coefficient (S;;) is shown in Fig. 3.10 compared with the
equivalent circuit model. It can be seen that the resonant frequency is well predicted.
However, agreement for the magnitude of S}, is less good. The agreement is much
improved when symmetrical radiating edge feeding such as inset feeding is used,
since this generates fewer orthogonal currents, which cannot be modeled by the
simple equivalent circuit used here.

The patch oscillator design discussed here was first proposed by Birkeland and
Itoh [26]. The drain of a GaAs metal semiconductor field effect transistor (MESFET)
is connected to the patch at the feed point shown in Fig. 3.9 and short circuit
transmission lines are connected to gate and source terminals. A schematic of the
oscillator is shown in Fig. 3.11. The oscillator can be considered as having series
feedback in the source such that a negative resistance is obtained looking into the
gate terminals. The gate transmission line then presents the required reactance to

) Radiating edges
Lp

thL €,

FIGURE 3.9 Nonradiating edge-fed microstrip patch antenna. L, =24.0 mm,
W, =20.0 mm, L,y = 5.0 mm, W, = 1.57 mm, 4 =0.508 mm and &, = 2.2.
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FIGURE 3.10 Measured (—) and modeled (- - -) input reflection coefficient for a microstrip
patch of Fig. 3.9 using the transmission line model.

obtain oscillation at a particular frequency. The details of this design approach are
covered in a number of texts [21,27].

The oscillator design procedure begins with linear simulation to determine the
approximate oscillation frequency. The analysis component is used to estimate the
loop gain of the circuit. If the magnitude of the loop gain is greater than unity and
the phase has a zero crossing, then the circuit has the potential for oscillation. For
stable oscillation the Nyquist criterion must be satisfied, which states that the 1 + ;0
point must be enclosed in a clockwise direction by the locus of the loop gain. If these

- Wp—b

Patch

FIGURE 3.11 Schematic layout for a microstrip patch oscillator. Lp =24.0 mm,
Wp = 20.0 mm.
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FIGURE 3.12 HP MDS circuit layout for a 4-GHz microstrip patch oscillator of Fig. 3.11.
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two conditions are met, then stable oscillation in the large signal simulation is almost
guaranteed. Figure 3.12 shows the circuit page layout for a 4-GHz patch oscillator
including an implementation of the equivalent patch model.

The circuit shows the patch model constructed from five transmission lines, of
which two of length “DL” are end extensions due to the fringing field. The radiation
resistances are shown as “R.” and are in series with 1000-pF capacitors to dc block
the drain—source bias current. The analysis port component is positioned at the
source terminal. This was found to be the best position for later large signal
simulations. The gate and source transmission lines are terminated by inductances to
ground to simulate the wire short connections. The values have been obtained by
measurement. These inductances are quite critical to the design and it is important
that good estimates of their values are obtained.

Figure 3.13 shows the results of the simulation. It can be seen that the magnitude
of the loop gain is greater than unity across the whole band and there is a zero
crossing of phase, implying the circuit has the potential for oscillation. In addition,
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)
FIGURE 3.13 Simulated loop gain for circuit of Fig. 3.12: (a) magnitude and (b) phase.
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the phase can be seen to cross zero only once and is passing from positive to
negative, implying clockwise rotation around the 1 + jO. Thus the circuit is likely to
oscillate.

An estimate of the oscillation frequency can be made from Fig. 3.13. Steady-state
oscillation occurs when the magnitude of the loop gain equals unity and the phase
crosses zero. After the initial startup of the oscillator, as the amplitude of the
oscillations begins to grow, the nonlinear nature of the active device means that the
amplitude will approach a saturated level. This implies that the loop gain will
decrease from its small signal value, finally reaching unity at some particular power
level and frequency. Thus the best estimate obtainable from the small signal results is
the zero crossing point of the loop gain phase, in this case 3.925 GHz.

The measured spectrum of the oscillator is shown in Fig. 3.14. The spectrum is
measured at 30 cm from the oscillator using a broadband antenna connected to a
spectrum analyzer. The measured output frequency is 3.97 GHz, 1.2% greater than
the small signal prediction. This good agreement suggests that the operating
frequency is primarily determined by the oscillator, where it is believed that the
modeling accuracy is better than that of the patch. It is concluded that good
oscillation frequency prediction can be made with a relatively coarse patch model.

3.2.2 Integrated Amplifier Patch Antenna

Amplifiers have been integrated with antennas to improve performance on receive by
either reducing the effects of feeder losses [28], or increasing the gain [29] and

Received Power (dBm)
A
o

3.900 3.925 3.950 3.975 4.000 4.025 4.050

Frequency (GHz)

FIGURE 3.14 Measured output spectrum of microstrip patch oscillator of Fig. 3.12 with
V4 =50V.
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FIGURE 3.15 Half-wavelength patch with integrated amplifier.

bandwidth [30]. Figure 3.15 shows a compact half-wavelength microstrip patch
antenna with integrated amplifier [29]; a gain increase of 8 dB over a passive patch
was reported.

Low noise amplification (LNA) at microwaves using GaAs FETs, HEMTs, or
BJTs is a well-established technology. The procedure for the design of standalone
LNA circuits involves synthesis of a lossless input matching network to transform
the generator impedance, usually 50 € into the complex impedance, Zy, required
by the chosen transistor for optimum noise [31]. In more advanced designs, lossless
series or parallel feedback may be added to allow simultaneous optimization of the
noise figure and input VSWR [32].

Several authors [29,30] have described low noise receiving antennas in which the
antenna output impedance is transformed directly into Z,,. A more closely
integrated structure has been suggested [33], in which the positioning of a transistor
within a quarter wave patch antenna is used to create series and parallel feedback and
impedance transformation. The structure of this circuit is illustrated in Fig. 3.16. The
overall length L of the patch is chosen to give resonance at the required center
frequency. The insertion distance L; and the distance L, from the grounded edge to
the transistor both affect the impedance seen by the transistor and the degree of

4_7»9/4_.‘

-

O

| E—
<+«—Short circuit
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FIGURE 3.16 Quarter wave patch low noise amplifier layout.
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FIGURE 3.17 Optimum noise figure, gain, and transistor position for low noise active
patch.

series and parallel feedback. A microstrip transmission line model can be used to
demonstrate the expected effects of these design variables on the gain and noise
figure. This procedure has been used to show that for given values of L and L, there
is a value of Z, that gives a minimum value of noise figure at a frequency close to the
unloaded resonant frequency of the antenna. The maximum gain, G, associated
with this combination of design variables is obtained by conjugately matching the
output of the antenna.

Noise Figure (dB)

3.6 3.62 3.64 3.66 3.68 3.7 3.72 374 376 3.78 3.8
Frequency (GHz)

FIGURE 3.18 Gain and noise figure for three active LNA patch geometries. Insert: 9 mm
(--+), 7mm, (—), and 5mm (- - -).
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Example results are shown in Fig. 3.17, where the optimum values of L,, F, and
G,oc are plotted against Z;. The quarter wavelength patch antenna in this example,
designed for a frequency of 3.7 GHz, has an overall length of 12 mm, a width of
20.0 mm, and the substrate has thickness 1.143 mm and dielectric constant 2.22. The
transistor used in this simulation was an AT10136 packaged GaAs FET, with an
optimum noise figure (in common source configuration) of 0.5 dB. Note that with L;
of 11 mm, the noise figure is below this optimum. This occurs because of the effects
of the feedback inherent in the active antenna. A reduction in gain is also apparent in
this condition. This is consistent with the fundamental restriction that the optimum
noise measure is invariant with lossless embedding [34].

Figure 3.18 shows a plot of gain and noise figure against frequency for three
different combinations of dimensions. The bandwidth is less than that reported for
some less compact integrated antennas [35]. Broadening of the bandwidth within a
closely integrated structure will require further experimentation with alternative
coupling structures. The simplified analysis, based on MDS [7] models, serves to
demonstrate the effects of the available design variables but ignores other effects,
such as lateral current spreading at the end of the insert. A more elaborate model,
such as the empirical model of Ormiston et al. [33], is needed to take such effects
into account in a rigorous design.

3.2.3 Design and Simulation of an Active Circulator Antenna
Transceiver Module

Active circulators have been of interest for many years with their inherent
advantages of size and weight over conventional ferrite devices [36,37]. In this
section the design and simulation of a hybrid, active circulator antenna module are
discussed. It is based on a phase cancellation technique and is integrated with a
microstrip antenna forming a fully duplexed transceiver module [38].

Short Clrcun Pins

Gam Block

Transmit Gy

dc Bloc

Receive

FIGURE 3.19 Schematic layout of an active circulator antenna.
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Figure 3.19 shows a schematic of the circuit. The transceiver operates at a single
frequency of 3.745 GHz and is linearly polarized with the same polarization for
transmit and receive. Power at the transmit port is split, one portion being amplified
by Gpx and passing to both the antenna and the receive port; the other passing
directly to the receive port via Grxrx. Thus there are two paths between transmit and
receive. By adjusting the gains and phase lengths in the circuit, isolation between
transmit and receive can be obtained. Receive power is coupled into the circulator
and passes through Gy to the receive port since the reverse isolation of Gy and
Grxrx prevent power coupling back into the transmitter. A quarter wavelength short
circuit, inset-matched microstrip antenna is placed in the center of the ring. The
antenna measures 20 mm by 12 mm and the whole circuit occupies less than 50 mm
by 40 mm when constructed on a substrate with dielectric constant of 2.2. The circuit
is fully planar, with only dc bias inductors placed on the underside of the board.

The circuit was designed using a commercial circuit simulator [7]. The S-
parameters of one of the gain blocks were measured at ten different gain levels
and imported into the simulator. This was necessary for optimization of the amplifier
gains and the widths and lengths of the transmission lines for simultaneous matching
and isolation. Equations were used to ensure changes in one line length were
compensated by changes elsewhere in the ring. After each optimization process, the
ring geometry was checked using the auto layout facility. The antenna port was
treated as an ideal 50-Q termination. While this led to straightforward design and
layout, it also led to reduced performance, which will be discussed later.

Figure 3.20 compares measured and simulated results. The measurements of
transmit and receive gains show a maximum transmit gain of 17.75dBi and a
maximum receive gain of 11.64 dBi. These are ~ 10 dB higher than the simulated
results, which, however, do not include the antenna gain of about 4 dBi. Figure 3.20b
shows the power coupled from transmit to receive ports. The best measured
performance is obtained at 3.745 GHz with a value of —26.9 dB. This isolation is
obtained over a narrow bandwidth, which is typical for cancellation methods. The
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FIGURE 3.20 Measured and simulated performance of active circulator antenna: (a)
transmit and receive gains and (b) TX-RX transmission.
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double dip in the measured results is not well predicted, as a 50-(Q termination was
used to represent the antenna. If a resonant load is used, a second dip is observed at
the patch resonance frequency. The simulation showed an accuracy in prediction of
operating frequency of 5.4%.

3.2.4 Calculation of Radiation from Antenna-Circuit Modules

All of the equivalent circuit based methods in this chapter solve the circuit problem.
However, as radiation is the primary function of active integrated antennas, fast,
compact radiation solutions are also desirable. In this section calculation of the
radiation performance of microstrip active antennas is described. The method could,
in principle, be extended to other media, such as slotline or coplanar waveguide
based antennas. The method uses an equivalent radiation source current distribution
in the plane of the antenna and circuit. The current excitations are determined from
solution of the circuit problem and hence the method could be integrated within a
commercial simulation package.

Figure 3.21 shows a three-terminal device in an infinite microstrip line, together
with its S-parameter based equivalent circuit. By representing this current disconti-
nuity by equivalent magnetic and electric current sources [39], it is possible to
express the radiated fields in closed form [40]:

(e — 1)cos O + /esin® ¢/ , ,
Ey = —C|: Vi cos0 [(1 = S$)1p — Snlof]
_(e=1Dcost — Jesin® ¢/
e+ cos

/ / SS Ss
X [ 1lllf + (Siz - 1)]2f] — 2«/ECOS0 (1 —}—gS Ilf +1+—6i3‘]2f):| COS d)/

(3.10)
Ey=c|— =1 10— sn, — Suh,] - (S|, Lry)
77| e —cosO 204 T PO22taf f—i— N Al

S Sea Y
- 2f|:(1 +gS€vllf + 1 '{jswlzf):| 51n¢ (311)
where
60kh e
C= 3.12
=J N (3.12)

Here, ¢ is the effective dielectric constant of the microstrip line, & is the free-space
wavenumber, and r is the distance from the origin, which is at the device location. 0’
and ¢’ are defined in Fig. 3.21a. The three terms in each expression relate to
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FIGURE 3.21 Transistor in microstrip line: (a) geometry, (b) equivalent circuit, and (c)
equivalent circuit used in radiation calculation. (From [40], reprinted with permission of IEE.)

radiation from the current leaving port 2, the current incident and reflected from port
1, and the current in the grounded port 3, respectively, as shown in Fig. 3.21b.
Ssg» Ssq» and Sy are three port S-parameters, Fig. 3.21c.

By integrating the field expressions, the power radiated can be found. Figure 3.22
shows this power as a percentage of the incident power for a typical 10-dB gain
transistor, compared to that radiated by an equivalent line with an open circuit [41],
at the position of the transistor. It can be seen that the transistor gives significantly
higher radiation particularly at low frequencies when the gain is high. The high
frequency falloff is associated with the transistor gain saturation.
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FIGURE 3.22 Calculated total power radiated by HP Avantek ATF-26884 transistor. Power
normalized to incident power and to that from an active patch incorporating a 10-dB amplifier.
Bias V; =5V, I, =30 mA, common source mode. Substrate ¢. =2.2, A = 1.59 mm,
transistor, - - - open circuit. (From [40], reprinted with permission of IEE.)
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FIGURE 3.23 Active patch configuration. (From [40], reprinted with permission of IEE.)
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FIGURE 3.24 Radiation pattern of active transmitting antenna of Fig. 3.23. Inset shows
coordinate system. (a) @ = 0 °E plane, (b) ® =90 ° H plane, upper curves copolarization,
lower cross-polarization. Measured, - - - calculated. (From [40], reprinted with permis-
sion of IEE.)

When the transistor is part of an active antenna, as, for example, in Fig. 3.23, then
the overall radiation field is given by

E.q =JjhK |:R X JMexp( Jkor cos ¢) dci|
+JjhK Y M, exp( jkyr, cos d)q)[sin(qﬁ —74)8 — cos O cos(¢p — yq)d)]
q

+(Ey® + Eyb) (3.13)
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where the first term represents the patch radiation, the second the passive disconti-
nuities, such as open circuits, bends, or T junctions, and the third the active devices,
with Ey and E, given by Eqgs. 3.10 and 3.11, respectively, after applying
the appropriate coordinate transform from @,¢' to 0,¢ space. K =
exp(—jkot)/4oT, ko = 2m/%9, 0 and ¢ are defined in Fig. 3.23, and 7,, ¥, and
Y, specify the location and orientation of the gth discontinuity [42]. M = Vw,/h,
where V' is the source distribution voltage, w, is the line equivalent width, and # is
the substrate height.

Figure 3.24 shows the calculated radiation patterns of the transmitting amplifier—
patch combination shown in Fig. 3.23, compared to measurements. Good agreement
is noted. Radiation from the transistor is polarized parallel to the patch and
contributes to significant copolar pattern distortion in the E plane. Radiation from
the matching stubs is cross-polarized and is comparable to that due to the patch
higher order modes. Similar calculations can be made for a receiving configuration.

In the transmit case, it is the transistor and amplifier output matching stubs that
contribute most to unwanted radiation. The transistor gain effectively renders
negligible radiation from the input matching stubs and other circuiting such as
corporate feeds. Similarly, in the receive case, the transistor and input matching stubs
are the most significant; the transistor gain makes unwanted reception from further
circuit elements small.

The example above shows a successful application of a simple technique for
calculation of radiation from integrated active antennas. It is limited in accuracy both
by the accuracy of the equivalent circuit simulation and by the fact that the current
source equivalents assume infinitely long interconnecting lines. It is clearly going to
be less accurate for some of the highly compact oscillator and amplifier patches
shown elsewhere in this chapter. Nevertheless, its simple formulation make it
suitable for fast design and simulation needs.

3.3 NONLINEAR SIMULATION USING EQUIVALENT CIRCUIT MODELS

In order to accurately analyze and design active integrated antennas, it is essential to
perform large signal, nonlinear analysis. There are several places where it can be
seen to be important. In the case of antenna oscillators, nonlinear analysis will give
more accurate prediction of oscillation frequency, radiated power, and spectral
output. In coupled oscillator arrays, important dynamic effects can be analyzed.
For integrated amplifying antennas, whether transmit or receive, it will provide
information on linearity and, in particular, intermodulation effects and for mixers it
is essential for modeling the mixing action.

3.3.1 Harmonic Balance Synthesis

Active antenna oscillator designs represent a demanding aspect for circuit synthesis.
This is due mainly to the dual use of the antenna element both as the radiating
element and as the oscillator resonant load. A synthesis technique for this type of
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FIGURE 3.25 General form of system partitioned for harmonic balance analysis.

situation, which accounts for the full nonlinear behavior of the large signal device, is
based on optimal oscillator design [43] adapted to include the microstrip patch
antenna as the oscillator resonant load [44]. The synthesis process uses numerical
optimization as the core for a harmonic balance procedure, which finds a set of
complex terminal large signal voltages and currents at, for a MESFET, the gate and
drain of the device. These terminal conditions are selected by the harmonic balance
procedure such that the specified added power necessary from the device, P,y, at the
desired frequency of oscillation for given device dc bias conditions is derived as [45]

Poga(f) = = 3RelV (NI *(f) + Vo (NLas* ()] (3.14)

The use of harmonic balance techniques for high frequency circuit analysis was
originally detailed by Hicks and Kahn [46] and Fillicori and Naldi [47]. Peterson and
co-workers first applied this technique to the large signal analysis of MESFET
devices in 1984 [48]. This simulation method is based around the ability to represent
a nonlinear system as being made up from a linear subsystem and nonlinear
subsystem, suitably interconnected. Figure 3.25 shows the general form of a
system partitioned for harmonic balance.

Linear and nonlinear subsystems comprising the complete system may be
analyzed independently. Where a high frequency electronic system is to be
considered, it is generally desirable to represent the linear subsystem elements in
a frequency domain form, typically Y- or S-parameters, while the nonlinear
subsystem components may be represented by the appropriate time domain func-
tional relationship. The solution of the system is achieved by balancing the terminal
currents of the linear and nonlinear subsystems, /; and 7y, at their interface. Usually
this is done by fulfilling Kirchhoff’s current law at each of the interconnected ports
in the system in the spectral domain. A Fourier transformation is used to convert
time domain data to frequency domain data and vice versa. Kirchhoff’s current law
solutions are reached by employing an iterative optimization approach to determine
the currents that satisfy current and voltage balance at interconnected ports.
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FIGURE 3.26 Series feedback oscillator arrangement.

Once the solution is known, the external embedding circuit needed to fulfil the
oscillation condition can be directly derived. For example, for the series feedback
arrangement shown in Fig. 3.26, the necessary circuit elements can be obtained [50]:

Re[V sUgs +14)]

X, = - esves A (3.15)
¢ [gs( gs +Ids)*]
XS = Re[ gs gv]/Im[ +Ids)1gs*] (316)
Im(V L, * Re[(Z, + L) *
= — l’l’l( dszds )_XS [(é, Zd)d ] (317)
|Ids| |[ds|
V. L
GDZ[—JXD—ﬂ— XS( d)] (.18)
Ids Ids

It should be noted that the harmonic balance synthesis procedure described here
does not ensure that the oscillator will start up. For this a time domain simulation
must be instigated.

3.3.2 SPICE Time Domain Simulation

In order to fully check the active antenna’s behavior, a time domain analysis is
generally necessary. The procedure here is to describe the circuit equations including
the large signal device as a set of state-space equations [49]. This can be done by a
time domain simulator, such as SPICE, either as a full nonlinear circuit model or in a
compressed form as a Van der Pol equivalent model. The first approach is useful
when single active antenna elements are to be studied [50], while the latter approach
is useful when multiple coupled elements are to be investigated [51]. The method
allows the performance of oscillating active antenna elements to be defined under
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FIGURE 3.27 Startup response of active antenna: (a) free-running transient, (b) injection
locked transient, and (c) steady-state Fourier response.
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FIGURE 3.28 Active antenna circuit schematic.

free-running or injection locking conditions. Figure 3.27 shows typical start-up
responses of an active antenna [50].

Time domain simulation of the state-space equations for a circuit with a full time
domain model is very computer intensive. Therefore this approach is not suitable
where multiple active antenna oscillators are needed, for example, in a power-
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FIGURE 3.29 Simulated nonlinear /¥ relationship at device plane A-A’.
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FIGURE 3.30 Van der Pol model.

combining grid arrangement. For studies such as these it is convenient to compress
the full time domain model onto a simpler Van der Pol equivalent circuit [S1].

In this approach, the large signal active device embedded in the oscillator
feedback network is excited at port A—A’ in Fig. 3.28 by a large signal sinusoidal
source J; at the oscillator operating frequency w,. The resulting current / flowing into
the one-port is then monitored and plotted and a negative conductance is fitted
according to a cubic relationship as shown in Fig. 3.29. This is the simplest
functional form that will allow a limit cycle to be formed [52]. Elements L and C
are found according to:

wy = 1/VLC (3.19)

Capacitance C is directly available from the terminal voltage and current phase
relationship at port A—A’.

In this way the Van der Pol equivalent model is derived, which has dynamic
amplitude and frequency behavioral characteristics that are the same as the more
complex full circuit model from which it was derived (Fig. 3.30).

To complete the active antenna oscillator element, terminal A in Fig. 3.30 is
attached to a suitable equivalent circuit model for the radiating element. The
nonlinear conductance term is generally evoked in the circuit simulator as a
symbolically defined device.

3.3.3  Microstrip Patch Oscillator Large Signal Simulation

The first stage in a patch oscillator design is a linear simulation, as discussed in
Section 3.2.1. From this an estimate of the oscillation frequency and the potential for
large signal stability can be determined. A large signal analysis is then required, as
shown in the schematic layout of Fig. 3.31. The circuit is identical to that shown in
Section 3.2.1 except that the OSCTESTG element has been replaced by an
OSCPORTG element, which will perform the harmonic balance analysis. Parameters
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FIGURE 3.32 Harmonic balance results for 7, in Fig. 3.31.

are specified in an “HB analysis” box shown on the left. An estimate of
the oscillation frequency and the number of harmonics to be analyzed are specified
here. The HB simulation analyzes particular nodes of the circuit defined by wire
labels or current probes. A wire label “V,,” is shown connected to the drain of the
FET.
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FIGURE 3.33 Measured spectrum of microstrip patch oscillator of Fig. 3.11.
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The simulation results are shown in Fig. 3.32. V, values are plotted in decibels
(dB) against frequency. The fundamental plus two harmonics are shown, although
more harmonics can be simulated at the expense of increased simulation time. The
oscillation frequency of 4.064 GHz is 3.7% higher than the linear simulation
estimate shown in Fig. 3.13. Figure 3.33 shows a measured spectrum for the
patch oscillator of Fig. 3.11 at the same bias point of 5.0V drain—source voltage.
The oscillation frequency of 3.97 GHz is 2.4% lower than the harmonic balance
estimate. This is typical of the accuracy obtainable for harmonic balance simula-
tions. In this case the linear simulation estimate is in fact closer to the measured
result, but this is not typically the case.

Manipulation of the data of Fig. 3.32 shows that reasonable agreement for output
power at the fundamental has been found, with poorer agreement at the harmonic
frequencies. This is due to the strong dependence of the harmonic levels on the
nonlinearities of the large signal model, which are very difficult to model accurately.

One of the main problems associated with active integrated antenna simulation is
that the module has no connection at which to measure the output power. Using
current commercial simulators it is very difficult to model the radiation ports
associated with integrated antennas. Thus the results of Fig. 3.32 are in terms of
Vo at the drain of the FET. However, measurements are in terms of radiated power
measured at some distance from the antenna. In order to compare results, V,,, must
be converted to an average power. This can be achieved by calculating /,, in the
harmonic balance analysis and using this to calculate the average output power. In
order to convert this to radiated power, the Friis formula is used [53]:

)L,O

2
PR == PTGTXGRX <E) (3.20)

where Py is the received power, P is the oscillator output power, Grx is the gain of
an identical passive microstrip patch, Gpy is the gain of the receive antenna, 4, is the
free-space wavelength, and d is the distance between transmitter and receiver. The
results here are measured at the output of the FET. However, it is also possible to
measure the power dissipated in the radiation resistances, R,. For this particular
design these two give very similar results.

Figure 3.34 shows a comparison of measured and simulated results over a range
of drain—source voltage. Gate source voltage was set to zero in the model and to
—0.8 V in the measured case. This allows similar dc drain—source currents and
voltages to be obtained, which is essential if a comparison of output powers is to be
made. It can be seen that reasonable agreement has been obtained for both power and
frequency. Figure 3.34a shows a typical transmitted power level of
~ 6 dBm (3.98 mW). Figure 3.34b shows how the frequency can be tuned with
drain—source voltage giving voltage-controlled oscillator action. This can be used in
either frequency shift keying (FSK) or phase shift keying (PSK) modulation
schemes [54].
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FIGURE 3.34 Large signal simulation of microstrip patch oscillator of Fig. 3.11: (a)
radiated power and (b) operating frequency.

3.3.4 Analytic Solutions for Fundamental and Harmonic Amplitudes

Many applications, where active integrated antennas could be employed, require
very low levels of harmonic and spurious radiation in order to meet electromagnetic
compatibility specifications. Active integrated antennas introduce nonlinear devices
directly into the antenna and thus they can exhibit high levels of harmonic radiation.
Moreover, due to size constraints, it is difficult to add filters as in conventional
systems. In the case of active receiving antennas it seems that by suppressing the
harmonic resonances of the antenna the harmonic reception problem can be reduced
[55,56]. However, with patch oscillators, due to the interdependence of the active
device and the patch, the solution to the problem of harmonic radiation is more
complex [57].

This section presents methods for obtaining closed-form expressions for the level
of the fundamental and harmonic amplitudes in terms of circuit parameters.
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FIGURE 3.35 Microstrip patch oscillator models: (a) single resonator and (b) dual
resonator.

Although numerical methods could be used to solve this problem, greater physical
insight can be obtained from closed-form expressions, which in addition will be
useful for CAD.

The typical patch oscillator is shown in Fig. 3.11. A single LCR circuit, Fig.
3.35a, is initially used to model the fundamental resonance of a microstrip patch.
This allows simple expressions for harmonic levels to be obtained. This first-order
model can be extended to include higher order resonances of the patch antenna, and
since these often occur at harmonic intervals they will be likely to have large effects
on harmonic radiation. To model the first higher order resonance a second parallel
LCR circuit is added in series, as shown in Fig. 3.35b.

The analysis is based on the substitution of known solutions as shown by Van der
Pol [52,58]. Sinusoidal solutions are assumed and substituted into the differential
equation for the oscillator. The voltage differential equation for a single LCR circuit
is shown below:

d?V  dV (g, + Gp) 2
oy ed L) = 21
i + 7 C +Vw;=0 (3.21)

where g, is the nonlinear conductance derived from the current—voltage relationship:
I=—gV +gV*+gV (3:22)
Differentiating Eq. 3.22 with respect to /" we find
g =—8 +2&V +3gV’ (3.23)

Also, wy = 1/~LC, G; = 1/R;, and G is the load conductance.
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It is reasonable to assume the solution of Eq. 3.21 to be a sum of sinusoids. In
order to obtain accurate solutions it has been found necessary to include the first
three terms:

V = a; sin(wyt) + a, sin2wgyt) + a; sin(3wyt) (3.24)

This is substituted in Eq. 3.21 and since steady-state solutions are sought it is
assumed that

da;, da
—=—= i=1,2 j=1, ..., 3.25
dr ~ do : J " (3.25)
It has been found that after this substitution, terms higher than 2w, can be ignored
while maintaining good accuracy. The result is expanded and an equation is obtained
with the following form:

A cos(wyt) + Bsin(wyt) + C cosRwyt) + D sinRwyt) = 0 (3.26)

Since these four terms are orthogonal, the coefficients 4, B, C, and D can be equated
to zero, resulting in four simultaneous equations for a; and a,. Only two of these
equations are required and in this case the correct solutions have been obtained using
A and D. If it is assumed that a, < a,, which is true for typical values of g, g, 2>,

and G;, then
4(go — Gy)
= | = 2
aj 32, (3.27)

2
418

= 3.28

a 30,C (3.28)

From Eq. 3.27 if a, is to be real then |g)| > G,. This is the well-known small signal
oscillation startup criterion [60] which can also be written as |ry| > R; for the series
resonant case. Equation 3.28 shows that the level of the first harmonic is propor-
tional to g;, which is intuitively correct, since Eq. 3.22 shows that first harmonic
terms are generated by the V2 term involving g,. As the quality factor of a parallel
LCR circuit is given by

0 = wCR (3.29)

it can be seen that the level of the first harmonic (a,) is inversely proportional to the
O of the resonator. This highlights a problem when using microstrip patches as
resonators since the higher the Q of the patch the narrower its bandwidth. Thus a
compromise between antenna performance and harmonic level may well be required.

A harmonic balance analysis of the oscillator using a circuit simulator validates
these results. The conductance coefficients of Eq. 3.23 were obtained using analysis
with swept input power. Using the input admittance—voltage data and by fitting a
polynomial to the real part, the conductance coefficients were obtained at a single
frequency. A symbolically defined device (SDD) was then used within the simulator
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FIGURE 3.36 Output voltages of microstrip patch oscillator using single LCR circuit (Fig.
3.35a). gp =20 mS, g, =5mS, g, =20mS, C =20 pF, and L = 0.2 nH.

to represent the nonlinear conductance. Initial results for harmonic levels with
respect to R; are shown in Fig. 3.36. Good agreement has been obtained between the
closed-form expressions and harmonic balance. It is seen that as the load resistance
approaches the value of the device negative resistance, the level of first harmonic
decreases, and this is consistent with the concept of a low perturbation oscillator
design approach. The levels of first harmonic shown are much lower than the
—20 dBc typically obtained for patch oscillators. This suggests that the single LCR
circuit does not adequately model the patch.

In order to model the first higher order resonance of a microstrip patch, another
parallel LCR circuit can be introduced as shown in Fig. 3.35b. The voltage
differential equation for this circuit is

av v da’v o o
—+—<&+g—”’+fx1 +oc2> +W|:gd<—2+—l) +alo<2+w%+w§}

et  de \C, G, c G
av W  w?
+ r [gd <Ff + F;) + a7 + oclcu%i| + Vw3 =0 (3.30)

where o; = 1/R;;C; and w; = \/1/L,C;, fori =1, 2.

Equation 3.30 shows the large increase in complexity obtained by including a
second resonance in the model. However, by following the procedure detailed above,
four simultaneous equations for a; and a, can again be obtained. The equations,
however, do not have straightforward solutions as in the single LCR case. To obtain
solutions, a similar approximation to that taken in the single LCR case is used. It is
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assumed that the presence of the first harmonic will not greatly affect the level of the
fundamental and thus a solution of the form

V = a, sin(wyt) (3.31)

is used. Substituting this in Eq. 3.30 gives a solution for a;, as shown in Eq. 3.32,
which is similar to that obtained earlier. This can now be used as the basis for
obtaining the first harmonic amplitude. The solution given in Eq. 3.24 is substituted
in Eq. 3.30, where a, is given in Eq. 3.32. The solution for the first harmonic is

given in Eq. 3.33:
4(gy — 1/R
a, = (go /Rp1) (3.32)
32,

_ 60CgiR R, + C\[80gTRHR, + 11gy(—=3Ry; + RoRy)]
108(4C, +3C1)g1 8RR,

a

\/_144C%g%R%2Rt(_25g%Rt +33g,R,) + CB0ZIR ,R, + 11g2(—3R, + R1oR))
+
108(4C, + 3C)g182R 1R,

\/_24C1 Cy81R,R,(—400gT R, R, + 11g,[15R;; + 19R 5 R,)]
+

(3.33)
108(4C, +3Cy)g &R R,
where R, = R;; + R, and Ry = —1 + gyR,.
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FIGURE 3.37 Output voltages of microstrip patch oscillator using dual LCR circuit (Fig.
3.35b). Values as in Fig. 3.36; L, = 0.2 nH, C, =20 pF, L, =0.05nH, and R; = 1/G,.
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The closed-form expressions were again compared with results from a circuit
simulator and are shown in Fig. 3.37. The output voltages for the fundamental and
first harmonic are plotted versus fundamental input resistance and at different values
of first harmonic input resistance. The level of the first harmonic is now much closer
to that measured. The agreement between the analytic expressions and the numerical
method for the fundamental is very good and the agreement for the first harmonic is
reasonable across a wide range of input resistance values. These results seem
intuitively correct since as the first harmonic resistance approaches zero the first
harmonic amplitude should tend toward that seen in the single-resonator case. It is
noted that the first harmonic input resistance is always less than 50 Q; this is to
ensure that simultaneous oscillations do not occur, which cannot currently be
analyzed by the above method. The results of Fig. 3.37 show that if harmonic
suppression is required then low resistances are required at all harmonic frequencies.

(a) Experimental

Measured Power (dB)
(Relative to Free-Running)

_4 A 1
9.68 9.74 9.8 9.8
Frequency (GHz)

(b) Simulated

(dB)

(Relative 1o Free-Running)
o] N

Output Power

-1 ! 4
16,22 1.8 18.34 18.4
Frequency (GHz)

FIGURE 3.38 Injection locked active antenna output power. Bias tee input level= —2 dBm.
(From [50], reprinted with permission of John Wiley & Sons.)
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FIGURE 3.39 Active antenna locking frequency phase response. (From [50], reprinted with
permission of John Wiley & Sons.)

This agrees with the results found for receive-type active antennas [55,56].
Preliminary studies have shown that patch antennas such as quarter wave short
circuit patches, which short circuit the first harmonic mode, give very good
harmonic suppression.

3.3.5 Injection Locking and Direct PSK Encoding

The presence of an injection locking signal introduced into an active antenna
oscillating element can lead to some very interesting effects. It is well known that a
low power signal whose frequency lies close to that of a free-running oscillator (here
an active antenna element) can lead to frequency entrainment and oscillator phase
noise improvement [59]. This signal known as the injection locking signal can be fed

(2]

<«—— b to ground
A
o|| e

Locking
L points

/

FIGURE 3.40 Active array element for 360° phase control. (From [62], reprinted with
permission of IEE.)
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directly into a circuit port on the active antenna. This leads to a highly controllable
situation where features such as external Q-factor of the active antenna oscillator can
be accessed by classical injection locking methods. A second method, which exploits
the fundamental nature of the circuit, is to introduce the injection locking signal by a
spatially remote source. This technique eases circuit configuration requirements but
is more difficult to characterize, particularly in equivalent circuit based computer
simulation.

Injection locking has been shown to reduce transient startup time, to allow control
of the active antenna output power [50] (Fig. 3.38) and output phase of the active
antenna signal relative to the injection locking signal (Fig. 3.39), as the injection
locking signal is varied.

With a single injection locked oscillator, a maximum of 180° phase shift is
theoretically possible. However, by using two sequentially rotated antennas, nearly
360° phase shift can be obtained (Fig. 3.40) [60]. These observations indicate that
the injection locked active antenna oscillator may form the basis for a beam-steered
array [61,62]. If the injection locking signal is applied to the active antenna within
the antenna’s locking range and the frequency of the injection signal is held constant,
then the frequency of oscillation of the active antenna cannot vary.

However, due to the dependence of the active antenna free-running oscillator
frequency on device bias, these elements can be frequency pushed by dc bias
perturbation. Thus an interesting possibility exists whereby an injection locked
active antenna with its frequency fixed is then dc bias frequency pushed. Under these
conditions the frequency of the whole arrangement cannot change so that the dc bias
pushing must be accommodated by the phase of the output signal of the active
antenna changing relative to the injection locking signal. So with no modification to
the already established equivalent circuit modeling approaches already detailed in
this chapter, a class of direct phase shift keying active antennas can be developed
[63]. Here, the agreement between simulation using the time domain analysis

dc
bias
res.
d modulated
- gr?ga/sis b power supply
bias
tee

Rx. patch  Tx. patch locking
source

FIGURE 3.41 Active patch communication link using phase modulation. (From [64],
reprinted with permission of IEE.)
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approach of this chapter is excellent, establishing that under dc bias control nearly
180° of phase variation can be achieved.

This type of antenna has great potential as a short haul, low cost communication
link [64]. Two active antennas face each other (Fig. 3.41). One is injection locked
and its output signal modulated under dc bias control, as before. The output signal
from the encoder active antenna acts as a remote beacon, which injection locks the
second active antenna. This second antenna operates as a self-oscillating mixer [65]
and hence serves as a demodulator. With this arrangement, 6-dB improvement in
detection sensitivity and direct decoding of a directly encoded microwave carrier at
9 GHz are obtained.

3.3.6 Active Antenna Packaging Effects

The effect that external packaging would have on the performance of an active
antenna circuit is likely to be quite profound. Mainly this is so since the intrinsic
high level coupling between active device and antenna has to date in the published
literature necessitated sacrifice of isolation between these component parts of the
active antenna. The effect that a partially reflecting dielectric cover has on frequency
of operation of active antenna oscillating elements has been studied by only a few
authors [66,67]. Ostensibly, the active antenna oscillator will have its frequency
pulled due to the presence of reflected energy from the top cover. Following the work
presented in [67], by using the cavity model [12] for the resonator element an
equivalent LC representation of this element can be found. A dielectric top cover
with known reflection coefficient, r, is then coupled to this model by a 377-Q
transmission line representing the free-space separation and the resulting load
comprising top cover, free-space separation, and antenna presented across the
active device terminals. By solving for the oscillation condition of zero net
resistance and conjugate resistance at oscillation, an expression for the frequency
pulling, Af’, induced as a result of a packaging top cap was derived in [67] as

klp/kyd| sin ¢

Af =
/= O.[(1 +21p/kydl) cos ¢ + |p/kyd|]

(3.34)

Here f, is the free running frequency of the active antenna oscillator, &, the free-
space wavenumber, d the separation distance between antenna and top cap, O, the
external Q-factor of the patch resonator as defined for a parallel tuned circuit, and K
a constant introduced to account for the mismatch between the transmission line
free-space coupling model and the antenna radiation resistance. Figure 3.42 shows
the effect of the top cap diminishing with increased separation distance between it
and the active antenna element. These results show an asymmetry in the operating
frequency of the active antenna as a function of separation distance. Here a steeper
rising edge than falling edge in the curve presented is evident. The implication of
this for active antenna design is the normal radome design rule that, for an
electrically transparent cover, the distance between a passive antenna and the
cover should be an integer multiple of one-half wavelength, that is, the zero
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FIGURE 3.42 Frequency pulling under lossy coupling for dielectric cover thickness
t=0.64mm, p=0.5 2=29.79mm, O, =32.7, K=0.25. —— Experiment,
theory. (From [67], reprinted with permission of IEE.)

crossings in Fig. 3.42. After near-field effects have been removed, this result is also
valid for an active antenna. However, in addition, for an active antenna, for a given
small perturbation in cover position the effect on the output frequency of the active
antenna will be greater at odd multiples of one-half wavelength as compared to even
multiples. Thus these regions are best avoided when positioning the top cover of the
active antenna package.

3.3.7 Frequency Doubling Active Patch Transponder

Recently, interest has been shown in the use of frequency doubling techniques for
the development of active antenna transponder circuits [68,69]. Using the equivalent

Input antenna, fy

Output D
antenna, 2fy T
G G
Acti L
ctive circuit 180°

FIGURE 3.43 Balanced doubler active patch transponder.
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design and evaluation techniques previously discussed in this chapter, it is reason-
ably straightforward to extend the design methodology for a single-device situation
to a dual-device configuration. The objective this time is to develop an active
frequency doubling transponder device: that is, an active antenna that normally is
dormant until it receives a signal at a known frequency, at which point it produces an
output at a different frequency. In its simplest embodiment this output signal will be
harmonically related to the input signal. The output signal may be encoded for
identification purposes.

It is known that high order harmonics can be produced by nonlinear systems
when driven hard. This is true for MESFET devices, where, for certain bias
conditions, such as high negative gate bias, very nonlinear operation occurs [70].

To make the design procedure as simple as possible, two MESFETs can be
operated in a balanced push—push configuration (Fig. 3.43). Here the drains of each
MESFET are connected together and their sources grounded. Both devices are dc
biased from the same source. In this configuration full wave rectification of the input
signal can be made to occur at each device.

By introducing a 180° phase difference between the gate inputs of the MESFETSs,
all odd harmonics including the fundamental frequency will self-cancel, while even
harmonics will self-reinforce. This gives potential for conversion gain. The idling
filter sections normally associated with doubler design are largely unnecessary in the
active antenna realization since the narrow bandwidths of the input and output
microstrip patch antennas automatically provide frequency selectivity.

Conjugate impedance matched tap-in points on the input and output microstrip
patch antennas are selected at the respective patch resonant frequency, thereby
ensuring maximum conversion gain. Conversion gain is defined here to mean the
ratio of the reradiated power at the second harmonic to the input signal power at the
fundamental frequency.

In order to achieve a high degree of isolation between input and output antennas,
these antennas can be mounted in cross-polarized fashion and in back-to-back
fashion. For the configuration in Fig. 3.43 [68], a theoretical conversion gain of 8 dB
was predicted at 4.7 GHz using large signal equivalent circuit modeling techniques.
The experimentally measured conversion gain of the system was estimated to be
2 dB. It should be noted that considerable and yet unresolved difficulties exist in
accurately determining the input and output power levels at the antenna radiating
elements in order to get an accurate assessment of experimental conversion gain for
the system. In addition to this type of harmonic transponder, nonharmonically
related active antenna transponder structures have been reported by Probanz and Itoh
[71].

3.4 CONCLUSIONS

This chapter has described the use of the equivalent circuit method for the analysis
and simulation of antenna—circuit modules. Typical equivalent circuits have been
shown and their uses illustrated by a number of design applications. On the whole,
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the methods give fast computation and are thus suitable for optimization applica-
tions.

The description of the analyses has been divided into linear and nonlinear
methods and this highlights a natural division between what are, in general,
straightforward processes and those that require significant additional modeling
effort. Linear simulation will give first-order estimates of, for example, oscillating
antenna operating frequency and amplifying antenna gain. However, only limited
simulation is possible for the interaction between the various parts of the antenna—
circuit module and the radiation performance. Nonlinear analysis will give better
prediction of oscillator frequency and amplifier performance in addition to providing
oscillator power and spectral response, the nonlinear performance of amplifiers, and
simulation of mixer behavior.

Equivalent circuit methods combine analyses, well known to specialists in both
printed circuit antennas and microwave circuits, in a straightforward way that is
amenable to implementation on current circuit simulators. The potential and
limitations of the combination are largely those noted for either area. Equivalent
circuits of antennas are limited in the way that radiation modeling information can be
extracted. Equivalent circuits of active devices can be very complex and require long
run times, particularly if large signal performance is required. In spite of these
limitations, equivalent circuit modeling of antenna—circuit modules provides an
accessible entry into simulation that will be of use to many designers. Research and
development of the method will continue to bring improvements to both accuracy
and computational speed.
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4.1 INTRODUCTION: NETWORK MODELING OF ANTENNAS

As brought out in earlier chapters, analysis and design of integrated circuit-antenna
modules require development of efficient analysis and design techniques that are
applicable to both circuit and antenna parts of the module. All the efficient circuit
analysis and design methods (even at RF and microwave frequencies) are based on
network modeling of components. It would be advisable to have similar tools for the
analysis and design of integrated circuit—antenna modules. Fortunately, microstrip
patch antennas (the most commonly used class of printed antennas) are amenable to
network modeling. The transmission line model (TLM) for rectangular patch
antennas discussed in Chapter 2 is a very simple network model and, as discussed
in Chapter 3, can be used for analysis and design of integrated circuit—antenna
modules. The cavity model for microstrip patch antennas discussed in Chapter 2 was
developed to overcome several limitations in the transmission line model. The
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multiport network model (MNM) is a further extension of the cavity model approach
and provides a more refined network representation. When any one of these network
models is used for microstrip patch antennas, commercially available network
simulators for RF and microwave design can be used for design of integrated
circuit-antenna modules also.

4.2 MULTIPORT NETWORK MODEL (MNM) FOR MICROSTRIP PATCHES

4.2.1 MNM Approach

The multiport network model of microstrip patch antennas [1,2] may be considered
as an extension of the cavity model discussed in Chapter 2. In this modeling
approach, the electromagnetic fields underneath the patch and outside the patch are
modeled separately. The patch itself is analyzed as a two-dimensional planar
network [3], with a multiple number of ports located all around the edges as
shown in Fig. 4.1. Each port represents a small section (of length ;) of the edge of
the patch. W; is chosen small enough for the fields over this length to be assumed as
uniform. Typically, for a rectangular patch, the number of ports along each radiating
edge is taken to be four and along each nonradiating edge the number is taken to be
eight. Thus, a 24 x 24 matrix is typically adequate for the characterization of the
interior fields of a rectangular patch.

For patches of regular shapes (rectangles, circles, rings, sectors of circles and of
rings, and three types of triangles), this multiport planar network model can be
analyzed by using two-dimensional impedance Green’s functions available for these
shapes [3,4]. A multiport Z-matrix characterization representing the fields under-
neath the patch can be derived from Green’s function as

1
Zi‘:

J J G(x;, yilxja yj)dsi de 4.1)
Wi Jw

where x;, x;, y;, y; denote the locations of the two ports of widths W; and W),
respectively. Green’s function G is usually a doubly infinite summation with terms
corresponding to various modes of the planar resonator (rectangular or circular or
triangular) with magnetic walls.

T1I1fTqs
1 0o .

LI

FIGURE 4.1 Multiport representation of a rectangular patch.
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For patches of composite shapes (such as a “cross” shape shown in Fig. 4.2a), a
multiport network model can be written by treating the composite shape as a
combination of the elementary shapes for which Green’s functions are available. The
cross shape of Fig. 4.2a can be considered as a combination of three rectangular
segments as shown in Fig. 4.2b. Segmentation and desegmentation methods [3,4] are
used for evaluating the Z-matrix of a composite shape from those of the elementary
segments. If the patch or one of the segments of a composite patch is of an irregular
shape for which a Green’s function is not available, a technique called the “contour
integral method” [3,4] can be used to evaluate the Z-matrix.

In the multiport network modeling of radiating microstrip patches, the fields
outside the patch (namely, the fringing fields at the edges, the surface-wave fields,
and the radiation field) are accounted for by adding equivalent edge admittance
networks (EANs) connected to the various edges of the patch. This representation is
shown in Fig. 4.3 for the case of the rectangular patch shown in Fig. 4.2. EANs are
multiport networks consisting of parallel combinations of the capacitances C
(representing the energy stored in the fringing field) and the conductances G
(representing the power carried away by radiation and surface waves) as shown in
Fig. 4.4. Each capacitance—conductance pair is connected to a port of the planar
equivalent circuit of the patch. Inductances connected between various ports
represent the energy stored in fringing magnetic fields. Values of capacitance and
conductance in the edge admittance networks may be obtained from the various
analyses reported in the literature [4-7].

The flexibility of the multiport network model leads to several advantages when
compared with the conventional cavity model discussed in Chapter 2 (Section
2.3.1.1). For example, the parasitic reactances at the junction between the feed line
and the patch can be incorporated in the multiport network model by considering a
small section of the feed line as an equivalent planar circuit connected to the patch at
a finite number of (typically five) ports. Solution of this network problem (depicted

[ 1]

T3 oA - 9
O =>> o— - @ - —o0
T . T

L1

FIGURE 4.2 (a) A cross-shaped microstrip patch; (b) multiport network model of the cross-
shaped microstrip patch.
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FIGURE 4.3 Edge admittance networks (EANs) connected to the multiport representation of
a rectangular patch.

in Fig. 4.5) is equivalent to the expansion of the fields (in the feed line as well as in
the patch) in a series of eigenfunctions and matching the fields at the interface.
Also, the multiport network model outlined above can be extended to incorporate
the effect of mutual coupling between the two radiating edges [8,19] by inserting a
mutual coupling network (MCN) as shown in Fig. 4.6. The edge admittance terms
associated with various ports at the edges constitute the diagonal terms of the
admittance matrix for MCN. The nondiagonal terms of this matrix are obtained from
the “reaction” between the equivalent magnetic current sources at the two corre-
sponding sections of the edges. Similar MCNs may also be included between the

FIGURE 4.4 Elements of an edge admittance network.
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FIGURE 4.5 Incorporation of feed-junction reactance in multiport network model of a
rectangular patch.

nonradiating edges, between a radiating edge and a nonradiating edge, or between
two edges of different patches in an array.

It may be noted that in the multiport network model, the characterization of fields
underneath the patch is conceptually similar to that used in the conventional cavity
model. In both of these models, the fields under the patch are considered two-
dimensional with no variations in the direction perpendicular to the substrate. For

R-EAN .

i
-g-:
-0-4

| S,
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FIGURE 4.6 Incorporation of mutual coupling in multiport network model of a rectangular
patch.



126 MULTIPORT NETWORK METHOD

this reason, the limits of the applicability of the technique in terms of substrate
permittivity and thickness are similar to that for the cavity model. Also, both of these
methods will not be accurate when applied to narrow-width microstrip dipoles rather
than to the wide microstrip patches discussed in this chapter.

Green’s functions used for evaluating impedance-matrix characterization for
patches of various shapes are discussed in the next subsection. Derivation of the
Z-matrix is also included therein.

4.2.2 Z-Matrix Characterization of Planar Segments

4.2.2.1 Green’s Functions For practical microstrip antennas, the thickness of
the substrate is much smaller than the wavelength. Therefore, fields underneath the
patch do not vary in the z-direction (perpendicular to the substrate). The electric field
has a z-component only. Since dE,/dz = 0, we may define a voltage V'(x, y) given by

Vix, y) = —E.(x, y)d (4.2)

where d is the substrate thickness. When a magnetic-wall boundary condition is
assumed at the edges of the patch, V' (x, y) satisfies the boundary condition given by

W y) (4.3)
dp

where p denotes the direction perpendicular to the edge of the patch antenna. If we

consider a z-directed electric current source J,(x,, »,) located at (x,, y,), the voltage

V(x, y) is related to the source current through a two-dimensional impedance

Green’s function G(x, y|x,, y,) defined by

Ve y) = “D Gx. ylo, yo)-(ror yo)do dyo (4.4)

where the source current J, is distributed over a region D in the xy plane. These
Green’s functions are known [3,4] for several “regular shapes” shown in Fig. 4.7.

When a microstrip antenna is excited by a probe feed perpendicular to the
substrate, as shown in Fig. 4.8, the current density may be related to the axial current
through the z-directed probe. For patches excited by a microstrip line feed, the
current J;,, flowing into the patch can be expressed as an equivalent z-directed
electric current sheet J, as follows. At the magnetic wall surrounding the patch (as
shown in Fig. 4.9),

z
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FIGURE 4.7 Various geometries of the planar segments for which Green’s functions are
available.

and for the planar waveguide model of the microstrip line feeding the patch
Jin = 2 X HI (4.6)

Thus |J,| = |J;,|- If the effective width of the microstrip line is W; (for the jth port),
the input current at the port j may be written as

I =W .7)

4.2.2.2 Evaluation of Z-matrix from Green’s Functions Green’s functions
discussed above may be used to find the Z-matrix characterization of various planar
segments of the shapes shown in Fig. 4.7 with respect to specified locations of
external ports. These external ports may be either of the probe-feed type (Fig. 4.8) or
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FIGURE 4.8 Microstrip patch antenna with a probe feed perpendicular to the substrate.

the microstrip-feed type (Fig. 4.9) or a combination of these. The evaluation of the
Z-matrix is based on Eq. 4.1 and involves the integration of G(x, y|x,, y,) over the
extent of the two ports corresponding to the specific element of the Z-matrix. For a
microstrip line feed with an effective width W, the integral is carried out over the
width W,. For a probe-feed type of external port, the integration is carried out over a
circular path corresponding to the cylindrical surface of the probe. Alternatively, the

feedline

; substrate d
: 1
A wm ,
s cond
{feedline Hy ZHJZ patch i
4 7
Py

FIGURE 4.9 Equivalence between the port current and the z-directed fictitious current
density at the junction between a microstrip line feed and a patch.
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circular probe may be replaced by an equivalent strip and the integration carried over
this equivalent width.

4.2.2.3 Z-Matrix for Rectangular Segments Green’s functions for various
geometries, discussed in [3,4], appear as series involving double-infinite summa-
tions. In numerical computations of the Z-matrix elements, order of integration and
summations can be interchanged. For rectangular segments, the integrals involved
may be carried out analytically. When the sides of the rectangle are oriented along
the x- and y-axes, the impedance-matrix element Z,, for the two ports (say, port p
and port ¢) may be written in the following form [9]:

Z _jwﬂdi > 6,0, )P n )/ + k& — k) (4.8)
M= a2 nzoaman s V)P (s ¥,)/ (ks + K .

where, for ports oriented along the y-direction,
. k,w
(X, ¥) = cos(k,x) cos(k,y)sinc 5 4.9)

and for ports oriented along the x-direction

B (¥, ¥) = cos(kyx) cos(k,y) sin (kxzw> (4.10)

The function sinc(z) is defined as (sinz)/z, and

mmn nm
k. =—, k, =—
Y a Yb
1, m=0
Gy =
2, n#0

K = o ueye, (1 — jo)

where 0 is the loss tangent of the dielectric.

The length of the rectangle is a, its width is b, and height of the substrate is d. The
points (x,, y,) and (x,, y,) denote the locations of the p and g ports, respectively.

It has been shown [9] that the doubly infinite series in Eq. 4.8, along with Egs. 4.9
and 4.10, can be reduced to a single infinite series by performing the inner
summation. The choice of summation over n or m depends on the relative locations
of the ports p and ¢, and also on the aspect ratio of the rectangular segment. We
consider two different cases.
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Case 1: When both the ports (p and g) are oriented along the same direction (x or y).
We may write Z,, as

L
2,y = —CF z;) 0 cos(k,u,) cos(k,u,) cos(y,z..) cos(y,z.)

sinc(k,w,/2)sinc(k,w, /2)
X

Ve sin(y,F)
o0 . kw
—JjCF Y cos(kuuq)cos(kuup)s1nc<—p)
t=L+1 2
k — —
8 Sinc( qu> expl—/y, (v —v)] @.11)
2 Ve
where
_ O v, b=m
(v>7 U<) - {(X>, x<), E =n
and

C =joud/ab

When the two ports are oriented in the y-direction we choose £ = n, and when they
are along the x-direction, ¢ is put equal to m. Also,

o b, £=m

B a, L=n
o )= (x5 xp), L=m
P g

(.)/p’ yq)a EZ”

Ve =EVE —kZ
b - mnj/a, €=m
v nn/b, €=n

and

_ (y>_b3y<)?£=m
(Z>’ Z<) N {(x> —a, x<)’ t=n

The sign of y, is chosen so that Im(y,) is negative; w, and w, are widths of ports p
and g, respectively. Also, we use

Yo =max(y,, ¥,)  y.=min(y,, y,)
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and a similar notation for x_ and x_ when £ = n. The choice of the integer L in Eq.
4.11 becomes a trade-off between fast computation and accuracy. A compromise is
to select L so that y,F is less than or equal to 100.

Case 2: When the two ports (p and g) are oriented in different directions (x and y),
various elements of the Z-matrix may be given by

L
z,,=—CF 1;) 7 COS(kuup) COS(ku”q) cos(y,z.c)
sinc(k,w;/2)sinc(y,w;/2)

Ve sin(y F)

o0
—CF ). cos(k,u,)cos(k,u,)
(=L+1
. (kuwi) exp[—jy@(lg —U.— Wj/z)]
X sinc 5
2 VeW;

x cos(7,2.)

(4.12)

The choice of £ is made by noting that, for convergence of the last summation in the
above equation, we need

(v. —v_—w;/2) >0 (4.13)

We choose the index of the inner summation so that this condition is satisfied. This
condition may be written more explicitly as

L=m, if {max(y,, y,) —min(y,, y,) —w;/2} >0 (4.14)
¢=n, if {max(y,, y,) —min(y,, y,) —w;/2} >0 (4.15)

When both of these conditions are satisfied, any choice of £ will ensure convergence.

If £ =n, w; corresponds to the port oriented along the y- direction and w;
corresponds to the port along the x-direction. On the other hand, if £ = m, w; is for
the port along the x-direction and w; for the port along the y-direction.

4.2.2.4 Z-Matrix for Circular Segments For circular-shaped patches, the
impedance Green’s function is given in [3,4]. When ports are located along the
circumference of the circle (as shown in Fig. 4.10), various elements of the Z-matrix
[10] may be written as follows. For any port i, the Z-matrix element Z; may be
written as

_ 2jopda® 2 & a,{1 — cos[2n sin” (W,/2a)]}
e nVVl‘z n=0 m=1 n2(a2 - nz/kr%m)(krzlm - k2)

(4.16)
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FIGURE 4.10 Various parameters for ports located at the circumference of a circular
segment.

Off-diagonal terms of the impedance matrix are found to be

_2jw,uda2 o X o,
VW S asini (@ = n2 k) (KR, — k) 4.17)
x {cos[n(A; — A))] — cos[n(A; + A1} cos(ne;)

where
-
Ay =sin” (W;/2a)

Similar expressions for computation of the Z-matrices for planar segments of other
geometries shown in Fig. 4.7 have not been reported so far.

4.2.2.5 Z-Matrices for Segments of Arbitrary Shape When we come across
segments of arbitrary shapes for which Green’s functions do not exist, the impedance
matrix can be found by a method known as the “contour integral method” [11]. The
contour integral method is based on Green’s theorem in cylindrical coordinates. The
RF voltage at any point M(s) inside the periphery of an arbitrarily shaped planar
segment shown in Fig. 4.11a is given by

du(sy)

an (o)

A (o
oty _(kr) }dso (4.18)
on

4ju(s) = }C {Héz’ (k)

where H(()Z) is the zero-order Hankel function of the second kind and r is the straight-
line distance between the point M(s) and the source point on the periphery (given by
L(sy)). The integral on the right-hand side of Eq. 4.18 is evaluated out over the entire
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FIGURE 4.11 (a) Configuration of a planar segment for analysis by contour integral
method; (b) division of the periphery into n sections for the analysis.

periphery. The RF voltage at any point just inside the periphery can be derived from
the above relationship. We obtain

2ju(s) = ?Fc{k cos HHfz)(kr)v(so) + joud Jn(so)H(()z)(kr)}dso (4.19)

where H 52) is the first-order Hankel function of the second kind, and J, denotes line
current density flowing into the segment at s,. The variables s and s, denote
distances along the contour C and r is the distance between the two points M and L
(specified by s and s;) as shown in Fig. 4.11a. The angle 6 is between the straight
line joining points M and L with the normal to the periphery at L. Line current
density J,, flowing into the segment at a coupling port, is given by

1 o
"= Soud on (4.20)
For the numerical calculation of the impedance matrix, we divide the periphery into
N sections having arbitrary widths W, W,, ..., Wy, as shown in Fig. 4.11b. The
periphery is divided in such a manner that each coupling port contains an integral
number of sections. For greater accuracy, wider coupling ports may be divided into a
multiple number of sections. We set N sampling points, one at the center of each
section, and assume each section is a straight edge. It is further assumed that the
widths of the sections are so small that the magnetic and electric fields can be
considered constant over each section. With these assumptions, the line integral in
Eq. 4.19 can be replaced by summation over the N sections. The resulting expression
is given by

N
m=1
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where v, is the voltage over the ¢th section and i,(=J,W,,) is the total current
flowing into the mth section. The matrix elements G,,, and F,, are given as

J cos 0 H?(kr) dsy, if £ % m
w,

Gy = m (4.22)
0, otherwise
and
1 ) .
7 H,"(kr) dsy, if £ #£m
mJW,
FZm = ! (423)
2j 414
1 — ;] <lnTK -1+ y>, otherwise

In Eq. 4.23, y(=0.5772...) denotes Euler’s constant. In the above discussion we
assume that the current can be fed into the planar circuit from all the N sections and
i,, denotes the current fed from the mth section. This yields the impedance matrix for
the N-port circuit. This matrix can be used to obtain the impedance matrix for any
specified number and location of ports on the planar circuit being analyzed. Equation
4.21 is written for each section £ on the periphery of the planar circuit. All these
equations may be combined into a matrix equation of the form:

Av = Bi (4.24)

where v and i are the voltage and the current vectors at each section. A and B denote
N by N matrices, determined by the shape of the circuit. The elements of these
matrices, obtained from Eq. 4.21, are

= —kG, , fort
Ao - Im or 7é m (425)
ag =2j
and

bém :ja),ungm (426)

From Eq. 4.24, the impedance matrix for the N sections, considered as ports, is
obtained as

Zy=A"'B (4.27)

In practice, the coupling ports are connected to only a few of the NV sections. Rows
and columns corresponding to the sections that are open-circuited can be deleted
from Z,. If each coupling port covers only one section, the matrix thus obtained
(after deleting rows and columns corresponding to the open sections from Zy,) is the
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required impedance matrix. If some coupling ports extend to more than one section,
the sections in these coupling ports are like subports and the procedure detailed in
[3,4] can be used to obtain the overall admittance matrix at the coupling ports (and
hence impedance matrix, if desired).

4.2.3 Edge Admittance and Mutual Coupling Networks

In the MNM approach, the edge fields (comprised of the fringing fields at the edges,
the surface-wave fields, and the radiation fields) are modeled by introducing
equivalent edge admittance networks (EANs) connected to the edges of the patch
(as shown in Figs. 4.3 and 4.5). When a microstrip patch has a polygon shape
(rectangular and triangular geometries), the periphery of the patch is divided into
edges. Each edge may have a different voltage distribution. For geometries similar to
the circular patch, the total periphery is taken as a single edge. The EAN for each
edge is a multiport network consisting of combinations of a capacitance C, an
inductance L (representing the energy stored in the fringing electric and magnetic
fields, respectively), and a conductance G (representing the power carried away by
radiation and by surface waves). A portion of a typical EAN is shown in Fig. 4.4.
Similar sections are connected to the other ports of the equivalent planar multiport
representation of the patch. The elements of the Y-matrix characterizing the EANs
are computed from the equivalent circuit shown in Fig. 4.4.

4.2.3.1 Edge Conductance The edge conductance G in an EAN consists of two
ports: a radiation conductance G, and a surface-wave conductance G,. The
conductances G, and G, associated with an edge of a microstrip patch are defined
as equivalent ohmic conductances (distributed or lumped). These conductances, G,
and G,, when connected to the edge of the patch (continuously or at discrete ports)
will dissipate a power equal to that radiated (P,) and to that launched as a surface
wave (P;) by the patch, respectively. When the voltage amplitude distribution along
an edge is given by f(£), the conductances G, and G, of the edge are obtained as [2]

2Pr Ay
: (4.28)

G, = 14
(1/W>J £2(0) de
0

s

where £ denotes the distance along the edge of the patch and P, values are
computed for a voltage distribution f(£). If we select » uniformly spaced ports (each
representing a section of length W /n) along the edge, the conductance G, connected
to each of the ports is taken as (G, + G,)/n.

The concept of edge conductance discussed above can be implemented only
when f(£) is known a priori. In most of the cases, microstrip antennas are operated
near the resonance frequency of the patch and f(£) is known at least approximately.
For more accurate results, iterative computations may be needed. Starting from an
approximate f(€), an analysis based on the MNM model is carried out to evaluate the
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voltages at the n ports on the edge. This computed voltage distribution is then used
as a modified f(¢), and the computations of G, and G, are repeated. A method for
computing the radiated power (P,) from the edges of a microstrip patch (on a thin
substrate without cover layer) is based on the representation of the edge field in terms
of an equivalent magnetic current line source (see [4, Sec. 11.4.6]). For thin
substrates without any cover layer, G, is much smaller than G, and hence may be
neglected [12, pp. 53-59].

The procedure just described yields an equivalent conductance that is distributed
uniformly over sections of the edge. The resulting edge admittance network is a
diagonal matrix. The mutual conductance among all sections is incorporated in the
calculation of the power radiated from the edge. This method requires a priori
knowledge of the voltage distribution along the edge. A modified method [13] does
not need any such information. In this method, equivalent magnetic-current element
sources are placed at the location of each section at the periphery. The elements of
the Y-matrix characterizing the edge conductance network are obtained by equating
the power flow associated with these magnetic currents (obtained from the Poynting
vector) to the power dissipated in the equivalent network. The diagonal terms of the
Y-matrix are equal to the self-radiation conductances of the corresponding segments.
The off-diagonal terms are equal to the real parts of the mutual coupling admittances
between the two corresponding segments. It may be noted that in this modified
method, the real part of mutual coupling among different sections of the edge is
included in the off-diagonal terms of the conductance networks, whereas the reactive
part is included (as in the earlier approach also) in the inductance and the
capacitance networks.

The generalized edge conductance network, based on this modified approach, is
shown schematically in Fig. 4.12. The current source shown in this figure accounts
for the mutual coupling among various sections of the edge. Similar current sources
are also attached to the other nodes 1 through n. These are not shown in the figure.
The transfer conductance gj; is the real part of the complex mutual coupling Y;
between the sections j and i. The mutual admittance Y; represents the electric current
induced in the jth section as a result of a unit magnetic current (or voltage) at the ith

FIGURE 4.12 Generalized edge conductance network used when the field distribution along
the edge is not known a priori.
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section. Computation of ¥;; (also used for equivalent mutual coupling networks) is
discussed later. The resulting edge conductance matrix has the following form:

1 811 82 0 8m
821
[G]=:| . . (4.29)
gnl e e grm

Note that in the edge admittance matrix [Y,] the contributions of fringing capaci-
tances and inductances must be included as discussed later in this section. Also, it
may be pointed out that actual values of the voltages V; and V; are not needed to
compute Y; or g; The diagonal terms g; are self-conductances of individual
sections given by

w32
T 430
8i = 90,2 (4.30)

where W, is the width of the ith section and 4, is the free-space wavelength at the
operating frequency.

Various formulas for edge conductance are summarized in [14, Chap. 9, Sec.
9.4.1].

4.2.3.2 Edge Capacitance The edge capacitance C accounts for the energy
stored in the fringing electric field at the periphery of the patch. The fringing
capacitance is defined as the excess of the total capacitance of the patch over that
which would exist if the patch were considered as a two-dimensional capacitor with
magnetic walls at the open edges. As in the case of the edge conductance, the edge
capacitance is also distributed uniformly over the n ports (Cp = C/n). Closed-form
expressions for the edge capacitance are available for simple shapes, namely,
rectangular [5,7] and circular [15] geometries. The evaluation of the edge capaci-
tance of an arbitrarily shaped microstrip patch is described in [16].

4.2.3.3 Edge Inductance The edge inductance L accounts for the energy stored
in the fringing magnetic field at the edge of the patch. As in the cases of G and C, the
edge inductance is also distributed uniformly over the »n ports (L, = L/n). For the
nonradiating edges of a rectangular patch operating in the dominant mode, the
fringing inductance per unit length L, and the fringing capacitance per unit length C,
(for ¢, = 1) are related by L, = uye/C.(e, = 1).

When the voltage distribution along an edge is uniform, the voltages at two
adjacent ports on the edge are equal, and hence no current flows through the edge
inductance. In this case, the edge inductance need not be included and the EAN
simplifies to parallel pairs of capacitance and conductance only. This situation occurs
at the radiating edges of a rectangular patch operating in the dominant mode.
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The common practice for evaluating the resonance frequency of two-dimensional
resonators (incorporating the fringing fields) is to use effective dimensions larger
than the actual physical dimensions. Calculation of these effective dimensions is
carried out by finding the total electrostatic capacitance and equating it to the
parallel-plate capacitance of effective dimensions. However, it may be noted here
that the use of effective dimensions not only adds the fringing capacitance at the
edges but also modifies the magnetic field distribution. Thus the use of effective
dimensions for the analysis of microstrip patches, using the cavity model with
magnetic-wall boundary, is consistent with the MNM approach that includes both
inductance and capacitance. The fringing edge inductance L, per unit length and the
fringing capacitance per unit length are related as L, = pye,/C,(e, = 1).

4.2.3.4 Mutual Coupling Network As shown in Fig. 4.6, the mutual interac-
tion between the fringing fields associated with any two edges can be expressed in
terms of a network model. The basic idea of using an admittance element to
represent mutual coupling between two radiating edges was initially proposed in [17]
in conjunction with the transmission line model of microstrip antennas. The
multiport mutual coupling network shown in Fig. 4.6 is an extension of this concept
suitable for incorporating in the multiport network model of microstrip patch
antennas.

4.2.3.5 Evaluation of Mutual Coupling Networks For computation of external
mutual coupling between various edges of a microstrip patch antenna on a thin
substrate, the field at the edge may be modeled by equivalent line sources of
magnetic current placed directly on the ground plane at the location of the edges.
This is illustrated in Fig. 4.13. Magnetic currents M are given by

M = —f x Ed (4.31)

where d is the height of the substrate. The product (—E£d) is the voltage V(x, y)
defined in Eq. 4.2. n denotes a unit vector normal to the ground plane as shown. For
the E-field in the direction indicated in this figure, both magnetic current sources M
are in the y-direction, that is, directed out of the plane of the paper.

The coupling between two magnetic current line sources is evaluated by dividing
each of the line sources into small sections, each of length dl. The magnetic field
produced by each of these sections (on the line source 1) at the locations of the
various sections on the line source 2 can be written by using fields of a magnetic
current dipole in free space [18]. The configuration and coordinate system is shown
in Fig. 4.14. We have

koM dl sin 0 1 1 .
H9 :]ﬁ{l‘i‘—_ 2}e—]kor (432)
4nnyr Jkor (kor)

o M dlcos(){ 1 }e_-fko"

(4.33)

27nor? Jkor
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FIGURE 4.13 Modeling of the fringing field at the patch edges in terms of magnetic-current
line sources.

conductor

FIGURE 4.14 (a) Two arbitrarily spaced magnetic-current elements; (b) the coordinate
system used for computation of fields.
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Here k is the free-space wavenumber and r is the distance between the point P and
the magnetic current element M dl. When the two edges (say, i and j) are oriented
arbitrarily, as shown in Fig. 4.15a, the magnetic field H at (x;, y;) produced by a
source dl; M at (x;, y;) may be written as

H =xH, +yH, (4.34)

with
H, = H, cos0; — H, sin0; (4.35)
H,=H, sinb; + H, cos 0, (4.36)

\\ b

FIGURE 4.15 (a) Configuration showing sections i and j of two patch edges; (b) two
different coordinate systems used for mutual coupling calculations.
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where

H, = Hycos0+ H,.sinf (4.37)
H, = —Hysin0 + H, cos 0 (4.38)

Coordinate systems (x, y) and (x’, )’) are illustrated in Fig. 4.15b. Mutual admit-
tance between sections j and i may be written in terms of the electric current density
J; induced in the upper surface of the edge segment j. We have

J;=nx H=(-H,cosd; — H,sinJ))j (4.39)

The current density induced on the surface of the edge section j underneath the patch
is —J;. The mutual admittance between sections 7 and j is given by the negative of the
current flow into section j (underneath the patch) divided by the voltage at section 7,
that is

Yy = —(=J; dl;/M,) (4.40)

Jl

The second minus sign in Eq. 4.40 is due to the fact that the direction of current for
defining the admittance matrix of a multiport network is directed into the network as
shown in Fig. 4.16. The two edges shown in Fig. 4.15a may be the edges of a single
radiating patch or those of the two different patches in an array environment. When
the mutual coupling between two patches is being computed, several individual
edges of the two patches contribute to the mutual coupling network (MCN). An
MCN configuration taking the four radiating edges into account is shown in Fig.
4.17. Here, the MCN is connected to four ports along each radiating edge. In
practice the number of sections considered on each edge for mutual coupling
calculations is usually larger (typically 12). However, while using MCN for antenna
analysis (by segmentation), a small number of ports along radiating edges (typically
4) is sufficient. Thus the original mutual admittance matrix (48 x 48 for 12 ports
along each edge) is reduced to a smaller size (16 x 16 as shown) by paralleling the
ports in subgroups of three each. Contributions of nonradiating edges can also be
incorporated in MCN. This is not shown in the figure. Detailed computations [19]
indicate that the mutual coupling contribution by nonradiating edges is usually much
smaller and may be ignored in a first-order approximation.

o
0 [v] —o

o—1{ —O

Vi o —o

FIGURE 4.16 Representation of the mutual coupling by an admittance matrix.
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FIGURE 4.17 A mutual coupling network (MCN) representing the coupling between two
adjacent patches in an array.

Mutual coupling computations based on the above formulation have been verified
[19] by comparison with the available experimental results [20]. A very good
agreement between the computation and experimental results has been reported.

It may be noted that the preceding method of evaluating mutual coupling (based
on the equivalent magnetic current model shown in Fig. 4.13) is valid only for
electrically thin substrates where the effect of surface waves along the substrate is
negligible. This modeling approach has been extended to microstrip patches on thin
substrates, but covered by a relatively thicker dielectric cover layer [21]. The mutual
coupling in this case is dominated by the effect of surface waves in the thicker cover
layer.

When the substrate thickness is increased, the equivalent magnetic current model
for Fig. 4.13 becomes more and more inaccurate. In principle the multiport network
modeling of mutual coupling between two patches is possible if more rigorous
analytical/numerical techniques [22,23] are extended to formulate a network
representation of mutual coupling.

4.2.4 Analysis of Multiport Network Model

The most salient advantage of the multiport network model for microstrip patches is
the fact that various analysis and optimization techniques available for multiport
networks can now be used for analysis and optimization of integrated circuit—
antenna modules. The most widely used techniques for such planar networks are
segmentation [3,4] and desegmentation [3,4] methods. These two network analysis
techniques are reviewed in this section.

4.2.4.1 Segmentation Method The name segmentation was first given to this
network analysis method when it was used for planar (two-dimensional) microwave
circuits by Okoshi and Takeuchi [24]. The basic idea is to divide a single large planar
circuit into simpler segments, which have regular shapes and can therefore be
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characterized relatively easily. An example of such a segmentation is shown in Fig.
4.18 where a ring-shaped geometry is broken down into four rectangular segments
for which Green’s functions are available. For the multiport network model of a two-
port microstrip antenna shown in Fig. 4.6, each of the components (shown by
rectangular boxes in the figure) can be considered as a segment for application of the
segmentation method. Essentially, the segmentation method gives us the overall
performance parameters of the multiport network, when the characterization of each
of the segments is known. Originally the segmentation method was formulated [24]
in terms of S-matrices of individual segments; however, it was subsequently realized
[25] that a Z-matrix formulation is more efficient for microwave planar circuits (also
for microstrip antennas). In this section, we will describe the procedure based on Z-
matrices.

For illustrating the procedure, we consider a multiport network consisting of only
two segments A and B, as shown in Fig. 4.19. Various ports of these two segments
are numbered as shown. The external (unconnected) ports of segment A4 are called p,,
ports (which may be more than one). Similarly, the external unconnected ports of
segment B are called p, ports. Connected ports of segment 4 are named g ports and
the connected ports of segment B are designated as r ports. ¢ and » ports are
numbered such that ¢, is connected to 7, ¢, to r,, and so on. As a result of these
interconnections, we can write

V,=", and [, = —i

n

(4.41)
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FIGURE 4.18 Segmentation of a ring-shaped structure into four rectangular segments.
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FIGURE 4.19 Two connected multiport networks 4 and B.

Z-matrices of segments 4 and B may be written as

7. = |:Zp.z Zpaq:| 7. — |:th thr:| (4.42)

= ) B = .
Zop, Zyq Ly Lo

where Zpu’ qu’ quu, qu, Zpb, Zp,,r’ erb, and Z,, are submatrices of the appro-

priate dimensions. As we are dealing with reciprocal components
t t
Zpg=Zy,) and Z,. =(Z,) (4.43)

Z-matrices of the segments 4 and B can be written together as

Vo Zop Loy Lpr i
vV, | = Zyp Zgy 0 =11, (4.44)
Vr er 0 er ir
where
vV = Vo, .|
Py | = i
Py Db
and
ZPa 0 Zpab
Zy = o 7z | Z,, = 0
Pb
|: 0 ]
Z =
pr
ZPb”
and

t ¢
Zop = Zpg) s Zp = Zy)

The superscript “t” indicates the transpose of a matrix; 0 denotes a null matrix of
appropriate dimensions.
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It may be noted that interconnection conditions 4.41 have not been used for
writing Eq. 4.44, which represents a rearrangement of individual matrices Z, and Zj
given in Eq. 4.42. Relations 4.41 can now be substituted in the Eqs. 4.44 to eliminate
Vys Vi iy, and i,. The resulting expression may be written as V,, = [Z ]i,, where

Zpa 0 Zpaq -1
[ZAB] = 0 7 + 7 [qu+er] [qu" + erb] (445)
Pb T opr

It is seen that the size of Z 5 is (p, + pp) X (p, + pp)- The second term on the right-
hand side is a product of three matrices of sizes (p,+p,) X ¢, ¢ X q, and
q x (p, + pp), respectively. From a computational point of view, the most time-
consuming step is the evaluation of the inverse of a matrix of size ¢ x ¢, where ¢ is
the number of interconnected ports.

4.2.4.2 Desegmentation Method There are several planar configurations that
cannot be analyzed by the segmentation method discussed above. For example, the
configuration shown in Fig. 4.20 cannot be partitioned into regular segments for
which Green’s functions are known. In cases like this, an alternative method called
desegmentation [3,4] is useful. The concept of desegmentation can be explained by
considering the example of a rectangular patch with a circular hole. Referring to Fig.
4.20, we note that, if a circular disk called segment 5 (Fig. 4.20c) is added to the
configuration of Fig. 4.20a, the resulting configuration y is a rectangular segment
shown in Fig. 4.20b. Green’s functions are known for both the circular (Fig. 4.20c)
and rectangular (Fig. 4.20b) shapes, and therefore Z-matrices for characterizing both
of these components may be derived. The desegmentation method allows us to
derive the Z-matrix of the configuration o shown in Fig. 4.20a when the Z-matrices
of the rectangular segment in Fig. 4.20b and the circular segment in Fig. 4.20c are
known. For deriving a relationship among the Z-matrices of the three shapes we
consider a generalized configuration (shown in Fig. 4.21). Here, region f is not
included in the o segment. Ports p,, p,, and so on are external ports of o.
Characterization of o is required with respect to these ports. In general, p ports

A @}

l (is equivalent to)

I()I'y o b

~4/

0 (desegmented with)

FIGURE 4.20 Concept of desegmentation.
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FIGURE 4.21 Port nomenclature used in desegmentation procedure.

may also be located on the part of the periphery of « where the segment f is
connected. An example of this is port p4 shown in Fig. 4.21. The Z-matrices of  and
y segments are known and may be written as

zZ, Z, z . Z,
;= ‘| and z,= |7 M (4.46)
Zdr deﬂ de dey

As in the case of segmentation, ports g (of o) and ports r (of ff) are numbered such
that ¢, is connected to |, g, to r,, and so on. Ports d are unconnected (external)
ports of the segment f3. Evaluation of Z, is simplified when the number of d ports is
made equal to the number of ¢ (or r) ports. The number of ¢ (or r) ports depends on
the nature of field variation along the o—f interface and, as in the case of
segmentation, is decided by iterative computations. On the other hand, the number
of d ports is arbitrary and can always be made equal to that of g (or ) ports after that
number has been finalized. Under these conditions, the impedance matrix for the o
segment can be expressed [26] in terms of Z-matrices of f§ and y segments as

Z, =2, — Zoi{Zaay — Zaap} ' Zy (4.47)
It may be noted that the size of Z, is p x p since all the specified ports of the o
segment have been numbered as p ports.

For implementation of the desegmentation method, d ports of the f segment need
not be located on the periphery of the f§ segment. In fact, in the case of the
rectangular patch with a circular hole (Fig. 4.19a), no region is available on the
periphery of the circular § segment for locating d ports. As shown in Fig. 4.22, d
ports may be located inside the circular region. In this case, three d ports—
d,, d,, ds—are shown located inside the /i segment. Since Green’s functions are
valid for any point on the segment (or on the periphery), the desegmentation
procedure remains unchanged. More detailed discussion of the desegmentation
method is contained in [3,4].

Segmentation and desegmentation methods are used for finding the input
impedance at the feed point of the antenna (as a function of frequency). Voltages
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Py

FIGURE 4.22 A configuration where the desegmentation procedure requires location of d
ports inside the § segment.

at the edges of the patch (where EANs are connected as shown in Figs. 4.5 and 4.6)
are also calculated by extension of results discussed above. This voltage distribution
is used to evaluate the radiation field of the antenna as discussed later in Section
434.

4.3 MNM FOR TWO-LAYER MICROSTRIP ANTENNAS

4.3.1 Two-Layer Configurations for Circuit-Antenna Modules

In the two-layer configurations for integrated circuit-antenna modules, circuit
elements are fabricated on the lower substrate and the radiating patches are located
on the upper substrate. The excitation of the radiating patch is due to electro-
magnetic coupling between the patch and the feed circuitry on the lower level
underneath the patch. The advantages of using two-layer configurations are (1)
flexibility in design for optimizing both circuit and antenna functions, thus providing
the best surface real estate usage; (2) increased patch to ground plane spacing,
implying an increase in radiated power and, consequently, increased antenna
bandwidth and efficiency; and (3) a decrease in the spacing between the feed
circuitry and the ground plane, leading to a reduction in spurious radiation from the
circuit discontinuities [27-29].

Two types of structures, suitable for monolithic and hybrid integration, respec-
tively, have been suggested. A typical monolithic configuration is shown in Fig.
4.23. The lower substrate in this case is GaAs (g, = 12.9) and the upper layer is a
thin passivating layer, typically silicon nitride (g, = 7). The height of the passivating
layer is very small (typically 1-2pm) compared to the GaAs substrate (100-
150 pum). In the monolithic configuration, the dielectric constants and the heights
of the two layers are constrained by the monolithic technology requirements and are
thus not designable parameters for antenna design.

A two-layer configuration suitable for hybrid integration is shown in Fig. 4.24. In
this case the thickness of the lower layer, used to locate circuit elements, is much
smaller than that of the upper layer. The lower layer has a dielectric constant that is
much higher than the upper layer and it becomes possible to design a feeder patch
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FIGURE 4.23 A monolithic two-layer configuration.

(in addition to other circuit elements) on the lower substrate such that it is resonant at
approximately the same frequency as that of the radiating patch.

4.3.2 Two-Layer Patch Antennas

The two-layer microstrip patch antenna is the precursor of the two-layer integrated
circuit-antenna modules. The early investigations into electromagnetically coupled
two-layer antennas were on printed microstrip dipoles [30]. Oltman and Huebner
[30] examined various configurations of printed dipoles for optimum characteristics,
such as bandwidth, efficiency, and radiation, and proposed a circuit model based on
transmission line analysis. A rigorous moment-method solution to the printed dipole
problem has also been reported [31].

Patch
T £ - 22,9 ~ 105
hy £
¥ hy ~ 150 mils
by £2 | hy~ 10 mils
A 77T T TTIR T

Feed circuitry Ground plane

Feed u.m:i.ut.ry Patch

¥ Y

e
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FIGURE 4.24 A hybrid two-layer configuration.
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An experimental study of a proximity coupled (electromagnetically coupled)
microstrip patch antenna has been presented by Pozar and Kaufman [32], demon-
strating a bandwidth of 13%. The study also shows cross-polarization levels to be
20 dB below the copolarization levels. A generalized moment-method analysis of a
rectangular microstrip patch antenna fed by a microstrip line has been developed
[33-34]. A similar type of moment-method analysis on circular patch antenna has
also been carried out [35], and the effect of the line feed and patch overlap on the
VSWR has been investigated. These full wave analyses have led to the development
of graphical guidelines for electromagnetically fed microstrip patch antennas for
both the rectangular and circular shapes [36]. Extensive experimental investigations
of electromagnetically coupled rectangular patch antennas, including a detailed
parametric study, have been reported [37-39].

4.3.3 The MNM Approach for Two-Layer Patch Antennas

As discussed for single-layered configurations, the multiport network model (MNM)
approach is an extension of the cavity model that essentially converts the electro-
magnetic boundary-value parameter of the radiating structure into an equivalent
network problem. In this treatment, the antenna configuration is modeled by three (or
more) interconnected multiport subnetworks. Each of these subnetworks represents
the fields associated with the distinct physical regions of the radiating configuration.
The procedure involves the characterization of each of the subnetworks by an
equivalent Z-matrix and combining them to yield an overall network representation
of the entire radiating configuration. The relevant antenna characteristics such as the
input impedance and radiation characteristics are then evaluated from the overall
network.

Consider the two-layer EMC radiating patch configuration of Fig. 4.25. The
configuration shown is suitable for integration in hybrid circuits since the height of
its lower substrate is much smaller than the upper substrate (4, < 4;). To illustrate
the underlying idea the MNM model will be developed for this hybrid case.

(_b> l«@—— Upper Substrate
Patch [€— Lower Substrate
a
7
/ 7 L
7 N
Feed Li
h l / An¢
Lyl & >/ v f<
hy )
Ground Plane

FIGURE 4.25 The two-layer EMC patch configuration.
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In Fig. 4.25, the excitation of the radiating patch takes place by electromagnetic
coupling between the feed circuitry on the lower layer and the radiating patch on the
upper layer. This method of excitation differs in its mechanism from the conven-
tional one-layer microstrip line feed, which is located on the same substrate as the
patch and makes physical contact with it. In developing an MNM model for this
two-layer configuration the issue of excitation of the patch by electromagnetic
coupling has to be addressed. The fields associated with the feed structure and the
radiating patch are identified and modeled separately by their respective subnetwork
components. The fields responsible for the radiated power and the power loss due to
surface waves are also delineated and modeled by another subnetwork component.
Finally, the subnetworks are combined to construct the overall network model of the
radiating configuration. In the following discussion, each of the subnetworks is
discussed in detail.

4.3.3.1 The Patch Network (PN) The microstrip patch antenna, regardless of
the method of excitation used, is essentially a resonant structure wherein the field
distribution in the region underneath the patch resembles that of a resonant
electromagnetic cavity. The PN accounts for the electromagnetic fields in the
region underneath the radiating patch. This region is viewed as a two-layer open
cavity surrounded by perfect magnetic walls (zero tangential magnetic field) on the
sides and perfect electric walls (zero tangential electric field) on the top and bottom
as shown in Fig. 4.26.

The electromagnetic field distribution in the cavity is expanded in terms of an
infinite series of modes satisfying the boundary conditions at the cavity walls [40].

Modeling the Excitation ~The radiating configuration is excited by a feed structure
(usually in the form of a metallic strip) underneath the patch at the interface of the
two layers of the substrate. The fields associated with this feed structure can be
considered as “source” fields for the radiating patch. From this viewpoint, the
coupling from the feed structure to the radiating patch is due to the fringing fields at
the periphery of the feed structure as shown in Fig. 4.27.
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FIGURE 4.26 A two-layer open electromagnetic cavity.
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FIGURE 4.27 Fringing electric field at the feedline periphery.

The effect of these fringing fields as sources of excitation is modeled by placing
equivalent magnetic current elements at the periphery of the feed structure. The
justification for this procedure follows from the Schelkunoff’s equivalence theorem
[40,41].

Development of the Z-Matrix for PN The development of the Z-matrix for the
PN follows from the analysis of the cavity fields. The edges of the patch are
subdivided into smaller segments and ports are placed on each of these segments.
The number of segments is determined on the basis of the field variation along the
edges of the patch. The more rapid the field variation along a patch edge, the larger
the number of ports that must be placed along it so that the variations are accounted
for accurately. The patch is typically excited in the vicinity of its dominant mode
(TM, (o) for which the field distribution along the radiating edges is invariant.
Therefore, the number of ports along the radiating edges in this case is kept to a
minimum to reduce the computation time, the actual number being determined
iteratively to ensure numerical convergence. The contribution to the radiated power
from the nonradiating edges of the patch is relatively small but is needed when the
value of the cross-polarization level is required.

The edges of the feed structure are also subdivided into a number of smaller
segments and ports are located on each of them. The locations of the ports in this
case represent the presence of equivalent magnetic current sources.

A schematic diagram showing the placement of ports along the patch and the
feedline is shown in Fig. 4.28. The fields at the “patch ports” due to a magnetic
current element at a “feed port” are computed and a hybrid matrix representation is
obtained. The Z-matrix is obtained by an appropriate transformation of the hybrid
matrix, details of which are presented later in the section.

4.3.3.2 The Feed Network (FN) The FN models the fields associated with the
feed structure located at the interface of the two layers. The feed structure for the
EMC patch is typically a stripline or a stepped width stripline as shown in Fig. 4.29.
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FIGURE 4.30 Cross-sectional view of patch and feedline.

Consider the configuration of Fig. 4.25, where the patch is excited by a simple
feedline underneath it. A cross section of this arrangement, shown in Fig. 4.30,
shows a resemblance to a two-layer asymmetric stripline configuration with the
feedline and bound on the top and the bottom by the patch and the ground plane,
respectively. The feedline configuration is thus treated as a transmission line
structure supporting the quasi-TEM mode of propagation.

The static spectral domain technique is applied to analyze the asymmetric
stripline configuration and yields its effective dielectric constant and characteristic
impedance. An equivalent planar waveguide model is constructed from these
parameters and two-dimensional planar analysis [42] is used to compute the Z-
matrix of the feed structure. This completes the characterization of the FN.

A typical FN has one port at the input and several output ports that get connected
to the input ports of the PN. The FN itself may consist of two or more subnetworks
depending on the layout of the feed configuration as shown in Fig. 4.31. In this
figure, segment () represents the planar waveguide model for the portion of the feed
structure underneath the patch and the ports of this segment are connected to the

I 77

Input Feed —O— —O
Point
(x) —O— ) —O
L O—
L O
Feed ports connected to Patch
network

FIGURE 4.31 Block diagram of the feed network.
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ports of the PN. Segment (x) represents the short section of microstrip line outside
the patch, as is usually the case for a practical configuration.

An interesting feed arrangement is possible if a feeder patch is located on the
lower substrate (Fig. 4.29b) to act as a source of excitation to the radiating patch on
the upper substrate. This feeder patch can be designed to have dimensions that are
smaller than, and a resonance frequency close to, that of the radiating patch. These
objectives can be met if the lower substrate has a higher dielectric constant than the
upper one.

4.3.3.3 The Edge Admittance Network (EAN) As in the case of single-layer
microstrip patch antennas, the edge admittance network (EAN) models the fields
external to the patch, namely, the fringing fields, the radiated field, and the surface-
wave field. Development of the edge admittance network is identical to that
discussed for the single-layer patch in Section 4.2.3.

4.3.3.4 The Overall Network The overall network model of the radiating
configuration is obtained by connecting the three networks (PN, FN, and EAN)
together. The three Z-matrices representing the PN, FN, and EAN are combined
using the segmentation method [3,4,43] discussed earlier in Section 4.2.4. The
procedure results in a Z-matrix (1 x 1), which represents the input impedance of the
antenna structure. The overall network model is as shown in Fig. 4.32.

EAN
__....... e
EAN [—@—
® —@—
PATCH
o FN :z: NETWORK —&—— EAN
_._
@ —@——
EAN | —@—
—@— —8—
EAN

FIGURE 4.32 Overall multiport network model of the configuration.
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The segmentation method also gives the voltages at the PN-EAN connected
ports. The voltage distribution so obtained is expressed as an equivalent magnetic-
current distribution and is used for the computation of the radiation field and the far-
field patterns of the radiating configuration.

4.3.4 Mathematical Formulation

In this section a brief discussion of the mathematical development of the MNM
model for a two-layer circuit-antenna radiating configuration is presented.

4.3.4.1 Voltages at the Edges of the Patch The evaluation of the Z-matrix of
the PN requires computation of the voltages induced at the radiating edges of the
patch due to equivalent magnetic current elements placed at the periphery of the feed
structure.

The voltage between the ground plane and a port on the edge of a patch is, by
definition,

h
v:—J E-dl (4.48)
0

where dl is the incremental length vector in the direction of the contour of
integration.

Using the standard procedure for evaluating the cavity fields due to a source
excitation [40], the total contribution to the voltage from summing all the modes
may be written as

h
v=- ZBiEJ E;-dl (4.49)

where

Jo;
B,=————
£

0 —w?

J MH* dV (4.50)
v

M being the infinitesimal magnetic-current element and H; being the source-free
cavity modes; m; are the corresponding resonance frequencies. The integration in
Eq. 4.49 is along the z-coordinate (Fig. 4.26) and hence

h

u:-ZB,.EJ E - 7dz (4.51)
i 0

where Z is the unit vector in the z-direction.
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Since the integrand in Eq. 4.51 comprises a dot product, the only contribution to
the integral comes from the z-component of the electric field. Substituting the modal
expression for E, gives

h
V= — ZBiE L Ey; cosoyxcosa,ycosasz dz (4.52)
1

where E,; represents the modal magnitude coefficient of the electric field component
E..
The integration in Eq. 4.52 is only over the z-coordinate with the result that the
voltage v is equal to zero if a5 is different from zero. The implication is that higher
order modes varying in the z-direction do not contribute to the edge voltage. When

o3 = 0, Eq. 4.52 can be reduced further to
v=—h)_ EyB;;COS0;XCOS 0,y =0 (4.53)

A detailed mathematical development is found in [44]. The formulation developed
here requires a summation over an infinite number of modes to obtain the total fields
in the cavity. In practice, however, computation is terminated after a finite number of
modes determined by the convergence of the series.

4.3.4.2 Equivalent Current Over a Port Width In the process of computing
the Z-matrix of the PN, an intermediate hybrid matrix is first evaluated as an
intermediate step. The evaluation of a submatrix of this hybrid matrix necessitates
the calculation of the equivalent electric current into (or out of) a port due to a
magnetic-current element source located along the width of the port.

The calculation developed here is for the case where the magnetic-current
element is oriented in the y-direction (as shown in Fig. 4.33). Extension to the
case of an arbitrarily oriented port is a minor modification of the treatment given
herein.

In Fig. 4.33, the magnetic-current element is centered at (a,, b,). The equivalent
linear current density into the width of the port is related to the tangential component
of the magnetic field by J = n x H, where n is the unit outward normal vector to the
surface. Since the port in Fig. 4.33 is oriented in the y-direction, the desired
component of the equivalent electric current into (or out of) the port is J,

Recognizing that any contribution to J, comes solely from H,, the current / is
written as

bo+w/2
= J > ByH;-ydy (4.54)
bo—w/2 i

where y is a unit vector in the y-direction, and

Jjo

w* —

MH* dV (4.55)

v

The integral in Eq. 4.54 is over the width of the port.
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FIGURE 4.33 Current calculation at the feed port.

4.3.4.3 Hybrid Matrix for PN The hybrid matrix relating voltages and currents
at the feed and the patch ports is defined by

|:\:/E:| _ |:[H11] [le]:||:\:]F:| (4.56)
Iz [(Hy]  [Hy] Ig

where \ZE = vector containing the edge ports’ voltages
I = vector containing the edge ports’ currents

\ZF = vector containing the feed ports’ voltages

I = vector containing the feed ports’ currents

The submatrix [H},] relates the voltages at the edge ports to the impressed
voltages at the feed ports. The expressions for the fields in the cavity derived earlier
are used to calculate the voltages at the edge ports for a magnetic-current source
excitation.

[H},] is the submatrix relating the edge port voltages to the edge port currents
with the feed ports shorted. When the feed ports are shorted, the fields underneath
the patch may be considered to have no variation in the z-direction. The configura-
tion can therefore be treated as a two-dimensional planar structure and its Z-matrix
evaluated from Green’s function analysis [3,42]. The development of the Z-matrix
from Green’s function analysis of a planar rectangular segment has been discussed
earlier in Section 4.2.2.

[H,,] relates the currents and voltages at the feed ports with the edge ports open.
Again, three-dimensional analysis is used to obtain this submatrix. The electric
current is calculated from the H-field.

[H,,] relates the currents at the feed ports due to impressed currents at the edge
ports with the feed ports shorted. Two-dimensional analysis is applicable to this
computation also. However, it can be shown that this submatrix is the negative
transpose of [H,;].
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The Z-matrix for the PN is obtained by casting Eq. 4.56 in the following form:

Ve | _ [[ZEE][ZEF]} I; 457
Vi [ZrelZpr] Ir
where
[Zer] = [Hy]™ (4.58)
[ZFE] = _[HZI]_I[sz] (4~59)
[Zgr] = [Hy [—Hy 1™ (4.60)
[Zeg) = [Hy] — [H [ Hyy 17 [Hy, (4.61)

4.3.4.4 Segmentation and Far-Field Calculations Once the Z-matrices of the
feed network (FN), the patch network (PN), and the edge admittance network (EAN)
are computed, they are combined by using the segmentation method to yield the
overall [1 x 1] impedance matrix of the radiating structure.

The FN is first combined with the PN and the resulting network is connected to the
EAN to give the overall network representation of the radiating configuration. The
segmentation method also yields the voltages at the edge ports so that the far-field
radiation patterns of this configuration can be calculated.

The radiation vector is given by [12]

N,
L= 23 4,W,V,elopsin0costé—dy) (4.62)

where W, and V, are the width and voltage, respectively, at the nth edge port and a,
is the unit tangential vector along the contour of the patch as shown in Fig. 4.34.

The E-field components of the radiation field are derived from Eqgs. 4.32 and 4.33
and given by

E:ﬁb%fw (4.63)
0 207 '
and
L -y ik
Ey = j—0 gthor 4.64
o=/ 2207 ¢ ( )

4.3.5 Examples

The MNM model developed for EMC patch antennas fed by a simple feedline has
been compared with full wave analysis and experiment. The PMesh full wave
analysis moment-method program developed at the University of Colorado at
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FIGURE 4.34 Patch geometry for far-field calculations.

Boulder [45] was used to investigate the configuration of Fig. 4.35. For the following
parameters, the comparison with MNM is shown in Fig. 4.36: a = 2.5 cm,
b=4cm, c=125cm, w=5mm, ¢ =¢, =2.2, and h; = h, = 1.58 mm. For
a more detailed discussion and for additional cases, the reader is referred to [44,46].

Additional studies of the radiating structure were also carried out to estimate the
effect of the changes in parameters such as the width of the radiating patch, the
dielectric constants of the substrates, and the width of the feedline.

4.3.5.1 Effect of Patch Width on Input Impedance For the following physical
and electrical parameters, the case has been investigated experimentally [39] and
also by using the MNM technique; a =2.22 cm, w =24 mm, L ="7.61 cm,
h; = 1.5874 mm, h, = 0.794 mm, & = 2.2, and &, = 2.33.

Figure 4.37a shows the variation in the real part of the input impedance for a
patch width 5 = 1 cm. The experimental value of the input impedance is seen to

[—— Upper Substrate
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Patch Lower Substrate

Feed Line
hy €4 —)/ w /4—
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Groundt‘lane

FIGURE 4.35 The two-layer configuration for an EMC patch.
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FIGURE 4.36 S, versus frequency — PMesh and MNM. (From [46], copyright © 1998 by
IEEE; reprinted with permission.)

peak at around ¢ = 45%, whereas the value obtained by the MNM reaches a
maximum at ¢ = 50%.
Figure 4.37b shows the change in the real part of the input impedance for the case
where the patch width b = 2 cm.
Figure 4.37¢ shows the change in the real part of the input impedance for a patch
width b = 3 cm. Additional parametric results are found in [38,39].
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FIGURE 4.37 Real part of input impedance with patch—feedline overlap: (a) b = 1 cm; (b)
b =2 cm; (c) b =3; cm. (From [46], copyright © 1998 by IEEE; reprinted with permission.)
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Discussion presented in this section provides a network approach for analysis and
design of two-layer integrated circuit-antenna modules with circuit elements located
at the lower layer and radiating patch located at the upper layer. Although the
configuration selected for discussion includes only a simple feedline at the lower
layer, the method is also applicable when a more complicated circuit (including
active devices) is fabricated at the lower layer.

4.4 MNM FOR INTEGRATED CIRCUIT-ANTENNA MODULES

4.4.1 Planar Circuit-Antenna Modules

As seen in other chapters of this book also, the simplest approach in integrating
active devices and antennas together is to locate them on a single common substrate
[47-54]. These types of circuit—antenna modules offer ease of fabrication. The
design of such configurations is based on two subapproaches. In the first approach,
the circuit and antenna functions are designed and tested separately and then
connected together [47]. In the second approach [48—54], the antenna and circuit
elements are designed concurrently, making it impractical to test them separately.
Most of the examples in reported literature belong to this latter group. These include
several configurations of oscillator—antennas using various types of diodes (Gunn,
IMPATT, varactor) research experimentally [55-59]. In this approach an active
device is located either on the patch or on the substrate underneath the patch. Thus
there is an intimate interaction between the fields associated with the device and the
fields of the patch. Network analysis of some of these configurations has been
presented in Chapter 3. Most of these analyses were based on the transmission line
model for microstrip patches.

In this section we emphasize an analysis of single-layer microstrip patches with
active devices incorporated in them based on the multiport network modeling of
microstrip patches discussed in Section 4.2. Examples of varactor diode loaded and
Gunn diode loaded patch antennas are presented.

4.4.2 Integration of Varactor Diodes with Patches

Varactor diodes may be used to tune the operating frequency of microstrip patch
antennas. When a varactor diode is integrated with a radiating patch (as indicated in
Fig. 4.38), it provides a variable capacitive reactance at the point of its location,
thereby changing the resonance frequency of the patch. This scheme is attractive as it
is simple to fabricate and the frequency tuning is easy to control.

The MNM approach for single-layer patches has been used for designing varactor
loaded microstrip patch antennas. To test the validity of the MNM model, a sample
configuration shown in Fig. 4.38 was investigated experimentally. The configuration
was excited by a microstrip line and the measurements were done on an HP8510
network analyzer.
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FIGURE 4.38 Gunn diode integrated with a radiating patch.

The patch was designed using MNM for an operating resonance frequency of
2.5GHz with the following parameters: a =3.914cm, b=5cm, and
h =1.5748 mm for ¢, = 2.2. The main 50-Q line had a length of 1.5cm and a
width of 4.866 mm. The length of the quarter-wave transformer was 2.262 cm and its
width was 1.358 mm. The varactor used was MA4ST563 with a tuning capability
ranging from 20 pF at 1-V bias to 2 pF at 20-V bias. The location of the varactor was
at (x, y) = (3.5 cm, 2.5 cm) (with origin at the lower left center). A comparison of
theoretical simulation results, based on the MNM approach, with experimental
results is shown in Table 4.1. The capacitance of the varactor in Table 4.1 is denoted
by C, the resonance frequency of the patch by f, and the reflection coefficient by S;.

From Table 4.1, it is seen that the MNM approach predicts a tuning range of
2.5 GHz to 1.15 GHz while experimental results indicate a range from 2.47 GHz to
1.06 GHz. It can also be observed that the impedance match (S;;) of the patch
antenna quickly deteriorates when the value of the varactor capacitance exceeds 5 pF.

Along with the experimental validation of varactor loaded patches with the MNM
approach it is instructive to examine the effect of change in the varactor location on
the resonance frequency of the patch. Table 4.2 shows the results of a simulation

TABLE 4.1 Varactor Loaded Patch—Comparison of
MNM with Experiment

Theory (MNM) Experimental Results

C(EF) f(GHz) S, (dB) f(GHz)  §, (dB)

0 2.5 —-21.8 247 —14.3

2 2.25 —23.5 2.16 —23.3

5 1.83 —8.4 1.90 —11.2
10 1.48 =33 1.48 —8&.1
15 1.31 —-2.0 — —
20 1.22 —1.5 — —

25 1.15 —-14 1.06 —-12.9
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TABLE 4.2 Varactor Location Effects on Resonance Frequency Using MNM

/. (GHz)

(x, y) = (x, y) = (x, y) = (x, y) = (x, y) =
¢ (pF) (2.2, 2.5) (2.8, 2.5) (3.5, 2.5) (3.5, 3.5) (3.5, 4.5)
0 25 25 25 25 25
2 2.48 2.38 225 2.29 23
5 2.51 2.04 1.83 2.06 2.15
10 2.51 1.65 1.48 1.97 2.08
15 2.51 1.47 1.31 1.95 2.06
20 2.51 1.36 122 1.94 2.05
25 251 1.28 1.15 1.94 2.05

study carried out using MNM on the configuration shown in Fig. 4.38. The varactor
is located at five different points on the patch and the change in resonance frequency
for various values of capacitance is observed. The resonance frequency in the table is
denoted by f,, the capacitance by C, and the varactor location by x, y in centimeters.

The results in Table 4.2 indicate that when the varactor is located close to the
center of the patch, that is, around (x, y) = (2.2 cm, 2.5 cm), the variation in
resonance frequency, around its natural value (frequency when the varactor is not
present) of 2.5GHz, is minimal. This is to be expected as the electric field,
underneath the patch and near the center of a radiating patch, is very small and
hardly “sees” the presence of the varactor.

As the varactor location is varied along the resonant length of the patch and about
the center of the patch width, the change in resonance frequency is seen to be
pronounced when the location is close to the radiating edge of the patch. A change
of resonance frequency from a value of 2.5 GHz to 1.15 GHz is seen for a location
(x, ) = (3.5 cm, 2.5 cm) within a corresponding capacitance range of 0 to 25 pF.
This is accounted for by the fact that the electric field underneath the patch is close to
its maximum value at this location. The variation of varactor location along the patch
width is seen to diminish the range of variation of resonance frequency, as evidenced
by the results of the last two columns of Table 4.2.

4.4.3 Integration of Gunn Diodes with Patches

The Gunn diode is a two-terminal device that exhibits an RF negative resistance and
falls in the class of devices known as “transferred electron devices” [60]. The key
property of the Gunn diode that is exploited in its use in active patch antenna
configurations is its ability to convert the dc bias energy to RF power output. The
conversion efficiency of Gunn diodes is very small, typically less than 10%. In this
section, the use of the Gunn diode as a source for the radiating patch is explored, a
design procedure is proposed, and some experimental and simulation results are
presented. The key step in this design is to take the known Gunn diode character-
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istics and determine the most optimal location for its integration with a radiating
microstrip patch.

For a Gunn diode to sustain oscillation, the external impedance presented at its
terminals has to be the negative of the Gunn impedance. This impedance is
determined by the mount location on the patch. Usually the location of the Gunn
diode has been selected using the simple transmission line model for microstrip
patches [55-57]. However, the transmission line approach does not take into account
the reactive part of the Gunn impedance. The MNM technique provides information
of the complete impedance at any arbitrary location underneath the patch and hence
can be used to provide a more accurate design.

4.4.3.1 The Design Procedure The basic topology for integration of a Gunn
diode with a radiating patch is shown in Fig. 4.39 and Fig. 4.40. The objective in the
design process is to determine the coordinate location (x, y) of the Gunn diode that
sustains oscillations and results in an optimum power output depending on the
capability of the Gunn diode.

The first step involves characterization of the Gunn diode as shown in Fig. 4.41
[61]. Referring to that figure, the load impedance that the Gunn diode requires is
plotted on the Smith chart with frequency and power output as the variable
parameters. Thus if a Gunn diode is to be designed for integration with a radiating
patch for oscillation at, say, 6 GHz, for a power output of, say, 100 mW, the Smith
chart characterization in Fig. 4.41 provides the necessary impedance required for the

Radiating Patch Gunn Diode Gunn Diode

| dc Bias
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FIGURE 4.39 A varactor loaded microstrip patch antenna.
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FIGURE 4.40 Topology of a Gunn diode integrated with a patch.
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FIGURE 4.41 Typical impedance characterization plot for Gunn diodes. (From MA-COM
Semiconductor Products Master Catalogue, SP101, pp. 9-10, © 1988 M/A-COM; reprinted
with permission.)

Gunn diode. With this value of impedance and frequency, the design problem
reduces to finding the patch dimensions and the location underneath the patch that
will yield the desired value of impedance. The MNM approach provides both the
answers to the design problem.

Table 4.3 shows the simulation results using MNM for a radiating patch to be
designed for an oscillation frequency of 6 GHz using the characterization for a
MA49139 Gunn diode in Fig. 4.41 for the configuration shown in Fig. 4.40. The
width b of the patch is kept constant at 2 cm; the dielectric constant ¢, = 2.2 and the
substrate height 7 = 62 mils.

From Table 4.3, it is seen that the location obtained from the simulation results is
not centered around the patch width. Hitherto, the practice (using transmission line
model) has been to center the Gunn diode along the patch width and then vary its

TABLE 4.3 Design Example Using MNM for Gunn
Diode—Patch Integration

Poy mW)  Z, (W) a(em)  x(cm)  y(cm)

100 25 +£50 2.17 0.52 1.27
600 15 +5 1.53 0.50 1.32
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location along the resonant length a to yield an empirical location for the mount. The
MNM approach has the ability to specify precisely the location of the diode once the
Gunn diode characteristics are known, without resorting to an empirical approach.

4.4.3.2 Experimental Results The Gunn diode—patch active antenna configura-
tion of Fig. 4.40 was fabricated and tested. The dimensions of the patch were
a=13cm, b=1.65cm, and h = 0.79375 mm for an ¢. = 2.2. The resonance
frequency of a passive patch with the same physical characteristics is 7.18 GHz. Two
MA49135 Gunn diodes belonging to the same batch of wafer with an operating
frequency between 5 and 8 GHz and a minimum power output of 25mW were
selected. The bias voltage for diodes was maintained at 14 volts and the y-coordinate
of the Gunn diode location was held fixed at 0.825 cm, that is, centered about the
patch width. The antenna measurements were done with a setup consisting of a
receiver horn antenna of 9-dB gain and a spectrum analyzer to record the resonance
frequency and power output. The results of the investigations are recorded in
Table 4.4.

From Table 4.4 it is observed that the frequency of oscillation, f., of the Gunn
diode is a function of its location with respect to the patch. Likewise the power
output (P) of the active antenna configuration is a function of the Gunn diode
location. Z; is the value of the impedance seen at the location of the patch by the
Gunn diode and the tabulated values were obtained by using the MNM model. For
the two Gunn devices, it is observed that the maximum power output occurs when
the real part of the impedance is in one case 13Q and in the other case 8 Q. The
order of magnitude of these values obtained is the same as those for the
characterized Gunn diode in the Smith chart of Fig. 4.41. The respective frequencies
are also seen to drop down to 6.84 GHz and 6.74 GHz, respectively. For an accurate
design procedure for Gunn diode-excited microstrip patches it is essential that the
Gunn diode characterization be available.

4.4.3.3 Gunn Diode and Varactor Integrated on the Same Patch In the
preceding discussion, the radiating patch was mounted by a varactor diode alone for
tuning of a resonant patch or a Gunn diode alone for excitation. If both these devices
are mounted simultaneously on a resonant patch, it is possible to realize an active
antenna with a tuning option. Figure 4.42 shows a schematic of such a configuration

TABLE 4.4 Experimental Results for the Gunn Diode-Patch Configuration

Gunn Diode #1 Gunn Diode #2
Gunn Diode Location
x (cm) f. (GHz) P (mW) Z, (Q)  f.(GHz) P (mW) Z; (Q)
0.15 7.27 22.5 95 — j66 7.32 26.2 64 — j63
0.25 6.84 352 13 +j54 6.74 31.9 8 +j45
0.40 7.12 13.4 51 =33 7.18 20.5 57 +j7

0.55 7.70 0.29 0.65 +j14 7.90 1.70 0.42 =j16
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FIGURE 4.42 Gunn diode and varactor integrated with the patch.

where the varactor and the Gunn diode are located on the same patch. The details of
the bias arrangement are not shown. Typically, two dc sources will be needed for
biasing the two devices and a fine slot will have to be incised along the patch to
isolate the two bias supplies.

The MNM method can be used to design such configurations for characterized
Gunn diodes. In this example a sample design example is treated to demonstrate the
iterative process used by MNM to arrive at the desired patch dimensions.

The starting point of the design procedure is the load impedance requirement of
the Gunn diode at a certain design frequency. In the current example, assume this
value to be a real 8 Q at the design frequency of 8 GHz. Furthermore, assume that the
varactor capacitance ranges from 0.3 to 2 pF and that it is required that the tuning of
the resonant frequency be possible either way (i.e., increase or decrease from the
original value). Then, choose a value of the initial design capacitance to be, say, 1 pF.
With these considerations in place for a substrate dielectric constant of 2.2, a run of
the MNM procedure reveals the following design dimensions:

Length of patch, a = 1.94 cm.

Width of patch, b = 2 cm.

Varactor location, (x,, y,) = (1 cm, 1.5 cm).

Gunn diode location, (x,, y,) = (0.76 cm, 1.7 cm).
Impedance seen at Gunn diode location= 7.98 + j0.03 Q.

The number of iterations required to arrive at these values is 17. Analysis of the
configuration using MNM with the dimensions arrived at yield a resonance
frequency of 8.1 GHz with C = 0.3; pF and 7.92 GHz with C = 2 pF.

The multiport network modeling approach is well suited for other types of
integrated circuit-antenna modules also.

4.5 SUMMARY AND REMARKS

In this chapter, a multiport network modeling (MNM) approach has been presented
for analysis and design of single-layer and two-layer integrated circuit-antenna
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modules. The MNM approach, which is an extension of the cavity model, was
initially developed for single-layer microstrip patch antennas. Recently, the approach
has been extended to two-layered electromagnetically coupled patch antennas [46].

As discussed in this chapter, the network theory based nature of this approach
allows the passive circuits and active device models to be incorporated in the
multiport network representation. We can look forward to more frequent applications
of this method for the design of integrated circuit-antenna modules.
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5.1 INTRODUCTION

Traditionally, components and active devices have been located far away from the
antenna terminals within metallic enclosures. Recently, active solid-state devices
have successfully been integrated onto planar radiating elements [1,2]. Prototype
active arrays have been fabricated with microstrip antennas and associated diodes
[3], MESFETs [4], or amplifiers [5] as the active elements. The obtained results have
shown an improvement in performance, such as power gain and bandwidth [6]. On
the other hand, power-combining techniques have been developed to overcome the
output power limitation; a variety of quasi-optical configurations, which include
oscillators, amplifiers, and mixers, have been investigated [7]. Unfortunately, most of
these developments are still obtained using a separated approach: that is, active
devices, discontinuities, and radiating elements are modeled independently from
each other and connected via transmission lines. Consequently, the previous
approach is limited to cases where the electromagnetic mutual coupling is supposed
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to be negligible and hence the advantages, which can be obtained from the
miniaturization and the optimization of the spatial location of the active device,
are compromised. Furthermore, due to the direct relationship between the current
distributions and the fields, this last approach allows neither the calculation of the
radiating patterns for the active antenna nor their optimization. Only a global
approach could overcome the problems associated with complex and highly
integrated systems, in which there is no obvious distinction or boundary between
the lumped and the distributed parts.

Two main strategies have been used to develop global electromagnetic
approaches. The first one directly includes the representation of the lumped elements
as additional boundary conditions in the electromagnetic formulation. It has been
experimented with in both the time domain [8] and the frequency domain [9] using
several different full wave analyses. With such a strategy, an actual global and self-
sufficient tool is obtained that is independent of any particular environment.
However, each new active circuit to be analyzed must be described in the
electromagnetic simulator using data tables or explicit formulas. This can become
a cumbersome task when the inserted circuit is a complex nonlinear one. In contrast,
the second strategy benefits from the numerous libraries that are now available in
commercial circuit simulators. It does, in fact, combine an electromagnetic simulator
(for the passive distributed part of the studied structure) with a commercial circuit
simulator (for the active localized part). The two simulators can work sequentially, as
in the compression approach [10], or simultaneously, as in iterative time domain
schemes [11]. The main advantage of the sequential procedure is the ability to tune
the active circuit without the need of a new electromagnetic simulation. Unfortu-
nately, unlike the simultaneous procedure, it does not directly yield the radiating
patterns of the studied structure (a second electromagnetic simulation is then
required).

In this chapter, we focus on a global electromagnetic approach in the frequency
domain. It uses the field integral equation (FIE) solved by the method of moments
(MoM). This technique has shown an excellent accuracy in the study of a wide range
of passive planar circuits and antennas [12—17]. Efficient and accurate numerical
implementations of the FIE are already proposed in available commercial electro-
magnetic simulators, such as MOMENTUM, ENSEMBLE, SONNET, and
SAPHIR. Moreover, an interesting attempt to include discrete components in
distributed structures has been reported. Initially proposed by Harrington as the
theory of loaded scatterers [18], it was first dedicated to the analysis of wire antennas
loaded with one-port elements. The formulation has been applied to active micro-
strip and uniplanar antennas [19,20] before being extended to nonlinear structures,
either directly [21] or not [22]. All these developments are largely presented and
illustrated in the following sections.

This chapter begins with the foundations of the technique of integral equations
and the method of moments. The treatment of lumped elements is then discussed
from both the theoretical and the numerical viewpoints. An interesting and realistic
numerical characterization procedure, based on the matched load termination, is also
presented. Numerous applications are considered.



174  FULL WAVE ANALYSIS IN THE FREQUENCY DOMAIN
5.2 LUMPED ELEMENTS IN THE METHOD OF MOMENTS

5.2.1 Integral Equations Formulation

The geometry of the general active structure to be analyzed is a multilayer planar
multiport network (Fig. 5.1). The distributed part consists of metallic strips printed
over dielectric layers, slots in partial ground planes located at different interfaces,
and vertical strips and wires that could connect different metallic interfaces. The
external discrete devices can be integrated in the planar structure. Basically, the
active structure of Fig. 5.1 can be considered as a superposition of the distributed
planar structure controlled by electromagnetic equations and the associated lumped
devices and input/output (I/O) ports, as shown in Fig. 5.2.

An incident electromagnetic field (E®*, H¥) induces current and charge densities
over metallic surfaces, which in turn produce a diffracted electromagnetic field (E¢,
H) in such a manner that the total tangential electric field to each perfect metallic
conductor vanishes:

e, x [E*(r) + E(r)] =0 (5.1)

where r; locates an observer point in the ith layer and e, is the normal vector to the
considered conductor.

On the other hand, the total tangential magnetic field must be continuous across
apertures; this last condition can be written as:

e, x [H*(r) + H/(r)] =0 (5.2)

The electric field across apertures can be replaced by equivalent magnetic surface
currents thanks to the equivalence principle [23]. Hence, the continuity of the
electric field across slots is satisfied by using —Myg and Mg on the different sides as
shown in Fig. 5.3.

The diffracted field in the various regions of the structure can be attributed to two
kinds of currents: horizontal and vertical electric currents (Jg) on conductors and
magnetic equivalent current Mg of the covered slots:

E‘(r) = E‘(r;, Jg) + E*(r;, M) (5.3a)
H(r,) = H(r;, Jg) + H'(r;, M) (5.3b)

FIGURE 5.1  An active multilayer planar structure.
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FIGURE 5.2 An active multilayer planar structure partitioned into distributed and localized
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Using the mixed potential formulation, the total diffracted fields are derived from a
vector and scalar potentials for each kind of source as

E‘(r) = —joA(r;) — VV(r,) — & 'V x F(r;) (5.4)
HY(r;) = i 'V x A(r;) — joF(r;) — VU(r;) (5.5)

These potentials should be expressed in terms of Green’s functions of the corre-
sponding multilayer structure; thus they can be written as follows:

Ar) = ”S G, (r,, 1,)dg(r,) dS (5.62)
V(r,) = ”S Gy (x,.1,)ps(r,) dS (5.6b)
F(r,) = ”S G(r;, r,)Ms(r,) dS (5.7a)
U(r;) = “ Gy(r,. 1,)15(r,) dS (5.7b)

a

where r, locates the source in the vth interface; S, and S, are, respectively, the
surfaces of the metallization and the aperture; (G,, G) are the dyadic dielectric
Green’s functions that correspond to the magnetic and the electric vector potentials
created by a unit surface current in the considered structure; and (G,, G,) are the
scalar dielectric Green’s functions that correspond to the electric and the magnetic
potentials created by a unit surface charge in the considered structure.
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problem.

Substituting from Egs. 5.3-5.7 into Egs. 5.1 and 5.2, the coupled integral
equations for the structure can be obtained and they can be written in the following
forms:

e, x H*(r;) = e, X [“s

¢

FVGy () ds - |
Sﬂ‘l

ijF(r[’ rv)MS(ru)

V x Gy(r;, r)Jg(r,) dS} (5.8)

e, x E¥(r;) =, x |: ” jw(:}A(ri’ r,)Js(r,)

S

FVG . rp ) ds — 5 |
S,

a

V x Gp(r;, r,)My(r,) dS] (5.9)

where Ei and ﬁ,- are the permittivity and the permeability tensors.
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The magnetic Green’s function components in Eq. 5.8 represent the whole
potential created by magnetic current in both regions surrounding the considered
slot (see Fig. 5.3). However, the magnetic Green’s component appearing in Eq. 5.9
corresponds to the one created by the magnetic source placed in the same region as
the considered electric source [24]. The required components are found by solving
the propagation equation, with the appropriate boundary conditions, for the
corresponding field. Exact expressions in terms of Sommerfeld integrals have
been published and can be found for isotropic and anisotropic open structures in
[12—15,24-26] and for shielded structures in [27].

5.2.2 Matched Terminations

Assuming that only the fundamental mode propagates on a lossless planar line away
from any discontinuity, the unknown longitudinal currents distributions can be seen
as the sum of an incident and a reflected wave. It can be expressed as

Ky (u) = Aexp(jpu) + B exp(—jfu) (5.10)

f is the wavenumber of the fundamental mode on the line, K; is the longitudinal
component of the current density (electric current density J;; for a microstrip line
and magnetic current density M,; for a slotline), and u the longitudinal coordinate on
the line. 4 and B are complex coefficients representing the incident and reflected
currents. As in [28], the minus sign for the reflected current wave is due to the sign
convention that will be used for the calculation of scattering parameters (see Fig.
5.14)

As a consequence, a matched termination can be simulated by imposing the
cancellation of the reflected wave (B = 0). Practically, this absorbing condition is
obtained by forcing the longitudinal current density at the end of the line to be equal
to the longitudinal current density at an arbitrary reference plane with a phase shift
equal to the electrical length between them:

Ko (u™) = Ky () expl jBu™ — u'h)] (5.11)

end ref

u®™¢ and u™ are the longitudinal coordinates locating the end of the line and the
arbitrary reference plane.

The same principle can be used to represent the excitation of a line. In that case,
we replace the matched termination with an ideal source at u = 4", Practically, we
enforce the value of the current at that point,

KvL(uend) = Kimp (5 12)

where constant K, represents an arbitrary impressed current.
Equations 5.11 and 5.12 appear as extra boundary conditions to be added to the

integral equations 5.8 and 5.9.
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5.2.3 Discrete Components

In this approach, the discrete components to be inserted in the passive distributed
structure are supposed to be small compared to wavelength. As a consequence, they
can be represented by lumped elements and analyzed with circuit theory (using
Kirchhoft’s equations). This assumption permits one to take these discrete elements
into account with only a slight modification in the original integral equations 5.8 and
5.9. This approach can be illustrated by considering a one-port discrete element
inserted in a metallic surface, as depicted in Fig. 5.4.

The discrete element is represented by a serial impedance Z; inserted in an
infinitesimal gap G, (Fig. 5.5). Thanks to Ohm’ law, the voltage across G, is
directly related to the current flowing through it:

V, =Z,1; (5.13)

Both V; and I; can be connected to the field and source quantities, which appear in
the integral equations. First, /; can be expressed as the flow of the electric current
density Jg through the gap,

W
]L:JO Js'eLdW (514)

where W, is the width of the gap and e; is a unit vector normal to the gap (the sign
convention for ¥, and e;is indicated in Fig. 5.4).

L, =0
FIGURE 5.5 The infinitesimal gap.
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V; is given by the curl of the total electric field along the gap

L,
VL:—J E-e, dl (5.15)
0

where L; is the length of the gap. At this point, a very important assumption must be
underlined: as mentioned previously, the gap G; is supposed to be infinitesimally
small. Practically, this means that L; equals zero. Indeed, this defines the funda-
mental assumption of the present approach: the so-called lumped elements are
basically zero-length elements.

A very important consequence is that the metallic surface in which the discrete
element is inserted is supposed to be uninterrupted. At the same time, it is supposed
to support a nonzero tangential electric field at the location of the infinitesimal gap.
These two assumptions are paradoxical and it can be shown that this paradox could
be responsible for numerical disorders if not correctly treated. However, these
assumptions are essential to achieve a simple formulation of the problem. On the one
hand, the fact that the metallization is uninterrupted cancels the total tangential
electric field everywhere on the metallic surface (including the location of the gap).
On the other hand, the nonzero voltage across the gap can be represented by a
nonzero incident electric field, impressed in G, [18]:

Eex = —VL5(F —_ I’L)eL (516)
with
I, ifreg,
or — rL){ 0, elsewhere (5.17)

Combining Egs. 5.13, 5.14, and 5.16, the presence of the lumped element can be
represented by a dependent incident electric field:

WL
E®™ = —ZLé(r — I‘L)eL J JS - € dw (518)
0

As can be seen, this incident electric field is related to the unknowns of the integral
equations, that is, the electric current densities. This simple expression of the
incident electric field will be used to represent the lumped element in the integral
equation 5.9.

Comparing Eqgs. 5.15 and 5.16, it can be noticed that the diffracted electric field is
supposed to be zero at the location of the lumped element. This is consistent with the
fact that a zero-length current element (the one that flows through G;) does not
radiate. Nevertheless, this contradicts the fact that the total tangential electric field is
canceled in G; while the incident one is not. Indeed, the diffracted electric field
should compensate the nonzero incident electric field in order to cancel the total one.
Here again, we point out the paradox of this formulation. In fact, this simply
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suggests that the current in G; will be infinite. Mathematically, this is the only way
for a zero-length current element to produce a nonzero diffracted electric field. We
will see later (Section 5.3.1) that this result can also be demonstrated from a circuit
analysis.

At this time, we focus on the extension of the proposed formulation to multiport
lumped elements. It is straightforward. Typically, an N-port lumped element is
represented by its N x N impedance matrix

Vi Zy . Ziy I
L= S : : (5.19)
VN ZN] ... ZNN [N

As a consequence, it is modeled as a N-pulse incident electric field, which is applied
to the N infinitesimal gaps Gy;

N
E™ = =} Vio(r —rp)ey; (5.20)
=1
with
I,  ifreG,
o(r — rLi){ 0, elsewhere (5.21)

G;y; is the ith infinitesimal gap and e;; is the unit vector normal to this gap.

The only new aspect of this multiport treatment consists in the relative positioning
of the different loaded ports (i.e., the gaps) in the distributed structure (with the
subsequent problem of the voltage reference). This difficulty will be investigated
later (Section 5.3.3) for practical configurations.

The same approach is used to represent a lumped element inserted in a slot, using
dual treatments.

One must keep in mind that in the present approach the incident fields are used to
represent the lumped elements while the excitation of the structure is usually treated
as an independent equation 5.12. Exceptionally, we will also use lumped elements
(delta gap generators) to perform the numerical excitation of the studied structure.
This is usually used when the value of the impressed voltage has to be controlled, as
in Eq. 5.38.

5.2.4 Method of Moments Resolution

Introduced to the electromagnetic community by Harrington [29], the method of
moments is among the most used numerical technique to transform a functional
equation into a finite matrix equation, which could then be solved by the direct or
iterative matrix equation method.
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The integral equations for the electric and magnetic fields in terms of the
unknown surface electric and magnetic currents (Eqgs. 5.8 and 5.9) can be put into
an operator equation as follows:

Lop(Mg, Jg) = g(E®*, HY) (5.22)

where Lop is a linear operator and g is the source excitation (known function).
First, the unknown current densities to be determined are expanded in terms of
known basis functions as follows:

N
Js=Y1J, (5.23)
i=1
M
M =Y. V)M, (5.24)
j=1

where /; and V; are the unknown complex current amplitudes.

For a finite number N and M of basis functions, it results in a residual error
defined as the difference between the exact solution and the approximated solution.
The fundamental idea of the method of moments is to transform the functional
equation by means of the integration of an inner product defined as a set of test
functions U,. The linear set of equations of the method of moments corresponds to
the case where the functional, defined by the error, is orthogonal to the projection:

N M
= J=

The more the functional is orthogonal to the test function, the better the approxima-
tion.

In the present approach, the source regions (strips and slots) of the diffracted field
are subdivided into rectangular elementary domains (cells). Two adjacent cells are
the support of one basis current function 7,, as shown in Fig. 5.6. The basis
functions for each current component are assumed to have linear variation along the
longitudinal direction and constant variation along the transverse direction (Fig. 5.6).
The resulting charge basis function is a pulse, noted IT,,, defined along the associated
current cell. When only a longitudinal current is assumed to exist (which is usually
the case for I/O ports), only one transverse cell is considered and a transverse
variation is introduced in the basic functions to give the correct behavior of the
current density on the strip or slot port, taking into account the edge condition
(Fig. 5.6). With no loss of generality, we consider the case of a single planar
rectangular surface (either an aperture or a metallic patch; see Fig. 5.8). It is divided
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FIGURE 5.6 Current discretization and basis functions.

into N, x N, charge cells in the x and y-directions, respectively. The unknown
current densities are expressed in the form of a finite summation as follows:

N)..u N)Au
KS(r) = Z euz Kllleu(r - rﬁl)
u=x,y I=1 k=1
KS = Js, MS (526)

KX are the unknown complex amplitudes of the # component of the current at the
center of cell (k, /, u). N, , and N, , are the numbers of u-oriented current cells in the
x and y-directions, respectively. The associated surface charge densities proceed
from the continuity equation. The chosen testing functions are pulse functions
defined along the segment linking the centers of the two adjacent cells. Suggested by
Glisson and Wilton [30], this test procedure has been applied successfully to planar
structures [16,18,24-26]. Compared to the Galerkin procedure, this choice leads to
simpler expressions and consequently to less CPU time.

When vertical wires are involved, they are divided into straight wire segments and
the used subdomain basic functions are also assumed to have linear variations along
the wire direction. A special attachment mode is used to ensure the current density
continuity at the strip—wire junction, as shown in Fig. 5.7 [25]. When vertical strips
are involved, they are divided into rectangular cells and the continuity of the current
is ensured by using the basic function given in [31].
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FIGURE 5.7 Strip—wire junction.

Finally, the application of the above method of moments procedure converts the
integral equations into a set of linear equations and the resultant matrix describes the
electromagnetic interactions between the considered subsections. The problem of the
distributed part of the studied structure is thus reduced to a matrix whose general

form is
E ex
ER e @20

where Z is the generalized impedance submatrix corresponding to the discrete
conductor strip/wire subsections; Y is the generalized admittance submatrix corre-
sponding to the discrete slot subsections; T and T are the generalized coupling
submatrix between slot and strip subsections; and / and V" are the subvectors of the
unknown coefficients. The excitation vectors V** and /°* result from the projection
of the incident fields on the test segments.

Using the notations in Fig. 5.8, the impedance/admittance matrix elements can be
written in general forms as

[Z/Y]k,l,u — P [Z/Y]k,l,u + 0] [Z/Y]k.l.u

P=AF and Q=V,U (5.28)
where

2wt =io | edy [ Gorrare, e ds, 5.9

m,nv

Sk,l,u

1
qﬂmmzﬁﬂﬁuﬂﬂm—%w“wmmfﬁﬂ
Sk,A[AU

—I(r, — r)lds, (5.30)
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FIGURE 5.8 Network of test segments.

The contribution of vector and scalar potentials in each matrix element is expressed
in terms of multiple integrals involving Hankel functions for open structures and
trigonometric functions for shielded ones [25,27].

The general studied structure of Fig. 5.1 can be seen as a P-port circuit thanks to
the method of moments, where P is the dimension of the generalized hybrid matrix.
In order to represent the external devices connected to the planar circuit, the
corresponding spatial ports are loaded by localized elements, as shown in Fig.
5.9. Basically, the active structure of Fig. 5.9 can be considered as a superposition of
the distributed planar structure controlled by electromagnetic equations and the
associated passive and active devices.

We now discuss how the particular loading conditions (Egs. 5.16 and 5.20) have
to be dealt with using the method of moments. As explained in Section 5.2.3, the
loading condition is expressed thanks to the incident field. Consequently, it appears
as a particular form of the excitation vector. For the presentation, we consider the
simple case of a planar rectangular metallic surface that is loaded with a lumped
impedance Z; (Fig. 5.5). Numerically, the infinitesimal gap G; supporting Z; is
chosen in correspondence with the meshing; that is, it lies along the border between
two adjacent cells (Fig. 5.10). The corresponding test segment, say, test segment
(my, n;, v;), crosses the loaded gap and a nonzero voltage results:

Vri}z,nbvl = J E™* . edl = _Zle

mp.np.vp

(5.31)

IRORIA
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FIGURE 5.9 Equivalent network of the active distributed multilayer structure.

Due to the location of G, this voltage is only related to 7, , ., the unknown
coefficient that corresponds to the value of the electric current at the middle of
current cell (m;, n;, v;).

Finally, this nonzero second term of the matrix equation 5.27 can be canceled by
reporting the loading condition in the matrix itself. This can be achieved simply by
modifying the diagonal term of the generalized impedance matrix that accounts for
the inner coupling in cell (m;, n;, v;):

ZmL,n,_,UL = 7ML +ZL (532)

mp,ny,vp my,ny vy

current cell

test segment

(my,ng,vy)

(m,n,,v,)

FIGURE 5.10 Numerical configuration.
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When the load is inserted in a slot, the same kind of modification is performed in the
generalized admittance matrix. When several cells are involved in the loading
procedure (e.g., in multiport loads), all the corresponding diagonal and off-diagonal
terms have to be modified [19,20].

A final point concerns the numerical form of Egs. 5.11 and 5.12. As mentioned
before, these equations, respectively, account for a matched termination and an
excited termination. The discretization is straightforward. It is given for the example
of a simple microstrip line, which is excited at its first extremity and matched at the
other one (Fig 5.11). We assume that the line is divided into N cells. An extra half
rooftop basis function is added at the extremities of the line to support the nonzero
impressed currents. Let /, and /7, be the unknown coefficients associated with these
additional basis functions; Eqs. 5.12 and 5.11 yields

Iy = Iy (5.33)
and
Iy = Iy exp(—fd) (5.34)
where d is the length of the cell.
The resultant matrix equation is
1 0 e 0 0 Iy Linp
Zio  Zig - ZiN-1 ZiN Iy 0
. . . . . —| (5.35)
Zyao Ivaia o Zvawv—t Iy || v 0
0 0 oo —exp(—pd) 1 Iy 0

/

O]

AR RADAY

[

FIGURE 5.11 Microstrip line with one excited and one matched terminations. From [28],
copyright © 1994, reprinted with permission of IEEE.
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In practice, Eq. 5.34 can be applied to N4 successive cells in order to achieve a
better matched condition. It gives

Iy_jp1 = Iy_jexp(=pd) for 1 <j < Nyypg — 1
1 Nref (536)

[NmedH = m; [Nfzvcondﬂ,l exp(—pdi)

In this equation, N, is an arbitrary number of reference currents. The counterpart of
this improved procedure is the need for an extra length of line in order to support the
N,ong imposed coefficients.

5.2.5 Virtual Network Analyzer

The resolution of the linear system of equations 5.27 yields all the current densities
in the structure. All the radio electric characteristics can easily be deduced from
these current densities. In this paragraph, as an illustration, we present a general
procedure to perform the global characterization of an N-port planar active antenna.

The whole characterization requires 3N steps. The first 2N steps consist in the
determination of the propagation characteristics (i.e., the characteristic impedance Z,
and the phase constant f§) of the N transmission lines that feed the antenna. Then, the
last N steps permit the actual characterization of the N-port active antenna itself (i.e.
the scattering parameters and the radiating patterns). Although they do not directly
influence the characterization of the studied antenna, the first 2NV steps are essential
for the accuracy of the final results. As a consequence, these first steps can be seen as
calibration steps. Later, they will permit us to perform the whole characterization of
the antenna without any external data.

We first discuss the calibration steps in which we assume the lines are not
coupled. As mentioned earlier, two steps are needed for the characterization of each
of the N lines. Each one involves the study of a simple structure, the so-called
calibration standard. For line m, the first calibration standard (Fig. 5.12) is the open-
ended line. It directly yields f3,, as:

ﬂm =5 (537)

where d,;, is the distance between two successive current minima.

The second calibration standard (Fig. 5.13) consists of a center feedline
(exceptionally, we use a delta gap generator to perform this excitation) whose two
ends are matched. For a microstrip line, z, is given directly as

(5.38)

C,

1 Vimp
1
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pu—

FIGURE 5.12 First calibration step. From [28], copyright © 1994, reprinted with
permission of IEEE.

FIGURE 5.13 Second calibration step. From [28], copyright © 1994, reprinted with
permission of IEEE.

Vimp 18 the excitation voltage and / the electric current along the line. For slotline and
CPW lines, similar expressions can be established using duality [20].

These standards are not chosen arbitrarily. The first one takes advantage of the
high reflection, which imposes high precision on the location of the minima and
consequently on the value of f5,,. In the second one, the characteristic impedance is
related to the input impedance seen by the voltage generator. Thanks to the matched
terminations, the magnitude of the electric current remains constant along the line
and it can be used in Eq. 5.38 instead of its singular value at the source point. In both
cases, computation time is very short thanks to the simplicity of the standards. This
procedure has been demonstrated to give very accurate results [28].

The studied N-port antenna can be seen as an N-port circuit connected to N
transmission lines (Fig. 5.14) and whose N x N scattering matrix has now to be
determined:

N
m=1

The calculation takes advantage of the simulated matched terminations to numeri-
cally reproduce the experimental mode of operation. In the most general case it
involves an N-step procedure. During step m (Fig. 5.14), line m is excited while all



5.3 ANALYSIS OF ACTIVE LINEAR CIRCUITS AND ANTENNAS 189

FIGURE 5.14 Calculation of the scattering parameters (step m). From [28], copyright ©
1994, reprinted with permission of IEEE.

the other lines are matched. This leads to a particular configuration of the linear
system 5.27, the resolution of which yields the corresponding currents. The N matrix
elements of column m of the scattering matrix are directly related to these currents as

rom=-fikm| 1)/ g 1] o
Smm = r(uﬁax) exp[jzﬁm(umeas - u$aX)] (541)

S V2 1G™) expliBupe — up™)]
km|k#m — \/—— [(maX) exp[ﬁm(umax umeas)]

[1 = [(w,™)] (5.42)

Z, is the characteristic impedance of line m. u,;**, u;;™, and u™n are, respectively,
the longitudinal coordinates locating the plane of measurement, the plane where the
current is maximum, and the plane where the current is minimum, on line m.

The computation of the radiating patterns of a passive or an active multiport
antenna is largely explained in [28] and will not be discussed here as it is not
essential for the following.

5.3 ANALYSIS OF ACTIVE LINEAR CIRCUITS AND ANTENNAS

5.3.1 The Resistively Loaded Microstrip Line

5.3.1.1 A First Numerical Experiment of the Lumped Element Concept

The general method presented in the previous sections is first applied to a very
simple structure. It consists of a microstrip line loaded with a serial impedance Z;, as
depicted in Fig. 5.15. All results are obtained with a one-dimensional (1-D) mesh.
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FIGURE 5.15 Studied structure. (L = 50mm, x; = 25mm, W, =2.47mm, h = 0.8 mm,
¢, =2.17, f = 8 GHz). From [43], copyright © 1998, reprinted with permission of IEEE.

This canonical example will be very useful to evaluate the performances and the
limitations of our modeling. In particular, it will provide a good insight into the
numerical phenomena involved by the lumped element formulation.

In this section, the serial impedance is treated as a simple lumped element (i.e., a
zero-length impedance in a zero-length gap). Although very attractive, this direct
implementation of the method has a major drawback: the zero-length gap G; is
associated with an infinite susceptance. This can be understood very easily as it
corresponds to the limit of a nonzero-length gap (with a finite susceptance) whose
length tends to zero. As a consequence, the gap behaves as an infinite capacitance
and the current flowing through it is supposed to be infinite. This problematic
situation was already predicted using electromagnetic considerations (Section 5.2.3).
Fortunately, we can now show that the actual numerical situation is better than
expected. Thanks to the smoothing achieved by basic function expansion and due to
their interlacing (Fig. 5.16), the current calculated at the location of the gap does not
become infinite.

This means that the actual capacitance does not become infinite either. However,
a remaining capacitance C; still exists whose value is strongly dependent on the
meshing (the looser the meshing, the larger the smoothing and the smaller the
capacitance). It must be regarded as a numerical parasitic capacitance at least for two
reasons: first, it accounts for an infinitesimally small gap with no actual physical

rooftop
basis
L ¥ functions

LGL

FIGURE 5.16 Numerical representation of the lumped current. From [43], copyright ©
1998, reprinted with permission of IEEE.



5.3 ANALYSIS OF ACTIVE LINEAR CIRCUITS AND ANTENNAS 191

me(ztm) 400.0 T T T T T T

)
300.0

100.0

00 — : ; ‘
00 1000 2000 3000  400.0

(@) R.Q

Sm(zZ;™) [
Q) 500 .

-50.0 ,

-100.0 - N

-150.0 7

-2000 blmrr—L—— 1 —0 1
0.0 100.0 200.0 300.0 400.0

b
® R. (@)

FIGURE 5.17 Simulated impedance versus inserted impedance; —, noncorrected results;

— — —, corrected results (first deembedding procedure). From [43], copyright © 1998,
reprinted with permission of IEEE.

significance; second, its value does not converge with the meshing. It should be
noted that the parasitic capacitance is due to the zero length of the lumped element
and not to its zero transverse* dimensions as in the FDTD technique [32]. In
practice, this shunt capacitance will be present together with the inserted impedance
Z; in all the numerical simulations.

Figure 5.17 (noncorrected results) illustrates the effect of the numerical parasitic
capacitance. The figure presents the simulated impedance Z§™ for different resistive
values R, of the inserted impedance Z; . Z5™ is the resultant lumped serial impedance
that actually appears at the location of the gap, calculated from (Eqs. 5.41 and 5.42).

As long as R; remains small, the effect of the shunt capacitance is negligible and
Z, faithfully reproduces the value of R;. When R, gets larger, the shunt capacitance
exerts a greater influence and Z§™ exhibits a significant capacitive behavior. An
equivalent circuit for is presented in Fig. 5.18.

* In the FDTD method, lumped elements have generally zero transverse dimensions but a nonzero length
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FIGURE 5.18 Equivalent circuit for the loaded gap. From [43], copyright © 1998, reprinted
with permission of IEEE.

Figure 5.19 reports the variations of the numerical parasitic capacitance C; for
different meshings and for several line configurations (the procedure used to
compute C; will be explained later).

As expected, C; is strongly dependent on the mesh size and is less for looser
meshing. It also appears that C; is larger for wider lines, which is consistent with the
fact that the coupling through a gap is larger for wider lines.

5.3.1.2 A Deembedding Procedure The numerical error due to the parasitic
capacitance is a systematic one: when the capacitance is known, this error can be
predicted and corrected. As a consequence, a numerical deembedding procedure can
be used to evaluate and to compensate for this capacitance. The procedure first
determines the value of the capacitance for the chosen meshing. To do so, the
microstrip line is simulated with an infinite lumped impedance Z; inserted in the gap
G, . Practically, this can be achieved by canceling the current at the location of G; as
depicted in Fig. 5.20. (Numerically, this simply suggests that the basis function
associated with the lumped element has to be suppressed in the MoM resolution.)

60.0 T T T T v T

30.0

parasitic capacitance (fF)

100

0.0 * : *
20.0 30.0 40.0 50.0

Number of cells for a wavelength
FIGURE 5.19 Parasitic capacitance for different mesh size and linewidth: —,

W, =24Tmm; — — —, W; =1.65mm; - - -, W; =0.82mm. From [43], copyright ©
1998, reprinted with permission of IEEE.
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FIGURE 5.20 Calculation of the parasitic capacitance. From [43], copyright © 1998,
reprinted with permission of IEEE.

This loading configuration corresponds to that of the parasitic capacitance alone
(as it lies in parallel with an infinite impedance). Its value can be derived from the
resulting scattering parameters evaluated at plane x = x;:

1 28
C, =———Im 5 (5.43)
JoZ, (148, — 53

In this equation, the scattering parameters and the characteristic impedance of the
line Z, can be computed from Eqgs. 5.38, 5.41, and 5.42. Once the capacitance is
known, its effect can be removed for all the following simulations. Typically, the
correction simply consists of inserting a compensating impedance Z;°™" when an
impedance Z; is to be simulated

comp __ ZL
Z" = [~ jwC,Z, (5.44)
With this correction, as shown in Fig. 5.17, the simulated impedance Z;™ is exactly
the one to be simulated (corrected results). As a conclusion, the deembedding
procedure completely suppresses the effect of the infinitesimal gap.

At that point, a fundamental problem occurs. What has been done permits robust
numerical results to be obtained as the mesh dependence has been removed.
However, these results do not correspond to a realistic situation. Indeed, such results
would be obtained if two microstrip lines with no proximity coupling between them
were connected together through a lumped impedance! In practice, the situation is
much more complex. When a discrete element is inserted in a microstrip line, some
proximity coupling exists between the two parts of the line. It is obvious that this
coupling must be taken into account in a global electromagnetic analysis. This
means it is not sufficient to suppress the parasitic coupling arising from the
infinitesimal numerical gap. The analysis must also integrate the actual coupling
due to the physical gap supporting the discrete element (Fig. 5.21). Of course, this
coupling strongly depends on the actual size of the gap. This suggests that the length
of the discrete component cannot be ignored and must be taken into account in the
modeling.

5.3.1.3 A More Realistic Modelling A solution can be found that combines a
precise modeling of the actual gap, a distribution of the lumped element, and a
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FIGURE 5.21 Discrete element in a gap. From [43], copyright © 1998, reprinted with
permission of IEEE.

revisited deembedding procedure. As shown in Fig. 5.22, the lumped element is now
divided into N serial elements Z; /N situated along a narrow metallic strip in the gap
(N =3 in the figure).

In practice the width, length, and location of this strip have to be adjusted to
correspond to those of the actual discrete element. This is essential when the analysis
software is to be coupled with an autolayout procedure. This is also expected to
directly influence the field distributions in the vicinity of the load. The first
advantage of this modeling is its ability to reduce the effect of the parasitic
capacitance. As demonstrated before, the capacitance gets smaller when the
infinitesimal gap becomes more narrow, which is the case here. In addition, as the
value of the lumped elements themselves are smaller (Z; /N instead of Z;), the
presence of a small shunt capacitance is not so important. The second advantage
results from the realistic treatment of the physical gap. Typically, when Z; is infinite,
the current completely disappears along the narrow metallic strip (due to the shape
and the interlacing of the basis functions) and the physical gap is reconstructed. The
only drawback of this approach is that it uses a nonphysical narrow metallic strip to
support the serial lumped elements. This is supposed to introduce a parasitic
inductive effect.

Finally a deembedding procedure is still needed. It must be pointed out that such
a procedure would not have been necessary anymore if the discrete element had been
continuously distributed along the gap. Unfortunately, this ideal modeling is only
possible using magnetic currents as proposed for the FDTD method in [35]. This
solution has not been achieved yet because it requires a complete reformulation of
the problem. Indeed, what we do here is slightly different. As suggested in Fig. 5.22,

N
i

Z
3

FIGURE 5.22 Realistic numerical representation. From [43], copyright © 1998, reprinted
with permission of IEEE.
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the discrete component is not distributed continuously but concentrated into several
serial lumped elements. As these lumped elements have zero length, they must be
linked with metallic strips. In fact, these strips are needed to materialize the distance
between the two edges of the gap (i.e., the length of the discrete component) and, at
the same time, to achieve the electrical connection between the lumped elements.
This situation has two direct consequences. First, because it still uses lumped
elements, parasitic capacitances are still involved (although with less influence as
already explained). Second, nonphysical artificial lines (the narrow metallic strips)
are now introduced. The actual resultant load is that depicted in Fig. 5.23a. If we
assume a high impedance, transmission lines can be seen as lumped inductances,
and we obtain the equivalent load shown in Fig. 5.23b.

The deembedding procedure must suppress the effects of both the numerical
parasitic capacitances and inductances. It must be underlined that this procedure
relies on the assumption that the inserted impedance definitively represents the
whole deembedded equivalent circuit of the discrete element (intrinsic parasitics
included, extrinsic parasitics excluded). Numerically, this means that all the intrinsic
inductive and capacitive effects of the components are represented in the lumped
elements while all extrinsic effects are produced by the electromagnetic computation

X,  high Z, high Z, X,

— i 1
e Pra——

- X, ,—X
X0 =% L2~ Xy
2 2

()

(b) _
FIGURE 5.23 Equivalent circuits for the loaded gap.
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itself. In other words, only the discrete element has to be inserted as its environment
is already rigorously described.

We now discuss how the deembedding procedure must be achieved and in
particular how the numerical parasitic elements must be calculated. As explained
before, the numerical capacitance represents the parasitic coupling through the
infinitesimal gap supporting the lumped elements. Theoretically, this coupling
results from all the electromagnetic interactions between the two parts of the line
that lie on each side of this infinitesimal gap. Nevertheless, because of the zero
length of the gap, most of this coupling is achieved in the direct vicinity of the gap
itself. This means that the parasitic capacitance accounts for a very local phenom-
enon. Practically, since it is almost perfectly localized, this phenomenon can be
reproduced out of its original environment. This means that the parasitic capacitance
can be computed by considering the infinitesimal gap on a simple microstrip line
whose width and mesh are those of the connecting metallic strips. This structure,
depicted in Fig. 5.24, can be seen as a test structure whose analysis is required as a
preliminary step of the de-embedding procedure.

The same discussion can be carried out for the parasitic inductance. However, in
that case, the procedure is not so rigorous because the discontinuity to be
characterized is not perfectly localized. This suggests the mesh size must be
sufficiently small to assume the connecting metallic strip can be regarded as a
lumped inductance. Figure 5.25 presents the test structure that is used to determine
this inductance. L; is extracted from the scattering parameters of narrow metallic
strips between plane x = x;; and plane x = x;,. Indeed, this second step simply

L narrow line
used to compute
the parasitics

FIGURE 5.24 Calculation of the parasitic capacitance. From [43], copyright © 1998,
reprinted with permission of IEEE.

FIGURE 5.25 Calculation of the parasitic inductance. From [43], copyright © 1998,
reprinted with permission of IEEE.
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consists of replacing the metallic strips by ideal connecting wires (as the ones that
are used in circuit simulators).

Definitively, the two parasitic elements must be calculated out of their actual
environment in order not to include it in the deembedding procedure!

Once the parasitics have been determined, they must be removed from the
impedance to be simulated as

zomw — G — /L) (5.45)
1 —joCl(Z, — L v)

Figure 5.26 illustrates the effect of this procedure. Here again, it presents the value of

the simulated impedance for different inserted resistances. Three different config-

urations are tested: the first one is obtained by inserting the resistance in an

infinitesimal gap without any correction, the second uses the first proposed modeling
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FIGURE 5.26 Simulated impedance versus inserted impedance: —, noncorrected results;
— - —, corrected results (first modeling); - - -, corrected results (second modeling); — - —,

HP-EEsof results. From [43], copyright © 1998, reprinted with permission of IEEE.
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(the numerical parasitic capacitance is corrected but the physical gap is not
represented); and the third one uses the last proposed modeling (the physical gap
is represented, and the parasitic capacitance and inductance are corrected). These
three different configurations are compared with the results produced by performing
the shunt connection of the resistance and of the gap, in a circuit simulator (HP-
EEsof). For such a simple structure, the circuit simulator will be regarded as a
benchmark.

As expected, the noncorrected configuration exhibits a significant capacitive
effect, larger than the one resulting from the physical gap. Moreover, as seen
previously, this effect would be largely dependent on the mesh size. The first
modeling exhibits no capacitive effect at all. The second modeling is closer to the
circuit simulator.

To conclude, it is essential to identify the actual theoretical capabilities and
limitations of this modeling. Unlike the circuit simulator, it can be used to obtain the
radiating patterns of the studied structure. This will be illustrated in the next
sections. In addition, because it relies on a rigorous electromagnetic simulation, it
is sensitive to the environment of the discrete element. In particular, the results will
account for the precise location and dimensions of the component in the gap, which
would not be the case if the equivalent circuit of the gap was simply shunt connected
with the equivalent circuit of the inserted load. This can be understood more readily
by stating that the two different configurations shown in Fig. 5.27 would lead to two
different representations with our approach and to a unique representation with the
approach using equivalent circuits.

In addition, this approach rigorously accounts for the effect of all the inter-
connections between the line and the discrete component as shown in [36]. Typically,
bonding connections can be regarded as additional conductors (planar strips in the
simplest case) and modeled in the analysis (Fig. 5.28).

Of course, in that case, the added narrow strips correspond to physical metallic
conductors and must not be corrected. The main limitation of our approach probably
results from the use of an equivalent circuit for the discrete element. Such a

‘mmmwmwﬁ
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FIGURE 5.27 Two different configurations for the discrete element.
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discrete
component

\\ ‘— bonding strips

microstrip line

FIGURE 5.28 Discrete element with associated interconnections.

representation does not allow for investigating the effects of the electromagnetic
fields on the internal behavior of this discrete element (as in [37]). Another limitation
results from the surface representation of this element: only a three-dimensional
(3-D) analysis would be able to account for the nonzero height of the component (for
example, one expects that the coupling through the actual gap will largely be
affected by a thick discrete element [38]). Finally, the required deembedding
procedures do not appear as onerous additional steps because they can easily be
integrated in an automatic scheme.

5.3.2 Analysis of Diode Controlled Planar Antennas

As a first practical example, we present the analysis of a frequency agile patch
antenna [39]. The well-known principle consists of controlling the electric length of
a microstrip patch antenna with two varactor diodes that are located between the
radiating edges of the patch and the ground plane. As a result, the resonant
frequency can be adjusted with the dc bias that is applied to the diodes. The studied
structure is presented in Fig. 5.29.

The patch antenna is fed with a microstrip line that also ensures the dc biasing.
This example provides a direct illustration of the one-port loading configuration. The
two diodes (Macom MA4ST553-120) are represented as four serial lumped
impedance elements distributed along a vertical metallic ribbon.

The equivalent circuit that is used for the diodes has been established from the
designer catalogue and is also represented in Fig. 5.29. The intrinsic inductance of
the vertical ribbon as well as the parasitic capacitances are removed after a
preliminary deembedding procedure. Figure 5.30 presents the measured and
calculated return loss for two different values of the dc bias (i.e., two different
values of the capacitance in the simulation). The two results are seen to be in good
agreement. The same accuracy is obtained for the radiating patterns (Fig. 5.31) at the
correspondent resonant frequencies (2.25 GHz and 2.155 GHz, respectively). In fact,
these patterns are not very different from those of the patch without the diodes.

In the second example, we more clearly point out the interest of such a global
electromagnetic analysis. In this example (Fig. 5.32), two PIN diodes (Hewlett
Packard HPND-4001) are used as switches in a crossed dipole antenna. The
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dc

FIGURE 5.29 The studied frequency agile antenna [39]. (L, = 75mm, W, =4.61 mm,
L,=415mm, W,=27mm, L;=1383mm, L,=W,/2, h=16mm, ¢ =2.17,
d,=1mm, d, =4.61mm, R, = 1Q, L, = 0.4nH, C, = 0.13pE, C, variable capacitance.)

modeling uses the same principle as previously and will not be explained again.
When one diode is ON and the other is OFF, only one dipole is excited and the
radiated field is linearly polarized (either vertical or horizontal). However, a very
important parameter is the distance between one diode and the end of the line on
which it is inserted (J,). This distance has to be as small as possible in order to
obtain a compact structure. On the other hand, it must be sufficiently large to prevent
direct coupling to the dipole from the part of the line that is located upstream to the
diode. It is obvious that only a global electromagnetic analysis of the structure can
efficiently optimize this phenomenon. As an illustration, Fig. 5.33 presents the
variations of the return loss on line 1 for different positions of the diodes. When
diode 1 is ON and diode 2 is OFF, the return loss exhibits two resonant frequencies.
As explained in [28], the first one is due to the radiation of dipole 1 while the second
one corresponds to a maximum transmission from line 1 to line 2 (via the antenna).
As can be seen, the first resonance is not affected by the position of the diodes. This
is due to the fact that diode 1 is ON and so it does not disturb the operating mode of
dipole 1. Conversely, the second resonance is directly dependent on the position of
the diodes (diode 2 in practice) because it controls the transmission between dipole 2
and line 2. Quantitatively, it appears that diode 2 is unable to reduce the coupling
when it is located in the part of the line that lies beneath dipole 2 (6, < 3 mm).
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FIGURE 5.30a Reflection coefficient [39]: C = 0.5 pF.

5.3.3 Analysis of Microstrip Active Antennas

We now focus on the representation of two-port active devices. As mentioned before
(Section 5.2.3), the main new problem concerns the relative location of two ports
and their voltage reference. The typical structure consists of a microstrip antenna
connected to a feeding microstrip line in which an amplifier has been inserted. Such
an antenna could be used as an elementary source in an active array: the amplifier
would permit one to control its associated radiating element individually.

A first configuration was studied using a low noise amplifier (Avantek MSA0835)
associated with an electromagnetically coupled dipole (Fig. 5.34).

From this a compact active receiving antenna was obtained [40]. In this structure,
a single bias voltage was applied at the input of the line (RF output) using a biasing
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FIGURE 5.30b Reflection coefficient [39]: C = 0.8 pF.

network. Figure 5.34 also presents the numerical modeling used in the global
electromagnetic simulation.

The active element is represented by its impedance matrix Z;. This matrix was
directly calculated from the scattering parameters of the amplifier given in the
designer catalogue (V,, = 15V, Ry, = 200Q, I, = 36 mA). The two ports of the
amplifier are supported by two infinitesimal gaps G;; and G;, with a common
terminal connected to ground through a via hole. A parasitic inductance has also
been computed and corrected; this corresponds to the short horizontal transmission
lines between the ports and the via hole (two cells long). In this example, a virtual
matched termination is added at the entrance of the microstrip line to absorb the RF
power. Figure 5.35 presents the measured and computed return loss at the output of
the line.
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FIGURE 5.31 Radiation patterns [39]: (a) C = 0.5 pF, (b) C = 0.8 pF; —, Experiment; — - —
theory.
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RF2

dc2

FIGURE 5.32 The crossed dipole antenna. (/;, = 11.9mm, b, = 1.7mm, ¢, = 2.97 mm,
0, =0mm, [, =38.5mm, b, =2.2mm, &; = 1.6mm, h, = 0.8mm, ¢, = ¢,, = 2.17).

The active antenna is compared to its passive reference (i.e., the same antenna
without the amplifier). Figure 5.36 presents the power received by the matched load
when the dipole is excited by a copolarized wave with a normal incidence.

Both results show the accuracy that can be obtained with the present modeling.
They illustrate the capabilities of the present approach to study structures in which
no real separation exists between the active circuit and the radiating element. They
also demonstrate that the presence of an amplifier in the direct vicinity of the antenna
can significantly increase its performances in terms of bandwidth and gain
simultaneously. Figure 5.37 presents the radiating patterns at 2.47 GHz. Once
again, an excellent agreement is obtained. It can also be observed that the presence
of the active element does not interfere with the radiating patterns.

A second configuration was recently researched. It uses an amplifier (Mini-
Circuits ERA-1) associated with a microstrip-fed patch element and works as a
transmitting antenna (Fig. 5.38).
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FIGURE 5.33 Return loss on port 1 (diode 1 ON, diode 2 OFF).

FIGURE 5.34 The receiving active antenna [40]. (¢ =€, =2.17, I} =43.5mm,
by=29mm, [ =689mm, b,=22mm, h =1.6mm, ks, =08mm, I, =0,
0, =4.5mm, . = 18.1 mm, J, = 1.8125mm.)
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FIGURE 5.35 Output return loss: —, measurement; —, theory [40].

The dc bias is applied at the output of the amplifier using a 4/4 stub. A bypass
capacitance is also used at the entrance of the line to insulate the dc bias from the RF
input. Figure 5.38 also presents the numerical modeling that is used in the vicinity of
the amplifier.

As before, the active element is represented by its impedance matrix Z;. This
matrix is now constructed from the measured S-parameters of the amplifier
(Vps = 3.8V, I, = 35mA). The main difference when compared with the previous
example, appears in the modelling of the environment of the discrete component: all
the horizontal and vertical metallic interconnections are now precisely described
including the two ground connections, the two access lines and the associated steps
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Figure 5.36 Received power: —, theory; + + +, measurement [40].
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FIGURE 5.37 Radiation patterns (H-plane).

in width. Such a realistic modeling has been demonstrated to be necessary when the
influence of the interconnections cannot be ignored [36]. The biasing circuitry has
also been meshed (the bypass capacitors are supposed to behave as perfect short
circuits at RF frequencies). Indeed, only the very active part of the discrete element
is considered to be lumped. More precisely, it is treated as two coupled one-port
lumped elements. The distance between these two lumped elements accounts for the
length of the device. The metallic region between the two ports provides the
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FIGURE 5.38 The transmitting active antenna. (L; =41.5mm, w, =27mm, w, =
4.61lmm, Ls=13.83mm, W, =0.5mm, W; =4.61mm, L, =1mm, L, =23.81 mm,
Ly =75mm, L, = 11mm, L; = 1.5mm, &/ = 1.6 mm, ¢, = 2.17, d, = 0.5 mm.)

potential reference and ensures the ground connection. As previously, the numerical
parasitic capacitance has been computed and is corrected in the final simulation. In
the present case, no parasitic inductance is involved as no distribution is performed
(as mentioned before, the way of modeling the region between the two ports is
supposed to be realistic in regards to the actual ground connection).

Figure 5.39 presents the measured and calculated return loss at the entrance of the
line. Here again, a good agreement is observed.
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FIGURE 5.39 Input return loss.

5.3.4 Analysis of Active Linear Uniplanar Antennas

The developed theory is now applied to analyze a receiving active slot antenna fed
by a coplanar waveguide (Fig. 5.40a). The bipolar amplifier MSA0835, used in the
microstrip antenna presented in Section 5.3.3, is inserted into the strip conductor of
the CPW close to the slot dipole. The dc bias is applied at the output RF line
(Ve =15V, Ryjps = 200Q, I; = 36 mA). The amplifier is represented by its admit-
tance matrix [Y], which is directly calculated from the designer catalogue. The
numerical configuration is given in Fig. 5.40. In order to prevent the slot mode
propagation, the quadripole amplifier is symmetrically distributed in the two slots of
the CPW as shown in Fig. 5.40.

The matching stub and the location of the active device are optimized using the
previous approach in order to get a maximum gain at the resonant frequency of
4.9 GHz. The calculated output return loss and the gain of the active antenna
(relative to the passive antenna) are compared to the measurements in Fig. 5.41. The
curves show a good agreement between theoretical and experimental results. It is
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er=96 h=0.635

(b)Cross section

my m2

(c) Numerical configuration

FIGURE 5.40 Uniplanar active antenna. (L,; = 11.60mm, L,, = 0.40mm, L ; = 4.16 mm,
L, =480mm, L, =1.60mm, L=>5080mm, L, =2520mm, L, =15.36mm, W, =
0.32mm, W, = 0.40mm, § = 1.28mm, ¢, = 9.6, A = 0.635 mm.)

evident that an output return loss greater than 0 dB is also predicted by the present
theory. Therefore, the instability conditions can be avoided for the optimized antenna
using the global approach. This confirms the accuracy between theoretical and
experimental results.

The experimental radiated patterns of the active antenna have shown a small
perturbation due to the stub and the gap discontinuities, which is observed in
E-plane. The cross polarization of the active antenna, for both E- and H-plane, are
also magnified by the gain of the amplifier [20]. In fact, only the currents’
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FIGURE 5.41 Output return loss.

distribution upstream to the active device is amplified. In contrast, the parasitic
radiation from the RF connector, the measurements support and the feed line
remains the same as for the passive structure.

5.4 EXTENSION OF THE APPROACH TO NONLINEAR DEVICES

5.4.1 Introduction

A separated approach is often used to analyze microwave circuits and antennas
containing non-linear components. It consists (as was noted in the beginning of this
chapter) in dividing the studied structure into several segments, which may be
modeled independently from each other; the analysis and optimization of the total
structure are performed with a commercial software package. The method that is
widely accepted to be superior to time domain techniques for the analysis of
nonlinear microwave circuits at steady-state is the harmonic balance method [33].

In this section, we present first the necessary steps to the extension of the
frequency electromagnetic approach to support lumped elements operating as
nonlinear ones. The formulation is based on the combination of the presented
integral equation technique and the harmonic balance method. The problems related
to this association and their solutions are then outlined through consideration of a
simple case: a microstrip antenna loaded by a diode. Finally, a short discussion
making a comparison between the global method and the compression technique is
given.
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5.4.2 Outline of the Method

The geometry of the general active structure to be analyzed is shown in Fig. 5.2. As
in nonlinear problems solved by the harmonic balance (HB) technique, the structure
is partitioned into two parts. One part contains the nonlinear devices and the second
part corresponds to the passive multiport, which consists of linear lumped and
distributed elements of the studied structure (Fig. 5.2). The multiport matrix is
described in the frequency domain thanks to the MoM as presented in Section 5.2.4.
The terminal behaviors of the nonlinear devices are represented in the time domain
by their characteristic //V equations. In steady state, the electrical (current and
voltage) variables can be approximated by Fourier series as

it) =1+ 2% Ingn cos(2nnfot + p,,) (5.46)
n=1

WO) = Vo +23° Vi o cos@nfo + 6,) (5.47)
n=1

Iy; , and Vy; , are the harmonic components of the state vector, f; is the fundamental
operating frequency, and N is the number of harmonics required for the approxima-
tion of the dynamic steady-state solution.

As the linear and the nonlinear parts are interconnected and the time domain and
frequency domain are related by Fourier transformation, the behavior of the active
structure can be described by means of a system of nonlinear equations whose
unknowns are the harmonic components of Eqgs. 5.46 and 5.47 at all the connections
between the two subparts. Theoretically, the problem consists of finding the state
vector in such a way that the time domain voltages and currents obtained from Egs.
5.46 and 5.47 have spectral components satisfying the MoM matrix equation at each
considered harmonic.

The MoM matrix of the studied passive structure is calculated at each harmonic.
The linear lumped elements are inserted following the procedure described in
Section 5.2.4. However, two new additional aspects are required in the MoM
matrix equation. First, the excitation of the structure cannot be as simple as Eq.
5.12. As it directly influences the nonlinear response of the loaded structure, the
external generator has to be represented in a realistic way. At the fundamental
frequency (f), it must be represented by its internal impedance together with its emf
voltage. At the higher harmonics, it will be represented by its internal impedance
alone.

Second, the nonlinear discrete elements are represented by equivalent lumped
voltage sources providing RF power at the all considered harmonics. Thus the
excitation vector is extended to include harmonic components resulting from the
Fourier series equations 5.46 and 5.47.

Practically, the internal impedance can be treated as a classical lumped impedance
as in [23] or introduced through a corrective factor as in [22]. When it corresponds to
the characteristic impedance of the excited line, it can also be considered as a
matched termination.
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All the lumped elements (one for the internal impedance of the external
generators and one for each voltage generator) are connected to the passive
distributed structure through infinitesimal gaps, as in the previous sections (the
lumped voltages can be seen as delta-gap generators). Of course, the internal
impedance can be absorbed by the passive distributed structure. Numerically, this
means it can be included directly in the generalized MoM matrix as seen in Eq. 5.32.
This simplification is not possible for the voltage generators because they cannot be
expressed as linear functions of the current. As a consequence, they will appear
explicitly in the excitation vector.

5.4.3 Example of Application

At this stage, we would like to consider a simple example of a nonlinear active
antenna, which gives the resulting modifications in the MoM matrix equations when
using the harmonic balance procedure. We consider the structure depicted in
Fig.5.42. It represents a microstrip antenna loaded in its feeding line by a biased
diode. For a general case, the diode’s characteristic is expressed in the time domain
as an exponential function:

i(0) = [ (1) = Iilexplav(r)] — 1} (5.48)

The current i(¢) is then considered as a series of current sources using Eq. 5.46. As
explained in Section 5.24, the microstrip unloaded structure (i.e., the diode taken
out) is represented, at each considered harmonic, by a generalized impedance matrix
thanks to the MoM. With the help of the above combination procedure, the

FIGURE 5.42 Active microstrip antenna loaded with a diode. (W, = 2.4mm, L, = 47.7 mm,
L;=2.0mm, L, =8.0mm, g =0.3mm, L, = 17.45mm, W, =2.2mm, & = 0.8 mm, ¢, =
2.17, R=10Q.)
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excitation vector and the resulting system corresponding to the loaded antenna could
be written as [21,41]

AR (01 T 1] A

0] [Zy,) gl || )
[.] Loll=11.1] (5.49)

Zyd 101 || gl || i)

[0 O eyl I Ll ] LV

where [Z,,] is the nth harmonic generalized impedance submatrix, [/,.] and [V, ]
are, respectively, the current and the excitation vectors at the same harmonic. Each
impedance submatrix, which corresponds to interactions between discrete strip
subsections, is calculated and its inverse stored.

The nonlinear dynamic steady-state analysis consists now in researching the
current vector, which satisfies, by taking into account the Fourier series, both the
linear frequency domain equation 5.49 and the nonlinear time domain equation 5.48.
Following the previous two steps described in Section 5.4.2, we assemble two
current frequency domain vectors [/,; ] and [/;]. The vector [/,;] corresponds to the
harmonic components calculated by means of a fast Fourier transform (FFT
algorithm) of the nonlinear device current (Eq. 5.48), while the vector [/;] is
obtained using the storage matrix and the voltage vector corresponding to the
nonlinearity control. Under the steady state, we have

F([V]) = [[NL] + [[L] (5~50)

where [V] is the voltage harmonic vector of the nonlinear device and F[V] is the
harmonic balance error function, which has to be optimized for minimum discre-
pancy.

At this stage, the problem becomes the minimization of this last error function.
For this, we use the Newton—Raphson algorithm [33,34]. It consists of solving a
sequence of linearized systems of equations and iterates to a quadratic convergence
near the solution.

It is well known that the main problem in the iteration process is the choice of the
initial value, which leads rapidly to the final solution especially for a strong
nonlinear case. For the given example, the initial best guess is derived using the
assumption that the nonlinear device can be approximated by two loads in parallel.
The first load is due to the initial biasing point (V,,/l,;) and the second one
corresponds to the dynamic load, which is defined as the derivative of the nonlinear
equation at the biasing point.

5.4.4 Results

Figure 5.42 presents the antenna studied. The diode used is an HP 4005 beam lead.
To characterize the active antenna by the present global nonlinear method, the diode
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is biased with a 1.2-V source voltage. The calibrated voltage generator, which is
applied at the input port of the structure, is chosen to deliver a 1-V sinusoidal signal
at the frequency of 6 GHz. The nonlinear analysis is performed for the whole
structure by considering five harmonics. The applied mesh rate is 28 cells per guided
wavelength corresponding to the fifth harmonic. The reflection coefficient of the
active antenna at the input port plane is shown relative to frequency in Fig. 5.43.

As the present example is deliberately chosen to be a simple one, the active
antenna is also analyzed using a separated approach. To achieve this, the passive
antenna is characterized using the integral equations technique presented in Section
5.2.1. The calculated input impedance at the diode plane (L = L) is inserted as a
one-port component in a circuit design software program. In this software (which is
HP-MDS), the microstrip feeding line, the gap discontinuity of the diode, and the
associated biasing circuit are added to complete the structure. The diode is described
by the same characteristic equation as in our global approach. The obtained results
are shown in the same figure. A good agreement can be observed for the return loss;
the difference between both approaches remains less then 1.2 dB. The difference in
magnitude may be due to the mutual coupling effects across the gap discontinuity,
which were not taken into account in the circuit approach.

The nonlinear diode behavior can be increased using a 0.6-V dc bias. In Fig. 5.44,
the calculated return loss and the radiation patterns are shown for the same active
antenna. Radiation patterns are calculated from the current distributions at the
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FIGURE 5.43 Comparison between global and circuit approach results.
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corresponding harmonics (Fig. 5.45). The shift in resonant frequency and the
important difference observed for the return loss show that nonlinearity could
have an important influence on the near field antenna performance. The increased
copolarization power at higher harmonics is due to conversion of energy into
harmonics of the fundamental excitation frequency. Due to a mismatched condition
and the conversion energy, it results in a decrease in power gain of the active antenna
in the operating frequency band.
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5.4.5 Compression Approach

Initially proposed by Heinsen et al. [10] as a combination of a time domain method
for the simulation of linear structure with the harmonic balance technique for
nonlinear analysis, the compression technique is an alternative method in performing
a rigorous electromagnetic analysis of active structures containing nonlinear devices.
As opposed to the segmentation method, where the linear part is divided into several
components, the compression technique offers a thorough analysis described by a
single matrix (the compression matrix) for the entire distributed structure, including
the interconnection regions where the physical nonlinear devices are inserted. The
basic idea of this technique resides in the extension of the equivalent circuit model to
the whole distributed part where inner ports (i.e., ports located within complex
structures) are introduced to support the inclusion of lumped elements. Such ports
achieve the interface between the linear distributed and the lumped devices parts. It
should be appreciated that the inner port could correspond to the infinitesimal port.
The compression matrix is determined in a straightforward manner by the use of
electromagnetic simulations in which wave quantities are calculated from port
voltages and currents [10,22,42].

Both the global and the compression formulations are general and rigorous.
Moreover, the lumped devices can be placed as close as desired to the circuit
discontinuities, since the electromagnetic coupling is taken into account around the
lumped location.

The main advantage of the compression technique, when compared to the
presented global approach (including directly lumped devices), resides, in our
opinion, in carrying out the final linear and nonlinear simulations with standard
circuit software. Consequently, the lumped elements can be changed without
requiring further electromagnetic simulation for the distributed circuit part, albeit
the space domain ports cannot be modified. However, the global approach, which
operates as a unique simulator, permits optimization of either the lumped elements
or their location, but at the expense of CPU time.

On the other hand, antenna application simulations are not as straightforward.
The compression technique dictates that after the final circuit simulation (which
gives the equivalent sources to be applied on the inner and external ports), it is
necessary to return to the electromagnetic simulator in order to calculate the
radiation patterns [22].

5.5 CONCLUSION

Because of the continued demand for low cost products, global electromagnetic
approaches are becoming more and more important in the realization of high
performance, low cost, and high density integrated microwave and millimeter-
wave structures. Due to the complexity of the problem, many approaches have
been investigated, this being aided by both the continuous increase of computing
power and the maturity of a few rigorous numerical methods.



218 FULL WAVE ANALYSIS IN THE FREQUENCY DOMAIN

In this chapter we have presented a global electromagnetic approach for
distributed structures that contain discrete devices; it is based on the association
of the well-known integral equations technique solved by the method of moments
and the theory of loaded scatterers. Not only does it simulate planar structures but it
also performs their complete electromagnetic characterization in a numerical
procedure, which is particularly realistic in regard to experimental measurements.
The inclusion of multiport passive and linear active circuits has been demonstrated
and illustrated by several examples involving two different technologies: microstrip
and uniplanar active antennas. The global electromagnetic approach has also been
extended to perform nonlinear simulations by combining the method of moment
resolution with the harmonic balance technique. This extension has been presented
for the case where the harmonic balance algorithm is directly integrated into the
global electromagnetic simulator. For a simple active antenna a comparison with a
standard analysis procedure has been made. It has been demonstrated that the new
approach is capable of including nonlinear effects, which have significant influence
on the radio electromagnetic performances. As an alternative solution, the compres-
sion approach involving an electromagnetic simulator (for the passive distributed
part) together with a circuit simulator (for the nonlinear active part) has also been
discussed.

At this time, the developed approach is still restricted to lumped representations
of the discrete elements using equivalent electrical circuits. This fundamental
assumption not only eliminates the effect of the electromagnetic field on the discrete
elements, but it is also responsible for numerical parasitic elements that could
systematically be observed in so-called global electromagnetic methods. Most of the
present work has been dedicated to the investigation of these numerical parasitic
elements. As a result, original deembedding procedures and distribution schemes
have been proposed whose systematic use prevents numerical disorders. Finally, the
developed approach appears quite general and yields accurate results. It not only
provides some physical insight into the involved electromagnetic coupling mechan-
ism but can also be used to characterize and to optimize active integrated circuits and
antennas for which separated analysis results are not available or valid. It must also
be pointed out that the insertion of lumped elements does not increase the computer
requirements (CPU time and memory storage), which are those of conventionnal
MoM software. As a matter of time, the main computing time is dedicated to the
description of the passive distributed part of the structure.

Such CAD tools are expected to play a particularly active role in designing the
next generation of integrated active antennas and microwave systems.
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6.1 INTRODUCTION

Modern numerical techniques for solving electromagnetic problems started in the
mid-1960s, in close relation with the invention of a family of inhomogeneous planar
transmission structures including microstrip lines and slotlines, as well as coplanar
waveguides (CPW), which possessed good compatibility with the emerging inte-
grated circuit (IC) technology during that period. Analytical techniques such as
conformal mapping were widely used before that time, as powerful computers were
not easily available to most researchers. By the end of the 1980s, a number of
sophisticated, full wave numerical techniques for solving Maxwell’s equations had
been developed and established in the microwave antennas and propagation
community. They include the spectral domain method, integral equation method,
method of moments, method of lines, transverse resonance method, mode matching
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method, finite-element method, finite-difference method in frequency or time
domain, and transmission line matrix (TLM) method. A detailed treatment of
these techniques can be found in Numerical Techniques for Microwave and
Millimeter-Wave Passive Structures [1].

One of the most significant features of the above numerical techniques is that
most of them provide time harmonic solutions to Maxwell’s equations. The major
difficulty encountered in these approaches, especially for electrically large problems
and geometrically complex structures, is the inverse of matrices in relation to the
solution of a set of linear simultaneous equations. Another main restriction of the
frequency domain approach is that it is indirect and difficult to include lumped,
nonlinear, or active circuit elements into the full wave analysis. Until recently, large
signal modeling of active circuits has been done either completely in the time
domain (e.g., SPICE) or by using combined techniques such as the harmonic
balance method (HBM).

There are two exceptions in the above-mentioned family of numerical techniques,
however, which avoid the problem of matrix inversion, and solve Maxwell’s
equations directly in the time and space domains. One example is the transmission
line matrix (TLM) method, which exploits the analogy between field propagation in
space and voltage/current propagation in a spatial transmission line network
formulated as a multiple scattering process following Huygens’s principle [2]. The
other one is the finite-difference time-domain (FDTD) method, which has gained so
much popularity that it has outgrown almost all the other approaches in the number
of publications during the past few years and remains the most preferred approach
for a wide range of electromagnetic problems including antenna radiation, scattering,
EMC/EMI, microwave and millimeter-wave integrated circuits (MIMICs) and
packaging, and almost all types of waveguiding structures from UHF up to the
optical region [3].

The FDTD method, originally proposed by K. S. Yee [4], is an approach that
directly solves Maxwell’s equations by a proper discretization of both the time and
space domains. By allocating the six electromagnetic field components on a cubic
cell and applying central difference to Maxwell’s partial differential equations. Yee
derived a very simple “leap-frog” algorithm for updating the fields inside the
problem region. Although Yee published his paper back in 1966, the method did not
gain instant popularity, mainly because of the lack of an efficient and high accuracy
absorbing boundary condition (ABC) to realize reflectionless truncation of open-
region problems, as well as limited computer resources (CPU speed and memory
capacity) available at that time. There are a number of researchers, however, who
recognized the great potentials of the FDTD method and worked intensively to
develop and refine the algorithm. A detailed history and comprehensive treatment of
the FDTD method can be found in two recent books by Kunz and Luebbers [5] and
Taflove [6].

Since both TLM and FDTD methods solve electromagnetic problems through
simulation of wave interaction and propagation in the time domain, the need to solve
large-scale linear simultaneous equations and related problems such as convergence,
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stability, and spurious response is avoided. The most distinguished advantages of
these time domain techniques, however, are their great flexibility and versatility in
applying to virtually all types of electromagnetic problems, from simple one-
dimensional transmission lines to the most complicated three-dimensional structures
with arbitrary material properties, for both passive components and active circuits, as
well as for integrated circuit—antenna modules. Such unique capabilities make these
time domain approaches very promising candidates for the next-generation CAD
tools, which combine electromagnetic simulation, circuit design, and optimization
functionality in a completely unified fashion. In fact, these superior and unique
capabilities have tempted some researchers to reformulate the finite-element method
(FEM) in the time domain instead of the traditional frequency domain, in an effort to
facilitate the incorporation of active devices [7].

The purpose of this chapter is twofold. We will first give a brief but complete
introduction of the basic principles and implementation details of the FDTD
algorithm, so that the reader should be ready to write a practically useful three-
dimensional (3-D) FDTD code after reading the contents of this chapter. The second
purpose is to demonstrate some examples of FDTD applications in relation to
microwave integrated circuits and antennas. Finally, extension of the FDTD algo-
rithm to incorporate lumped circuit elements and active devices and its applications
in simulating practical microwave integrated circuits and antennas are introduced
briefly. Although this is a research topic that is still at its infant stage, the results
obtained by the extended FDTD so far have been encouraging and reveal unique
EM simulation capabilities unavailable with any of the existing commercial CAD
tools.

6.2 FDTD FUNDAMENTALS AND IMPLEMENTATION ISSUES

6.2.1 Maxwell’s Equations and the Yee Algorithm

In a source-free, linear, isotropic and nondispersive medium, Maxwells curl
equations are

oH
oE
VXH=8§+O'E (6.1b)

where ¢ and o, u and p* are, respectively, the electric permittivity (F/m) and
conductivity (S/m), and magnetic permeability (H/m) and resistivity (Q/m) of the
medium.
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In a three-dimensional rectangular coordinate system, Eqs. 6.1a and 6.1b can be
expanded into the following partial differential equations:

oM, _ 1 (% _OE Hx) (6.22)
o pu\dz dy

a;y _ i (ai _ Baiz _ p*Hy) (6.2b)
o _ i (aafi _ % . HZ) (6.2¢)
aaEtx _ % (881;1 B % B GEX) (6.2d)
8; _ % (ag _ % _ GEy) (6.2¢)

In order to solve the above partial differential equations by using finite difference,
we first need to discretize both the space and time domains, as shown in Fig. 6.1a.
For an arbitrary function of space and time, F(x,y,z,t), we can express this
discretization as follows:

F"(i,j, k) = F(i Ax,j Ay, k Az, n Af) (6.3)

where Ax, Ay, Az, and At are the discretization sizes along the x, y, z, and ¢ axes,
respectively. To calculate the value of the function F, Yee proposed a cubic cell as
shown in Fig. 6.1b, which is often called the “Yee cell,” where the electric and
magnetic field components are located at the edges and on the surfaces of the cell,
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FIGURE 6.1 (a) Discretization of a computational region and (b) the Yee cell.
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respectively, and are half-step offset in both space and time domains. Yee then
proposed the following central difference scheme:

OF"(i,j, k) F"i+%,j.k) = F'(i =1, k)

2
o . + O[(Ax)’] (6.4a)
IF"(i,j, k) F™\2(i,j, k) — F"~'2(i,j, k)
_ 4
ot At (640

which is accurate to the second order of Ax and A¢, respectively. Referring to the
allocation of field components at the (i, j, k)th Yee cell as shown in Fig. 6.2, and
using the above central difference expressions, we can easily derive Yee’s famous
“leap-frog” algorithm for updating the six electromagnetic field components with
respect to a certain type of initial condition or source excitation:

L—p*At)2p o, At/u

e it Al 2 (. s i

vy R BV At prayeyy vy v

L (ERLGR) — B2 = 1K) B k)~ By k= 1)
Ay Az
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p t/ :an—l/Z(i,j’ k) _ t/:u'
1+ p* At/2u 1+ p* At/2p

« (E!?(i,j, k) — EXG.j. k—1)  EIG.j.k)— E/(i—1,], k))

H;-H/z(i’jv k) =

Az Ax
(6.5b)
o L —p* At/2u 1. At/
HV2(6 7, k) = mHZ 23,7, k) — m

Ax Ay
(6.5¢)
o l—oAy2 arje
EFNj k) = s B )+
v (0], k) 140 At/2¢ w0 )+l+aAt/28
§ Hzn+1/2(iaj+ 1’k)_HZn+1/2(l.,j, k)
Ay
H”+1/2 - _Hn+1/2 ik
_ y (17]1 +A)Z Y (l,]’ ) (65d)



6.2 FDTD FUNDAMENTALS AND IMPLEMENTATION ISSUES 227

1 —0At/2e , At/e

TNy T AL pray vy

5 <H.l’+l/2(i,j, k+1)— HV2G, ), k)

n+l,. - _
ENT(i, ) k) =

Az

(6.5¢)

CHE 4 1 k) — HEP G )
Ax

1 —0At/2e , At/e

N UL
O Iy VY

En+1 . ',k __ e
2 SR = T A e

(H;+1/2(i + 1), k) — H23, 5, k)
x Ax

H;+1/2 i1k _H3+1/2 ik
_ (17]+ 4 ) & (17]’ ) (6.5f)

Ay
Note that we have used semi-implicit expressions such as

HIV2 ) k) + HE VG k)
2

in obtaining the field updating equations 6.5a to 6.5f. This is necessary because
when deriving Eq. 6.5a from Eq. 6.2a, for example, we need to evaluate all the field
quantities on the right-hand side of Eq. 6.2a at the same time step n, including the
magnetic field component H,, which appears due to the finite magnetic resistivity p*.
The semi-implicit approximation of Eq. 6.6 has been found to result in numerically
stable and accurate results for arbitrary values of p* from zero to infinity and is
straightforward to implement without the need to solve simultaneous equations for
HY 2(i, j, k) [6]. The same approach has been applied to the remaining five
components in a similar manner.

In order to obtain sufficient spatial resolution within the computational region, the
Yee cell size should be small enough so that Ax, Ay, and Az are typically 1/10 to
1/20 of the wavelength corresponding to the highest frequency of interest, although
larger cells can be used in a dispersion-optimized Yee algorithm with fourth-order
accurate spatial central differences [6]. Meanwhile, the time step size, At, should
also be chosen properly in order to ensure the numerical stability of the above leap-
frog algorithm. For a general 3-D FDTD grid, the following Curant’s stability
criterion should be satisfied:

H(i, ), k) =

(6.6)

1
Dy Af < (6.7)

/AP + (1AW + (1/A2)

where v, is the highest velocity of wave propagation within the problem space and
can usually be replaced by ¢ = 2.997925 x 10® m/s, the speed of light in free space.
For the case of passive circuits and antennas, it is usually safe to make At the largest
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value allowed by the above stability condition to minimize the number of FDTD
iteration steps. However, for FDTD simulations including lossy materials and
nonlinear devices, it is usually necessary to choose a smaller value for A¢ so that
the FDTD iteration will not “blow up” at later time steps [6]. A more detailed
discussion on this issue is given in Section 6.4.1.

6.2.2 Treatment of PEC, PMC, and Dielectric Interfaces

6.2.2.1 Perfect Electric Conductor (PEC) On the surface of a PEC, all the
tangential electric field and normal magnetic field components must be zero.
Referring to the allocation of field components on the Yee cell as shown in Fig.
6.2, a PEC located at the top surface of the (i, /, k)th Yee cell can be realized by
simply enforcing

Ey(iﬂja k— 1) = Ey(i’ja k) = EZ(”] - 1’ k)
— E(i,j, k) = H.(i,j, k) =0 (6.8)

at any time step during the FDTD simulation. Since H,(i, j, k) is calculated by using
the four surrounding tangential electric fields, it is usually sufficient to set only the four
electric field components in Eq. 6.8 to zero. Similarly, if we want to define the
(i,J, k)th Yee cell as a PEC block, we can achieve this by setting all twelve electric
field components and eight magnetic field components to zero values at all time steps.

6.2.2.2 Perfect Magnetic Conductor (PMC) To realize PMC, we need to set
the tangential magnetic field and normal electric field components to zero at its
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FIGURE 6.2 Allocation of field components at the (i, /, k)th Yee cell.



6.2 FDTD FUNDAMENTALS AND IMPLEMENTATION ISSUES 229

surface. Again referring to Fig. 6.2, we notice that it is possible to define such a
PMC by using a cross section that is a half-step offset from the Yee cell’s surface. For
example, by enforcing

Hy(ij— 1,k) = Hi,j, k) = Hy(i,j, k — 1) = H,(i,j, k) = 0 (6.9)

at any time, we realize a normal-to-x PMC at the midsection of the Yee cell shown in
Fig. 6.2. Such a PMC can be used at the symmetric plane of some structures so that
only half of the problem space need be simulated by FDTD.

6.2.2.3 Interface Between Different Dielectric Media At interfaces between
two different dielectric materials, such as the air—dielectric interface in a microstrip
line, the FDTD updating equations need to be modified properly. Usually we can
discretize the problem space in such a way that the interface between different
materials will be located at one of the Yee cell surfaces. For example, if there is a
material interface along the x-axis, we can locate it on the top of the Yee cell, where
only tangential electric field and normal magnetic field components are defined.
Assuming that the electric permittivities at the two sides of this interface are ¢; and
&,, respectively, we encounter some ambiguities in applying Eqgs. 6.5¢ and 6.5f to
update £, and E.. It was found that the averaged permittivity should be used to
calculate correctly the tangential field components at the interface [8, 9]:

e + 82) 0E, 0H, 0H,

— = — —oF 6.10

( o oz (6.10a)
3 5\ OF. 0H, 0H

(‘L'l + ‘52) z _ y X ¢E

6.10b
ot ox  dy z ( )

On the other hand, as long as the materials on both sides of the interface are non-
magnetic, we have u; = u, = uy. Thus the normal magnetic component will be
continuous, and Eq. 6.5a can be used directly to update H, without the need for any
special treatment.

6.2.3 Source Excitation Techniques

In order to simulate the time domain response by using the FDTD updating
equations 6.5a—6.5f, one needs to apply first either an initial condition or a certain
type of source excitation to the structure. Early work used initial-condition plane
wave sources [4], which can be applied successfully only for some limited
applications involving one-dimensional wave scattering problems. For FDTD
simulation of general three-dimensional microwave structures, it is more effective
to use pulsed signal sources and excite specific field components at certain locations
of the FDTD grid, so that the desired dominant mode can be launched properly. In
particular, the Gaussian pulse, either baseband or modulated, has been the most
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preferred source signal, mainly because it has a well-defined waveform and Fourier
spectrum. A baseband Gaussian pulse can be expressed as

g(t) = e L=/ 1T (6.11)

where 7, is the center of the pulse, and T is the pulse width at its 1/e characteristic
decay point. Meanwhile, a sinusoidally modulated Gaussian pulse can be defined by

g(t) = e /T gin dpfe (1 — 1) (6.12)

where f, is the modulation frequency. These two pulses have the same Fourier
spectrum envelope, which also has a Gaussian profile

G(f) oc e~ 1’ (6.13)

with the only difference being that the baseband Gaussian pulse has its peak of
spectrum at DC, while the Fourier spectrum of the modulated Gaussian pulse is
centered at f;. Figure 6.3 shows the time domain waveform as well as the Fourier
spectrum of a modulated Gaussian pulse with 7 =100ps, #{, =3 T, and
fo = 15 GHz. If we assume a useful frequency bandwidth, BW, where the amplitude
of the Fourier spectrum is 10% (1% in power) that of its peak value, we find that the
bandwidth corresponding to the modulated Gaussian pulse in Fig. 6.3a is approxi-
mately 10 GHz and symmetric about the modulation frequency f,. More geneally, by
using Eq. 6.13, we can estimate roughly the useful frequency bandwidth for an
FDTD simulation from the pulse width 7" with the following relations:

BW(GHz) =~ 1000/T'(ps) (6.14)
for the case of a modulated Gaussian pulse, and

Jmax(GHz) =~ 500/T (ps) (6.15)
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FIGURE 6.3 (a) A modulated Gaussian pulse and (b) its Fourier spectrum.
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for the case of a baseband Gaussian pulse, where f,, can be considered as the
maximum frequency that can be calculated with resonable accuracy by the FDTD
simulation if such a Gaussian pulse is used for source excitation.

After choosing a proper type of source signal, the remaining question is how to
apply it to the structure to be simulated. For the case of microwave planar circuits
and antennas, which are our main interest here, the effort is to launch effectively the
desired mode (mostly the dominant propagation mode) along the feedline at the
input port of the circuit or antenna. Rigorously, one needs to have previous
knowledge of the transverse field distribution across the feedline, either by using
analytical approaches or by running a preliminary FDTD simulation for the feedline
itself to obtain the correct transverse field distribution first. However, if we allow a
certain “buffering” distance between the source plane and observation point, we can
excite the structure in a much simpler manner and still realize a successful excitation
of the actually desired propagation mode. Figures 6.4a and b show such approximate
excitation schemes for the case of microstrip lines and coplanar waveguides (CPWs),
respectively. In Fig. 6.4a, the vertical electric field components (£,) allocated on Yee
cells in the source plane and between the strip conductor and ground (a'd’c’d’) are
excited uniformly. All the other field components, including E, at the remaining part
in the source plane (abcd), are left“free-running” and updated using the normal
FDTD equations 6.5a—6.5f. The reader should notice that this source excitation
scheme is different from either the “electric wall” approach proposed by Zhang and
Mei [8], or the alternative “magnetic wall” approach described by Sheen et al. [10].
In these two approaches, the part of the source plane excluding the excitation region
(a'b'c'd") is enforced by either a PEC or a PMC condition during the Gaussian pulse
excitation, and the whole plane (abcd) has to be switched into an absorbing
boundary after the Gaussian pulse is launched into the structure. The assumption
of either PEC or PMC is artificial, however, and is not an absolute necessity in
applying source excitation into the simulation structure. While in both [8] and [10]
the source plane was chosen to overlap with one of the FDTD outer boundaries, we

7 hutie e Ranih Rauiien
i | R [
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FIGURE 6.4 Simplified field excitation of the dominant propagation mode in (a) microstrip
lines and (b) CPW structures.
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found that by shifting the source plane slightly inside the FDTD grid, it becomes
very easy and straightforward to apply the source excitation schemes we describe
here, without the need to assume any PEC or PMC conditions. Furthermore, since
the source plane is now separated from the outer boundary, which should be treated
specially by using a proper absorbing boundary condition (ABC, see next subsec-
tion), we totally avoid the need for any additional “switching” of boundary
conditions as required in [8] and [10]. We have employed this excitation scheme
in FDTD characterization of a microwave probe head [11]. A similar approach was
discussed in details by Zhao and Raisanen [12].

The last issue of concern is an effective separation of wave interactions between
the source excitation and reflection from discontinuities of the simulated structure.
This has been a very difficult task with the conventional “hard source” approach,
where a manual “switching” from source excitation to the normal Yee updating
algorithm is usually required [6]. Such a “switching” process can only be applied to
finite-width pulse sources, is usually structure dependent, and requires extra lengths
for the feedline in order to separate the incident and reflected waveforms completely
in the time domain. To avoid these problems, we can use a novel “soft excitation”
scheme as shown below. Instead of enforcing the excitation signal (e.g., a Gaussian
pulse) at the source plane, we can simply superimpose it onto the Yee updating
equations 6.5a—6.5f. For example, for the case of microstrip excitation as shown in
Fig. 6.4a, we can introduce a Gaussian pulse excitation by modifying the updating
equation for the £, component in the area a’b’c’d’ as follows:

—(nAr— 1 —0At/2¢ At/e
EMV(i j k) = e /T _ T O S oy S
o () k) =e o a2 D T A
5 HIV2G G+ 1, k) — HIPY2G k)
Ay

(6.16)

CHTPGg kD) = BTG k))
Az

It can easily be understood that by using this “soft excitation” scheme, any type of
excitation source (both sinusoidal and pulsed) can be introduced in a very natural
manner, without introducing any localized, unphysical PECs into the FDTD space as
encountered in the “hard source” approach. Since the first term on the right-hand
side of Eq. 6.16 will become zero after some time steps, the “switching” process
mentioned above is realized automatically.

6.2.4 Absorbing Boundary Condition

One of the most important issues related to FDTD is the implementation of an
efficient and high accuracy absorbing boundary condition (ABC) so that the
computational domain can be truncated with a finite-size FDTD grid. While it is
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theoretically possible to derive exact analytical expressions for the fields at the outer
boundary by using known fields inside the FDTD region, such global ABCs usually
require a large amount of computer memory. As a result, most work on ABCs has
been focused on local ABCs, which require only a few interior field data in the
vicinity of the FDTD outer bounary.

A great variety of ABCs have been developed for FDTD over the past 30 years.
The ABCs that have received major attention for effective truncation of general 3-D
FDTD grids, however, can mainly be categorized into two groups. The first group is
differential-based ABCs where the desired one-way wave characteristic is realized
by factoring the partial differential wave equation. The most popularly used one in
this category is Mur’s ABC [13], which will be described in detail later in this
subsection.

The second type of ABC employs the concept of absorbing materials, similar to
the concept of an anechoic chamber for antenna measurements. Early work on
material-based ABCs includes the conducting layer approach by Taflove and
Brodwin [14] and the reflectionless absorber by Holland and Williams [15]. The
perfectly matched layer (PML) proposed by Berenger [16], which represents a major
breakthrough in the development of advanced ABCs for FDTD or other partial
differential equation (PDE) techniques, is also based on the concept of lossy
materials. It should be pointed out that the PML is still a very active research
topic at the time of this writing. Interested readers are advised to refer to recent
issues of IEEE Transactions on Antennas and Propagation, IEEE Transactions on
Microwave Theory and Techniques, and IEEE Microwave and Guided Wave Letters
for the latest progress in this area.

Meanwhile, there have also been efforts to improve the accuracy of existing
ABCs by employing certain types of error compensation or cancellation schemes.
One representative approach is the “Super ABC” proposed by Mei and Fang [17].
By finding the relationships between the electric and magnetic field errors caused by
an ABC, they were able to devise an error cancellation scheme that resulted in
substantial improvements for a number of existing ABCs including Engquist and
Majda’s first- and second-order ABCs. Another example is the geometry rearrange-
ment technique (GRT) reported by Naishadham and Lin [18]. By superposition of
two subproblems with different source or boundary locations, they realized a simple
yet effective cancellation technique of the ABC-induced error for a great variety of
planar transmission lines as well as discontinuity problems.

A good ABC, from the user’s viewpoint, should satisfy the following criteria: (a)
It should be reasonably simple to implement and does not cause too much overhead
to the core computation inside the original FDTD grid. (2) It should be accurate
enough to be useful in most practical engineering problems. (3) It should be as
general as possible and independent of particular structures as well as their
electromagnetic characteristics. (4) It should be numerically stable, with as little
parameter tuning as possible. Based on these criteria, we believe that Mur’s ABC is
still one of the most preferred choices in implementing a general 3-D FDTD code at
the current stage. Mur’s first-order ABC has been used extensively in combination
with Mei and Fang’s “Super ABC” [19], while Mur’s second-order ABC is a
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completely self-contained set of formulations without requiring any additional
tuning parameters. It has been found to be very stable and reasonably accurate for
simulating a great variety of microwave circuits and antennas, especially planar type
MICs, MMICs, and integrated antennas. On the other hand, for electromagnetic
problems where an extremely large dynamic range (e.g., greater than 80dB) is
required, it becomes essential to use the most advanced PML schemes to truncate the
FDTD grid. It has been demonstrated that by appropriately selecting the constitutive
parameters of the PML slab, reflection errors as small as —100 dB can easily be
achieved over a very broad frequency range [6].

In the following, we will first present Mur’s first- and second-order ABCs with
some details for practical implementation, followed by a brief summary of the
unsplit-field type PML, which was reported recently in the open literature. We will
then compare the reflection errors of these two types of ABCs for the case of
terminating a typical 50-Q microstrip line.

6.2.4.1 Mur’s First- and Second-Order ABCs Mur’s ABC was based on the
one-way wave equation, which was originally derived by Engquist and Majda [20].
Consider a general 3-D wave equation in the Cartesian coordinate system,

A
v 2 —|E =0 6.17
<8x2 + 9 + PR 8t2) ! ©.17)

where i =x,y, or z, and v is the wave phase velocity. For a plane wave that
propagates from the x > 0 region and impinges on the x = 0 boundary, it is found
that there will be no reflection from the boundary if the following wave equation is
satisfied:

a 19
(Bx - ;&[1 - (Usy)z - (USZ)2]1/2>Ei|x0 =0 (6.18)

where i = y or z, and s + 57 + s = v2. In reality, however, the incident angle of
the wave reaching the boundary is unknown, and one needs to assume a certain
approximation for the term [1 — (vsy)2 - (vsz)z]l/ % in Eq. 6.18. Using simple Taylor
series expansions, Mur proposed a first-order ABC by assuming

[1—(vs,)* — (vs.)’]"* = 1 + O((vs,)” + (v5.)") (6.19)

which is effective for nearly normal incident waves, and a second-order ABC by
assuming

[1— (us,)’ — (vs.)°]"* = 1 = L(vs,)* + (v5.)°] + O((vs,)” + (v5.)°T")  (6.20)
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which is good for waves impinging on the x = 0 boundary from incident angles even
somewhat away from the normal direction. The corresponding one-way wave

equations are
a 190
————)E|,=0 6.21

(ax Ual) z|x_0 ( )

for the first-order ABC, and

O S AN R W S
Z (=) =4+ (=4+—=—I|E|]l_ =0 6.22
|:v dx 3t <v> e T2 <3y2 + az2) ile=o (6-22)
for the second-order ABC.
The remaining work is to implement the one-way wave equation into the FDTD
time-stepping algorithm. Referring to the allocation of the electric field components,
E, and E, as shown in Fig. 6.5, the following central difference equation can be used

to update these tangential field components at the x = 0 boundary for the case of
Mur’s first-order ABC:

v At — Ax
v At + Ax
x [E;T (1., k) — E(0, ), k)] (6.232)

ETN0,7,k) = E/(1,j. k) +

where ¢t = y or z. For the top FDTD boundary at x = X,,,, as shown in Fig. 6.1, the
field updating equations can be derived in a similar manner:

v At — Ax
v At + Ax
X E;hLl(Xmax - lvj’ k) - E:l()(maxsj7 k)] (623b)

E;H_I(Xmaxvj’ k) = Etn(Xmax - lvj’ k) +
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FIGURE 6.5 Tangential electric field components on Yee cell located at the x = 0 boundary.
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Meanwhile, the updating equations for Mur’s second-order ABC are as follows:

1. At the x = 0 boundary

EFTN0,), k) =—E/"'(1,), k)
v At — Ax
v At + Ax
e B B0 0+ B )
Ax(v Ar)?
2(Ay) (v At + Ax)
x [E'0,j + 1, k) 4+ 2E"0,, k) + E' (0, — 1, k)
+E'(1,j+ 1,k)—2E"(1,j, k) + E'(1,j — 1, k)]
Ax(v Ar)?
2(Az)*(v At + Ax)
x [EN0, j, k + 1) — 2E/(0,j, k) + E'(0,j, k — 1)
+E'(1,j k+1)=2E"(1,j, k) +E'(1,j,k—1)] (6.24a)

[ETH(1,j, k) + 7710, /, K]

2. At the x = X,

max

boundary
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X [E] XpaxJ» k 4+ 1) + Ef (Xopax, Jo k= 1)

= 2E{ Xnaxs Jo K) + B} X — 1.7, K+ 1)

+ E' Xy — 1 j k= 1) = 2E"(X,.. — 1./, k)] (6.24b)

ax
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The update equations for the remaining four boundaries can be obtained by
simple permutation of the coordinates. It should be noted that Mur’s second-order
ABC cannot be applied to the edges and corners of the FDTD grid, because some of
the field components required in Eq. 6.24 are not available since they are located
outside the FDTD outer boundaries. At these special locations, Mur’s first-order
ABC can be used for updating the tangential field components.

6.2.4.2 Unsplit-Field PML Using Anisotropic Material Berenger’s original
work [16] on the perfectly matched layer (PML) has stimulated a lot of research
efforts to realize the “perfect” ABC for FDTD or any other PDE based numerical
techniques over the past few years. For example, Fang and Wu [21] proposed a
generalized perfectly matched layer (GPML) that is effective in absorbing both
propagation and evanescent waves in lossless as well as lossy media. The most
recent effort in PML study, however, has been focused on developing PMLs that do
not require the splitting of the six electromagnetic field components in Maxwell’s
equations, as first suggested by Mittra and Pekel [22]. Sacks et al. [23] proposed a
perfectly matched layer using anisotropic material and implemented this novel PML
into an existing FEM code. Recently, this anisotropic PML has been implemented
successfully into the FDTD algorithm by Gedney [24] and by Zhao and Cangellaris
[25].

Assuming a lossy uniaxial medium, we can express the time-harmonic Faraday’s
law and Ampere’s law as follows:

V x E = —jou,u, iH (6.25a)
V x H = jweye, eE (6.25b)

where £ and i are relative permittivity and permeability tensors in the following
forms:

sc 0 0

i=|0 s, 0 (6.26a)
0 0 s
s* 0 0

p=|0 s 0 (6.26b)
0 0 s*

z

It was shown in [24] that a perfectly matched layer (PML) that is perpendicular to
the x-axis can be modeled as a uniaxial anisotropic material in which the following
relationships are satisfied:

—=—=s5,=s=5 =5 (6.27)
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In this case, any plane wave incident on the uniaxial medium, regardless of its angle
of incidence, polarization, and frequency, will be transmitted without any reflection
into the uniaxial medium. A convenient choice for s, that was suggested in [24] is

g = (6.28)
Jwgg

which leads to the following relative permittivity and permeability tensors:

1
o 0 0
J &y
E=Q= 0 1_‘_.6 0 (6.29)
JWé
0 0o 1+
J &

Substituting Eq. 6.29 into 6.25 gives Faraday’s law and Ampere’s law in the uniaxial
medium. While the field components tangential to the PML interface (E,, E., H,, H.)
can be discretized readily by applying the Yee algorithm as described in Section 2.1,
the normal components (£, and H,) need some special treatment due to the
introduction of an effectively negative conductivity along the x-axis in this case,
as implied by the nonphysical PML relatioinships in Eq. 6.27. A “two-step” update
scheme, using an intermediate electric and magnetic flux density for £, and H,,
respectively, was employed in [24] to obtain the proper update equations for these
normal field components.

For a general three-dimensional problem, the FDTD lattice needs to be terminated
by PML on all six sides. For PML interfaces normal to y- and z-axes, the uniaxial
parameters are simply permuted and similar update expressions can be derived.
However, some ambiguity occurs in the corner regions, where there is more than one
normal interface boundary. In these regions a more generalized constitutive relation
is necessary. The interested reader is referred to Gedney’s original paper [24] for a
detailed treatment on this issue.

In practical implementation of the PML scheme as described above, a spatially
varying conductivity should be used in order to avoid reflections at the interface of
FDTD/PML regions, as suggested originally by Berenger [16]. For a PML that starts
at x, along the x-axis, the conductivity ¢ can be chosen as follows:

G(x) — O'max |x - x0|m

o (6.30)

where d is the thickness of the PML, and m is the order of the polynomial variation.
In practical coding the PML is usually backed by a PEC wall, and the expectant
reflection error can be estimated by the following relation:

Rm(gl) = eXp[—zno Seffo-maxd cos 01/(’" + 1)] (631)
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where 7, is the wave impedance in free space, and 0’ is the angle of incidence. It
should be pointed out here that although Eq. 6.31 indicates that an arbitrarily low
level of reflection could be realized by increasing o,,,,, there is always a lower bound
on the achievable reflection level in practice, due to discretization errors as well as
numerical rounding errors. The PML thickness, d, on the other hand, is typically
chosen to be 8 to 16 cells, mainly from computer memory and CPU time
considerations for a practical FDTD simulation.

6.2.4.3 Numerical Evaluation of Mur’s ABC and PML As a test of the
numerical performance of Mur’s ABC and PML, we simulate a canonical microstrip
line problem as shown in Fig. 6.6a. The microstrip line is shielded so that the
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FIGURE 6.6 (a) FDTD simulation model of a shielded microstrip line and (b) reflecton
errors caused by Mur’s second-order ABC and PML with two different conductivity values.
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terminating effects of the front and end ABCs only can be evaluated. The dielectric
substrate is alumina with ¢, = 9.6 and its thickness is d = 0.1 mm. The strip width
of the nominal 50-Q line is w = 0.1 mm, and its length is assumed to be 4 mm in the
simulation. Other dimensions are a = 0.7 mm and 4 = 0.4 mm. By choosing the
Yee cell size to be Ax = Ay = 0.02 mm and Az = 0.04 mm, we obtain an FDTD
grid of 25 Ax x 35 Ay x 100 Az in total size. Next, a Gaussian pulse with 7 = 5 ps
is excited on the microstrip at a source plane that is 10 Az away from the front
terminating ABC. By recording the time domain waveform at a certain observation
point along the line, separating the small ABC induced reflection from the incident
pulse, and applying a fast Fourier transform (FFT) to the ratio of the reflected and
incident signals, we can obtain information on the reflection errors caused by a
specific type of ABC. Both Mur’s second-order ABC and the unsplit-field PML have
been tested here in conjunction with an in-house, general-purpose 3-D FDTD code.

As shown in Fig. 6.6b, the reflection error caused by Mur’s second-order ABC is
slightly below —40 dB over the frequency band of interest (DC to 60 GHz), even for
the present case where the dielectric constant of the substrate is relatively high
(¢, = 9.6). The reflection becomes smaller for substrates with lower permittivity, on
which most planar-type antennas are designed and fabricated. Such ABC induced
reflection can be reduced further by using certain types of error compensation
schemes [17,18], or by a proper gating of the time domain data before applying an
FFT to obtain the frequency domain responses. Mur’s ABC is very easy to
implement, requires no parameter tuning, and gives reasonably accurate results for
many practical engineering problems. Since it causes very little memory increase
and needs no special treatment of any field components, it is among the most
efficient ABCs for constructing a general purpose 3-D FDTD code.

Figure 6.6b also plots the reflection error caused by a 10-cell thick PML
assuming a fourth-order polynomial in its conductivity profile (m = 4). For the
two cases with ¢,,,,, =30 and 60, the numerically realized reflection errors are —38.5
and —73.7 dB, respectively, at the low frequency end. The reflection levels are quite
flat over the whole frequency range from DC to 60 GHz. Meanwhile, the theoretical
values of reflection as predicted by Eq. 6.31 are —39.3 and —78.5 dB, respectively,
for these two cases. A very close agreement has been obtained, although the
numerical reflection errors will eventually level off as the conductivity o,,,, keeps
increasing. By appropriately choosing the constitutive parameters of the PML slab
(0 max» M, and d), it is not difficult to realize reflection levels below —100 dB, which
is beyond the capability of Mur’s ABC. The cost for such a high performance ABC,
naturally, is a substantial increase in memory requirement as well as longer running
time. This, however, can be alleviated by taking full advantage of the latest computer
technology, which continues to offer less expensive memory and faster CPUs at a
rapid pace in recent years.
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6.3.1 S-Parameters for General Microwave Circuits

Scattering parameters are very frequently used in characterizing the performance of
microwave circuits. For a multiport network with N connecting ports, the S-
parameters can be calculated as follows:

97[ Vm(t)] Z()n

= FWO1\ Zom

(6.32)

where Z is the notation for Fourier transform, m,n =1,2,..., N, V,,(¢t) and V,(¢)
are the voltages at ports m and n, and Z,,, and Z;,, are the characteristic impedances
of the transmission lines connected to ports m and n, respectively.

For a typical two-port planar circuit as shown in Fig. 6.7, the four S-parameters
are

. 97[[/2 ref(t)]

o 97[[/1 ref(t)] —
7 TV inc(0)]

= )
g[VZtrans(t)] ZOl y[Vl trans(t)] ZOZ

Sy, = 22wt 201 g P st 202 6.33b
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where V;;, () and V; () (i = 1, 2) are the incident and reflected voltages at each
port, and V; .ns(¢) is the transmitted voltage at port i in response to the incident
signal at another port. In general, the complex S-parameters can be expressed in the
form of their magnitudes and phases. Referring to Fig. 6.7, the phase reference
planes are usually defined at locations where the feeding transmission lines are

Sy (6.33a)

Port 2

/202
ot v,

Reference
plane

Reference
plane

FIGURE 6.7 A general two-port microwave circuit.
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connected to the circuit. However, in FDTD simulation it is a common practice to
choose the observation points at some distances away from these reference planes to
avoid the influence of any higher order modes at the connecting discontinuities. It is
thus necessary to transform the phases of the S-parameters obtained at the
observation points to the reference planes as shown in Fig. 6.7. This can easily be
done by the following relations:

9—7[[/1 ref( )] 2 L g—:[VZ ref(t)] 29, L
Sy = bl oty = 22wl DL 2y, 6.34a
I O 2 = Z 0, 0] (6.342)

B

S2] — ’97[V2 trans(t) ZOI ,1L1+}72L2 S12 — 97[1/1 trans(t)] @ eysz-HvlLI (634b)
TV ine(0)] Zoz LV 2inc D] '\ Zoy

where y, and y, (y =a+jf) are the complex propagation constants of the
transmission lines connected to ports 1 and 2, respectively.

6.3.2 FDTD Characterization of Antennas

Antennas are of critical importance in any microwave and millimeter wave system
because they serve as the “transitions” between the RF transmitting/receiving
modules and the radiation and propagation of electromagnetic waves in free space.
Two parameters usually come first in relation with the analysis and design of any
antenna structure. The first is its radiation patterns, which essentially determine how
the radiated electromagnetic fields can be controlled by the antenna. The other
important parameter is the input impedance, or equivalently, the input return loss,
which describes how well the antenna is matched with its feeding structure. Some
other parameters to be considered include the antenna gain, efficiency, and cross-
polarization, as well as mutual coupling within an antenna array environment.

It has been found that the FDTD method is a very powerful approach that can be
used to calculate all the above parameters for almost all types of antenna structures.
For input impedance calculation, the antenna can simply be treated as a one-port
circuit terminated by ABCs at its outer boundaries. After the input return loss (S;;) is
obtained, the complex input impedance can be calculated easily by the following
relation:

(6.35)

where Z, is the characteristic impedance of the antenna feedline. The calculation of
far-field radiation patterns of an antenna, on the other hand, is not a straightforward
matter, because the FDTD grid is usually truncated at the near-field region in order
to keep the resultant memory size from being excessively large. Fortunately, since all
the near fields are available during the FDTD simulation, we can use the following
near-field to far-field transformation to evaluate accurately the far-field radiation
properties of the antenna.
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Let us first consider the electromagnetic fields from a radiating source enclosed
by a surface S, as shown in Fig. 6.8. According to the surface equivalence theorem
[26], if we have previous knowledge of the electric current density, J;, and a fictional
magnetic current density, M, on §’, we can use the following two vector potentials,

J —jkr”
A=p JJ € s
. A
M. —jkr”
F=c¢ JJ s ds’
. 4mr”

to express the electromagnetic fields at a far-field point, P, as follows:

E=—joA—22VV.A)—LvxF
k? €

. jo 1
H:—]wF—k—ZV(V-F)—i-;VxA

Since ' « r for the far-field P, we can assume

Y=\ 42— 2r cosy = r — ' cos i

and the two vector potentials in Egs. 6.36a and 6.36b can be rewritten as
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FIGURE 6.8 Surface equivalent theorem for near-field to far-field transformation.
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where
rcosy =r -F=x"sinfcos ¢ + ) sinfsin¢$ + 2 cos (6.40)

Since the integrands in Egs. 6.39a and 6.39b are functions of J,, M, 7/, and ¥ only,
we can define two new radiating vectors, N and L, as shown below:

N = ” N (6.41a)
.

L= ” M, sV g/ (6.41b)
.

which are related to the vector potentials A and F by

—jkr

A=uS N (6.422)
4nr
e—_/kr

F=c¢ L (6.42b)
4nr

Now if we substitute Eq. 6.42 into Eq. 6.37 and drop the terms that decay faster than
1/r, we can obtain the radiating fields at the far-field point as shown below:

eI
.e—jkr

Consequently, we can calculate the time-averaged Poynting vector (average power
density) at a far-field point (7, 0, ¢) as follows:

W, = 3Re[E x H¥] = JRe[EyH} — E,H ]

n
SA 22

By simply multiplying the above power density by the square of distance, 7%, we
obtain the radiation intensity of the antenna at a certain direction (6, ¢) as follows:

n
U =
812 [

An efficient way to implement the above near-field to far-field transformation is to
define a rectangular “virtual box” as shown in Fig. 6.9, which is located a few cells

2
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FIGURE 6.9 The “virtual box” for near-field to far-field transformation.

inside the FDTD outer bounary. The equivalent electric and magnetic current
densities, J; and M, are related to the field components on the surface of the
virtual box by

J, =1 x H, M,=-nxE (6.46)

In a Cartesian coordinate system, J; and M, can be expanded into x,y, and z
components as

J=JX+J§+J2  My=MI+MJ+Mz (6.47)

and the components of the radiating vectors in Eq. 6.43 can be calculated as follows:

Ny = (Jx cos 0 cos ¢ +J, cos Osin ¢p — J_ sin 0)e* sV s’ (6.48a)
S/

Ny = S/(—Jx sin ¢ + J, cos )& Y ds’ (6.48b)

Ly = (M, cos 0 cos ¢ + M, cos 0'sin ¢ — M, sin 0)e* sV g’ (6.48¢)
S/

Ly= S/(—MX sin ¢ + M, cos )& =V dS’ (6.48d)

Since the field components on the surface of the virtual box calculated by FDTD
are in the time domain, we can use the following discrete Fourier transform (DFT) to
obtain the corresponding phasor quantities:

—+00
F(w) = L f(He " dt (6.49)
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where w = 2nf, and f is the frequency at which the far-field radiation properties are
to be calculated. The advantage of using the DFT is that we can implement it directly
into the FDTD iteration loop with a simple summation as follows:

NSTEP )
Flw= Y f(nAe "2 At (6.50)
n=0

This “running DFT” requires less computer memory than an alternative FFT scheme
[27], because in the latter field components must be saved until the end of the FDTD
iteration. Since we are usually interested in the antenna patterns at a single or only a
few frequency points, the “running DFT” seems to be a preferred approach for this

purpose.

6.3.3 Application Examples

6.3.3.1 Slot Antenna Fed by Nonleaky Coplanar Waveguides Slot antennas
printed on dielectric substrates and fed by coplanar waveguides (CPWs) have widely
been used in recent years, mainly due to several advantages, including their
uniplanar nature and the ease of shunt connection or monolithic integration of
active devices [28]. The intrinsic bidirectional radiation of the slot antenna, however,
is an undesirable property in many applications. In order to realize unidirectional
radiation similar to that of microstrip patch antennas, a ground plane can be added at
the back side of the substrate. The introduction of the back conductor, however, will
form a parallel plate and cause energy leakage due to the slow-wave nature of the
parallel-plate mode. To solve this problem, a double-layered structure as shown in
Fig. 6.10a has been proposed [29]. By choosing properly the dielectric constant and
thickness of the two substrates, one can realize a nonleaky coplanar (NLC) structure,
where the leakage due to the parallel-plate mode can be suppressed completely
within the frequency range of interest.

To characterize the NLC waveguide and the NLC-fed slot antenna as shown in
Fig. 6.10a, several numerical techniques such as the extended spectral domain
approach (SDA) can be used [30]. We find that the FDTD is a very efficient
approach for analyzing these types of structures, because the FDTD algorithm will
take into account all related electromagnetic phenomena including surface-wave and
parallel-plate modes as well as radiation. Another advantage is that a very broadband
and high resolution frequency response can be obtained with only one FDTD
simulation, if we use a Gaussian pulse for source excitation and perform an FFT at
the end of the FDTD iteration.

Figure 6.10b shows the FDTD simulated complex input impedance of the NLC-
fed slot antenna, as well as a comparison with results obtained by the extended
spectral domain approach [30]. The parameters for the calculated structure are as
follows: L, =827 mils, w, =78 mils, w =39 mils, g =78 mils, ¢, =10.8,
&y = 2.2, h; =50 mils, and 4, = 125 mils. The two results agree with each other
satisfactorily and reveal a fairly broad bandwidth when the slot antenna is used near
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FIGURE 6.10 (a) Conﬁguration and (b) complex input impedance of an NLC-fed slot
antenna. (From [31], copyright © 1997 by IEEE.)

its antiresonance frequency around 6 GHz. Furthermore, by introducing a novel
optimized twin-slot configuration, we have shown that it is possible to reduce
significantly the undesirable mutual coupling within an array environment, making
this type of NLC-fed slot antenna a very promising candidate for several millimeter
wave applications such as focal plane imaging arrays [31].

6.3.3.2 Tapered Slot Antenna on Finite-Size Substrate One of the most
challenging issues in analyzing the radiation properties of planar-type antennas is
to consider the influence of the finite size of the ground plane or dielectric substrate.
This has been a particularly difficult task with many conventional numerical
techniques such as the method of moments (MoM). The near-field to far-field
transformation using the “virtual box” concept as described in the previous
subsection, however, makes the FDTD method a very powerful simulation tool to
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include such finite-size effects. For example, for a linearly tapered slot antenna as
shown in Fig. 6.11a, it has been found that the ground plane width, A, will affect
significantly the radiation patterns, and subsequently the gain of the antenna [32].
Janaswamy [32] reported both measured and MoM numerical results for a tapered
slot antenna with the following parameters: L = 10 cm, H = 3 cm, w, = 0.75 mm,
and o = 6°. The dielectric substrate was RT/Duroid 5870 with ¢ = 2.33 and
d = 28 mils, and its size was a = 8.25 cm and b = 10.25 cm. Figure 6.1b plots
the E-plane (yz) radiation pattern of the tapered slot antenna reported in [32], as well
as our FDTD results. It can be seen that the FDTD simulation has successfully
reproduced almost all details in the radiation pattern at all angles including the back

side, and the agreement with measured results is better in general than that of the
MoM analysis.
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FIGURE 6.11 (a) Configuration and (b) E-plane radiation pattern of a linearly tapered slot
antenna.
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6.4 EXTENDED FDTD FOR ACTIVE CIRCUITS AND INTEGRATED
ANTENNAS

6.4.1 Direct Implementation of Lumped Elements in FDTD Algorithm

The basic formulation for incorporating lumped linear and nonlinear circuit elements
into the FDTD algorithm was proposed originally by Sui et al. [33] for 2-D problems
and generalized to 3-D structures later by Piket-May et al. [34]. It was shown that
lumped circuit elements can be accounted for in Maxwell’s equations by adding a
lumped electric current density term, J;, to the conduction and displacement
currents on the right-hand side of Eq. 6.1b as follows

oE
VxH:8§+aE+JL (6.51)

If we assume that the lumped element is x-oriented in the FDTD grid and placed on
the edge of the (i, , k)th Yee cell, where the electric field component E.(i, j, k) is
located, the current density can be related to the total current flowing through that
Yee cell, /;, as

_ L
Ay Az

Jy (6.52)

Depending on the type of lumped elements, which can be a resistor, capacitor,
inductor, diode, or transistor, the element current, /;, can be a scalar multiple, time-
derivative, time-integral, or general nonlinear function of the electric potential,
V(i j, k) = E.(iJj, k) Ax, developed across the (i, j, k)th Yee cell. Applying central
difference to Eq. 6.51, we obtain the modified updating equation for E.(, ], k) to
include the effect of the x-oriented lumped element as follows:
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Since /; is evaluated at the (n + %)th time step, a semi-implicit expression similar to
Eq. 6.6 should be used for the corresponding electric field component, ErtY z(i, j. k),
in order to ensure numerical stability of the above updating equation.



250 FULL WAVE ELECTROMAGNETIC ANALYSIS IN THE TIME DOMAIN

The simplest lumped element is a resistor, R, where the element current, 7, (i, j, k),
is related to the electric field, E.(i, j, k), by

w2y 2 B R) A v .
[ =S = BN G D B R (659

Substituting Eq. 6.54 into 6.53, we obtain the E-field updating equation for the
resistor R as follows:
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As an example, we consider a 50-Q microstrip line terminated by a matched
(50-Q2) lumped resistor, as shown in Fig. 6.12a. The dielectric substrate is alumina
with ¢, = 9.6 and d = 0.1 mm. The width of the microstrip is 0.1 mm as well. The
lumped resistor is modeled by modifying the updating equation for the edge of the
Yee cell, which is connected to the center of the microstrip terminal at one end and to
a grounded via at the other end. In the FDTD simulation, a 5-ps Gaussian pulse is
injected into the microstrip line, and the reflected signal from the lumped resistor is
recorded and Fourier transformed to give the reflection coefficient (S;,), as shown in
Fig. 6.12b. While a relatively good impedance matching is realized at lower
frequencies, the reflection level becomes higher as the frequency increases, mainly
due to the frequency dispersion of the characteristic impedance of the microstrip
line. The same trend was also observed in [35], where the performance of a chip
resistor was characterized accurately up to 20 GHz by including the finite height
effect into the FDTD code with lumped element models.

One of the unique features of incorporating lumped circuit elements and devices
into a full wave FDTD algorithm is the capability to simulate all related electro-
magnetic phenomena including complicated wave—device interaction and mode
competition in the case of a multimode structure. Toland et al. [36] reported
FDTD simulation of mode control in a two-element active antenna, as shown in
Fig. 6.13. Two microstrip patch antennas are connected with a coupling line, which
can either be a simple through line or have a small chip resistor in the center. Two
Gunn diodes are integrated under the microchip lines at locations shown in the
figure. The diodes are modeled using an equivalent circuit, which is incorporated
into the FDTD algorithm by employing the implementation approach mentioned
above [37]. This two-element active antenna is expected to work at an anti-phase
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FIGURE 6.12 (a) A microstrip line terminated with a matched lumped resistor and (b)
numerical reflection due to the lumped resistor model.

mode when connected directly by a through line, but will switch to an in-phase mode
if a chip resistor is placed in the center of the coupling line [38]. Figure 6.14 shows
the FDTD simulated as well as measured radiation patterns for these two cases.
Although there are some discrepancies between the simulated and measured
oscillating frequencies, the results shown in Fig. 6.14 are very unique in that the
mode competition effect within a multimode structure has been predicted success-
fully by the FDTD simulation, which is a capability unavailable with any existing
EM or circuit simulators.

It is worth mentioning here that in order to ensure the convergence of the lumped
element FDTD procedure, it is often necessary to choose the simulation time step to
be smaller than the upper limit imposed by Curant’s stability criterion. This is
especially true when highly nonlinear devices or abrupt changes in waveforms are
involved. While reducing the time step usually means longer simulation time,
Ciampolini et al. [39] introduced a novel adaptive time-step algorithm, which
dynamically adjusts the time step itself to ensure convergence during the simulation.
Numerical examples show that the algorithm is very reliable and robust and
enhances significantly the computational efficiency of the overall lumped element
FDTD scheme.
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FIGURE 6.13 A two-element active antenna. (From [36], copyright © 1994 by IEEE.)
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FIGURE 6.14 FDTD simulated and measured results for mode switching in the two-element
active antenna shown in Fig. 6.13. (From [36], copyright © 1994 by IEEE.)

6.4.2 Extended FDTD Using Equivalent-Source Techniques

While the approach of directly implementing lumped elements and devices into the
FDTD algorithm has been applied successfully to microwave circuits including
resistors, capacitors, inductors, diodes, and bipolar junction transistors (BJTs), one
disadvantage is that the derivation of the field updating equations for the lumped
element subgrids will become extremely tedious when modeling lumped devices
with complicated equivalent circuits. Also, this approach seems impractical when a
multiport lumped circuit is involved. In an effort to alleviate these problems, Chen
and Fusco [40,41] developed a dynamic interface between the active device and
FDTD lattice to enable the simulation of prominent nonlinear behaviors of a large
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signal FET, which is connected across multiple FDTD cells. The equivalent gate and
drain currents adopted in their FET model, however, are coupled unintentionally
when incorporated into the distributed-parameter FDTD algorithm. A technique for
introducing an internal EM-field absorber into the FDTD three-terminal active
device model was proposed and demonstrated successfully in eliminating this
undesired current coupling [41].

In 1994, Thomas et al. [42] proposed a general approach that allows direct access
to SPICE models by communicating the FDTD algorithm with lumped circuit
simulation through an equivalent current source. A similar approach was adopted by
Kuo et al. [43] for small signal simulation of a microwave MESFET amplifier. A
dual approach, based on the equivalent voltage source concept, was also presented
by Kuo et al. in a subsequent report [44].

To illustrate the equivalent current source approach, we can start with the integral
form of Ampere’s law [43]:

dVdev

Ctotal 7 + Liev = Lotal (656)

where C, is the equivalent capacitance of the FDTD cell (C\, = €4/h, where 4
and /% are the area and height of the cell, respectively), V., is the terminal voltage of
the active device, Iy, represents the current flowing through the lumped circuits, and
L1 1s the total current determined by the line integral of the magnetic fields. This
equation, together with the device circuit model, leads to the equivalent circuit
characterizing the device-wave interaction as shown in Fig. 6.15a. The parallel pair
of current source, /,,;, and a capacitor, C,,, denotes a Norton-equivalent circuit of
FDTD cells as seen by the device.
Similarly, the integral form of Faraday’s law leads to

dl, dev

_Ltotal dt

- Vdev = Vtotal (657)

where L, is the total space inductance of the FDTD cell (L, = ud/h). The
corresponding equivalent circuit as shown in Fig. 6.15b, which consists of a voltage
source and a series inductor, represents the Thevenin-equivalent circuit of FDTD
cells as seen from the device side.

As an application example of the above-mentioned equivalent source techniques,
a microwave MESFET amplifier has been simulated by using both the equivalent
current-source and voltage-source approaches [43,44]. Figure 6.16 shows the circuit
layout of the microstrip-based amplifier, which consists of input/output matching
networks, DC bias circuits, and a GaAs MESFET. The S-parameters of the amplifier,
obtained by applying FFT to the time domain data, are shown in Fig. 6.17, together
with the measurement results. The two equivalent-source approaches provide similar
results that agree reasonably well with the measured data. The same technique has
further been applied to FDTD simulation of packaged nonlinear active circuits [45].
By employing a large-signal-device circuit model, nonlinear properties such as



254 FULL WAVE ELECTROMAGNETIC ANALYSIS IN THE TIME DOMAIN

Idev,g Idcv,d
: Gate Drainf—7
__Vdev,g Device L
C -T- Vdcv,d -
Imml,g total,g Circuit C total,d Ilotal,d
Model
(a)
Idev.g I dev,d
—> -

Gate Drain
L total,g Liotald
Device
Vlolal,g . .
+ Circuit

Model

(b)

FIGURE 6.15 (a) The Norton-equivalent circuit for simulating the device—wave interaction,
and (b) the alternative Thevenin-quivalent circuit. (From [45], copyright © 1997 by IEEE.)
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FIGURE 6.16 The layout of a microwave amplifier simulated by the extended FDTD
algorithm. (From [43], copyright © 1995 by IEEE.)
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FIGURE 6.17 Comparison of the measured and simulated S-parameters of the microwave
amplifier shown in Fig. 6.16: (a) |S;;| and (b) |S,;|. (From [44], copyright © 1996 by IEEE.)

harmonic generation and intermodulation in a power amplifier can be investigated in
a rigorous and straightforward manner. Moreover, the capability of including
packaging effects into active circuit simulations is a unique feature unavailable
with current CAD tools and should find important applications in circuit design
involving complicated EMC/EMI problems.

The equivalent-source techniques mentioned above have been generalized further
recently and applied successfully to the FDTD simulation of a singly balanced diode
mixer [46]. These demonstrations indicate that the extended FDTD method is a very
powerful simulation tool that can handle practical microwave circuits with intricate
equivalent circuit models of lumped devices. The technique is particularly useful in
the analysis and design of microwave active integrated antennas (AIA) [47], where
electromagnetic coupling is a crucial issue for a successful design. Since in the AIA
the antenna is not only used as a radiating element but also provides certain circuit
functions such as diplexing and harmonic tuning, it has to be characterized with the
RF circuitry as a whole entity from the very beginning. The extended FDTD should
also make possible full wave analysis of novel microwave circuit configurations such
as self-oscillating mixers. Such unique capababilities, which are either unavailable or
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difficult to achieve with most of the currently existing EM or circuit simulators,
make the extended FDTD a very promising candidate for next-generation microwave
and millimeter wave CAD tools, where electromagnetic analysis and circuit
simulation are integrated seamlessly and unified in an unprecedented fashion.
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7.1 INTRODUCTION

Injection-locking (IL) and phase-locked-loop (PLL) techniques can be used to
achieve synchronous operation of a number of antenna array elements. This has
been exploited for power-combining and high-gain/narrowband amplification in
microwave communication systems. Application of IL and PLL techniques to active
integrated antennas and arrays is particularly attractive since oscillators can
conveniently be designed around or within a variety of planar radiating structures,
making use of the antenna as both the frequency-selective and the dissipative
element (resonator and load). An additional attractive feature of IL and PLL methods
in this context is the ability to manipulate the phase distribution without additional
phase-shifting circuitry, suggesting a potential for low-cost beam-scanning systems.

These applications require a sound understanding of the nonlinear dynamics of
individual and interacting oscillators, to ascertain regions of mutual coherence, and
to establish conditions for achieving prescribed phase distributions. This chapter
develops analytical methods for coupled injection- or phased-locked oscillator
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arrays, suitable for predicting mode stability, transient response, and noise proper-
ties. Key results to be shown include (1) that beam control can be accomplished via
control of only peripheral array elements; (2) that the oscillator equivalent circuit
plays an important role in mode selection for common coupling schemes; (3) that
certain coupling topologies lead to a phase noise reduction proportional to the
number of oscillators; and (4) that some of the interesting array dynamics can be
derived from a linear differential equation, which reduces to the Poisson equation in
the steady state. The formulation for discrete array dynamics herein is also an
improved and corrected version of that appearing in earlier work [1].

The analysis presented here is only one of many different approaches to the
theory of nonlinear oscillations. It was first utilized by Kurokawa [2] to describe the
operation and noise characteristics of microwave oscillators. The method relies on a
frequency domain impedance, admittance, or scattering parameter description and is
therefore particularly well suited to microwave oscillators. As we will show,
Kurokawa’s method is derived from a rigorous expansion of the time domain
response through the inverse Fourier transform.

7.2 SYSTEMS OF COUPLED OSCILLATORS

The analysis of multiple-oscillator systems involves relatively minor extensions of
the elementary injection-locking theory but yields significantly more complex and
interesting dynamics. An oscillator array can be interconnected or externally
injection-locked in a number of possible configurations; a few examples from the
literature are shown in Fig. 7.1, such as a corporate fed externally locked array [3],
unilateral nearest-neighbor injection-locking [4], and “inter-injection-locked” [5,6]
or “mutually synchronized” [7,8] bilateral nearest-neighbor injection-locking.

A general model for analysis is shown in Fig. 7.2a. Each oscillator circuit is
coupled to an N-port network, which will be described in terms of Y-parameters.
The N-port includes both coupling circuits and the load. At each port we define an
oscillator admittance, Y, ;, to describe the nonlinear active element and embedding
circuit, which is coupled to a load admittance Y, ;, the input admittance of the
coupling networks at the ith port. The possibility of externally injected signals are
included via the independent current sources /;,; ; at each port, which (if nonzero) are
assumed to be coherent. From Kirchoff’s current law we can write

I (@) = Vi) Yose i, [Vi]) + Y; ()] (7.1)

where the tilde (7) denotes a frequency domain (phasor) quantity. From linear
network theory we can write

N V.
Y, () = > Yy(w)fj (7.2)
j=1 Vi



(a)

(b)

(c)

FIGURE 7.1

coupling.

7.2 SYSTEMS OF COUPLED OSCILLATORS

antenna

VvCO
f, f3 fy fs Varactor
i tuning ports

fa
,L injected signal

antenna

a
Master Slave Slave Slave Slave
VCO VCO VCO VCO VCO Varactor
f1 fa f3 fy f5 tuning ports
antenna
4
VCO Y
coupling
circuit J) Varactor
fy fa f3 fa f5 tuning ports

261

A few common array topologies. (a) Each element is locked to a common
reference signal, which is distributed by an RF feed network. (b) Unilateral injection-locking
where each oscillator is slaved to the preceding element. (c) Bilateral nearest-neighbor
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FIGURE 7.2 (a) General model for oscillator array analysis, which includes the topologies
of Fig. 7.1 as special cases. The coupling network includes the load network (usually an
antenna array). (b) A simple and practical parallel-coupling network using resistively loaded
transmission lines.
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where N is the number of oscillators in the system. So Eq. 7.1 can be written as

- N -
i (@) = X; Y, (o, [VDVi(o) (7.3)
j:
where
Y, (@, Vi) = Yose (0, [V;]) 0 + Y(@) (7.4)

and 0, is the Kronecker delta. The next critical assumption in the analysis is that
each oscillator is a single-mode system, designed to produce nearly sinusoidal
oscillations around a nominal center frequency w;; this is the “free-running” or
unperturbed oscillation frequency of the ith oscillator. Most practical oscillators can
be designed to satisfy this criterion by using an embedding circuit with a well-
defined and isolated resonance at o, with a sufficiently high O-factor (Q > 10), and
terminating the device so as to provide narrowband gain around this resonance. The
time-dependent output voltage can then be written (using complex notation) in the
following useful forms:

Vi(t) = Ai(t)e.][wrt+§bi(t)]
:Ai(t)e]()f(f)
= V(1) (7.5)

where 4; and ¢, are dynamic amplitude and phase variables, '/ = 4; exp(j¢,) is the
output “phasor” voltage at port i, 0,(f) = w,t + ¢,(¢) is the instantaneous phase, and
o, is a “reference” frequency that is presumably close in magnitude to the average
®;, but otherwise somewhat arbitrary and chosen for convenience for a particular
problem. The reason for defining V;(f) in terms of this reference frequency will
become clear later but, in the meantime, can be considered as establishing a variable
harmonic reference for the time variation of ¢, which proves convenient when the
oscillator system is perturbed from its free-running state. The #7ue time variation is
obtained by taking the real part of Eq. 7.6.

Applying the inverse Fourier transform to Eq. 7.3 and exploiting the slowly
varying amplitude and phase assumption, it can be shown (see Appendix) that Eq.
7.3 transforms to

ul oo Y0, 4) AV
L () = | Y, (o, A) V() + —= | (7.6)

= Wjw)  dt

where we have used the notation in Eq. 7.6. As described in the Appendix, Eq. 7.6 is
an approximation, valid when higher order time derivatives of amplitude and phase
and higher order frequency derivatives of the total admittance are both negligible
compared with the first two terms of the expansion (the two terms in the square
brackets in Eq. 7.6. This is generally satisfied for oscillation around an isolated
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resonance and for amplitude and phase fluctuations, which are slow compared to the
carrier (an excellent assumption in practice). This result is equivalent to using a
“Kurokawa substitution” for the frequency in Eq. 7.3 and can be written in the
matrix notation

(7.7)

= Y, dVv’
Ly(1) = [Y, Vo —} ot

Ww) dt

where Y, is a matrix with elements Y, i» Linj 18 @ vector with elements 7, /(¢), and V'
is a vector with elements V; (the phasor port voltages). This is a coupled set of first-
order differential equations for the port voltages and can be written as

= -1
av [ ¥, ot 5w
= <8(/a))> - [Lije Y, V] (7.8)

This in turn can be expressed as

dvy
=RV =1 N (7.9)

where

=\ -l
N [ 9Y A N V!
Fy(V) = ! s YA—":|
W= (a(w))ij [ v,
(Note: Equation 7.9 is a corrected and more rigorously valid version of equations
that have appeared in earlier publications [1,8].) This can be solved for the amplitude
and phase variations by separating real and imaginary parts to give

4.
d(jtl = A[ ReFl(A, (b) (7.10)
dj;" =ImF(A, d), i=1,...,N (7.11)

This is a general result for analysis of amplitude and phase dynamics in coupled
oscillator systems. We can simplify the analysis further by restricting attention to
“broadband” coupling networks, which satisfy

aYt ij 8Yosc |
by oSl 5 (7.12)
o) (o) 7

in other words, coupling networks that have negligible frequency dependence near
the operating frequency. This is equivalent to saying that the oscillator O-factor is the
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dominant Q of the system (see Lynch [9] for a treatment of coupling networks with a
nonnegligible frequency dependence, such as resonant coupling through an external
cavity). With this assumption, F; in Eq. 7.9 is given by

— Y. .
’ 0SC,1
Vi

aYosc,i(wr’ Az)) - |:]inj,i

N V!
F,-<V>:< o (@ 4) =3 Yg,(wr)V’J (7.13)

We are most interested in steady-state solutions to Egs. 7.10 and 7.11, where all
oscillators are synchronized to a common frequency, w, which occurs when

dA, do,
— =0 and %:w—wr, i=1,...,N (7.14)

In this case the oscillator phases will be bounded in time if the reference frequency is
chosen to be w, = w, in which case the steady-state solutions are determined by the
set of nonlinear algebraic equations

F(A,$)=0, i=1,....N (7.15)

If externally injected signals at frequency w;, are present, the synchronized
frequency (and reference frequency) can be taken as w = w;,; = w,. However, in
the absence of externally injected signals (Z,;; =0 for all i), the steady-state
synchronized frequency is not known a priori but must be determined from Eq.
7.15. The real and imaginary parts of F; must equate separately to zero, so Eq. 7.15
represents a set of 2N equations. Since the amplitude and phase of each oscillator are
2N unknowns that must be solved for, it would appear that when w is also unknown
there would be 2N + 1 unknowns, but in this case one of the phases is arbitrary and
can be set to zero (only the relative phases are important physically). For externally
locked arrays all of the oscillator phases are unknown, since the injected signals
establish a phase reference.

Unless the oscillators are strongly coupled, the oscillation amplitudes will remain
close to the free-running values. Assuming this to be the case, the amplitude and
phase dynamics are uncoupled, to first order. We then can restrict attention to the
phase dynamics governed by Eq. 7.11. This will simplify the analysis considerably.

To proceed further, we need to specify an oscillator model. In a well-designed
oscillator, the oscillation frequency will occur in the vicinity of a reactance or
susceptance null, which is assumed to be well isolated from other nulls (spectrally)
to avoid mode-hopping or multifrequency operation. In a narrow range of frequen-
cies around such a resonance, the oscillator circuit can be modeled by either a
parallel or series resonant circuit, shown in Figs. 7.3a and 7.3b, respectively. For
stability in the free-running case, the device in the parallel model must have a
negative conductance that decreases with increasing oscillation amplitude. The
device in the series model must have a negative resistance that decreases in
magnitude with increasing oscillation amplitude. We assume that the array is
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composed of oscillators that are stable in their free-running state. The coupling
between the oscillators serves only to synchronize the frequencies via the injection-
locking phenomenon and results in only a slight perturbation of the oscillators from
the free-running configuration.

7.2.1 Parallel Oscillator Model

Using the parallel model of Fig. 7.3a, the input admittance of the ith oscillator near
the resonant frequency ; can be approximated as

Yose.s @ —=Ga(4;) +72C(0 — ;) (7.16)

where C; is the shunt capacitance. In the free-running state, the oscillator feeds a
load conductance of G; as shown, so we can define a Q-factor for the free-running
oscillator as Q = w,;R; C; and write

G
Yosc,i ~ _Gd(Ai) +]K§B(w - wi) (717)

where w335 = ,;/20 is half the 3-dB bandwidth of the oscillator tank circuit. We
assume that the oscillators can have slightly different free-running frequencies, but
that the O-factors and 3-dB bandwidths are all the same, to first order. From this we
see that

aYosc,i(wr) _ GL (7 18)

W(w) g

Abti_ve
(@) device

-Ga(IV)

Active c
(b) device Ry
-Ra(IV)) L

Zs(w,|V))

FIGURE 7.3 (a) Parallel-equivalent oscillator model; (b) series-equivalent oscillator model.



266 PHASE-LOCKING DYNAMICS IN INTEGRATED ANTENNA ARRAYS

Using Eqgs. 7.17, and 7.18, and 7.2, the function F; from Eq. 7.13 is then give by

I
Fi=1<wi—wr)+“’3d‘3[“‘J,’+Gd(A) Z & 9’] (7.19)

7.2.2 Series Oscillator Model

The dynamics for a series oscillator model can be derived in similar fashion. Close to
the resonant frequency (o & ;) the input impedance of the oscillator in Fig. 7.3b is
given by

R
Zosc,i ~ _Rd(Ai) +'](U L (CO - wi) (720)

3dB

Our formulation requires the input admittance and derivative with frequency.
Assuming that the oscillators are only slightly perturbed from their free-running
state, the amplitude of oscillation will remain close to the free-running value, and
therefore —R;(4;) ~ R;. Using this approximation, the admittance can be expressed
as

1 1 w— ;
Y., = ~_ —; i (7.21)
P Zosei Ry(4) 7 w3gpR;
and so
Y .. 1
OSC,I(wV) — _ (722)
() 03q8R;

Combining 7.22, 7.2, and 7.13 gives

03gp | inj 1 4 0-0)
F, = : — L4+ — e 7.23
== o) G, |: V/ R,(4)) j; le ( )

The only difference between Eqs. 7.23 and 7.19 is the sign preceding the bracketed
term. Nevertheless, this has an important influence on the phase relationships, as we
will see.

7.2.3 Phase Dynamics with Nearest-Neighbor Coupling

There are a number of ways in which oscillators can be interconnected in a
broadband coupling network. Analysis for general coupling networks is discussed
in [1]. We will restrict attention to a simple nearest-neighbor coupling networks that
is appropriate for planar oscillator circuits, shown in Fig. 7.2b. When the coupling
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resistance is chosen such that R = Z, this network has the following admittance
parameter [8]:

Ni

27, T 1= 0, i=j
; BL
Y. = 1 —e L o oYy _ ) e Z iof—1 (29
’ 7 =l aGe) 27,
0 ' otherwise 0, otherwise

where L is the electrical length of the transmission line, Z, is the characteristic
impedance, 1; = (2 — 0;; — d;y), 0 is the Kronecker delta function, and 7, is the
group delay through the transmission line. For TEM or quasi-TEM lines,
T, = fL/w, and when BL <27 then the assumptions leading to Eq. 7.13 are
satisfied if nR; /OZ, < 1 (R, = 1/G}) [8], where Q is the O-factor of the oscillator.
We will assume this constraint holds and define the following “coupling parameters”
for future convenience:

e=— and ®=pL (7.25)

The independent sources representing externally injected signals are assumed to be
mutually coherent at a common frequency w;,; and are written as
L = p,Ge/ i (7.26)

Substituting Eqgs. 7.24 and 7.26 into Egs. 7.19 and 7.23, and using Eq. 7.25, the
phase dynamics in Eq. 7.11 are described by

do,; il
o (0; — @,) F e03qp ‘—21 sin(® + d; — )
jjii
Fpiwygssin(d; — ), i=1....N (7.27)

where we have assumed uniform amplitudes 4; = 1. The upper sign is for parallel
oscillators (Fig. 7.4a), while the lower sign is for series oscillators (Fig. 7.4b). This
equation applies to the end elements in the array provided that any terms containing
subscripts 0 or N + 1 are ignored. It is also understood that w = w;, when
externally injected signals are present, or @ is an unknown to be solved for
otherwise.

In previous work [8], it has been demonstrated theoretically and experimentally
that desired phase progressions can be established in free-running (p; = 0) nearest
neighbor coupled arrays, using coupling networks like that of Fig. 7.2b, by properly
detuning the oscillator free-running frequencies prior to synchronization. The
coupling phase ® also plays an important role in determining the stable range of
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FIGURE 7.4 Nearest-neighbor coupled-oscillator systems considered in this chapter. (a)
Parallel oscillators coupled in parallel using the resistively loaded network of Fig. 7.2b; (b)
Series oscillators in a similar coupling network.

phase shifts and the frequency distribution required for implementation. For
example, using Eq. 7.27 for parallel oscillators we showed that beam scanning
around the broadside direction can be achieved when ® = 0° with only detuning of
peripheral array elements [10], with the range of stable interelement phase shifts
being —90° < Af < 90°. Note that the phase dynamics Eq. 7.27 for series-type
oscillators with @ = 180° would yield exactly the same phase dynamics as the
parallel type with ¢ = 0° (and vice versa). This means that series oscillators require
a significantly different coupling circuit than parallel oscillators in order to produce
the same phase distributions.

For illustrative purposes as well as practical merit, we will focus on the case
where ® & nm, where n is an integer (the following analysis will be accurate for
small deviations in coupling phase around the point ® = nr). In this case, Eq. 7.27
becomes

dg; _

i+1
p (0; — w,) Fearggcos @ Y sin(¢; — ¢))

J=i—1
J#i

Fpiwyassin(d; —y,),  i=1,...,N (7.28)

The phase relationships will be strongly dependent on the free-running frequencies,
;. In a practical array the free-running frequency distribution can be manipulated
dynamically by employing voltage-controlled oscillators (VCOs) with a varactor
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tuning element. For a given coupling network we have the following analysis and
synthesis problems: (1) given a set of free-running frequencies, solve for the
resulting steady-state phase; or (2) given a desired phase distribution, solve for
the free-running frequencies that will produce this phase relationship. The former is
extremely difficult in the general case and must be carried out numerically (an
alternative based on continuum modeling is discussed later). The linearity of Eq.
7.28 with respect to the free-running frequencies makes the synthesis procedure very
straightforward.

For steady-state synchronous oscillation at , substituting a desired phase
relationship, denoted by a circumflex ¢;, into Eq. 7.28 gives the required free-
running frequencies:

it1 oA R
®; = O % W34 cos D ‘Zl sin(¢; — ¢;) £ p;w3gp sin(P; — ), i=1,...,N
J=i=

J#i
(7.29)

This would seem to imply that we can synthesize any arbitrary phase relationship by
suitably adjusting the free-running frequencies, but that is not the case; each possible
solution must be checked for stability (see [1]).

Note that for a single oscillator (¢ = 0, N = 1), both series and parallel models
yield Adler’s equation [11]:

d¢
dt

The difference in sign in this case is attributed to the assumed direction of the
injected current (into the oscillator). That is, the sign depends on how we define the
phase of the injected signal. This is also true for arrays; we can always uniformly
shift the injected-signals phases by +n to change the sign of the injection terms in
Eq. 7.28. This is just another way of saying that the phase reference in the injected
system is arbitrary, and therefore the sign of the injection terms is not considered
especially important.

= (g — Wiyj) F pW3qgp Sin(¢p — ) (7.30)

7.2.4 Free-Running Arrays

With no injection signals present (p; = 0 for all i), Eq. 7.28 reduces to

do, i+l _
W:(wi—a)r):FewMB cos®i§151n(¢i—¢i), i=1,...,N (7.31)
S

We remark in passing that, for the steady state, adding all N equations in Eq. 7.31
yields the interesting result

o, (7.32)

N
=1

1
w=—
N ¢

l

that is, the synchronized frequency is the average of the free-running frequencies.
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We can cast Eq. 7.31 into a form containing only relative phases by defining

Ap, =, — ¢, i=1,...,N—1
A = 0y — o

which eliminates the problem of having one arbitrary phase and also reduces the
order of the system by one. It also eliminates the unknown frequency w, but after
solving for the A¢; we can find @ from any one of Eqs. 7.31. The phase equations
can be written in matrix form as

%mb — AB T Aw,, cos DAs (7.33)

where A¢ and AP are vectors with elements A¢; and Af,, Aw,, = ew;4g, and

2 1 0 sinA¢,
- -1 2 -1 sinAg,
A= . ) S .

0 -1 2 sinA¢dy_,

Setting the time derivative equal to zero gives an algebraic equation for the steady-
state phase differences in terms of the oscillator free-running frequencies,

1 ;—1

s=f———
Aw,, cos

AB (7.34)

which can be solved by inverting the matrix A and solving for the phases using the
inverse sine function. The matrix A has a simple inverse

_Ji=N)

—1
4; v

i>j, A;' =4;' (7.35)

Clearly there are no possible solutions of Eq. 7.34 if any element of the column
vector A_IA[} has a magnitude greater than Aw,,|cos®|. When there is a valid
solution for the sine vector this will correspond to 2V~! different solutions for the
phase differences, since the inverse sine function is multivalued. The correct solution
is found by stability analysis. Stability is examined by linearizing Eq. 7.33 around a
steady-state solution. Denoting the perturbation to Ad as & gives

d -
—0 = —Md 7.36
7 (7.36)
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where the (N — 1) x (N — 1) stability matrix M is
M = +Aw,, cos (131:%6 (7.37)
and we have defined the (N — 1) x (N — 1) diagonal cosine matrix as

cosA¢, 0
cos A¢,

@l
Il

0 cosAdy_;

A stable mode requires that all the eigenvalues of M have positive real parts. This
will be true if the matrix is positive definite. The matrix A is always positive definite,
and the matrix C is also positive definite when each of the phases lies in the range

—90° < A, <90°,  i=1,....N—1 (7.38)

Since the product of two positive definite matrices is also positive definite, the
eigenvalues of the stability matrix are all real and positive when the phases lie in the
above range, as long as £ cos ® > 0. Therefore, Eq. 7.38 represents the stable phase
region for series oscillators when ® = =, and for parallel oscillators when ® = 27.

Alternatively, the matrix C is negative definite when each of the phases lies in the
range

90° < Agp; <270°,  i=1,....N—1 (7.39)

in which case the eigenvalues of the stability matrix are all real and positive when
Fcos® < 0. Therefore, Eq. 7.39 represents the stable phase region for series
oscillators when @ = 2, and for parallel oscillators when ® = 7.

These results are summarized in Table 7.1 and have been verified experimentally
[12]. Note that either phase range, Eq. 7.38 or 7.39, is sufficient to cause the vector s
in Eq. 7.34 to span all of its possible values, which proves that the stability region
fills the entire existence region. Furthermore, over this range of phases the sine
functions in s are one-to-one. Thus for each set of tunings within the stability region

TABLE 7.1 Ranges of Stable Phase Shifts for Different
Oscillator Models and Coupling Phases

Oscillator Model

Coupling Phase Parallel Series

0,27 —90° < A¢ < 90° 90° < A¢p < 270°
T 90° < A¢p < 270° —90° < A < 90°
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there is a unique phase vector that implies that a unique stable synchronized state
exists for a given tuning vector A.

7.3 SCANNING BY EDGE DETUNING

The analytical techniques developed above have demonstrated an ability to synthe-
size certain phase relationships in an oscillator array through the use of a suitable
coupling scheme, and by manipulating the free-running frequencies in the array. It is
natural to explore the possibility of manipulating the phase for beam control, in
which case a constant phase progression is typically desired. Beam-scanning arrays
using coupled oscillators have been developed for several coupling schemes. The
chief advantage of this concept is the total elimination of phase shifter circuitry and,
in most cases, an elimination of the RF feed network. The disadvantages of this
approach are a relatively small bandwidth, limited scanning range, and difficulties in
constructing oscillators with highly reproducible characteristics with high yield.
However, such problems can be alleviated through advances in oscillator design, the
use of phase-locked-loop techniques, and clever circuit augmentations [13].

From Eq. 7.34, we can establish the required conditions for a uniform phase
progression A¢ by inserting the (N — 1) element sine vector.

s=sinA¢(1, 1,..., 1) (7.40)
which gives the result

+Aw,, cos®sinA¢p, i=1
AB; =140, l<i<N-1 (7.41)
+Aw,, cosDsinA¢p, i=N—1

This implies that a uniform phase shift is induced simply by detuning the end
elements of the array (relative to the central elements) by equal amounts and in
opposite directions, with the amount of detuning establishing the amount of the
induced phase shift [10]. Inserting the result back into Eq. 7.28 we find that the
steady-state synchronized frequency is the same as the free-running frequencies of
the central elements, independent of the end-element tuning since the ends are tuned
in opposite directions. To summarize, the required frequency distribution is

o FAw,,cos®sinA¢p, i=1
w; =14 o, l<i<N (7.42)
o £ Aw,, cos®PsinA¢p, i=N

The range of phase shifts that can be synthesized depends on the osillator model and
coupling network as described in Table 7.1. We see that end-fire or broadside
scanning arrays are possible by proper selection of these parameters.
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This simple and useful result has the disadvantage of being difficult to explain in
a physically appealing manner. Recently, however, we have found that equivalent
continuum models for discrete oscillator chains can provide valuable insight into the
behavior of these systems. The basic idea is to pass to the limit of a continuous chain
of oscillators (rather than a discrete chain), and find the partial differential equation
that governs the system [1]. Applying this concept to our nearest-neighbor oscillator
equations (7.28), we write

P ¢
i — i = m and ¢, — ¢y = B
T li=12 T liv1)2
Then Eq. 7.28 becomes
¢ ) )
i o(i) + Aw,, 3 sin (E) (7.43)

The phase and free-running frequency variables are now continuous functions of the
position i. The entire set of coupled differential equations (7.28) is therefore just a
discretized version of Eq. 7.43. In the steady state synchronized state, and assuming
the phase is a slowly varying function of position (small phase change between
neighboring oscillators) then Eq. 7.43 is approximated by

Po_o— o)

a9 44
9i2 Aw (7.44)

m

This is just the one-dimensional Poisson equation. In electromagnetic terms, the
phase plays the role of the electrostatic potential, while the relative oscillator tunings
(which can be viewed as proportional to the dc voltage distribution for the varactor
tuning elements in a VCO array) play the role of the charge distribution.

Using this result we can understand the beam-scanning method easily by analogy
to electrostatics. The frequency distribution required to scan the beam is uniform
except at the boundaries of the array. This would be analogous to a parallel-plate
capacitor, where the charge is zero between the plates and nonzero on the plates with
opposite signs on each plate. As we know, the potential varies linearly between the
plates of a capacitor, with a slope proportional to the charge; therefore in the
oscillator problem we expect a linear phase distribution with the phase shift
proportional to the frequency tunings at the end of the array.

This beam-scanning technique has been verified experimentally. An eight-
element array was constructed using the coupling topology of Fig. 7.2b and is
shown in Fig. 7.5 [14]. The array was designed to operate at 8.4 GHz and featured an
element separation of one-half wavelength. The maximum beam-scan range for this
array was therefore £30° off broadside. The array was comprised of eight VCOs,
each of which used an NEC 900276 packaged GaAs MESFET (two parasitic
elements are shown in the figure). The oscillator was designed in a feedback
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FIGURE 7.5 Photograph of an 8.4-GHz oscillator array using feedback oscillators with a
varactor-tuned patch antenna [14]. The transmission-line coupling network is based on the
configuration of Fig. 7.4a. Individual varactor bias is applied via the coupling network at the
top. The two end elements were inactive and served to equalize the loading along the
remaining oscillators. The bias switches were used to determine the individual (free-running)
oscillator tuning characteristics.

topology using a single-device amplifier with a tunable microstrip patch antenna in
the feedback path. This varactor tuned patch served as a resonant load for the
ampifier [15]. By adjusting the varactor bias, the free-running frequency of each
oscillator was variable over a range of 150 MHz.

The effective radiated power (ERP) of the array was measured to be 8.5 W at
8.43 GHz. Figure 7.6 illustrates a typical broadside pattern, which was obtained
when the free-running frequencies of the oscillators in the array were set to
8.45 GHz. Varying the end-element tunings in the manner predicted by Eq. 7.42,
it was possible to scan the array from —15° to +30° off broadside; a representative
scanned pattern is shown in Fig. 7.6b. This scanning range indicates that progressive
phase shifts were achieved in the range —47° < Af < +90°. A maximum phase
difference of 630° was established between the first and last elements in the array.
That the scan range is centered away from broadside is consistent with a nonzero
coupling phase angle. This could be a result of a propagation delay through the chip
resistors in the coupling network, which was not accounted for in this first-iteration
design. Since the patterns closely resemble the theoretical patterns for a patch array,
the directivity could accurately be estimated from theory, yielding a total radiated
power of over 1 W for this array. This is consistent with the expected output power
from the collection of devices.
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FIGURE 7.6 Representative measured patterns for the array of Fig. 7.5 (a) A nearly
broadside pattern was obtained with all the elements set to approximately the same free-
running frequency. (b) A scanned pattern in the range of —15° to +30° off broadside was
obtained by symmetrically detuning the end oscillators.

7.3.1 Settling Time After a Detuning Transient

A natural question to ask is: How long does it take for the oscillators to reach an
equilibrium phase distribution and a common locked frequency after experiencing a
detuning event? For the beam-scanning technique just described, this would relate to
the maximum speed with which the beam can be moved from one angular position
to another. Also of interest is the behavior of the phase distribution during this
transient event. These questions will be answered qualitatively here using computer
simulations of the array dynamics (Eq. 7.28).

One would anticipate that the response time of an array is intimately linked to the
size of the array and the locking range; small arrays with large coupling strength
would respond more rapidly. This is indeed the case. A quantitative analysis based
on small perturbations has been described in [1] and yields dominant time constants
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on the order of (L/ 71)2 /Aw,, for small detuning transients, where L is essentially the
distance between the detuned oscillator and the farthest edge of the array. Figure 7.7
illustrates the response of an 11-element array after the center element has been
detuned abruptly by 0.5Aw,,. The initial state of the system is a uniform phase with
all elements set at a common free-running frequency. The time scale in this figure
has been normalized to the locking range according to 7 = Aw,,t. We observe a
smooth variation in phase between the initial condition and steady state, with a time
constant that is in close agreement with the simple theory described in [1].

Figure 7.8a shows the response of an identical array to equal and opposite step
detuning of the end elements of the array, as required of the edge-scanning technique
described earlier. Again, an initial zero-phase state was assumed. The phase is
observed to vary gradually, leading to a variation in output beam direction as shown
in Fig. 7.8b, assuming a half-wavelength spacing of array elements and a unity-gain
element pattern. Again, the time constant of the system is in general agreement with
the result mentioned above. Analysis of the transient dynamics using the continuum
modeling technique is the subject of current research interest [16].

7.3.2 Enhancements

One apparent limitation of the injection-locked or coupled-oscillator topologies (for
some applications) is the limited range of phase shifts that can be synthesized. This
could be improved by introducing a frequency doubler circuit after each oscillator, as

2 0

FIGURE 7.7 Evolution of phases versus normalized time (t = Aw,,?) in an 11-oscillator
chain after step detuning of the center element.
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FIGURE 7.8 Transient response of a scanning array using edge-detuning. (a) Evolution of
phases versus normalized time (7 = Aw,,?) in an 11-oscillator chain after opposite detuning of

end oscillators; (b) Resulting variation in array factor versus time, assuming a half-wavelength

spacing of array elements.
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FIGURE 7.9 The scan range of the coupled-oscillator system can be effectively doubled
using a set of frequency multipliers between the oscillator outputs and the antennas.

suggested in Fig. 7.9, which effectively doubles the interelement phase shift. Despite
additional circuit complexity, this technique has some additional benefits: the
oscillators can be designed at a lower frequency (half the desired output frequency),
which is useful because oscillators are sensitive to parasitic reactances, and also
because oscillator design is simpler when the device has high gain, which is more
easily achieved at lower frequencies. The range of oscillator tuning required to
achieve a given scan range is also significantly reduced, which is advantageous since
operation of the array near the locking band edge is undesirable due to increased
phase noise, reduced modulation range, and increased sensitivity to environmental
disturbances. FET-based doublers also provide a useful measure of isolation between
the oscillator and load, so a stable broadband load impedance is presented to the
oscillators, with the possibility of conversion gain (although this rules out quasi-
optical injection-locking). A prototype array using FET doublers has been demon-
strated at X-band [17], achieving a total phase variation of ~260°.

Lowering the phase noise of the oscillator arrays will be important, particularly in
a frequency-doubled array since the oscillator noise is also doubled. Low noise can
be achieved by injecting a stable reference signal (which could be modulated) into a
center element of the array, as shown in Fig. 7.9. This will be analyzed in more detail
later.

Injection-locking the array to a reference source is also related to the question of
modulation. The approach has inherently narrow instantaneous frequency response
and hence would probably be restricted to narrowband communications. However, it
is well suited to broadband FMCW radar or imaging configurations, in which case
the output frequency of the array must be linearly swept over a certain bandwidth.
For best resolution, wide bandwidths are required. At millimeter wavelengths it is
significantly easier to achieve a certain absolute bandwidth since the carrier
frequency is so much higher. In the coupled-oscillator array, this could be
accomplished by linearly sweeping the tuning voltage to each array element at the
same rate. The scanning technique depends only on the instantaneous difference in
oscillator free-running frequencies, provided the rate is slow compared to the carrier
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FIGURE 7.10 The scanning technique can also be implemented in a receive mode by using
the oscillator array as a set of coupled local oscillators and appropriately summing the
downconverted outputs.

(which is usually the case), and hence should not be affected by an FMCW
waveform, at least to first order.

The edge-detuned scanning configuration can also be employed in a receiving
application [18]. This is accomplished by using the scanning oscillator array as the
local oscillator for a set of mixers, as suggested in Fig. 7.10. Using early array
prototypes and some commercial packaged mixers, this concept was tested by first
measuring the scanning properties in transmit mode (oscillators coupled directly to
antennas), followed by the receive mode. Identical scan ranges and patterns were
observed in each case, as expected [18]. It may be possible to merge the transmit and
receive functions, especially for FMCW imaging arrays, by making each array
element a self-contained FMCW transmitter and receiver, with each array element
coupled to its neighbors. This is shown schemactically in Fig. 7.11. Alternatively,
each array element could be a self-oscillating mixer. These concepts have not yet
been tested.

scan control

scan control

S IF output

oscillator coupling network

external
modulation port

FIGURE 7.11 A possible transmit—receive system based on coupled-oscillator technique.
Each oscillator element serves as the transmitter and local oscillator (via leakage through the
circulator).
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7.4 EXTERNALLY LOCKED ARRAYS

External locking signals may be applied to one or more array elements in order to
frequency- or phase-modulate the system. In a subsequent section we will also
demonstrate advantages of external locking with respect to noise performance. In
most applications, we would like to maintain a uniform phase progression in the
presence of the externally applied locking signals. Examining Eq. 7.28 when p; # 0,
we find that the competing effects of injection-locking and mutual coupling tend to
preclude uniform phase progressions unless (1) the phasing of the injected signals is
identical with that arising from mutual coupling, and so tends to reinforce the desired
solution; or (2) only a single array element is injection locked. These are very
general observations; there may be special circumstances where careful adjustment
of all the free-running frequencies and phasing of the injected signals may lead to
desirable phase distributions, but these solutions are difficult to quantify analytically
due to the nonlinear nature of the equations. Therefore we will consider the
following two cases, which appear to have practical merit. We assume each oscillator
feeds an antenna, so that injected signals can be applied quasi-optically or via local
circuits, and that a parallel oscillator model is used.

Case 1: Global illumination of the array with p; = p and ; — ;_; = Ay, as shown
in Fig. 7.12a, with the free-running frequencies adjusted so that A0 = Ays. In this
case the incident locking beam and the mutual coupling act in concert to produce an
output beam emerging as if specularly reflected. The system thus resembles a quasi-
optical injection-locked amplifier. The injected signal establishes a common phase
reference, which we define as i, = 0. If the central array elements are adjusted so
that @; = wyy;, then the above assumptions are satisfied by
Wi + Ao, sinAy, i=1
w; = { O l<i<N (7.45)
Wi — Aw,, sinAY, i=N

which is independent of the locking signal strength and is the same condition
required to establish a uniform phase progression in a mutually synchronized array
with no locking [1]. We have also defined Aw,, = w45 in Eq. 7.45. Using methods
given in [1], it can be shown that this mode is stable under the conditions described
in Table 7.1.

Case 2: A single element of the array locked to an external source, as shown in Fig.
7.12b, with the free-running frequencies adjusted to produce a uniform phase
progression Af. If the /th element is externally locked, we write p, = pd;, where
0;; is the Kronecker delta, and take i/, = 0 as the phase reference for the system.
Here we can distinguish between external locking of a central array element and an
end element (i = 1 or i = N) of the array. In the former case, we find that a valid
free-running frequency distribution is given by Eq. 7.45 with A}y = Af. When an
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FIGURE 7.12 Two specific cases considered in this work to illustrate external locking of

arrays. (a) Globally injection-locked array (Case 1), with the locking signal applied quasi-
optically; and (b) Array with single element locked to an external source (Case 2).

end element is locked, we find (for / = 1)

Wjpj + 034(esinAO — p sin%l), i=1
w; = wmj, l<i<N (7.46)
— Aw,, sin A0, i=N

m_|

If we choose p = ¢ and <2)1 = A0, then the output beam is controlled only by a single
frequency variable, or equivalently, a single dc voltage.

In both cases, we have tacitly assumed a phase-modulated signal. For a
frequency-modulated injection signal, wj, varies with time, and hence the phase
relationships will fluctuate. This can be minimized by keeping the maximum
frequency excursions to a small fraction of the locking range. This turns out to be
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desirable to minimize signal distortion, as shown by Kurokawa [19] for a single
oscillator.

The next step is to specify a modulation waveform and examine the time
evolution of the instantaneous phase or frequency. For simplicity we consider a
step change in injection frequency, m;,i(f) = ®, + Awu(t), where u(?) is the unit step
function. This is useful in establishing estimates of response time of the system for
more complicated modulation signals. For the two cases elucidated above, it is
assumed that the system is in equilibrium with a uniform phase of zero across the
array prior to the step transient. Figures 7.13 and 7.14 show the computed evolution
of the instantaneous frequency for an 11-element line array. The time scale has been
normalized to the locking range using a new time variable T = ewsypt, and it is
assumed that p = ¢ in each case. The response of the array under global excitation is
essentially that of a single array element in the absence of mutual coupling and is
observed to respond very quickly. In the case of the array with a single locked
element, the response of the array is significantly slower and dictated by the number
of array elements between the injected element and the array periphery, much like
the response of the arrays to detuning transients as described earlier. It can also be
shown from Eq. 7.28 that the modulation depth, that is, the width of the modulation
spectrum, is severely limited in the case of a single locked elements to a maximum
frequency step of Aw,,/N.

FIGURE 7.13 Transient response of an 11-oscillator chain in response to a step change in
injection-signal frequency, for a single injection point at the center of the array, showing the
evolution of instantaneous frequency versus time.
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FIGURE 7.14 Transient response of an 11-oscillator chain in response to a step change in
injection-signal frequency, with the external locking signal applied globally, showing the
evolution of instantaneous frequency versus time.

7.5 PHASE NOISE IN OSCILLATOR ARRAYS

From above we see that robust locking favors a low-Q oscillator design, since this
implies a large locking range. Unfortunately, low Q-factors also imply larger phase
noise. External locking to a low-noise source is a possible solution. We will examine
the noise characteristics of nearest-neighbor-coupled oscillator arrays in the presence
of a noisy injected signal. Only phase noise is considered; amplitude noise and AM—
PM noise conversion are assumed negligibly small in comparison to the PM noise in
this work.

We assume parallel oscillators coupled using a network like Fig. 7.2b with
@ = 2nmn. Following [20,21], we model the internal phase fluctuations in the ith
oscillator by a time-varying susceptance B,,(f), which modifies Eq. 7.28 as

do, Lad S .
7; =; —wsgg| e Y. sin(0; — 0,) + p;sin(0; — ;) + B,(t) (7.47)
j=i—1
Jj#i
withi =1, ..., N, and we have used the instantaneous phase representation. Once a

steady-state solution for the phase distribution has been computed from Eq. 7.28,
Eq. 7.47 is used to investigate the behavior of small fluctuations around the steady-
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state solution. Making the substitutions 6, — (}51- +00; and Y, — lzl— + 0y, and

assuming 00; and oy, are small, gives

1 déo, i+l A A
o di sj:lz_:l((SGi — 60;) cos(¢; — ;)
J#
+ pi(00; — 0Yriy) cos(¢; — W) + B,i(1) (7.48)

Note that all of the injected signals are assumed to be coherent (derived from the
same source) and therefore all share a common time-dependent fluctuation y;,; (we
assume that any relative delays in the paths of the injected signals are short
compared with the coherence length of the injection source). Taking the Fourier
transform and rearranging some terms gives

i+l ~ N N ~ ~ ~ ~
& Y (50, — 50,) cos(h; — b,) —)——30, — p,50; cos($; — W)
j=i—1 W34

J#i

= Bi - piérpinj COS(&);‘ - l/,}l) (7.49)

where the tilde (7) denotes a transformed or spectral variable, and ® is the noise
frequency measured relative to the carrier. This equation can be written in matrix
form, using a similar notation as in [20]:

N80 =B, — o’ (7.50)
where
5~91 Bnl P1 COS(‘?’l - l;1)
56 _ ;92 ’ En _ Bn2 . o= P2 COS(%z - l&z)
Sty By oy — )

and N is a matrix with elements n;;, which are related to the steady-state phase
distribution and coupling/injection parameters. The phase fluctuations of the

individual oscillator are then determined by inverting Eq. 7.50:

80 =P-B, — 5y, P p’ (7.51)
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where P = Iilil, so that
- N —~ N /
00; = X;panj - 5‘,01'“]‘ z;pijpj (7.52)
j= j=

where p;; is an element of the matrix P.

The combined output of all the array elements is the most important quantity of
interest in coupled-oscillator array applications. In previous work [20] we showed
that

~ 1N ~
56total = N Z 59} (753)
j=1
Using Eq. 7.52 we can write Eq. 7.53 as

TR b S S W“” 54
total —NX; X;ng nj ZZP;, Pj (7.54)
J=li=

j=li=

The power spectral density of the total phase fluctuation (i.e., the phase noise) is
computed as described in [20], assuming the internal noise sources of the oscillators
have the same power spectral density but are uncorrelated and also uncorrelated with
the injected signal noise, which leads to a total phase noise described by

Sy 2
| 59total | =

PN|N 2 |(§Tp. j|2 N N ) 2
n y n 0 7.55
N2 > ;pu LY j;l;pt/pj (7.55)

The first term is the contribution from all the internal noise sources, including the
effects of the mutual coupling. The second term is the contribution from the noise of
the external injection source. For a given coupling network and injection-locking
configuration, the task of noise analysis is reduced to that of computing the matrix
elements p;. As discussed in [20], in some cases these sums can be resolved
analytically. _

The inverse of N is not easily expressed for the general case, even for relatively
simple coupling topologies. However, note that from the relation P-N=N.P =1
we can write

(7.56)
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The matrix elements n; are known in closed form, and it can be shown that

N Jo A N
Yoy =———— pjcos(¢; —y)) (7.57)
i=1 W34

7.5.1 Globally Injected Array

Substituting the conditions for a globally illuminated array as described in the
previous section (Case 1), we find

%nij =2 _ P (7.58)
i=1 @34
and so, from Eq. 7.56,
N -1
_jgpjk ) + 0/ w348 7:59)

The total output noise from Eq. 7.55 is then

(w/ 033(13)2 7 P2

+ Wi ————
p* + (0/w3gp)* "+ (/)
where the term |5~60|2 = |Z~'}’n|2 /(w/ a)3dB)2 is recognized as the noise of a single free-

running oscillator [20]. Note that in the absence of an injected signal (p = 0), Eq.
7.60 reduces to

~ 1 ~
100urall” = 5710001 (7.60)

- 106,
00> = —2-
| tota1| N

(7.61)
The free-running phase noise is reduced, for all offset frequencies, by a factor of N
compared with a single oscillator. This result has been shown to hold for any
reciprocal coupling network [20].

Examining Eq. 7.60 near the carrier, the output noise is that of the injected signal

lim, 100,00 |* = 103 (7.62)
w—0
and far from the carrier the noise reduces to that of a free-running synchronized
array

w—00

o~ 1~
lim |(59total|2 :ﬁ|500|2 (7.63)

The spectral characteristics of the total noise in Eq. 7.60 for intermediate frequencies
are shown in Fig. 7.15a for several array sizes, assuming ¢ = 0.1, p = 0.02, and both
the internal and injected noise characteristics follow the ideal 1/ dependence. The
individual array elements were taken to have a single sideband noise of —60 dBc/Hz
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FIGURE 7.15 Spectral characteristics of the phase noise in a globally illuminated array (Fig.
7.12) for (a) Several array sizes, both with (solid lines) and without (dotted lines) the injected
signal (the noise characteristics improve slightly with increasing array size due to the mutual
coupling); and (b) Several injection strengths, for the specific case of N = 10.
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at 100-kHz offset, typical of a low-Q microstrip MESFET oscillator, and the
injection source was modeled by a similar noise source with —130 dBc/Hz at
100-kHz offset. Note that the noise characteristics improve slightly with increasing
array size, which is due to the 1/N reduction of the contribution from the internal
noise sources, arising from mutual coupling in the array. The dependence on the
injected signal strength for the same parameters described above is also shown in
Fig. 7.15b.

7.5.2  Array with One Element Externally Locked

Following a similar analysis for the case of a single array element coupled to an
external locking source (Case 2), we find, for a signal applied to the /th element,

n; = —-————pdy (7.64)

which gives, from Eq. 7.56,

Zp,k pp =1,  k=1,....N (7.65)
w3dB]

The total noise is then given by

2

o7 2 2| lpm_]
|50mtal| =

(7.66)

160, 2
2 +ppyl* +p

ZPI,
i=

where the property p;; = p; was used. We cannot evaluate this expression analyti-
cally without first finding the elements of the /th row or column of P. However, we
can examine the limiting behavior near and far from the carrier. Near the carrier, Eq.
7.65 gives

-1
™~
and substituting into Eq. 7.66, gives
Tim, 100, [* = 100 (7.68)
Far from the carrier we find
o
Zpy - (7.69)
3dB

which gives

- 1~
lim |59tota1|2 =N|590|2 (7.70)

w—> 00
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These are the same asymptotic values as derived for the globally injected case. The
behavior for intermediate frequencies is more complicated computationally but
qualitatively similar with respect to frequency. Figure 7.16a illustrates the total phase
noise as a function of the offset frequency for several different array sizes, with the

0— . : T
: Array noise w/o injection
=20 N=1,2,4,8,16,32 1
: Center element injection-locked
N ol to external source
5 p=0.1,6=0.1
i3]
o
= 60
)
2
<]
o
0] -80
2
<]
P4
2 100
kel
K ...
-120f .
Injection source
_1 40 1 L L - Y L
102 10° 10° 10° 10° 107
Offset Frequency, Hz
@
0 T T
20 ) 1
... Array noise w/o injection
N of T . Center element injection-locked |
3 - to external source
% N=10 oscillators, € = 0.1
[y -60 i
[}
2
o N
a
3
2 p=0.05
z
2 o0
© .
°
-120F g
*--... Injection source
-140 L I ! oo . L
107 10° 10° 10° 10° 107
Offset Frequency, Hz
.(b)

FIGURE 7.16 Spectral characteristics of the phase noise in an array with the center element
injection-locked (Fig. 7.13b) for (a) Several array sizes, both with (solid lines) and without
(dotted lines) the injected signal (the noise characteristics degrade with increasing array size);
and (b) Several injection strengths, for the specific case of N = 10.
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injection signal applied to the center element. The same noise parameters were used
in Fig. 7.15, but a slightly larger injected signal strength was used (p = 0.1). Here
we observe a significant degradation in the output phase noise with increasing array
size. Figure 7.16Db illustrates the dependence on the injection strength. If the injection
signal is instead applied at the first array element, the noise characteristics degrade
more rapidly with increasing array size (see [21]). An analysis of the individual noise
fluctuations on the array confirms that the individual contributions from the array
elements increase with distance from the injected signal, at a rate that depends on the
coupling strength. Thus a practical system would clearly favor a large interoscillator
coupling strength, a large injected signal strangth, and the injected signal applied at
the center of the array.

7.5.3 Experimental Results

A five-element linear coupled oscillator chain was used for experimental verification
of the theory [21]. The array was comprised of five varactor-tuned MESFET VCOs
with a nominal tuning range of 8.0-9.0 GHz, coupling as in Fig. 7.2b with coupling
parameters ¢ ~ 0.5 and ® = L = 2x, and a relative injection strength of p & 0.25.

T T T T T T T T T T T T T T T L

-40 Individual N
\ Oscillators ]
L Free- —7 1
-60 - Running Array .
-80 7]
r Pinj ]
-100 | y
[ Externally-
-120 | Locked Array External source
Fo | (HP8350 sweeper) ——* )

103 104 109 106
Carrier Offset (Hz)

FIGURE 7.17 Measured phase noise versus offset for a five-element X-band MESFET array,
for both the free-running and externally locked cases. Noise powers of the individual
(uncoupled) oscillators are also shown, illustrating the noise reduction due to mutual coupling,
in general agreement with the simple models described in the text. Phase noise for the
externally locked case is shown for three different locking strengths, showing good qualitative
agreement with the theory (see Fig. 7.16b). Also shown is the measured noise of the injection
source.
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A low phase noise source signal from an HP8350B sweep oscillator was injected
into the center element of the array (Case 2).

Figure 7.17 shows the measured phase noise of the individual array elements
when free-running, along with the total array output under synchronized conditions
(all oscillators set to a common free-running frequency), the noise of the injection
source, and the array noise when locked to the injection source for three represen-
tative injection strengths. The injection frequency was tuned to the oscillators’ center
frequency for the measurement. The results show good qualitative agreement with
Fig. 7.16. In fact, using the measured values of the injection noise and free-running
array noise, the theoretical curves computed using Eq. 7.55 were virtually indis-
tinguishable from the measurement, and thus difficult to present on the same
curve for comparison. Departures from the idealized curves of Fig. 7.16 are due
to the more complicated frequency dependence of the array and injected noise
sources.

7.6 PLL TECHNIQUES

Phase dynamics in a simple zero-order PLL circuit are also governed by an equation
resembling Adler’s equation for injection-locking. As a result, the injection-locked
systems and techniques described above can all be reproduced using phase-locked
loop (PLL) techniques, at the expense of some added complexity in the circuit
design. There is also a strong potential for improvement in both bandwidth and noise
performance using PLLs. PLL techniques have also been employed for creating
mode-locked oscillator systems for pulsed applications [23].

A coupled-PLL array system for beam scanning is shown schematically in Fig.
7.18. This is described in [9] and similar to work described in [22]. We will show
that this system is directly analogous to the coupled-oscillator systems described
previously and yield scanning properties by edge detuning in a similar fashion, but
with a significantly larger locking/capture range. Using the notation in the figure, we

antenna

do

+

z
-n two-way

sca combiner scan
control control

FIGURE 7.18 A conceptual phase-locked-loop (PLL) array that mimics the behavior of the
coupled-oscillator systems described in the bulk of the chapter, including scanning by edge
control.
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can write the following equations relating the signals in each part of the individual
“loops™: for the VCO we have

de,
dt

w + :w,[l +C1(yn+1 —yn)], n=0,...,.N (771)
where C; is a constant describing the tuning sensitivity of the VCO, in the units of
(1/volt), and w; is again the free-running frequency of the VCO, in this case
corresponding to the oscillation frequency in the absence of a tuning voltage. The
mixer or phase detector is described by

x, = Cysin(¢, — ¢,_1), n=1,...,N (7.72)

where C, is a constant describing the conversion loss (also related to the VCO output
amplitude), in the units of (volt); the lowpass filter (LPF), which could represent an
active amplifier, is described by

dy,

o = —wsy, + Orx,, n=1,...,N (7.73)

where oy is the filter cutoff (any gain could be included in the constant C,). As with
the coupled-oscillator analysis, we can remove the common steady-state frequency o
by relative phases and tunings. Letting A¢p, = ¢, — ¢,_; and Af, = 0, — w,_;,
Egs. 7.71 and 7.73 can be approximated by

dA¢,

7:Aﬁn+clw0[yn+l =2y, + Yyl n=1,....,N (7.74)
D _ oy, + 0,C, sin(A¢,) (7.75)
dt - fyn -2 n .

where w, is an average tuning. The next step is to find the steady-state points that
satisfy

¥, = Cysin(Ag,) (7.76)

Aw, = =Ciogly, 1 — 29, +y,1] (7.77)

The free-running frequencies must therefore satisfy
AB, = —C,Cyayfsin(Ad, ) — 2sin(Ad,) +sin(Ap, )] (7.78)

This is identical in form to Eq. 7.33; using the same notation we can write Eq. 7.78
as

AB = —C,Cym,As (7.79)

The similarity in form to Eq. 7.33 means that all of the same conclusions, including
the ability to induce a uniform phase progression by edge detuning, apply to the
coupled PLL array system. The product C, C, is essentially the loop gain of the PLL,
and we can see that C;C,, plays the role of the locking bandwidth. To the extent
that we can increase the loop gain (by including an amplifier in place of the LPF), we
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can increase the locking range enormously compared with a similar injection-locked
array.

7.6.1 Injection-Locked Phase-Locked-Loop Circuit

To the extent that FET oscillators can be used as self-oscillating mixers, we have
recently examined the possibility of making extremely simple PLL circuits by
making only a slight modification to our standard VCO designs, as shown in Fig.
7.19a. The essential point is that the nonlinearity of the device will mix the oscillator
output against an injected signal, so mixing products will be superimposed on the
oscillator output. If these low-frequency signals are amplified and fed back to the
varactor tuning element appropriately, a type of PLL is created. This is termed an

Acos 6
output signal

*Vp Rpp | RFchoke

Ainj Ccos e,-,,j

injected signal —* DC-coupled IF

amplifier
voltage gain G

RF choke \/\

aGcos(e,-,,j -6+@)

tuning varactor

400F —— ILPLL . ]
I Injection-Locking only ]

300 [ ®  Model with parameters:
G=150

r K = 66 MHz/V
200 | @m0l Ay

o =-70°

amp to cathode

o . 1 AT R |
-20 -15 -10 -5 0
Pinj(dBm)
{b)

FIGURE 7.19 (a) A simplified schematic of an injection-locked phase-locked-loop (ILPLL)
system using a conventional VCO with an active lowpass feedback element. (b) Measured
locking characteristics for an experimental prototype at X-band.
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injection-locked phase-locked loop (ILPLL), since both IL and PLL processes are at
work. We can derive an approximate dynamical equation as follows: When the
oscillator is injected with an external low-level injection signal, the phase dynamics
of the injection-locked oscillator are described by Adler’s equation:

a0 .
E = winj = UJO + Awlock Sln(einj — 0) (780)

where Aw,. is the locking range. A MESFET VCO has the /—V characteristics

2
Vgs
[ds = Idss 1 - 7 (781)

p

where /;,, and V), are the saturation current and pinch-off voltage of the MESFET,
respectively. If the external signal is injected at the gate, then the gate voltage
includes a contribution from both the oscillator and the injected signal, written as

Ves = A’ c0s 0’ + A,y cos Oy (7.82)
where 4" and ' are the amplitude and phase of the free-running signal at the gate
(different from the output amplitude and phase at the drain); 4;,; and 0, are the
amplitude and phase of the injection signal. Substituting Eq. 7.82 into Eq. 7.81 gives
a low-frequency mixing product that can be extracted from the drain current (or
voltage) through an RF choke and expressed as a voltage:

acos(0 — Oy + D) (7.83)

where @ is a possible phase shift through the device, and o is related to the “mixer”
conversion efficiency, on the order of

/

oA~ R—DDI‘;;“f Ain (7.84)

P
where Rp, is the series resistance on the drain bias circuit. This signal is then
amplified and fed back to the varactor bias network, much like a phase-locked loop.
The output of the dc amplifier is expressed as oG cos(0 — 0y, + @), where G is the
loop dc amplifier voltage gain, and ® is now the “loop” phase including any new
contributions from the dc amplifier. The intrinsic VCO frequency will then respond to
this time-varying bias on the varactor, so in Eq. 7.80 we should make the replacement

g = 0y = oGK cos(0 — 0, + ©) (7.85)

where K is the tuning sensitivity of the VCO. The =+ sign in Eq. 7.85 refers to
whether the amplifier output is connected to the cathode or anode side of the
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varactor. Assuming the amplifier output is connected to the anode of the varactor,
substituting Eq. 7.85 into Eq. 7.80 and making some approximations, we obtain a
new phase equation

a0

E = winj = (’00 + A(}Jiock Sin(@inj — 9 + (D/) (786)

where
Awiock = [(O(GK)Z + (Awlock)2 + 20GK Aa)lock sin 4)]1/2

and

/ — t
¢ =arc an( Awyg F 0GK sin @

FaGK cos O )
and A is the new locking range of the system. With proper design of the circuit,
the locking range of the system can be larger than that of the injection-locked VCO,
Awjy > Aoy

This approach was verified using a simple 10-GHz prototype [24]. The VCO used
an NEC32184A GaAs MESFET in a common gate configuration (for large tuning
range), and a M/A-COM 46580 beam-lead hyperabrupt varactor diode. The external
signal was injected at the gate using a 50-Q microstrip transmission line. The loop dc
amplifier used a two-stage BIT (NEC56708) broadband feedback amplifier with a
20-dB gain. The measured locking range is shown in Fig. 7.19b for both possible
varactor configurations and also compared with the measured result for the isolated
VCO. Also shown is the comparison with the model (Eq. 7.86). The figure clearly
shows that the locking ranges can be improved significantly by the feedback
amplifier. The locking range is more than doubled over the range of injection
power examined. This is a significant improvement for the coupled oscillator
applications. Note that this is not simply a loading effect whereby the amplifier
decreases the O-factor of the VCO, which is verified by the decreases in the locking
range when the amplifier is connected at the cathode of the varactor diode. This is a
very simple technique for increasing the locking range, which should lead to robust
power-combining and scanning arrays, while simultaneously reducing amplitude
fluctuations. We have recently shown that this circuit possesses exceptional near-
carrier phase noise properties [25].

7.7 PERSPECTIVE

It is interesting to note that many of the synchronization phenomena in electrical
oscillator systems have analogues in a diversity of biological and physical systems,
and in fact the mathematical models are in some cases virtually identical. Examples
include modeling of neural activity [26], swarms of synchronously flashing fireflies
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[27], the coordinated firing of cardiac pacemaker cells [28], rhythmic spinal
locomotion in vertebrates [29,30], the synchronized activity of nerve cells in
response to external stimuli [27], and synchronized menstrual cycles in groups of
women [31]. In the physical sciences, examples include oscillations in certain
nonlinear chemical reactions [32], the collective behavior of Josephson junction
arrays [33,34], laser diode arrays [35], and possibly quantum dots.
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APPENDIX: KUROKAWA’S SUBSTITUTION

Consider a linear, time-invariant network described by the voltage transfer function
H(w),

Vou(@) = H(0)Vip() (A1)

This equation can be expressed in the time domain using the Fourier transform pair

00 o¢]

v(t)e 7 dt < v(t) = %J V(w)e™ do (A.2)

—0Q

7o = |

—00

If the input signal V;, is a modulated sinusoid at a carrier frequency w, we can
represent the time variation in the complex form

Oin(t) = A = v (D) (A.3)

where it is understood that the actual time variation is found by taking the real part of
Eq. A.3. Note that the spectrum of the modulation alone,

%mzjwwww (A4)

—00

is related to the input signal spectrum by the well-known shifting property

Vin(®) = V(o + o) (A.5)
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Taking the inverse Fourier transform of Eq. A.1 gives

1 (> ~
) =52 | HFi)e” do (A.6)
—00
1 (® ~ /
— 2_J H(w' + o)V ()e @+ day (A.7)
us —00

The transfer function can be expressed as a Taylor series about the carrier frequency
wo,

X, 1 d"H(wy)

H(o' —
(@ F o) =2 e

— ()" (A.8)

Substituting Eq. A.8 into Eq. A.7 and interchanging the order of integration and
summation gives

< 1d"H(w,)

Uout(t) = ' de)

[ J (J)' Vi (e dt]efwof (A.9)

The integral in square brackets is recognized as the nth derivative of the modulation,
so from Eq. A.3 we can write

o0 ld"H(wO)d"(Ae/ )
nl dGoy’  de

Uout(t) = /wnt (A 10)

The actual output is found by taking the real part of Eq. A.10. In the case of a slowly
varying modulation and/or a broadband network, the higher order derivatives in Eq.
A.10 diminish rapidly and the output voltage is well described by the first two terms
of the expansion. Taking the first two terms and using Eq. A.3, Eq. A.10 reduces to

d d 1d
Vout () A2 03, (1) [H(wo) + 1—2(;)0) (7(? —_1271;{)] (A.11)

Kurokawa [2] appears to be the first to recognize that this result can be obtained from
the state equation A.1 by substituting

do 1dA
—— A.12
dt ]A dt ( )

w—> Wy +——
in the transfer function and invoking a “slowly varying amplitude and phase”
assumption,

do 1dA
— K Wy, A1di
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to expand the transfer function around the frequency w,. This is referred to as the
“Kurokawa substitution” in the text.

Note also that we did have to choose the carrier frequency w, as the reference
point for the Taylor expansion in Eq. A.8. It is a natural choice in this example, but
in the case of a multiple-oscillator system there are several “natural” frequencies
from which to choose. We can express the input signal (Eq. A.3) in terms of any
arbitrary reference frequency by suitably redefining the phase variable to include a
linearly increasing part,

vy, (1) = A(r)e! 0] (A.14)

where ¢'(f) = ¢(t) + (wy — w,)t. The resulting expression for v,,(¢) is then exactly
the same as Eq. A.10 if w, replaces wy, and ¢ replaces ¢. One must be careful,
however, when truncating the expansion under the assumption of slowly varying
amplitude and phase in this case, since ¢’ can vary rapidly in time compared with ¢
if the new reference frequency w, differs significantly from the “true” carrier
frequency, which was assumed to be o, in the example.
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8.1 INTRODUCTION

The emergence of millimeter-wave communication systems has created an urgent
need for medium- to high-power millimeter-wave sources. Although this need has
traditionally been met by vacuum devices such as klystrons and traveling-wave
tubes, recent advances in semiconductor technology make it desirable to replace
them with lighter and less expensive solid-state devices, which do not require high-
voltage power supplies. However, due to the limited output power from millimeter-
wave semiconductor devices, the outputs of many devices must be combined.
Spatial, or quasi-optical, power combining eliminates the need for complicated
and lossy feed networks. In this approach, the output powers of a large number of
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solid-state devices are coherently combined in free space. Quasi-optical power
combiners can be classified as grids or arrays. Both are periodic planar arrays of
devices and antennas, but their different periodicities result in a number of
differences in their design and implementation. A grid consists of a periodic
metal pattern loaded with active devices, where the interelement spacing is a
small fraction of a wavelength and interelement coupling is strong. An array consists
of an input and output antenna array with active circuits between each input and
output element. The interelement spacing is a half-wavelength or larger and the
interelement coupling is assumed to be weak.

Figure 8.1 shows a transmitter and receiver front end consisting of cascaded
quasi-optical components. This is a new kind of architecture for microwave analog
front ends that offers the following potential advantages:

« For the transmitter end, the outputs of many low-power devices are combined in
air, eliminating feed lines and the associated loss and dispersion.

» The power-combining efficiency should remain constant as the number of
elements increases.

« Failure of one or a few devices results in only graceful degradation, but the
entire array remains operational.

 Since the noise from each device is uncorrelated, the phase noise of the
oscillator array decreases as the number of elements increases. For receivers,
the noise figure of the array is equal to the noise figure of a single element. This
results in an increase in dynamic range of 10 log N, where N is the number of
elements in the array.

The chapter begins with a full wave analysis to calculate the equivalent
embedding circuit of the passive grid. Section 8.3 describes a method, easily
implemented with a linear circuit simulator, to determine the oscillation frequency
of a transistor connected to this embedding circuit. Optimizing this embedding
circuit for maximum output power is discussed in Section 8.4. In Section 8.5, the
optimum circuit is used as a benchmark for assessing a given design. Section 8.6

Transmitter Front End Receiver Front End

2.
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)
)
)
)
i RF Signal
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FIGURE 8.1 Quasi-optical transmitter and receiver front ends. For simplicity, all of the
components are shown as grids, although they can also be realized as active-antenna arrays.
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discusses the difficult problem of transforming an optimum embedding circuit to an
actual grid geometry. Finally, Section 8.7 presents the design and measurements of a
high-efficiency oscillator along with its integration into an oscillator array.

Since this chapter focuses on the design and optimization of the oscillator
component in this system, a brief overview of other selected quasi-optical compo-
nents demonstrated to date follows. For a more complete treatment on these
components and on quasi-optical power combining in general, the reader is referred
to [1].

» Quasi-optical Modulators. Several types of X-band phase modulators have
been demonstrated, including a varactor-diode-loaded grid with 25° of contin-
uous phase shift, a PIN-diode-loaded grid with quadrature phase shift, and a
transistor-loaded antenna array for BPSK modulation [2]. Amplitide and
frequency modulation can be achieved in a grid oscillator via the dc bias [3]
or by cascading varactor-diode and oscillator grids [4,5].

» Quasi-optical Amplifiers. A number of free-space amplifiers consisting of
arrays of antennas integrated with amplifiers in microstrip or coplanar wave-
guides have been demonstrated [6]. Schoenberg et al. [7] devised an on-
substrate lensing system utilizing delay lines for efficient input feeding,
demonstrating an X-band low-noise receive lens amplifier with 1.7-dB noise
figure and beam-scanning, forming, and switching capabilities [8]. In these
two-dimensional power combiners, all of the dissipated power needs to be
removed at the edges of the array, which could present inadequate heat sinking,
especially around the center of the array. Therefore, efficiency is a prime
concern and was addressed in a C-band class-E power-amplifier antenna array
that delivers 2.4 W of output power with 64% power-added efficiency and 85%
power-combining efficiency [9].

 Quasi-optical Isolator. To protect the amplifier against high-level reflections, an
isolator is often used as the final stage in a transmitter. Hollung et al. [10]
demonstrated an X-band quasi-optical isolator consisting of six cascaded
gratings, four of which provided linear-to-circular polarization conversion.
Isolation of 9dB and 19dB was measured for the copolarized and cross-
polarized waves, respectively.

« Quasi-optical Filters. Filters, especially those with sharp roll-off characteristics,
are essential for channelized receivers. Tunable filters offer additional system
flexibility. In [11], cascaded passive gratings are shown to have useful filtering
properties, especially when loaded with lumped elements; by loading the
grating with varactor diodes, an electronically tunable filter was realized.

« Self-oscillating Mixer. For systems requiring high sensitivity, a superheterodyne
system could be realized using a grid oscillator and a grid mixer [12].
The local oscillator can be eliminated by using a self-oscillating mixer,
which provides its own LO. In [13], three harmonic self-oscillating grid
mixers are used in an angle-diversity scheme that reduces multipath fading
effects.
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FIGURE 8.2 A grid oscillator, consisting of an active-device array placed within a Fabry
Perot cavity. From [15], copyright © 1997 by IEEE.

8.1.1 Grid Oscillators

A grid oscillator [14] is shown schematically in Fig. 8.2, where a metal grating is
loaded with either two- or three-terminal solid-state devices. The grating is etched on
a dielectric substrate and has a period much smaller than a free-space wavelength.
The vertical leads of the grating serve as antennas, and the horizontal leads as dc bias
lines. If properly designed, the bias lines do not affect the high-frequency perfor-
mance of the active grid, as the radiated electric field is vertically polarized. A mirror
is placed behind the grid to provide the positive feedback necessary for oscillation. A
partially transparent reflector is sometimes placed in front of the grid; this config-
uration is analogous to a Fabry-Perot cavity laser, where the active grid serves as the
gain medium.

When dc bias is applied, an oscillation is triggered by transients or noise, and
each device oscillates at a different frequency. An incoherent wave radiates from the
grid, reflects off the mirrors, and injection-locks the oscillating devices. At the onset
of oscillation, different cavity modes compete, as in a laser. Since most grid
oscillators use low-Q, unstable Fabry-Perot resonators, the mode with the lowest
diffraction loss most likely dominates [1]. After a few round trips, the higher order
modes lose most of their power to diffraction, resulting in a single-frequency, self-
locked, coherent oscillation.

8.2 FULL WAVE MODELING OF PLANAR GRIDS

Determining the embedding impedance presented to the solid-state device is the first
step in designing an active-grid array. This is a nontrivial task, due to the
complicated field interactions between the devices, the metal grating, and the
dielectric substrate. To make the problem tractable, edge effects are ignored by
assuming that the grid is infinite in extent. In addition, each grid cell is assumed to
contain an identical ac source that is phase-locked to all of the other sources in the
grid. Under these conditions, planes of symmetry can be exploited to simplify the
problem. Horizontal symmetry planes have electric-wall boundary conditions and
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vertical symmetry planes have magnetic-wall boundary conditions. These walls
extend out to infinity, forming an equivalent unit-cell waveguide.

As shown in Fig. 8.3a, the unit cell can be separated into two components: the
embedding circuit (consisting of the metal grating, dielectric substrate, mirror, and
free space) and the active device, which can be characterized using linear S-
parameters or a nonlinear circuit model. For a transistor array, both the embedding
circuit and device model can be represented as two-port networks, where the ports
represent, for example, the gate-source and drain-source ports of a MESFET. A grid
oscillator can then be viewed as a quasi-optical implementation of a two-port
feedback oscillator (Fig. 8.3b).

Based on the unit-cell approximation, two techniques have been developed for
characterizing the embedding circuit: the induced EMF method [14] developed at
the California Institute of Technology and a full wave method [16] developed at the
University of Colorado. The EMF method is applicable for grid structures in which
the current distribution can be reasonably approximated. The full wave technique,
described in this section, does not depend on knowing the current distribution,
making it possible to analyze grids with arbitrary periodic metallization.

Figure 8.4 illustrates the boundary-value problem to be solved. Regions 1 and 3
represent free space, and region 2 represents the dielectric substrate. Surface current
is supported on the metallization at the interface between regions 1 and 2. Using
the electric- and magnetic-wall boundary conditions of the unit-cell waveguide

Transistor | p
m O

Embedding
Network

(a) (b)
FIGURE 8.3 (a) Unit cell of a grid oscillator with the transistor and passive grid separated.
(b) Feedback-oscillator model consisting of the embedding network and the transistor model.
P, and P, represent the input and output power of the transistor, respectively. The power
dissipated in the embedding network, P, — P;,, is the actual power radiated by the grid
oscillator. From [15], copyright © 1997 by IEEE.
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FIGURE 8.4 A unit-cell waveguide with an arbitrary metallization pattern printed on a
dielectric substrate. The gap in the metallization represents the point where a one-port active
device would be inserted.

(n x E = 0 for an electric wall and n x H = 0 for a magnetic wall, where n is the
normal vector), the transverse electric-field components can be expressed as

E(x..2) = 3%;3W®“% )'(Tﬁ (8.1a)
and
E,(x,y,2) = mZO nz E,,,(2) cos( x) cos (?) (8.1b)

where a is the width and b is the height of the unit cell.
The surface current can also be expressed in a mode expansion:

L) =3 Z e sin () sin(22) (8.22)
m=1n=
and
Jy(x,y) = Z Z iy cos(@) cos(?) (8.2b)
m=0 n=

In each of the three regions, the source-free Helmholtz wave equation is solved
for the electric field:

V’E+*E =0 (8.3)
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where

ky = 20, h/2
k:{ 0 = O/to€o lz| > &/ 8.4)

ky = o /uyeey, |zl <h/2

Substituting Eq. 8.1 into Eq. 8.3 leads to the scalar ordinary differential equations
d? d?
( 2t k2> E,,(2)=0 and < at k2) Epp(2) =0 (8.5)

where the propagation constant k, is given by

e () (2 5

The general solution of Eq. 8.5 is

Cmnxle_jkzz + dmnxlejkzzy z> h/Z
Epe(@) = ) Comae™ 4 dyge, 2] < /2 (8.7a)
Cmnx?ae k2 +d 3eijZ’ z < —h/2
mnyle +dmn 1@ z > h/2
Eppy(2) = | Comy2e™” + dy f’” 2| < h/2 (8.7b)
’””y3e + dmn 36 z < —l’l/2

Expressions for the magnetic field components can be found from Eqgs. 8.7 and
Faraday’s law, V x E = —jouH. Next, the boundary conditions at the interfaces are
imposed. Atz = —h/2, the continuity of £, and H, is enforced. The continuity of £,
is also enforced at z = +h/2, but for the magnetlc field, J = n x H, where J is the
surface current on the metallization.

Expressions can then be derived for the electric field coefficients ¢, and d,,,
Eqgs. 8.7 in terms of the surface-current coefficents J,,, of Egs. 8.2, Wthh in turn
can be expressed in the following way. The surface current is discretized as a sum of
weighted basis functions,

N N,
Jox,y) = 2 JuRi(x,y) and J(x,y) = Zl SRy (x, ) (8.8)
m=

m=1

where R; represents the ith rooftop basis function, N is the number of basis
functions, and J; is the unknown weighting coefficient for the ith basis function.
If the rooftop basis functions themselves are expressed as a Fourier series, the mode-
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expansion coefficients for the current J,,, of Eqs. 8.2 can be expressed in terms of
the unknown weights J;:

N, N,
Jmnx = Z JixRimnx and Jmny = Z JiyRimny (89)
m=1 m=1

where R;,, is the mnth Fourier series coefficient for the ith rooftop basis function.
The tangential electric field components are thus expressed in terms of the weighting
coefficients J; of Egs. 8.9. By applying appropriate constraints on the electric field,
the moment method is used to solve for the unknown J,.

Once the current is found, the driving-point impedance can be calculated. A time-
harmonic voltage generator is used to represent the active device, producing a
constant electric field across the gap. The driving-point impedance is the ratio of the
voltage across the gap to the current through the generator. The entire analysis is
performed over a range of frequencies, yielding a frequency-dependent impedance.
For a grid loaded with two-port active devices, there are two gaps in the metalliza-
tion, one for each port. In this case, the analysis is performed twice, first with gap 1
driven by a generator while gap 2 is metallized (short-circuited), and next with gap 2
driven while gap 1 is metallized (Fig. 8.5). Since the current on the entire structure is
calculated in each case, two-port Y-parameters can be determined directly and then
converted to two-port S-parameters.

For a 6 mm x 6 mm unit cell with the geometry shown in Fig. 8.3a, with 112
basis functions, the analysis takes 4 seconds per frequency point on an HP 715/125
workstation.

8.3 GRID OSCILLATOR ANALYSIS

8.3.1 Circular-Function Analysis

The generalized, steady-state oscillation condion [17] of an n-port feedback
oscillator is

det (SS' —1) =0 (8.10)

1 V. + 1
I z 1'2 1
1 1
1 [
U —"
Iy )
= — Y= —
1 Vi
V=0 Vy=0 V=0

FIGURE 8.5 For a two-port grid, Y-parameters are found first by driving gap 1 with a
generator V| while gap 2 is shorted, then driving gap 2 with generator 7, while gap 1 is
shorted. From [16], copyright © 1994 by IEEE.
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where S and S are the n-port scattering matrices of the device and embedding
networks, respectively.
For n = 2, as in Fig. 8.3b, Eq. 8.10 reduces to

S11S11 + 812851 + 851812 + 585, — SIS =1 (8.11)
where
IS| = 1182 — S12801
and
IS = 51185 — S128%

A circuit simulator can be used to analyze this closed-loop circuit by breaking the
loop at some point and inserting a probe (Fig. 8.6). The simulator then determines
the loop gain b{/af. If a standard circulator is used as the probe, the signal flow
graph in Fig. 8.7 results. Applying Mason’s rule [18] to this graph results in the
following expression for the loop gain, or circular function, as it is referred to in
[19]:

_ b SuSi + S5, — SIS
ay 1= 8158 — S8y

(8.12)

Note that when C = 1/0°, Eq. 8.12 is equivalent to the steady-state oscillation
condition (Eq. 8.11).

If Eq. 8.12 is evaluated using the transistor’s small-signal S-parameters, oscilla-
tion start-up requires that |C| > 1. To reach steady state, gain compression causes
the transistor S-parameters to saturate until the condition C = 1/0° is satisfied at the
oscillation frequency.

FIGURE 8.6 Feedback oscillator with a circuit probe inserted into the feedback path. From
[15], copyright © 1997 by IEEE.
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FIGURE 8.7 Signal flow graph for the feedback oscillator with a circulator probe. The
dashed box encloses the signal flow graph for the circulator. From [15], copyright © 1997 by
IEEE.

Figure 8.8 illustrates the circular functions of two grid oscillators with identical
unit cells, but with different substrate and mirror characteristics. Figure 8.8b shows
the circular function for a transistor-loaded grid in free space, with no dielectric
substrate or mirror. Since the magnitude of the circular function is less than one, no
oscillation is possible. However, when the grid is backed by a 6.35-mm-thick
substrate with ¢, = 10.2, two modes are predicted, at 2.8 and 6.5 GHz (Fig. 8.8c).
This agrees with measured oscillation modes at 2.7 and 6.4 GHz (Fig. 8.9). Which
mode the oscillator preferentially locks to will be discussed shortly.

Another example is a monolithic 100-pHEMT grid oscillator that was designed
by the University of Colorado, fabricated by Honeywell, and tested by TLC
Precision Wafer Technology, Inc. The grid is fabricated on a 100-um-thick GaAs
wafer and placed on a 254-um-thick alumina substrate metallized on one side. The
unit cell is 300 um square with 30-um-wide bias lines and radiating leads. The
circular function predicts an oscillation near 31.2 GHz. The measured oscillation
frequency is 31.1 GHz [J. Geddes, personal communication]. Due to an accident
during testing, the wafer was damaged, so output power and radiation pattern
measurements are unavailable.

8.3.2 Negative-Resistance Grid Model

Since the passive embedding network for the grid is reciprocal, it can be represented
as a lumped equivalent circuit as shown in Fig. 8.10a. For a typical unit cell (e.g.,
Fig. 8.3a), this equivalent circuit takes the form shown in Fig. 8.10b.

The capacitors C; and C, model the gate-source and drain-source gaps of the
grid, respectively. The inductor and resistor model the lead inductance, substrate
thickness, mirror position, and radiation into free space. Connecting the equivalent
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(b) (c)

FIGURE 8.8 Circular functions for a transistor-loaded grid (a) with identical unit cells, (b)
in free space, with no substrate or mirror, and (c) backed by a thick, high-permittivity substrate
and mirror. The active device is an HP-Avantek ATF-26836 General Purpose MESFET.
Small-signal S-parameters (for Vy, =3V, I;, = 10 mA) supplied by the manufacturer are
used in the simulation. The units in (a) are millimeters. From [15], copyright © 1997 by
IEEE.

circuit to the transistor results in the model shown in Fig. 8.11a. If the resistor is
removed, an equivalent, one-port negative-resistance model of the grid oscillator is
obtained (Fig. 8.11b). Oscillation start-up requires that the absolute value of this
negative resistance be greater than the load resistance.

Figures 8.12a and 8.12b show the negative-resistance models associated with the
circular functions plotted in Figs. 8.8b and 8.8c, respectively. In Fig. 8.12a, since the
magnitude of the negative resistance of the embedded device is less than the load
resistance, no oscillation is possible. In Fig. 8.12b, two equivalent circuits are shown,
each corresponding to a different frequency. In both cases, the negative resistance is
greater than the load resistance, so oscillation is possible. The mode that was most
easily locked and that was most stable was the one that had the lowest load
resistance. Stability analysis provides an explanation of this. For a negative-
resistance oscillator, Kurokawa’s stability condition [20] states that

oR 0 dX oR
X +X) -0 (8.13)
ol dw [0}
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FIGURE 8.9 Measured oscillation modes for a 6 x 6 grid backed by a high-permittivity
substrate and mirror: (a) 2.7 GHz and (b) 6.4 GHz. Each mode was obtained separately at
different dc bias currents: 5 mA /device for (a) and 12 mA /device for (b). From [15] copyright
© 1997 by IEEE.
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FIGURE 8.10 (a) General lumped equivalent circuit for a two-port network, where
Y,=Y,+7Y, Y, =Y+ 7Y, and Y3 = —Y),. (b) Typical form of the equivalent circuit
for a grid. From [15] copyright © 1997 by IEEE.



8.3 GRID OSCILLATOR ANALYSIS 313

Transistor

H

L3

Transistor <—‘ l—) % R3

AT 1 C2]" Zin Z)

(a) (b)

FIGURE 8.11 (a) Transistor connected to the equivalent IT network. (b) Negative-resistance
model of the grid oscillator. From [15] copyright © 1997 by IEEE.

where / is the current and w is the frequency. Gain saturation causes the device
resistance to become less negative as the current increases (dR/d/ > 0), so Eq. 8.13
is satisfied if d(X + X")/0w > 0. This implies that a high-Q embedding circuit
results in maximum oscillator stability. Thus a multimoded grid oscillator will
preferentially lock to the mode that has the lowest load resistance.

An alternative method of preferentially selecting a single mode in a multimoded
oscillator is to vary the external feedback, either by using a variable-reflectance
mirror [11] or by using a photonic-crystal mirror [21].

2.8 GHz
a0y Zin="122-1990
:} 51Q
.452 pF .452 pF
5.6 GHz
2 40 nH Zin=-134-j7.5Q 6.5 GHz o Zin=-188+j42Q
z} 163 Q J 3 74 Q
077 pF 077 pF 3,04 pF 3,04 pF
(a) (b)

FIGURE 8.12 Negative-resistance model for the grids associated with (a) Fig. 8.8b and (b)
Fig. 8.8c. From [15] copyright © 1997 by IEEE.
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8.4 SYNTHESIS OF THE OPTIMUM GRID EQUIVALENT CIRCUIT

The lumped equivalent circuit discussed above can be synthesized to satisfy the
oscillation condition and to set the proper feedback level for maximum oscillator
power. The general approach is described in [22] and is summarized here for
completeness. A feedback oscillator consists of an active device connected to an
embedding network (Fig. 8.13), whose “connection” conditions require

Vy, =13, L=~ '

Substituting the Y-parameters of the device (¥;) and the embedding network (Y};)
into Eq. 8.14 gives

Yi, +AY[, = =Yy, +A4Y),)

A (8.15)
Yy +4Yy = —(Yy +4Yy,)

where 4 = V,/V,. If we assume that the embedding circuit takes the form of a II
network, as shown in Fig. 8.13, then

Y=Y +Y;, Y, =-Y;

, , (8.16)
==Y, =n+n
Substituting Eq. 8.16 into Eq. 8.15 gives
G+ (1 —4,)G; + 4;B; = —g1; — Re(4Y),)
B+ (1 —A4,)B; — 4,Gy = —b;; — Im(4Y
1+ ( )B; 3 11 (AY1,) (8.17)

A4,Gy — A;By + (4, — 1)G3 — 4;B; = —gy; — Re(4Yy,)
A,By + 4,Gy + (4, — 1)B; + 4,G3 = —by; — Im(4Yy,)

I . L L, vy Y
1 Active 2z 1 (— 1
+ Device + i T S
Vv, [Y“Y:] v, Vy | Y, Y, : Vi
- ht == 1 -

YZIY @ :_________}

FIGURE 8.13 A feedback oscillator consisting of an active device with known Y-parameters
and an embedding network with unknown circuit elements. The embedding circuit is assumed
to have a IT topology similar to the lumped equivalent circuit for a grid oscillator.
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where

A, = Re(4), G; = Re(Y)), g; = Re(Yy)
A =Im), B =Im(Y),  b;=Im(¥,)

Equations 8.17 express the unknown embedding elements G; and B; in terms of
the voltage ratio 4 and the large-signal Y-parameters of the device, which are
obtained either through a measurement of the associated large-signal S-parameters
or through an appropriate large-signal approximation [23].

The value of 4 that maximizes the power delivered to the load (P,,.) must now be
found. This is equivalent to maximizing the added power of the device (P,4q), Which
in turn is the same as minimizing the power dissipated by the device, since

Py = Pagq + Piss
where the dissipated power is given by
Piiss = %RC(VJT + VL 05)

By setting 0P /04 = 0 (V, is assumed to be constant in [22]), we obtain the
optimum voltage ratio corresponding to maximum added power,

Y+ Yh
== 8.18
ot 2 Re(Yy,) (8.182)

Kormanyos and Rebeiz [24] refined the derivation above without assuming a
constant V; and obtained

_ —2g11 Y5
VN +2g1182 +j(g12b21 + g21b12)

(8.18b)

A opt
where

N = 4g,255(21182 + biobyy — 12821) — (£12821 + g21b12)°

Equations 8.17 express the six unknown resistive and reactive elements of the
embedding network in terms of the known Y-parameters of the device and the
known optimum voltage ratio 4, from Eqgs. 8.18. If two of these unknowns are set
to zero, the other four can be determined explicitly in terms of the device’s
Y-parameters. Kotzebue and Parrish [25] derive expressions for six possible
combinations, for both Il- and T-embedding networks.
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From Fig. 8.10, the IT network for a grid oscillator is composed of purely reactive
elements in the shunt legs and a resistive-reactive combination in the series arm.
Therefore we set G; = G, = 0 in Egs. 8.17 and solve for the other unknowns,*

A
B, :A_r(c1 +G)+G+ G (8.19a)
1
By =—(C+G) (8.19b)
1 A,
By 22{("47‘_ 1)|:C4+(C1 +C3)i| +A1C1} (8.19¢)
11— 4] 4;
3= W(Cl +4,C +4,Cy) (8.19d)

where

Cy = —Re(Y}; +4Y)), C; = —Re(Yy +4Yy), A=A, +Jj4,
G, = —Im(Y,; +4Y),), Cy = —Im(Yy, +4Yy,)

and it is implied that 4 = A4,,. The circuit element Y; = G; +/B; is easily
transformed to obtain the R; + jX; of Fig. 8.10b.

The design of this network is based on the large-signal Y-parameters of the active
device corresponding to the point of optimum gain compression. These parameters
can be found, for example, using the approximation described by Johnson [23], who
showed that the large-signal effects associated with transistor saturation can be
approximated by simply reducing the device’s |S,;| and assuming that all other S-
parameters remain the same as their small-signal values.

The advantage of this synthesis approach is that a number of key elements are
built-in. This approach (1) satisfies the oscillation start-up condition at small-signal
levels (JC| > 1), (2) satisfies the steady-state oscillation condition at large-signal
levels (|C| = 1/0°), (3) is designed for a specified oscillation frequency, and (4) is
designed for the proper level of feedback for optimum gain compression, thus
maximizing oscillator power.

As an example, the optimum lumped equivalent circuit for the HP-Avantek ATF-
26836 MESFET is shown in Fig. 8.14. Note that this design approach predicts that
the optimum grid geometry for this device is not symmetric. Rather, the optimum
grid should present a larger capacitance to the gate-source port of the transisitor than
to the drain-source port. A grid designed using this approach will be described later
in this chapter.

* An algebraic error for By and Gj in the original derivation [25] has continued to propagate in the
literature [23,24,26]. The expressions here agree with those in [27].
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FIGURE 8.14 Optimum lumped equivalent circuit for the HP-Avantek ATF-26836
MESFET at 3 GHz. From [15] copyright © 1997 by IEEE.

8.5 BENCHMARKING GRID OSCILLATOR PERFORMANCE

Once the optimum embedding network has been determined for a given transistor,
the associated circular function can be computed from Eq. 8.12 and used as a
benchmark for determining whether a given grid oscillator has too little or too much
feedback.

It is useful to use the concept of maximum-efficient gain [28,29], defined as

1S3 /8),17 — 1
P V)Pl (8.20)
ME 2K ISy, /Sl — 1)

where

_ 1+ 181185, — Sy S * — 151117 — 1S5,

K
218121181

Johnson [23] showed that the large-signal value of Gy corresponding to maximum
oscillator power is

GME,ss —1

8.21
lIl GME,ss ( )

GME,opt =

where Gy, ¢ is the value of Eq. 8.20 computed using the small-signal transistor S-
parameters. The gain compression corresponding to the optimum operating point is
then

Gcopt = GME,ss - GME,opt (8.22)

Since the S-parameters are frequency dependent, the circular function is actually a
locus of points, but the particular point of interest for this discussion is the frequency
at which /C = 0°. Two cases are shown in Fig. 8.15.

In the optimum case, the small-signal value of C should be displaced from its
large-signal, steady-state value (i.e., 1/0°) by an amount corresponding to GCp,
(Fig. 8.15a). Since this value of C corresponds to the optimum case, it is referred to
as Cyp. There are two operating points shown in Fig. 8.15b that represent suboptimal
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FIGURE 8.15 Transistor saturation characteristics and circular-function plane for (a) the
optimal operating point and (b) two suboptimal operating points. Py, is the input power to the
transistor, as indicated in Fig. 8.3b, and P, = P, — P;, is the radiated power. From [15]
copyright © 1997 by IEEE.

performance. Both cases have less than the maximum available oscillator power, but
for different reasons: point A suffers from gain compression that is too low
(GCy < GCypy), while point B suffers from gain compression that is too high
(GCx > GC,y). For point A, the transistor operates in the near-linear regime since
the circular function requires only a small amount of gain compression to reach
steady state. For point B, the transistor is heavily compressed since the feedback
level is too high.

There are several disadvantages of operating at point B. In this regime, the
oscillator power drops off more sharply, so it is more sensitive to design variations in
the feedback network. An oscillator operating in the nonlinear regime is also more
likely to have higher harmonic content. For a MESFET, point B is also associated
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FIGURE 8.16 Operating points corresponding to three different substrate thicknesses for a
C-band pHEMT grid oscillator. The solid symbols represent the C-functions of the grids, and
the open symbols represent the C-functions of the theoretical optimum networks. The
measured equivalent isotropic radiated power (EIRP) is also shown. From [15] copyright
© 1997 by IEEE.

with high input power at the gate, which could cause the Schottky gate diode to be
driven into forward bias; this could result in a large current density in the gate
metallization, which can lead to degraded device reliability.

Most grid oscillators demonstrated to date have had too much feedback [30]. The
design of an optimized grid must therefore include a feedback-reduction mechanism
to move the circular function toward C,

To illustrate, consider a 5 x SpHEMT grid oscillator with varying substrate
thickness. Three C-functions, corresponding to different thicknesses of Emerson and
Cuming Eccostock HiK (e, = 10), are shown in Fig. 8.16.

Since the oscillation frequency is different for each case (see Table 8.1), three
different optimum embedding circuits can be derived. For the three different
frequencies, C,y is plotted in Fig. 8.16.

Since |C| > |C,| for all three cases, we immediately conclude that the grids have
too much feedback. Moreover, the grid with the thinnest substrate is the most
compressed and should have the least power. The experimental results in Table 8.1
confirm this. The existence of harmonics also supports the conclusion that these
oscillators are overcompressed.

TABLE 8.1 C-Band pHEMT Grid Oscillator

Oscillator Frequency (GHz) Harmonics (dBc)
Substrate Measured
Thickness (mm)  Simulated Measured % Error  EIRP (W) Second Third

15.2 6.4 6.07 5 0.50 —28 —42
21.5 4.6 4.86 5 1.51 -25 —45
27.9 5.1 532 4 1.77 =31 —45

Source: From [15], copyright © 1997 by IEEE.
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8.6 OPTIMIZING GRID PERFORMANCE

The examples above demonstrate how the feedback level can be controlled by
varying the substrate thickness. Another way of controlling the feedback is to alter
the unit-cell geometry in some way. Hacker et al. [30] used a meandered gate lead to
control the compression level in a gate-feedback grid. For a source-feedback grid,
the feedback can be controlled by using an asymmetric unit cell (Fig. 8.17a), as
suggested by the asymmetric optimum circuit of Fig. 8.14. The drain is connected to
a short dipole radiating element, as before. However, the width of the radiating
element connected to the gate is extended across the full width of the unit cell,
resulting in a slot, rather than dipole radiator. By adjusting the dimensions of this
slot, the amount of feedback to the gate, and hence the compression level, can be
controlled to some extent.

G G
D D
(a) (b)

(c) (d)

FIGURE 8.17 Unit cell of a grid oscillator with (a) slot/dipole radiating elements and (b)
dipole radiating elements. Both cells are 6 mm square and are loaded with HP-Avantek ATF-
26884 MESFETs. The grids are printed on a 0.5-mm substrate (Duroid 5880, ¢, = 2.2) and
placed on a second 5-mm layer (Duroid 6010.8, ¢, = 10.8), which is metallized on the back.
C-functions for the (c) slot/dipole and (d) dipole grid oscillators. The solid symbols represent
the C-functions of the grids, and the open symbols represent the C-functions of the theoretical
optimum networks. From [15] copyright © 1997 by IEEE.
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TABLE 8.2. X-Band MESFET Grid Oscillator

Oscillator Frequency (GHz) Measured EIRP (W)
Unit-Cell
Geometry Simulated Measured % Error V=3V V=4V
Slot/dipole 8.3 8.57 3 0.31 0.49
Dipole 8.1 8.35 3 0.19 0.31

Souce: From [15], copyright © 1997 by IEEE.

To demonstrate, two 4 x 4 X-band grid oscillators were fabricated with the
metallization patterns shown in Figs. 8.17a and 8.17b. Both grids have the same
unit-cell dimensions, substrate, and mirror spacing. The simulated C-functions are
shown in Figs. 8.17c and 8.17d. At the same dc bias level, the slot/dipole-grid
oscillator demonstrated up to 58% more EIRP than the dipole-grid oscillator (Table
8.2). While both grids are slightly overcompressed, they are not as compressed as the
pHEMT grids discussed earlier. No harmonics were observed for either grid.
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FIGURE 8.18 Measured H- and E-plane patterns of the (a) slot/dipole and (b) dipole grid
oscillators of Fig. 8.17. Solid lines represent the copolarization and dashed lines represent the
cross-polarization. From [15] copyright © 1997 by IEEE.
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TABLE 8.3 Circuit Elements for II Equivalent Circuit

Case Dielectric Dielectric  Mirror  Shunt Reactance  Series Reactance Series
Thickness Constant Distance Resistance

¢t (mm) € d (mm) C, (pF) L, (nH) C; (pF) Ly (nH)  R; (Q)

(a) 0 — — 0.072 2.63 188

(b) 5.08 2.2 — 0.115 1.24 188

(c) 5.08 10.2 — 0.401 13.4 180

(d) 6.35 10.2 — 0.402 9.53 175

(e) 7.62 10.2 — 0.403 7.57 169

® 6.35 10.2 5 0.402 16.1 5.5

Figure 8.18 shows the measured radiation patterns. Based on an estimate of the
directivity from these patterns, the highest conversion efficiency for the slot/dipole
grid was 21%, while that of the dipole grid was about 10%.

Deriving the optimum lumped equivalent circuit for a given transistor is relatively
simple, but it is not so straightforward to translate this equivalent circuit to an actual
grid design. Some insight into how the physical parameters relate to the equivalent-
circuit parameters can be obtained by looking at the I circuit for a grid whose unit
cell is shown in Fig. 8.19. The circuit elements take on different values depending on
the dielectric and mirror properties. These effects are summarized in Table 8.3. All
of these circuit elements were computed at the frequency for which a = /,/100. The
particular values of dielectric constant and thickness are based on standard Duroid
thicknesses.

Case (a) is for the grid in free space, without any dielectric or metal backing. All
of the equivalent-circuit elements can be related to the physical grid parameters. The

(@) (b)

FIGURE 8.19 (a) Unit cell for a topology commonly used for grid oscillators. The unit-cell
dimensions are fixed at @ = » = 6 mm and w = 1 mm. (b) The equivalent IT network. Since
the unit cell is symmetric, B; = B, in this case.
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shunt capacitors represent the capacitance of the gaps. The series inductor represents
the inductance of the leads. The resistor models the radiation into free space, which
in this case is the parallel combination of the front and backside,

b b _n
Ry —’70a||’70a— )
with b/a =1 for this case.

When the grid is placed on a dielectric substrate (cases (b) and (c)), the shunt
capacitance increases by a factor of approximately (¢, + 1)/2. For thicker substrates
(cases (d) and (e)), the dielectric also affects the series circuit elements, due to the
transmission line effects.

When a mirror is added (case (f)), the shunt elements do not change, but the
series resistance decreases dramatically, due to the mirror shorting out the free space.
For other mirror distances, the transmission line effect of the dielectric slab can offer
the opportunity for impedance matching.

8.7 OSCILLATOR DESIGN USING POWER AMPLIFIER TECHNIQUES

In systems, usually a low-power, low-phase-noise oscillator is amplified to achieve
the desired output power. The main reason for this is that for individual oscillators,
as the output power increases, the phase noise also increases. Self-locked array and
grid oscillators are different in that as the number of elements increases, the output
power increases, but assuming the individual noises are uncorrelated, the phase noise
decreases. An example is shown in Fig. 8.20, where the spectra are shown for 4 x 4,
6 x 6, and 8 x 8 C-band grid oscillators with identical unit cells. As the number of
elements increases, the spectrum narrows, indicating lower phase noise. In addition,
global feedback for all the individual elements averages device performance making
the system less sensitive to individual device variation. In Section 8.7.1, the design
of a microstrip implementation of a feedback oscillator using a high-efficiency class-
E power amplifier is described [31]. In Section 8.7.2, a four-element class-E
amplifier array is converted into an oscillator array using external global free-
space feedback.

8.7.1 Class-E Oscillator Design

A feedback oscillator configuration is used with a high-efficiency class-E amplifier
as the active element. The circular-function analysis described in Section 8.3.1 is
performed with a linear circuit simulator. The feedback length is adjusted for an
oscillation frequency of 5.0 GHz and the amount of coupling is optimized for the
correct compression point. An asymmetric microstrip branch-line coupler provides
the feedback through a length of microstrip transmission line. The circuit layout is
shown in Fig. 8.21.
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FIGURE 8.20 Measured frequency spectra for a 4 x4, 6 x 6, and 8 x 8 C-band grid
oscillator with identical unit cells. The widest spectrum is the 4 x 4 grid and the narrowest
spectrum is the 8 x 8 grid.

The class-E amplifier is a resonant switched-mode circuit in which a switch
(transistor) turns on at zero voltage and zero derivative of voltage. Ideally, the
product of the switch voltage and current is zero, resulting in 100% efficiency. In
practice, the efficiency is limited by the drain-to-source saturation resistance of the
transistor and other losses in the circuit. The class-E amplifier in Fig. 8.21 uses a

Variable Line Length
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______________ Isolated Port
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FIGURE 8.21 Class-E oscillator layout in microstrip. The adjustable line length in the
feedback loop is used to tune the oscillator to exactly 5.0 GHz. From [31] copyright © 1996
by IEEE.
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Fujitsu FLK052 MESFET. The MESFET is driven as a switch and the surrounding
circuitry is designed to give class-E operation. Device parasitic reactances are
included in the resonant circuit design.

The input match is designed for gain by measuring S}, in saturation. The output
circuit has a fundamental impedance for class-E operation of

0.28015
= Eeﬂw,om (8.23)
where w,/2n is the fundamental frequency, 5 GHz, and C; is the transistor switch
output capacitance, 0.4 pF [9].

Device saturation is simulated by reducing |S,;|. This is shown in [23] to be a
reasonable approximation of the large-signal operation of a FET for small levels of
saturation.

The class-E amplifier achieves maximum power-added efficiency when it is
operating approximately 4 dB into compression [9]. The amount of coupling is
adjusted in the simulations so that 4dB of compression reduces |C| to unity at
5.0 GHz. The feedback length is then adjusted to make / C equal to zero degrees at
5.0 GHz. Since these simulations are based on small-signal S-parameters, the
feedback line length is made to be tunable. After fabrication, the feedback length
is experimentally tuned to produce an oscillation at exactly 5.0 GHz. The coupler
was designed to couple —6.5dB of the output power to the feedback loop and
—1.1dB to the load.

Figure 8.22 shows the simulated circular function for this oscillator with no
saturation taken into account. Only the frequency ranges where the oscillation
conditions are met are shown here. This simulation shows a low-frequency
oscillation near 600 MHz, which appears to be more compressed than the desired
5-GHz oscillation. Figure 8.23 shows the two oscillation modes predicted by the
circular function. Note the considerably higher harmonic content of the 600-MHz
mode compared to the 5-GHz mode. This verifies the higher level of compression
required for this mode as shown in Fig. 8.22. This low-frequency oscillation is
suppressed in the circuit by lowering the value of C, in Fig. 8.21. The measured
oscillation frequency of the 5-GHz mode differs less than 3% from simulation.

Figure 8.24 shows the measured output power and conversion efficiency of the
oscillator versus drain current for three different values of V. The lines on the plot
represent the range over which the oscillation remains stable. The maximum
efficiency is 59% for V4, = 6.5V and 300 mW of output power. The maximum
output power is 600mW for Vy, =9.5V and 48% conversion efficiency. The
oscillation frequency varies less than 1% over the entire biasing range shown here.

Table 8.4 compares the class-E amplifier and the oscillator presented here for the
same bias point. Neglecting losses, the expected output power of the oscillator is the
power added by the amplifier. The expected efficiency is equal to the power-added
efficiency of the amplifier at this bias point. As the table shows, the efficiency is
lower than the ideal level. Some of the difference is due to losses in the circuit, but
most is believed to be caused by the oscillator still operating too far into
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FIGURE 8.22 Simulated circular function for unsaturated class-E oscillator. The dashed line
shows an oscillation near 600 MHz and the solid line shows an oscillation near 5 GHz. From
[31] copyright © 1996 by IEEE.

compression. This can be corrected in the design if the large-signal characteristics of
the MESFET are known accurately. These results show the need for good nonlinear
device models when designing oscillators for high efficiency and power.

8.7.2 A Class-E Oscillator Array

The 5-GHz class-E amplifier used above was also successfully integrated into an
active antenna array, shown in Fig. 8.25, demonstrating power combining of four
elements with an 85% power-combining efficiency [9]. At 5.05 GHz, the class-E
power amplifier antenna array delivers a total of 2.4 W of output power with a drain
efficiency of 74% and a power-added efficiency of 64%. In this active array, a plane
wave is incident on an array of antennas, each one connected to an amplifier input.
The outputs of the amplifiers are each connected to an output antenna. The array of
output antennas radiates an amplified plane wave [6]. The antennas are second-
resonant slot antennas in the microstrip ground plane coupled to the microstrip feed
lines. The input and output antennas are orthogonally polarized to provide isolation.

To convert this array into an oscillator, it is necessary to introduce positive
feedback between the input and output antennas. The signal radiated by the output
slot must be reflected and shifted in polarization by 90°. This is accomplished by
placing a polarizer a quarter wavelength in front of a mirror. When the polarization is
oriented 45° with respect to the polarization of the output wave, maximum feedback
occurs. The polarizer splits the output wave into two orthogonal components. One
component is reflected by the polarizer; the second component passes through the
polarizer and is reflected by the mirror, but with an additional 180° phase shift. The
net result is a reflected wave with polarization normal to the incident wave. By
rotating the polarizer away from 45°, the amount of feedback can be reduced if
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FIGURE 8.23 Measured oscillation modes for the class-E oscillator: (a) 600 MHz and
(b) 5 GHz.

needed. The same approach was used to convert a grid amplifier into a tunable
oscillator in [32].

The array with external feedback is shown in Fig. 8.26. A maximum output
power of 1.25 W with a corresponding conversion efficiency of approximately 40%
was obtained with the polarizer at a distance of 87 mm from the amplifier array and
at an angle of 45° with respect to the input and output antennas. This suggests that
this method does not provide enough feedback.
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FIGURE 8.24 Output power and conversion efficiency versus drain current, /, for
V4 = 6.5V (solid line), V4, = 8 V (dashed line) and Vy, = 9.5 V (dotted line). From [31]
copyright © 1996 by IEEE.

8.8 CONCLUSION

In this chapter, we presented the work done to date on modeling and validation of
grid oscillators and some related active antenna arrays. Even though there have been
some attempts to analyze finite arrays of tightly coupled oscillators [M. Steer,
personal communication], the dynamics of analyzing an entire finite array is quite
complicated and has not yet been solved. However, existing theories based on
infinite-array boundary conditions deal only with a unit cell and can predict the
oscillation frequency and relative saturation to within 10% or better. The unit-cell
approximation has been shown to be within this bound even for grids where more
than 50% of the elements are edge elements. The output power is much harder to
predict and requires accurate nonlinear active device models, which the authors have

TABLE 8.4 Comparison Between Class-E Amplifier and
Class-E Oscillator: Second Row Shows Oscillator
Performance Based on Amplifier Measurements;

Third Row Shows Measured Oscillator Data

Vis m Power Efficiency
Amplifier 8V 93 mA 27.8dBm 72%
Oscillator, 8V 93 mA 27.3dBm 72%
Oscillator;, 8V 96 mA 26.7dBm 56%

Source: From [31], copyright © 1996 by IEEE.
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FIGURE 8.26 The class-E external feedback oscillator array.
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FIGURE 8.25 The class-E power amplifier antenna array. This four-element power combi-
ner demonstrates 2.4 W of output power at 5.05 GHz with 8.8-dB compressed gain, 74% drain
efficiency, and 64% power-added efficiency.
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found hard to obtain in most cases. The inaccuracies of the device models for large-
signal operation seem to be greater than potential inaccuracies resulting from an
infinite-array approximation.

In terms of systems issues, the most important one seems to be that of low phase
noise. We have shown that the phase noise is reduced as many oscillators lock. For
lower phase noise than that obtained in free-running self-injection locked oscillator
arrays, it is also possible to globally injection lock to a low-noise reference. Another
systems issue is start-up time for pulsed operation. The oscillators demonstrated to
date could be bias-pulsed only at low speeds, but an external switch array cascaded
with an oscillator array has also been demonstrated. Passive or active frequency-
selective surfaces can also be cascaded with the oscillators for feedback control as
well as harmonic-level regulation.

Finally, many arguments have been made that quasi-optical technology is viable
for millimeter-wave frequencies and has an advantage of being suitable for mono-
lithic integration. This might be the case, but probably due to low yield of
millimeter-wave devices across a wafer and heat management problems on GaAs,
there have been very few demonstrations of monolithically integrated grid oscillators
or arrays.
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9.1 INTRODUCTION

9.1.1 Active Phased Array Concepts

As indicated in Chapter 1 active phased arrays use many transmit—receive (T-R)
modules that feed closely spaced individual radiating elements. The radiating
elements are roughly placed at half-wavelength centers. Most present T-R modules
contain T-R switches and ferrite circulators, which isolate circuit and antenna
elements. This isolation allows for separate optimization of T-R module circuits and
separate optimization of the radiating element. There are, however, some exceptions
where GaAs substrates have contained switches, phase shifters, and radiating
elements.

333



334 MONOLITHIC MICROWAVE CIRCUIT TRANSMIT-RECEIVE (T-R) MODULES

Active array technology is important for a number of military and commercial
applications. For frequencies below about 20 GHz, radar has been the major
application. Space communication at 44 GHz, 60 GHz, and 94 GHz may be
important future application areas. The following paragraphs will list specific
power needs for these applications. Since much of the present research on T-R
module development/optimization has been funded by the military airborne radar
community, this chapter will focus on these efforts.

The elements of a conventional radar will be reviewed and the power required for
specific applications will be listed. These requirements will then be translated to the
active array T-R module. A historical review of T-R module development will
follow. The present status of T-R module circuits and packages is considered.
Finally, advanced packaging concepts are described in which closer integration of
the circuit—antenna elements is possible.

9.1.2 Conventional Radar Systems

Conventional radar systems were developed before and during World War II. They
have continued to evolve with advance in key subsystem areas and in associated
signal processing. The key feature in radar operation is that an RF signal is
transmitted, scattered from a given target, and received back at the radar site. The
received signal is amplified and processed to obtain the distance and angular position
of the target.

Elements of a classical radar system consist of the following:

« Signal processor/computer.
« RF power generator.

Pulse-shaping circuits.

» RF low noise receiver.

» Duplexer.

Rotable antenna structure.

RF feed structure to antenna.

The antenna needs to have a diameter of several wavelengths in order to direct the
radiated energy. Features of these functions are discussed in the following paragraphs.
The RF transmitter must provide power to reach the target, be scattered, and then
be received back at the system site. The received signal must be detectable by a
suitable low noise receiver. The required power is determined by the radar range
equation [1]. The antenna aperture size is important also as the antenna directs the
radiated RF power into a concentrated beam rather than radiating energy in all
directions equally. Readers are referred to [1] for a complete discussion of radar
system operation. As the RF energy is transmitted and received by the same antenna,
RF pulses of energy must be transmitted and received in time sequence. That is, an
RF pulse of high energy is transmitted; the transmitter is turned off; a return
scattered pulse is received; and the received signal is passed through a duplexer, is
amplified by a low noise receiver, and is processed by the signal processor.
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The mission of a radar system normally determines the frequency of operation
and the required RF power level. Table 9.1 lists the frequency of operation for
several types of systems.

Table 9.2 lists additional information concerning these types of radar systems.

Present/conventional radar systems are optimized to do specific system tasks. For
example, antenna feed networks have been developed to provide sum and difference
radiation patterns. Also, antenna radiation patterns with very low sidelobes are
required for airborne applications. Computer algorithms have been developed to
retrieve very small return signals from a highly cluttered background. Waveguide
switching networks (such as the Butler Matrix) have been developed, which use
multiple apertures and direct multiple radiated beams simultaneously.
Present/conventional systems have been limited, however, by the mechanically
scanned antenna.

9.1.3 Early Phased Array Concepts

For many radar systems it has been the desire to eliminate the rotatable antenna
structure and replace it with a fixed antenna that electronically can direct energy into
multiple beams simultaneously. Additionally, the antenna gimble has been a
continuing reliability problem. Moreover, the speed of antenna rotation can limit
the system capability.

In some antennas rows of slotted waveguides are used to make up the antenna
face. The slots are placed at about a /2 spacing at the operating frequency. By
adjusting the operating frequency, the fractional wavelength spacing can be varied.
One-dimensional scanning of the beam has been accomplished in this way. Another
approach, however, has met with considerable success and has established the value
of two-dimensional phased array scanning. This approach is commonly known as
“passive array technology.” In this approach a conventional radar is fabricated
except that the antenna structure is made up of a 4/2 x 4/2 waveguide egg crate or
honeycomb, as shown in Fig. 9.1. Each cell of the structure contains a phase-shifting
component that can provide a differential phase shift from 0° to 360°. In this

TABLE 9.1 Operational Frequencies for Typical Classes of Radars

Frequency Range Types of Radar

200 MHz to 1 GHz based Very long range ground

L band (1-2 GHz) Long range surveillance

S band (2-4 GHz)

C band (4-7 GHz) Medium range battlefield

X band (7-11 GHz) Airborne fire control

Ku band (12-18 GHz)

Ka band (26-40 GHz) Limited high resolution

60 GHz Secure communication (space to space)

77 GHz Possible application to auto collision avoidance

94 GHz Short range, high resolution within fog/smoke
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TABLE 9.2 Radar Range and Power Requirements

Frequency = Range RF Power
(GHz) (miles) (kW) Source Type System Type
0.2-1 >100 100 to >1000 Klystron/magnetron  Short pulse
1-2 >100 100 to >1000 Klystron/magnetron  Short pulse
2-4 50-100 50 to >500  Klystron/CFA Short pulse
4-7 50-100 50 to > 400 Klystron/CFA Short pulse/pulse Doppler
7-11 25-100 1to >10 Klystron/TWT Pulse Doppler
12-18 25-50 1to>10 Klystron/TWT Pulse Doppler
2640 1-10 1to>2 Klystron/TWT Pulse Doppler
77 0-0.5 >0.01 Solid state Pulse Doppler
94 0.5-2 >0.01 Solid state Pulse Doppler

configuration, a network is provided that divides the RF energy so that it may pass
through each phase shifter. Each phase shifter in turn feeds an individual radiating
element. Configurations are shown in Fig. 9.2.

Phase-shifted elements are made up of ferrite or diode phase shifters. Although
diode phase shifters were used in a few lower frequency search radar applications,
the major effort and applications have used ferrite phase shifters. Diode phase
shifters use a variety of circuits including switched length of transmission line or
3-dB hybrid couplers terminated in varactor diodes. For passive array applications,
diode phase shifters present more insertion loss than ferrite types. In ferrite phase
shifters, phase shift is obtained in increments by partially switching the magnetiza-
tion of the ferrite material [2]. Ferrite phase shifters are often referred to as “latching
ferrite phase shifters.” A 5-bit phase shifter would provide phase shift in increments
of 0°, 22.5°, 45°, 90°, 180°, and 360°.

Most present fielded passive arrays use ferrite phase shifters. During the late
1960s and early 1970s nonreciprocal phase shifters received considerable develop-

Antenna face

A
/
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FIGURE 9.1 //2 x A/2 waveguide egg crate or honeycomb antenna structure.
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FIGURE 9.2 Phase shifters feed individual radiators.

mental efforts [3—5]. Slightly later, emphasis changed to reciprocal phase shifters as
these need not be switched between the transmit and receive operations. Today, both
types are utilized in fielded systems. Nonreciprocal and reciprocal phase shifters are
depicted in Fig. 9.3. A partial list of radar types that have been fielded using ferrite
phase shifters are listed in Table 9.3

9.1.4 Early Active Phased Modules

Although passive phased arrays provided means to achieve electronic scanning, it
has always been viewed as a stopgap measure. The “active phased array” goes
several steps beyond the passive array. The passive grid of phase shifters is replaced

TABLE 9.3 Radar Elements for Array and Application

Frequency Number of Elements per Array Application

S-Band 4000-5000 Land/sea search
C-band 4000-5000 Ground based search
2000-3000 Ground based

X-band 1500-2000 Airborne fire control
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FIGURE 9.3 (a) Nonreciprocal toroidal phase shifter and (b) dual-mode reciprocal phase
shifter.

by a transmit-receive (T-R) module that includes a good portion of the radar system.
The T-R module includes the RF front end fabricated in solid-state format. The
module architecture may vary slightly from system to system. However, the T-R
module usually includes the following:

Solid-state transmitter
Phase shifter
Attenuator

» T-R switch or circulator
» Receiver protector
» Low noise amplifier
« Other required circuitry
Energy storage
Control and Switching logic
Bias circuitry
A simplified block diagram of a T-R module is shown in Fig. 9.4. In an active

array, each module’s solid-state amplifier must provide 1/n of the total radiated
power. Here n is the total number of 1/2 x A/2 elements in the array.
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FIGURE 9.4 Block diagram of T-R module.

Work on active arrays has gone on since the late 1960s with major emphasis in
the late 1980s through the mid 1990s. Thus far, the driving force has been the
complex system needs of X- to Ku-band airborne radars. Here the large number of
T-R modules per system and the large number of aircraft platforms per system class
provide the potential quantities to justify large development programs.

The U.S. Air Force through contractural program at Texas Instruments has
provided pioneering early efforts [6—8]. These first programs were named MERA
(Molecular Electronics for Radar Applications) and RASSR (Reliable Advanced
Solid State Radar). A MERA module is depicted in Fig. 9.5 and a RASSR module is
shown in Fig. 9.6. These modules were fabricated before X-band GaAs FETs were
available. The RF transmitters in these modules utilize S-band silicon bipolar
transistors and frequency multipliers to get to X-band.Such a configuration produces
only a fraction of a watt with very low dc RF efficiency. Additionally, these modules
contain hundreds of parts, resulting in high cost and poor reliability. However, much

FIGURE 9.5 MERA module. (Photograph courtesy of J. Wassel, Texas Instruments.)
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FIGURE 9.6 RASSR module. (Photograph courtesy of J. Wassel, Texas Instruments.)
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FIGURE 9.7a MERA array with dipole radiating elements.
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FIGURE 9.7b RASSR array with radiators. (Photographs courtesy of J. Wassel, Texas
Instruments.)

important groundwork was performed in these programs. Figure 9.7 shows MERA
and RASSR arrays.

9.2 PRESENT DEVELOPMENTS ON ACTIVE T-R MODULES

With continuing support from DARPA (ARPA), the three military services, and
private industry, much progress has been made. Programs such as MIMIC (Micro-
wave and Millimeter Wave Monolithic Integrated Circuits), HDMP (High Density
Microwave Packaging), and MAFET (Microwave Front End Technology) have
provided substantial funding. The MIMIC program has been a four-year program
to support GaAs T-R module chip set optimization along with developing design
and manufacturing tools to economically produce such chip sets. MAFET is a
follow-on program that places emphasis on computed-aided design (CAD) and
module packaging activities. These ARPA triservice programs supported major
industry teams. Figure 9.8 depicts a state-of-the-art module containing nine GaAs
chips [9]. Key parts of the T-R module include the following:
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FIGURE 9.8 State-of-the-art module that contains nine GaAs chips.

« Power amplifier (4 chips), produces 3.5 W of CW power

» Low noise receiver (2 chips), 4-dB noise figure

« Attenuator (1 chip), 0-10 dB attenuation

« Five-bit phase shifter (1 chip)

» T/R switch (1 chip)

« Three-port circulator

» Complex multiplier interconnect circuits

» Energy storage and control circuits

» Thermal network to provide heat path to external cold plate

At this time a state-of-the-art T-R module may still contain 50—-100 parts. This in

turn leads to small quantity costs of a few thousand dollars per unit with cost goals
for quantities of 100,000 being at about the $500-2000 range.

9.3 T-R MODULE DESIGN CONSIDERATIONS

In order to produce affordable T-R modules that will perform properly, complex
trade-off studies are required. Some of the areas requiring studies include:
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» Device types for solid-state transmitter
Radiated power required
Efficiency requred
Cooling requirements (thermal design)
 Device types for receiver circuits
Noise figure required
Gain required
RF chip architecture
Number of functions on a chip

Number of device types in a module
« Interconnect technology

Chip/wire

MHDI (microwave high density interconnect)

LTCC (low temperature cofired ceramic)
» CAD (computer-aided design)

How devices/circuits perform within package/module
» Packaging considerations

Type/cost

9.3.1 Design Considerations for an X-Band Module

Because much of the work in government and industry has been directed at X-Band
T-R modules for airborne radar, it may be useful to focus on such designs in some
detail. A good discussion of X-band module technology from a systems standpoint
is given by McQuiddy et al. [10]. The material in [10] is complementary to the
discussion that follows.

9.3.2 Power Amplifier Considerations

For a typical active array aperture, which may contain 500-2000 T-R modules, it is
desirable to radiate 5-20 kW of CW power (during an RF pulse). With a 0.3 duty
factor, the average power radiated would be 1.5-6kW. In turn, this dictates that the
power amplifier produce from 3 to 10 W of CW power during transmission. From a
device standpoint this is a CW requirement. In an actual T-R module an additional
0.5-1dB of power is required for losses encountered in circuitry between the
amplifier and the radiating element. For an application in which it is desired to have
an output power of 6 W, two 4-W amplifier power stages might be combined as
indicated in Fig. 9.9. Here a final amplifier design might include 2, 3, or more chips
depending on the maturity of the amplifier chips used and the degree of integration
desired in the final module design.

At the present time, a variety of device technologies are available for use in power
amplifiers. These include:
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3dB
RF in
Driver amplifier 4 Watt 4 Watt

FIGURE 9.9 Power combining of output ampifiers.

GaAs FETs
PHEMTs

« HFETs

« HBTs

GaAs FETS are used in most present designs although the devices with more
complex doping profiles (PHEMTs, HFETs, and HBTs) may offer slightly increased
efficiencies and possibly more power per unit periphery. The least mature of these
device types is the power HBT (heterojunction bipolar transistor). The life of the
HBT device (MTBF) has been somewhat less than the other device types.
Performance of all these device types is continuing to improve.

The overall dc RF efficiency for a well-designed X-band power amplifier chain is
on the order of 25-35%. Thus about three times the amplifier’s output power must be
removed as heat. This is accomplished by thinning the GaAs substrate to 3—4 mils
thickness. Vias are etched through the substrate material to make thermal contact
with the active device region. Gold is back-filled into the vias and the resulting
substrate is soldered or otherwise bonded to a thermal carrier or in some cases
directly to the module housing. Strips or rows of modules are placed against a cold
plate, which in turn has channels for liquid cooling. This approach is depicted in Fig.
9.10. Flip chip mounting of GaAs amplifiers has been used as an alternate approach
at a few industrial organizations. This approach is depicted in Fig. 9.11. The flip chip
mounting technique eliminates the need for active device vias and thinning of the
GaAs substrate. However, the heat must still be removed and visual inspection of
devices/circuits is difficult. For an array in which 1500 6-W modules are used,
considerable cooling energy is required:

6.5 W generated power at amplifier

3.0 W estimate of other heat generated in T—R module
9.5 W/module x 0.3 duty factor

2.85 W module x 1500 T—R modules per array

4.5 kW /array power dissipated in heat



9.3 T-R MODULE DESIGN CONSIDERATIONS 345

Active device

4 \Y A
Substrate % Heat spreader
7
Thermal via Metal
GaAs substrate—4.0 mils thick Solder or thermal epoxy

FIGURE 9.10 Removal of heat from a power amplifier.
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FIGURE 9.11 Flip chip mounting of power GaAs FET.

For arrays in which higher power is required, the available power from the air
platform for cooling may present a major problem. Dissipated power will be
discussed further under thermal considerations.

9.3.3 Low Noise Amplifier (LNA) Considerations

The overall T-R module receiver dynamic range requirements for a given radar
design are established by the spurious-free dynamic range needed to keep spurious
images of high level clutter below receiver noise level at the output of the radar
signal processor. The low noise amplifier chain must overcome T-R module losses
from the phase shifter, T-R switch, and attenuator, manifold losses, and the loss
from the receiver protector. Typically 25-28 dB of gain is required with a corre-
sponding noise figure of 3.0-3.5 dB. With present designs, a three-stage amplifier is
usually required. T-R module LNA designs utilize both FETs and PHEMTs. At a
fixed gate length, PHEMTSs normally give a lower noise figure than FETs. At X-band
frequencies, gate lengths of 0.4-0.5 um are used for both power and low noise
devices. The gate length is reduced at higher frequencies. At about 35 GHz a gate
length of 0.2-0.3 um is used. At 94 GHz, 0.15-0.1 um gate lengths are used. For
such gate lengths, T gates are required to provide adequate conductor metal in the
gate structure. Considerable discussion of higher frequency device technology is
available in the literature [11,12].
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9.3.4 Control Component Considerations

The control components included in a T-R module include:

» T-R protector
« Circulator
Phase shifter
Attenuator

« T-R switch

Of these, the T-R protector and circulator are usually non-GaAs individual
components, while the attenuator, phase shifter, and T-R switch are fabricated on
GaAs substrates. The phase shifter is the most complex of these. Five-bit phase
shifters are the normal choice in T-R modules. The phase shifter designs employ
switched hybrid couplers, loaded lines, and other circuit techniques to obtain small
size and acceptable loss. Insertion losses as low as 5-7dB have been obtained
[10,13]. A phase shifter GaAs chip is shown in Fig. 9.12.

9.3.5 Chip Architecture Considerations

As indicated earlier, the overall T-R module production cost is related to the total
parts count. Thus there has been a push toward fewer RF chips. Here the RF yield for
an individual RF chip must be high to warrant combining multiple functions on a
single chip. Figure 9.13 shows 5-, 3-, and 2-chip configurations. The chosen device
technology will affect choice of the number of chips. For example, if PHEMTs are
used for both power and low noise functions, then more functions may be combined.
This assumes that the power and low noise doping profiles are the same. However,
the use of HBTs for power devices would require a different device technology for
low noise and control functions. A later section of this chapter will discuss an
advance design in which single-chip T-R modules have been pursued. For present
and near-term future systems 3-chip and 2-chip designs are receiving attention.

FIGURE 9.12 GaAs phase shifter chip.
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FIGURE 9.13 Candidate chip sets for T-R modules: (a) 5-chip design, (b) 3-chip design,
and (c) 2-chip design.

9.3.6 Interconnect Technology

With many devices and circuits to be included in a single package, the interconnect
technology becomes quite important. The electrical effects of the interconnects must
be factored into the overall T-R module design. To date, most designs have used the
chip and wire approach with many interconnects required. In some modules more
than 1000 wire bonds are required. Although this approach is highly automated and
used widely in the silicon industry, it is not favored by many module designers. A
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batch approach is favored. Two such approaches are being considered as replace-
ments for the conventional chip and wire approach. These are low temperature
cofired ceramics (LTCCs) and microwave high density interconnects (MHDIs).

For the LTCC approach substrates within a module are replaced by a structure
made up of ceramic layers that contain layers of metal interconnects. These layers
are made from tapes, which are fired at somewhat lower temperatures than other
ceramics. Some components such as 3-dB directional couplers, which are used for
combining amplifier stages, may be fabricated directly into the LTCC layers. With
this approach, some wire bonds are still required for final component assembly. The
LTCC layering approach presents a three-dimensional CAD problem for
circuit/device designers. At this time, good progress is being made with LTCC
substrates. Tolerance on layer thickness, accuracy of metal pattern layouts, and
complete three-dimensional CAD of LTCC parts are all being addressed.

The MHDI approach uses conventional ceramic substrates and makes all
interconnects at one level. In this approach a layered flexible film made up of
dielectric and thin metal interconnect patterns is applied as a top layer above active
and passive circuits within the module. A batch processing technique is used to open
windows in the dielectric film and to make connections to the circuits below. At
frequencies above X-band, the electrical effects (loading) of the layer must be
factored into the design. The MHDI approach is well suited for large scale
production of T-R modules. As with the LTCC approach, further work is required
before the full value of MHDIs can be determined.

9.3.7 Computer-Aided Design (CAD) Considerations

Three major ARPA /triservice programs—MIMIC, High Density Microwave Pack-
aging (HDMP), and MAFET—have directed substantial industry and government
efforts toward first-pass design and fabrication success in realizing GaAs chip sets
for T-R modules. The MIMIC program has focused primarily on the RF circuits and
in developing chip design libraries. The HDMP program has defined advanced three-
dimensional packaging concepts and has identified needed CAD work. The MAFET
program has extended the HDMP work and has considered CAD models for the
entire T-R module. These programs have been partially successful. At the present
time, about two design interactions are required to meet specifications for a given RF
chip.

9.3.8 Package Considerations

T-R modules generally use a single metal housing containing input and output
connectors as shown in Fig. 9.14. Two input connectors are used: one for the bias
and control functions and the other for the RF input. The output is an RF connector
that connects to the antenna radiating element. The T-R module is sealed usually by
welding, is evacuated, and is back-filled with an inert gas. The housing material is
typically made from a metal matrix composite with tailored thermal expansion
characteristics. The GaAs parts are usually attached to thermal carriers, which in turn
are attached to the module wall for cooling. In some designs the RF chips are



9.3 T-R MODULE DESIGN CONSIDERATIONS 349

dc and Control Signals

| RF output

RF input

FIGURE 9.14 Module has one port as RF input, one port for dc bias and control signals, and
one port as RF output, which goes to antenna radiator.

attached directly to the module wall. Several modules are typically connected in a
row to a coupling manifold. For broadband modules that might operate over the 6—
18 GHz band, the output connectors need to be spaced no more than 4/2 at the
highest operating frequency. Thus placing two or four modules in a single package is
desirable. Figure 9.15 shows four 4.5-18 GHz 0.5-W modules in a tray. Here the
driver electronics are packaged at the input end of the tray.

9.3.9 Thermal Considerations

Cooling of power amplifiers has been discussed earlier. As was indicated, thermal
vias through substrates that have been thinned to 3—4mils are normally used.
Thermal spreaders are applied to the module housing, which is cooled by a heat
exchanger that cools the entire array face. Flip chip bonding has been the method of

FIGURE 9.15 Metal tray containing four broadband T-R modules.
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choice at some organizations. As was indicated, heat generated in the solid-state
amplifiers and other components must be channeled from the point of generation to
the module housing and then on to a cooling structure. Two important factors must
be considered. These include the cooling capacity of a given aircraft and the
allowable temperature rise from the cooling fluid to the device junction. For a
fluid temperature of 70°C an increase to 110°C should not reduce the life expectancy
of the power devices.

9.4 PRESENT TRENDS AND FUTURE DIRECTIONS

To date, the major deterrent to active phased array systems has been the cost of
fabricating and arraying large numbers of individual T-R modules into an antenna
face. As indicated earlier, much hard work has gone into cost reduction studies for
individual modules. The reduction of the number of circuits or other parts within a
T-R cell has been important, as has automated assembly and testing. The volume
production of modules for a few systems has contributed to cost reductions.
ARPA /triservice programs such as MIMIC and MAFET have helped reduce the
number of design cycles in module development.

Other efforts for cost savings have utilized two or four T-R modules in a common
metal package. The use of LTCC substrates has been valuable in such efforts.

In present designs the cost of active arrays is further increased by the mechanical
structure that holds the individual T-R modules, radiating antenna elements, RF feed
structure, and cooling manifold.

An ARPA-sponsored program with Westinghouse was established in the early
1990s to explore the possibility of fabricating subarrays of modules compete with
cooling and radiating elements at the same time as other structural elements. The
program was named RF Wafer Scale Integration (RF—WSI). The program was
completed in 1994. The RF—-WSI program was followed up by three HDMP
contracts to industry teams. The HDMP program was somewhat more conservative
than the earlier RF—WSI program. Some key features of these programs are
described below.

In the RF-WSI approach, individual T-R modules are eliminated and are
replaced by a multielement coplanar subarray. A very thin RF-WSI subarray
structure results, which may be flush mounted or incorporated into a vehicle’s
surface. The goal of the RF—-WSI program was to demonstrate the realization/
fabrication and testing of five 16-element subarrays. The specific performance goals
for an individual T-R cell were:

Transmit: Bandwidth 6—12 GHz
Radiated power 0.5W
Phase bits 6
Amplitide bits 5

Receive:  Bandwidth 4-12 GHz
Noise figure <7dB

Gain >20 dB
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In the RF-WSI program, 16 T-R cells were processed on a single 3-inch GaAs
wafer. Each T-R cell was chosen to be no larger than a half-wavelength (1/2) at the
highest operating frequency. The 16 T-R cells then become a layer within an overall
package, which forms an active radiating subarray. The parts of the structure include:

» GaAs layer

« Cooling layer or manifold
« dc Bias circuits

» RF feed structure

« Control circuits

- Antenna radiating elements

These are depicted in Fig. 9.16. The entire subarray was less than 2 inches thick,
with the circulator layer and the wideband radiating element consuming most of the
thickness [13]. The block diagram of a T-R cell is given in Fig. 9.17. The completed
subarray is shown in Fig. 9.18. In the RF—-WSI approach, individual T-R cells are
fabricated in 4/2 x 4/2 areas that are at right angles to the signal flow. Thus layers in
this structure have been called “tiles” as opposed to “bricks” in the more usual
architecture. In the following HDMP program these terms were widely used. The
two approaches are depicted in Fig. 9.19.

In the RF—-WSI configuration, thermal, dc, and RF feed-throughs between the
various layers are required. The individual layers must be thermally matched to
prevent deformation or cracking as thermal cycling occurs. The realization of large
area GaAs chips with high yield was accomplished by using circuit redundancy.
Automatic testing and closure of mechanical switches allowed the better parts to be
utilized.

The T-R cell that was developed is shown in Fig. 9.20. The reduncancy in circuit
elements is as follows:

» LNA, three of five required

» T-R switch, one of three required

« Attenuator, one of three required

» 180° Analog phase shifter, one of three required
 180° Digital phase shifter, one of two required
» Two-stage driver amplifier, two of four required
« Power amplifier, one of three required

With this degree of redundancy, about a 75% T—R cell yield was obtained.

The RF—WSI demonstration chose broadband applications with modest power
requirements. The HDMP program focused on higher power radar T-R cells. This
program utilized existing GaAs module chip sets. The program has been carried out
by three industrial teams. The teams retained the “tile” concept and used a variety of
interconnect techniques. Two teams used flip chip mounting of GaAs chips. The
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FIGURE 9.16 RF-WSI subarray approach: (a) assembled view and (b) exploded view.
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FIGURE 9.17 The block diagram of the RF-WSI cell.
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FIGURE 9.18 The completed RF—WSI subarray.

HDMP program helped define CAD problems, which are still being addressed in the
MAFET program. A good discussion of the Hughes team approach is found in the
literature [14].

Advances gained in the RF-WSI, HDMP, and MAFET programs should lead to
the next generation of active arrays. Airborne applications will continue to focus on
X-band and Ku-band frequencies. New applications will be found at higher
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FIGURE 9.19 The tile and brick approach to T-R module packaging: (a) brick approach
and (b) tile approach.

frequencies, where element-to-element spacing is quite small. A 35-GHz T-R cell
with redundancy is shown in Fig. 9.21. This cell provides 0.3 W [13] and is suitable
for incorporation into an array as shown in Figs. 9.22 and 9.23. Techniques
demonstrated at 35 GHz may be extended to the 60 GHz and 77-94 GHz regions.
These techniques may be applied to both radar and communication arrays. At these
higher frequencies, antenna radiating elements become candidates for direct integra-
tion into the module.
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Radio on Fiber Systems
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In this chapter we review technologies that have been provided for broadband
wireless access based on millimeter-wave radio on fiber systems, and we discuss the
main system requirements. A new configuration for the radio on fiber communica-
tion system that uses a dual-mode laser diode is designed and presented. Some novel
transmit-receive (T-R) modules for the integration of millimeter-wave and optoe-
lectronic devices are also presented in this chapter. These modules have solved
various practical issues related to the radio on fiber interface such as size, weight,
power consumption, reliability, and cost. As a first step, a diplexer is designed and
integrated with a microstrip patch antenna, and then a prototype T-R module is
designed and implemented. In addition, a phototransistor is integrated with a
microstrip patch antenna, and the feasibility of the two-terminal phototransistor—
patch oscillators has been studied.
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10.1 SYSTEM REQUIREMENTS FOR RADIO ON FIBER

The expected increase in the demand of broadband services forced the investigation
of systems that can support high data rates, large bandwidths, unrestricted connec-
tivity, and cost effective solutions for the end-users. Communication systems
incorporating both millimeter-wave radio and optical fiber elements are very
attractive for transmitting broadband signals, from cost and management perspec-
tives [1]. These systems are expected to play a significant role in telecommunication
networks such as interactive multimedia services (IMSs), intelligent vehicle highway
systems (IVHS), mobile broadband services (MBSs) based on picocellular archi-
tecture, and high speed millimeter-wave wireless local area networks (WLANS) [2].
Radio on fiber systems have also been proposed for the remote operation of satellite
earth stations, the antenna remoting at satellite earth stations, the dropwire replace-
ment, and the rural access by radio [1].

Millimeter-wave signals can be distributed to the remote nodes by means of
optical fibers that offer huge bandwidths and very low attenuation compared to
coaxial cables [3]. The use of waveguides for the distribution of the millimeter-wave
signals is practically very difficult because the distances between the central site and
the remote sites can be on the order of several kilometers, leading to very high
material and installation costs. A significant advantage of the radio on fiber system is
the concentration of all expensive equipment of the remote site at a central location,
which is shared among a number of remote nodes, where control and monitoring of
the system can easily be achieved. Various functions such as signal processing, up-
conversion, or down-conversion can be performed centrally and therefore the system
will provide maximum flexibility and reduced complexity. A simplified configura-
tion of the radio on fiber network is shown in Fig. 10.1. The millimeter-wave signals

antenna site

antenna site

millimeter-wave
signals

antenna site

picocell

le—>

100-200 m optical fiber

optical fiber

optical
coupler

central
site optical fiber

FIGURE 10.1 Simplified scenario for radio on fiber system.
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are generated at the central site and placed on an optical carrier for distribution by
means of optical fibers to the radio nodes or antenna sites. Each radio node or
antenna site serves a cell with a diameter of a few hundred meters. The equipment
required at the antenna sites can be of low cost and low complexity since the
expensive equipment and circuitry are moved to the central site. Operation in the low
loss silica fiber region of 1550 nm is preferred because of availability of optical
amplifiers, which are required to compensate for the splitting losses encountered in
passive optical networks.

The frequency bands of 62—-63 GHz and 65-66 GHz have been allocated in
Europe for MBSs. The move to the 60-GHz region is due to the spectral congestion
at microwave frequencies. The frequencies in this region have some advantages for
short-range links because the atmospheric attenuation at 60 GHz is around
14 dB/km, which means that frequency reuse in a picocellular environment leads
to greater spectral efficiency [4]. Furthermore, the antennas have very small
dimensions, leading to low costs when they are manufactured in volume. These
features indicate the suitability of using radio on fiber systems, especially in short-
range and low power links. Such a system is likely to provide the most cost-effective
technology for the broadband wireless service provision.

10.2 OPTICAL GENERATION OF MILLIMETER-WAVE SIGNALS

Millimeter-wave modulation using commercially available optical sources and
distribution of these high frequencies by means of optical fibers are not straightfor-
ward. Direct modulation of laser diodes is restricted to a maximum frequency of
around 30 GHz. The modulation bandwidth can be extended to 100 GHz by using
external optical modulators [5], but the use of standard fiber links with chromatic
dispersion D = 17 ps/(nm-km) at A = 1550 nm, limits the fiber link length. Due to
different propagation times of the spectral components generated by the laser source,
the resulting millimeter-wave power will be degraded and the signal will be
distorted. According to Hofstetter et al. [6], even with ideal external modulators
operating at a modulation frequency of 30 GHz, the millimeter-wave power vanishes
after propagating through a 2.2-km fiber link.

Several other techniques for optical generation and distribution of millimeter-
wave signals have been investigated to overcome these limitations. The main
techniques are (1) the FM-IM method [7], (2) resonant enhancement of semicon-
ductor laser response [8], (3) optical injection-locking of Fabry-Perot laser modes
[9], (4) optical heterodyning [10-12], (5) the stabilized mode-locked laser diode
[13], (6) master/slave injection-locked distributed feedback (DFB) laser configura-
tion [14], and (7) a dual-mode DFB semiconductor laser [15]. The method of FM-
IM uses the nonlinear properties of the dispersive fiber to convert frequency
modulation of a laser to intensity modulation. The method of resonant enhancement
of lasers requires a synthesizer at the millimeter-wave frequency and the devices
must be able to respond to this frequency. The method of optical injection-locking of
Fabry-Perot lasers requires master and slave lasers with careful optical alignment and
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a high level of temperature control. Optical heterodyning involves two semicon-
ductor lasers and requires a feedback system to control the frequency or the phase of
the generated signal. The master/slave injection-locked DFB laser configuration
method is similar to the method of optical injection-locking of Fabry-Perot laser
modes, but in this case, the lasers are single-mode devices and each contributes a
single mode to the output signal. In addition, this technique gives the benefit of
allowing great flexibility in the choice of beat signal. The dual-mode laser method
offers the prospect of high power levels, using one laser, which is subharmonically
locked to the millimeter-wave frequency of interest. In the following sections, some
of these techniques for the optical generation of millimeter-wave signals will be
described in more detail.

10.2.1 FM-IM Method

The method of FM-IM uses the nonlinear properties of the dispersive fiber to convert
frequency modulation of a laser to intensity modulation. This method of generating
millimeter-wave radio signals uses a laser diode designed in such a way that its
optical carrier frequency can be modulated by application of a drive signal to one of
the laser terminals [7]. The optical spectrum of a frequency-modulated laser contains
lines spaced by the drive frequency, and millimeter-wave signals are generated by the
beating between widely spaced sidebands on a photodetector. The intensity of a pure
FM signal is constant, and does not induce any photocurrent at harmonics of the
drive frequency. However, if the light is propagated over a dispersive optical fiber,
then the relative phases of the optical sidebands are changed, and consequently the
light intensity fluctuates at harmonics of the laser drive frequency.

This technique of FM-IM has been analyzed theoretically, and modulation depth
M, of each harmonic at the output of the photodetector, which is defined as the ratio
of the amplitude of the alternating photocurrent at the pth harmonic to that of dc, is
given by [7]

M, = 2/, 2B sin(pe)] (10.1)

where J, is the pth order Bessel function of the first kind, 8 is the FM index of the
laser, and ¢ is an angle related to the fiber group velocity dispersion parameter D, as

w? D?
([):%a)zﬁzzz—ﬂ-?z (102)

where / is the free-space wavelength of the laser, ¢ is the speed of light, z is the fiber

length, and o is the angular frequency of the drive signal applied to the laser. The
maximum modulation depth for the pth harmonic can be obtained when

2Bsin(pd) = jp (10.3)



362 INTEGRATED TRANSMIT-RECEIVE CIRCUIT-ANTENNA MODULES

where j, | is the first zero of the derivative of the pth order Bessel function. Thus to
obtain the maximum modulation depth for the pth harmonic at the receiver it is
necessary to adjust the FM index f§ to an optimum value. This can be achieved by
choosing the fiber length such that p¢ = /2.

The theoretical dependence of the modulation depth versus the FM index for
different harmonics is shown in Fig. 10.2, where the value of ¢ used in the
calculations is 0.027rad [7]. Fig. 10.2 indicates clearly that for the 10th harmonic
an intensity modulation depth of about 60% can be achieved. The corresponding
values of IM depth for the two higher harmonics are lower.

The method of FM-IM for generation of millimeter-wave signals is criticized by
many researchers, as it is not appropriate for the radio on fiber system. This is
because the technique of FM-IM strongly depends on the fiber length, which makes
it unsuited to the provision of networked services, due to the differences in path
length to the various antenna sites in the system. However, a full analysis of the FM-
IM method is presented in [42].

10.2.2 Optical Heterodyning Method

The optical generation of millimeter-wave signals using the optical heterodyning
method is based on the coherent mixing of two optical signals on a photodetector.
Coherent mixing involves two optical fields of frequencies v, and v,, which are
mixed on a photodetector. In order to show the effect of coherent mixing, the electric
fields of the two optical modes are expressed (neglecting their phase terms) as

e, (1) = e, cos(2nv 1) (10.4)

e, (1) = e, cos(2mv,1) (10.5)

IM depth

FM modulation index
FIGURE 10.2 Modulation depth against FM index.
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where e, and e, are the peak values of the electric fields. These two fields are
added and mixed on the surface of a photodetector. The resulting beat photocurrent
I,(2) can be expressed as

Ly(1) o e, 1€, cos[2m(vy — v,)i] (10.6)

By controlling the difference frequency Av = v; — v,, a millimeter-wave signal at
the required frequency can be generated. When the electric field amplitude of one of
the signals is modulated by the information message m(t), then the two fields may be
written as

ey (t) — m(t)e,; cos(2mv;t) (10.7)
ey (1) = e, cos(2mv,1) (10.8)

In this case, the photocurrent generated becomes
Ln(0) o e, 1€,om(t) cos[2m(v) — v,)i] (10.9)

The resulting term in Eq. 10.9 has the required frequency and also includes the
modulation information m(t), which, if required, can be a set of subcarriers. Thus the
detected photocurrent spectrum consists of a central unmodulated carrier together
with two subcarriers.

One method for millimeter-wave generation is based on the Mach—Zehnder (MZ)
optical modulator [16]. The MZ optical modulator has an output field described by
[10,17]

T Vm(t)) (10.10)

€ou(t) = €, (t) cos (5 V.

where V,,(¢) is the modulating voltage applied to the modulator, e, (¢) is the incident
optical field, and V, is the bias of the modulator. When a sinusoidal modulating
signal of frequency w is added to the bias voltage of the modulator, the modulating
signal becomes [10,17]

V,(@® = V(1 +¢)+ oV, cos(wt) (10.11)

where ¢ and o are the bias and signal levels applied to the modulator normalized to
V.. Consequently, the output electric field of the modulator is given by

eout(t) = cos[(% [(1+¢e)+« cos(cot))] cos(2mvyt) (10.12)
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where v, is the optical frequency applied to the modulator. Equation (10.12) can be
expanded using Bessel function expansion as

eout(t) = J (oc g) cos (g 1+ 8)) cos(2mvyt)

-J| (oc g) sin(g 1+ 8)) cos(2nvyt + wt)

) cos (g 1+ 8)) cos(2mvyt + 3wt)

b (10.13)

where J; is the Bessel function of the first kind. It should be noted that all J,, (a7 /2),
n=0,1,..., terms will vanish when the modulator is biased at V(¢ = 0). In this
case, the output spectrum of the modulator has two strong components centred at v,
that are separated by 2. It is possible to suppress the amplitude of the higher order
terms to at least 15 dB below the two major components by controlling the bias point
of the modulator [18].

Because both optical carriers separated by the frequency difference Af are
generated from one single laser with linewidth Av, their phase noise is completely
correlated. This leads to very narrow linewidth electrical signals. O’Reilly et al. [18]
have shown that a fiber length of several tens of kilometers will not degrade the
electrical linewidth seriously due to decorrelation of the noise processes caused by
dispersion-induced differential delay. Also, there is no broadening of the electrical
carrier due to the phase noise of the original laser source. However, a propagation
delay between the optical carriers, caused by chromatic dispersion at the optical
fiber, means that at the photodetector the phases of the two optical carriers are not
completely correlated. Therefore, power degradation exists due to the broadening of
the electrical linewidth of the millimeter-wave carrier. Hofstetter et al. [6] showed
that for a standard single-mode fiber with chromatic dispersion of D =
17 ps/(nm-km), at an operation wavelength of 1550 nm, and by use of commercially
available laser with Av = 20 MHz, the fiber dispersion effect is negligibly small. For
a 30-GHz millimeter-wave signal transmitted through a fiber of 100-km length, the
chromatic dispersion leads to a propagation time delay of 0.41 ns, which results in a
negligible power degradation of below 0.25 dB. A similar result will be obtained for
a 60-GHz signal, provided that the length of the optical link L<100 km.

A block diagram of a dual-mode source arrangement is shown in Fig. 10.3. The
optical source used in this technology is a conventional distributed feedback laser
with an optical frequency v,, which is connected to a MZ modulator. If the
modulator is biased appropriately, two optical carriers will be generated. The
frequencies of the two optical carriers differ by the required millimeter-wave
frequency Af, which is equal to twice the drive frequency f of the modulator.
Therefore, if the driving frequency is 30 GHz, the two carriers are separated by
60 GHz. The two optical carriers are separated by means of a MZ filter, and by
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modulator filter

FIGURE 10.3 Dual-mode source using Mach—Zehnder frequency-doubling method.

employing another MZ modulator, one of the carriers (i.e., vy — f) can be modulated
by the data signal. Both optical signals are sent via the optical fiber distribution
network to the remote antenna sites where optical heterodyning on the photodetector
takes place.

10.2.3 Master/Slave Injection-Locked DFB Laser Method

The technique of master/slave laser arrangement for optical generation of milli-
meter-wave signals was demonstrated initially by Goldberg et al. [19] and later by
Scholl and Burkhard [20]. However, this technique was modified recently [14] in
such a way that it generates millimeter-wave signals with high efficiency, purity, and
stability. The lasers are in a series (master/slave) configuration, and very low phase
noise is produced in the beat signal simply by subharmonic electrical injection of the
slave laser.

The method presented by Noél et al. [14] differs from the earlier work of
Goldberg et al. [19], who used a master/slave laser arrangement, in which the
selection and locking of two modes from a slave Fabry-Perot laser were used to
generate a beat frequency in a photodiode. In the case of Noél et al. [14], the lasers
are single-mode devices and each contributes a single mode to the output. In
addition, the electrical injection-locking is used to provide stability and purity to the
output signal.

The arrangement of the master/slave technique is shown in Fig. 10.4. Each laser
contributes a single mode, and the difference between the two optical modes is the
desired millimeter-wave frequency. The output of the slave laser consists of the
master laser mode and the slave laser mode. These modes will be coherently mixed
on a fast photodiode to produce the desired millimeter-wave signal. However, if an
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FIGURE 10.4 Master/slave experimental arrangement for optical generation of millimeter-
wave signals.#

electrical drive is used to inject the slave laser at a subharmonic of the beat
frequency, a series of sidebands will be generated from the slave laser. The master
laser mode, then, will lock one of the slave laser sidebands, which results in phase
noise cancellation at the output signal. The resulting linewidth of the millimeter-
wave signal is derived from the electrical drive source (synthesizer), which can have
high purity.

In this experiment, the reported beat frequency between two optical modes (i.e.,
the millimeter-wave frequency) is in the range of 50 GHz. The master laser used at
the output was a tunable laser, which allowed for fine detuning of the optical
frequency. An erbium-doped fiber amplifier (EDFA) was used to compensate for the
optical insertion loss of the slave laser. Because the EDFA produces amplified
spontaneous emission, a 2-nm bandpass filter was used to remove this effect. The
master laser signal was coupled to the coated facet of the DFB slave laser, and the
output was taken from the uncoated facet of the slave laser.

The two optical modes were launched into a high-speed edge-coupled PIN
photodiode using a 90:10 optical coupler. The output of the photodiode was
observed on an RF spectrum analyzer, and the other arm of the coupler was used
to monitor the optical modes on an optical spectrum analyzer. In order to show the
effect of the electrical injection of the slave laser, the optical spectrum of the output
is shown in Fig. 10.5.

electrical injection: OFF ? electrical injection: ON

FIGURE 10.5 Electrical injection effect on the optical spectrum of the master/slave
configuration.
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electrical injection: ON

electrical injection: OFF

FIGURE 10.6 Electrical injection effect on the electrical spectrum of the master/slave
configuration.

When no electrical injection was applied to the slave laser, the continuous wave
(CW) of the master and slave modes has a wavelength separation that corresponds
approximately to the desired millimeter-wave frequency. When the electrical injec-
tion was applied, a series of sidebands were generated from the slave laser. The
electrical spectrum of the photodiode output is shown in Fig. 10.6. When no
electrical injection is applied, the phase noise is high. However, when the electrical
injection is applied, the output signal becomes extremely pure. The signal purity is
comparable to the phase noise produced by the synthesizer.

The technique of master/slave laser for optical generation of millimeter-wave
signals is simple to implement and gives high purity, high power, and highly stable
signals that can be tuned theoretically to any desired frequency in the range of
interest. Furthermore, the chromatic dispersion should not present any problems over
long transmissions, since the output optical spectrum consists of two optical modes
[21].

10.2.4 Dual-Mode Semiconductor Laser Method

Optical mixing is an efficient method for a millimeter-wave signal but generally
requires complex feedback systems and phase control. A dual-mode laser diode
developed at BT Labs is designed to provide the high power associated with optical
mixing but without the need for feedback [4]. Furthermore, because the two optical
modes are generated in the same cavity, it is possible to lock them in phase by
applying an electrical injection signal to the device.

The laser is a specially modified multisection long-cavity DFB device in which
oscillation occurs simultaneously on both sides of the Bragg frequency [22]. The
difference between the frequencies of these two optical modes is the desired
millimeter-wave frequency. The separation of the two optical modes can be adjusted
by reducing the grating strength coefficient. The 2-nm-long DFB laser diode used in
the experiment was operated in the region of 1560 nm and was divided into four
sections. It was fabricated on a specially designed submount with four independent
tabs to bias each section. Modulation of the device has been performed by applying
the modulating signal to one of its sections.
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Figure 10.7 shows the optical output spectrum of the dual-mode laser under
typical operating conditions [15]. In this experiment, the optical modes were
separated from each other by 0.48nm, which corresponds to a frequency of
around 57 GHz. Figure 10.7 clearly indicates that all other modes have been
suppressed by more than 20 dB.

The optical output of the device is launched into a single-mode fiber and then the
light coming out of the fiber is coupled into a wideband InGaAs edge-coupled PIN
photodiode [23], with a dc responsivity of 0.27 A/W and a response of —10 dB
relative to dc at 60 GHz. The experimental setup of the dual-mode laser and the
associated circuitry for phase-locking measurements [15] is shown in Fig. 10.8.

Without electrical injection-locking of the dual-mode laser, the beat frequency
signal is unstable and has a linewidth of around 100 MHz. This is because the two
optical modes from the device are not phase-locked. However, when a signal with
frequency of 6.3 GHz (i.e., ninth subharmonic) was injected into one of the device
sections, the generated millimeter-wave signal at 57 GHz, was of high purity with a
linewidth of less than 10 Hz and a locking range of about 500 MHz. The phase-
locked millimeter-wave signal is shown in Fig. 10.9. As reported by Wake et al.
[15], the purity of the signal did not degrade when transmitted over 25 km of optical
fiber.

dBm

1.556 1.557 1.5685 1.560 1.561

FIGURE 10.7 Optical spectrum of the dual-mode laser output.
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FIGURE 10.8 Experimental setup for phase-locking measurements.
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FIGURE 10.9 Electrical spectrum from phase-locked dual-mode laser.

The beat frequency can be tuned over a range of about 1 GHz by appropriate
control of the individual bias current. The tuning range of the beat frequency is an
important parameter, since there is a possibility for the beat frequency to be
significantly different from the desired operating frequency due to the processing
limitations in practice.

The modulation depth of the phase-locked signal is less than 100%, as a
consequence of using subharmonic injection-locking as opposed to fundamental
injection-locking. However, advantages such as simple and compact design of the
device and tunability of optical output make the dual-mode laser suitable for optical
generation of millimeter-wave signals.

10.3 OPTICAL DETECTION OF MILLIMETER-WAVE SIGNALS

Various forms of optical receiver can be considered for radio on fiber systems. The
simplest is a photodiode followed by an amplifier. One approach is the use of an
edge-coupled or waveguide PIN photodiode, which gives a very high bandwidth
while maintaining a good responsivity [24]. Another approach is the use of optically
sensitive heterojunction bipolar transistors (photoHBTSs) [25-27]; electroabsorption
modulators have also been suggested [28].

10.3.1 Edge-Coupled PIN Photodiode Method

Edge-coupled photodiodes have been reported [23], with a bandwidth of 50 GHz
and a quantum efficiency of 50%. This type of device has been used extensively in
millimeter-wave radio on fiber system demonstrators. An interesting property of this
device is its ability to work without an external bias. This property has been
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exploited to demonstrate radio on fiber transmitters with no electrical power
requirement [24].

A schematic cross-section of the photodiode is shown in Fig. 10.10. In this
device, the absorber layer forms a part of the core of an optical waveguide. The core
is formed using a thick nonabsorbing layer in conjunction with a thin absorber layer
that allows the optical waveguide to be designed in such a way as to provide high
speed operation, in addition to a large mode size for efficient coupling to optical
fiber at the same time.

The frequency response of the edge-coupled PIN photodiode varies considerably
depending on packaging arrangements. This specific photodiode is a fully packaged
device that incorporates an internal bias network. Using a single-mode lens-ended
fiber pigtail, the frequency response of the device is shown in Fig. 10.11. The
bandwidth is 40 GHz but the device remains usable at 60 GHz, where its response is
only 7dB below that at dc level.

Because of the very thin absorber (0.13 um) [23], this device has the ability to
work well without an external bias. The built-in junction potential can provide
sufficient electric field to sweep out the photogenerated carriers. This is an
interesting property, which makes this type of device efficient and suitable for
detecting the millimeter-wave signals. This is because it reduces the power
consumption at the remote site in a radio on fiber system.
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FIGURE 10.10 Schematic cross section of an edge-coupled PIN photodiode.
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FIGURE 10.11 Frequency response of an edge-coupled PIN photodiode with internal bias
network.
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10.3.2 Heterojunction Bipolar Phototransistor Method

Optically sensitive heterojunction bipolar transistors (photoHBTs) are potentially
useful devices for radio on fiber systems, where they can be used as high gain
photodetectors, as optically injection-locked oscillators, and as optoelectronic
mixers. A two-terminal photoHBT has been developed at BT Labs using the
edge-coupled InP/InGaAs technology for efficient optical access [25-27]. A
schematic cross section of the device structure is shown in Fig. 10.12.

The structure shows the edge-coupled optical input of the device, where the base
bias current is supplied by the dc component of the optical input signal. It should be
noted that this structure is inherently common collector.

Wake et al. [25] used an optical heterodyne technique with a matched pair of
DFB lasers at a wavelength of 1550 nm, in order to generate beat frequencies up to
30 GHz. The measured frequency response of the photoHBT with emitter bias of
—1 V and current of 8 mA is shown in Fig. 10.13. The frequency response of the
edge-coupled PIN photodiode, which is illuminated with the same optical power, is
plotted on the same graph for comparison. From this figure, it is clear that the
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FIGURE 10.12 Schematic cross section of an edge-coupled photoHBT.
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FIGURE 10.13 Frequency response of an edge-coupled photoHBT.
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common-collector unity-gain frequency of the edge-coupled photoHBT is greater
than 30 GHz.

The peak responsivity of the photoHBT is around 700 A /W, which was obtained
with a lens-ended fiber input [25]. The current gain of the transistor was assessed by
comparing its responsivity with that of an edge-coupled photodiode, and is found to
be around 3000. The photoHBT is extremely simple to fabricate, since the process is
based on that used for a photodiode, and combines the functionality of a millimeter-
wave photodiode and power-efficient amplifier. The photoHBT is therefore of
interest as a millimeter-wave photodetector with gain.

10.4 NEW CONFIGURATIONS FOR RADIO ON FIBER SYSTEMS

The advantages of the dual-mode laser diode [15] over other techniques for
generating millimeter-wave signals, has led to the design of a new configuration
of the radio on fiber system [2]. This new configuration uses the dual-mode laser at
the central site of the radio on fiber network. As it is mentioned earlier, the concept
of centralization is very important for this technology because it allows control and
monitoring of the network from a central location. For instance, it is possible to
change the millimeter-wave carrier of the network from the central site. Furthermore,
the expensive equipment can be located at the central site where it can be protected
from rain, wind, and sun. In addition, the equipment of the central site can be shared
among all the remote sites, resulting in a great simplification. Because the dual-mode
laser may provide high power levels, the remote antenna units can be operated at
lower power consumption.

The integration of the remote site is also important since it allows the cost to be
minimized. These requirements lead to the use of planar circuit technology. The use
of microstrip antennas will make a highly integrated circuit for the radio interface
module. Microstrip antennas have low profile and are light in weight. They can be
conformal and are well suited to integration with microwave and millimeter-wave
integrated circuits [29].

The new configuration of radio on fiber allows full-duplex operation, and it is
capable of using fewer amplifiers at the remote site since it has more available power
at the output of the photodetector. The return path is designed in a similar way to that
of the microwave optical duplex antenna link (MODAL) demonstrator [18].

The proposed configuration of the radio on fiber system, shown in Fig. 10.14, is
divided into two parts shown within dashed boxes. One part is the central site and the
other one is the remote site.

The dual-mode laser diode shown in the central site generates two optical modes
v, and v,, such that v; — v, = 60 GHz, at a nominal wavelength of 1550 nm. The
input of the dual-mode laser is used to intensity modulate the laser, at baseband or at
a low frequency subcarrier, with the information data. The optical signal is
transmitted through a standard single-mode optical fiber to the remote site, where
it is coupled into a wideband PIN photodiode. The optical modes mix on the surface
of the PIN photodiode. The spectrum of the photodiode output consists of a central
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FIGURE 10.14 Block diagram of the proposed radio on fiber system configuration.

carrier at 60 GHz with two sidebands that contain the information data. The
millimeter-wave signals from the photodiode are amplified and a diplexer filter
selects one of the sidebands for radiation by the transmitting antenna. The diplexer
also selects the unmodulated millimeter-wave carrier that is used as the local
oscillator for the provision of the return path.

The return path involves a multiplier that mixes the received millimeter-wave
signal with the recovered unmodulated carrier from the diplexer. The result of the
mixing is a down-conversion of the received millimeter-wave signal, which is used
to modulate a low-frequency laser operating at the wavelength of 1300 nm. The
optical output of the laser is transmitted back to the central site through the same
optical fiber by means of a wavelength division multiplexing (WDM) coupler, as
shown in Fig. 10.14. At the central site the return signal is separated again by means
of a WDM coupler and coupled into a low-frequency PIN photodiode.

10.4.1 Frequency Arrangement of the Radio on Fiber System

An example of the frequency arrangement for this configuration is given in this
section. It is assumed that the dual-mode laser generates two optical signals v, and
v,, such that v; — v, = 60 GHz. In addition, a modulating subcarrier f,, = 2 GHz is
assumed. With reference to Fig. 10.14, the frequencies at the various positions in the
diagram are shown in Table 10.1.

Since the radiating millimeter-wave signal is at 62 GHz, the receiving signal must
be at different frequency and is assumed to be at 61 GHz. After mixing with the 60-
GHz carrier, the resulting intermediate frequency (IF) is 1 GHz. Therefore, a low
cost conventional laser is required, operating at 1300 nm, to transmit the IF signal
back to the central site. This frequency arrangement is just an example. The
configuration is flexible and can be adapted to the requirements of the specific
application. Furthermore, the configuration is transparent to modulation format.
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TABLE 10.1 Frequency Arrangement of the Radio on Fiber
System Configuration

Position Frequency Arrangement Frequency

A I 2 GHz

D vy = vy) + S (v —Vy) —fo 62 GHz, 58 GHz
Vi — Vs fo 60 GHz, 2 GHz

E vy =vo) + S (v — Vo) — S 62 GHz, 58 GHz
Vi — Vo, fon 60 GHz, 2 GHz

F vy =)+ /1 62 GHz

G V=V, 60 GHz

H vy =) +/. 61 GHz

I I 1 GHz

J I 1 GHz

M £ 1 GHz

10.4.2 Noise Performance of the Radio on Fiber System

The noise performance of the radio on fiber system is assessed by the overall noise
figure of the system. However, the total noise figure of such a system has been
analyzed [30-34] by taking into account the noise contributions of both central and
remote sites of the system. Figure 10.15 shows a block diagram of the proposed
radio on fiber system where the noise figures associated with the link are also
indicated. It consists of the optical link as the first stage and the millimeter-wave
radio link as the second stage. The optical link is defined from the input of the dual-
mode laser diode up to the output of the photodetector.

Assuming that the relative intensity noise (RIN) of the dual-mode laser diode is
negligible, the total noise figure of the system, F;, can be expressed as

Lg - Fr — 1
Fr= Loy Fo + 20— — (10.14)
pt tx
Gtx/Lopt
e
Dual-mode (. PIN Millimeter-wave
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FIGURE 10.15 Block diagram of the radio on fiber link and associated noise.
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where L, is the optical link loss, L4 the radio link loss, Fi, the transducer noise
figure, F, the receiver noise figure, G,, the transducer gain, and G,, the receiver gain.

Some conclusions can be drawn by examining Eq. 10.14. If the transducer gain is
much greater than the optical link loss, such that Gi, /L, > 1, then the total noise
figure F7 depends mainly on the optical link loss L,y. On the other hand, if
Gy /Loy < 1, then F7 depends on all system parameters including the optical and
radio link losses as well as the transducer and receiver noise figures.

10.5 DESIGN OF A DIPLEXER-ANTENNA UNIT

In the radio on fiber system demonstrator of the microwave optical duplex antenna
link project [18], and the proposed system configuration described in Section 10.4,
diplexers have been used at the remote site in order to recover the unmodulated
millimeter-wave carrier, which is required for the provision of the return link. This
specific design of the remote site has the advantage of allowing full-duplex operation
and in addition eliminates the need of a millimeter-wave local oscillator, which
would make the module more complicated in terms of size, weight, and power
consumption. The use of a diplexer at the remote site is essential for the proposed
system configuration and therefore it must be simple and efficient.

The selected topology for the millimeter-wave diplex filter of the MODAL project
[18] was based on the use of two bandstop filters centered at the millimeter-wave
carrier and the selected sideband, respectively. This network was preceded also by
another bandstop filter that rejects the unwanted sideband. However, the diplexer
design can be simplified further, if the narrowband nature of a patch antenna is
exploited. Figure 10.16 shows the topology of a simple and efficient design of a
diplexer—antenna unit, which is proposed in this research.

The idea behind this design is to use the narrowband properties of the patch
antenna for the rejection of the unwanted sideband, preceded by a parallel bandstop
filter for selecting the millimeter-wave carrier. The diplexer—antenna unit is based

selected
i sideband
o s:ine: am{i —> patch
mm-wave carrier mm-wave ) antenna
carrier
bandpass %
filter —~
{
mm-wave
carrier

FIGURE 10.16 Diplexer—antenna unit topology.
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only on passive microstrip printed circuit technology without involving any active
devices or lumped elements, thus reducing the cost of the implementation.

The diplexer is designed using the Microwave Design System (MDS), which is a
computer simulation package developed by Hewlett Packard, and experimental
results of the integration with a patch antenna are obtained. The frequency is
scaled down from 60 GHz to the microwave region of 6 GHz, since this is sufficient
to prove and demonstrate the principles of the design.

10.5.1 Microstrip Coupled Line Filter Design

The parallel coupled transmission lines can be used to construct many types of filter.
This type of filter is suitable for the purpose of the diplexer because the bandwidth
that can be achieved with this type is less than 20% [35]. Fabrication of multisection
bandpass coupled line filters is particularly easy in microstrip form, which provides
very narrowband characteristics [36]. Therefore, the bandpass coupled line filter is
chosen for the design of the diplexer.

Detailed theory on the design of coupled line bandpass filters can be found in [35]
and [36]. In the following part of this section, a brief description of the design
procedure is given, which is sufficient for the design of a diplexer.

Narrowband bandpass filters can be made with cascaded coupled line sections of
the form shown in Fig. 10.17. A lumped-element equivalent circuit for a second
order (i.e., N = 2) bandpass filter is shown in Fig. 10.18, where the equivalent
inductor L, and capacitor, C, values are given by the following expressions [35]:

L= % (10.15)
ION
1 T
= = 10.16
3L 2Zyw, ( )
—> output

FIGURE 10.17 Layout of an N + 1 section coupled line bandpass filter.

FIGURE 10.18 Lumped equivalent circuit for a bandpass filter for N = 2.
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In the above equations, w, = 1/+/LC is the center frequency of the filter, and Z, is
the characteristic impedance of the microstrip transmission line.

Each pair of coupled line sections in Fig. 10.17 leads to an equivalent shunt LC
resonator. An admittance inverter occurs between two successive pairs of LC
resonators. The function of admittance inverters is to transform a shunt LC resonator
into a series LC resonator, which consequently leads to the equivalent circuit of Fig.
10.18.

The analysis of a single coupled line section has indicated that the length of the
coupled line section must be approximately 4/4 [35]. This means that the microstrip
transmission line length between any two consecutive sections is effectively 1/2. The
number of coupled line sections that must be used is N + 1, where N is the required
order of the filter.

10.5.2 Bandpass Filter Design

The conventional structure of the coupled line bandpass filter is not ideal for the
purpose of integration as far as the substrate space is concerned. The reason is that
the cascaded form of the coupled line sections tends to occupy a substantial area of
the substrate, which makes the filter implementation large. A novel idea for
minimizing the substrate area occupied by the bandpass filter is to put two
consecutive coupled line sections on the same line as illustrated in Fig. 10.19.

The resulting layout structure of the filter is a chopped transmission line that has
coupled line sections along its length. This is a third order bandpass filter, which is
equivalent to the filter of Fig. 10.17, with four coupled line sections. The length of
the resulting coupled line must be approximately 1/2. The small gaps in the middle
are necessary in order to create the coupled line structure. Although these small gaps
perturb the behavior of the filter, its response can be recovered by adjusting the
length and spacing of the coupled lines.

Based on the structure described above, a third order bandpass filter is designed at
6 GHz using the MDS simulation tool. Initially the length of the transmission lines
was set to half of the guided wavelength /,. The guided wavelength is given by

A
Jy = —2 10.17
Ve (10-19
where
e, +1 ¢ —1 1
Seff: + . (1018)

A2
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FIGURE 10.19 Layout structure of a third order bandpass filter.
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In the above equations, 4, is the free-space wavelength, ¢.¢ is the effective dielectric
constant of the substrate of thickness #, ¢, is the dielectric constant of the substrate,
and W is the width of the microstrip line. The characteristic impedance Z;, of all
filter microstrip lines, is selected to be 50 Q. For the design of the bandpass filter,
MDS was used to evaluate the width of the 50-Q line.

The optimization capabilities of the simulator are very useful since they allow for
automatic adjustments of the various parameters of the circuit in order to satisfy
certain conditions. The simulation circuit uses two S-parameter ports and the goal of
the optimization is to maximize the transmission coefficient S,; at 6 GHz. The length
and spacing of the coupled line sections may be varied in order to satisfy the goal. In
addition, this specific design allows a narrow bandwidth for possible tolerance in the
frequency of the millimeter-wave carrier. The circuit, which was used for simulation,
is shown in Fig. 10.20.

The substrate used has dielectric constant ¢.=2.33 and thickness
h = 0.508 mm. It is assumed that the frequency of the millimeter-wave carrier is
6 GHz and the frequencies of the two sidebands are 5.6 GHz and 6.4 GHz. The
frequency response of the filter is shown in Fig. 10.19. The filter has a sharp roll-off
in the transition-bands and almost a flat response in the pass-band. The —1-dB
bandwidth of the filter is 60 MHz with 38.7-dB rejection of the 5.6-GHz component
and 43.6-dB rejection of the 6.4-GHz component.

Although a third order filter is designed for the assumed specifications of the
system, a second order would be sufficient for the rejection of the stopbands of the
filter. However, if the two sidebands are at 5.8 GHz and 6.2 GHz, then at least a third
order filter must be used. The above third order filter gives 28.4-dB rejection of the
5.8-GHz sideband and 30-dB rejection of the 6.2-GHz sideband.

10.5.3 Patch Antenna Matching

The diplexer—antenna unit can be matched to any impedance value depending on the
design of the system. Since the bandpass filter is designed for 50-Q impedance, the
patch antenna will be matched to the same value. The easiest way to achieve the
patch antenna impedance matching is to use a quarter-wavelength transformer. As is
known, the imaginary part of the patch impedance is zero at the resonant frequencys;
therefore the patch is designed to resonate at 5.6 GHz and its impedance can be
estimated either using the formulas in [37] or using the computer simulator. When
the real part of the patch is determined, the characteristic impedance of the quarter-
wavelength transformer Z , is given by

z,= /2,2, (10.19)

where Z, is the patch impedance at the resonant frequency, and Z; is the transformed
impedance, which is 50Q in this case. The length of the transformer line is 4,/4.
The matching network of a 5.6-GHz antenna is designed and simulated with a
passive microwave simulator called Prelude, developed by Boulder Microwave
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FIGURE 10.20 Simulation circuit of the 6-GHz bandpass filter.
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FIGURE 10.22 Simulated structure with Prelude.

Technologies. Prelude provides an easy-to-use interface for drawing and automati-
cally meshing geometries of arbitrary shape and a powerful full-wave simulator for
simulating the response of passive structures. It is based on the integral-equation and
moment-method approach. The structure of the patch with its matching network is
shown in Fig. 10.22.

The reflection coefficient S;; of the structure is measured at the input of the 50-Q
transmission line and is shown in Fig. 10.23. The reflection coefficient at 5.6 GHz is
better than —20 dB, which is considered a reasonable match.

If the patch antenna is not designed to resonate exactly at a specific frequency,
then the impedance of the patch at the desired frequency is not purely real, and,
consequently, the quarter-wavelength transformer does not transform to the required
impedance. In such cases, it is possible to let the computer simulator vary the length
and the characteristic impedance of the transformer line in order to achieve the 50-Q
impedance. This is often a feasible optimization.

For the design of the diplexer—antenna unit, the patch antenna was designed based
on the transmission line model given in [37]. The characteristic impedance of the
quarter-wavelength transformer and its length were calculated theoretically and the
values were used as the initial conditions for the MDS simulator. The transmission
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FIGURE 10.23 Reflection coefficient of a 5.6-GHz patch with matching network.

line model of the patch antenna, shown in Fig. 10.24, was used as an MDS subcircuit
model for the patch oscillator circuit.

10.5.4 Diplexer—Patch Integration

The integration of the diplexer and the patch antenna is based on the idea shown in
Fig. 10.16. The patch antenna has a resonant frequency of 5.6 GHz. This means that
if the patch is matched to a 50-Q line at 5.6 GHz, the 6.4-GHz sideband will be
reflected back since at that frequency the patch will be completely mismatched. On
the other hand, the bandpass filter allows only the 6-GHz carrier to pass through and
rejects the two sidebands.

The important point of the design is the junction where the path that leads to the
patch meets the input port of the bandpass filter. It is required that all the power of
the 6-GHz carrier follows the direction toward the bandpass filter, and all the power
of the 5.6-GHz component follows the direction toward the patch antenna for
radiation. In order to achieve this goal, the point at the junction looking toward the
patch antenna must be of high impedance for the 6-GHz carrier but matched to 50 Q
looking toward the bandpass filter. In addition, the point at the junction looking
toward the bandpass filter must be of high impedance for the 5.6-GHz component
but matched to 50 Q looking toward the patch antenna. This impedance arrangement
will force the 6-GHz carrier signal to flow in the direction of the bandpass filter and
the 5.6-GHz component to flow in the direction of the patch antenna for transmis-
sion. The circuit of the diplexer—antenna unit, which is used for the simulation, is
shown in Fig. 10.25.

Two S-parameter ports are used for the simulation. One is connected to the input
of the circuit and the other to the output of the bandpass filter. One of the
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optimization goals is to minimize the reflection coefficient S;; of the circuit and the
other is to maximize the transmission coefficient S,; at 6 GHz, which is the carrier
passing through the bandpass filter.

The arrangement of the impedances at the junction of the circuit can be achieved
using the optimization feature of the MDS. By defining the goal blocks as they are
shown in Fig. 10.25, the parameters that represent the variables of the optimization
are (1) the length of the microstrip line between the junction and the bandpass filter
and (2) the length of the microstrip line between the junction and the matching
network of the patch antenna.

The characteristic impedance of the bandpass filter at 6 GHz does not change by
varying the length of the microstrip line, unlike the characteristic impedance at
5.6 GHz. Similarly, when the microstrip line length of the patch is altered, its
characteristic impedance at 5.6 GHz remains unchanged but its characteristic
impedance at 6 GHz is affected. This is necessary for achieving the two optimization
goals.

The simulation results of the MDS are shown in Fig. 10.26. The diplexer—antenna
integration seems to have very good performance. The diplexer can recover the
6-GHz carrier with an insertion loss of 0.49 dB, and has a —1-dB bandwidth of
60 MHz. The rejection of the diplexer at 5.6 GHz is 44.5dB and the rejection at
6.4 GHz is 43.3 dB. The reflection coefficient of the circuit at 5.605 GHz is —33 dB,
which ensures a good matching of the patch antenna.

The actual layout of the diplexer—antenna integration is shown in Fig. 10.27,
where the two arrows represent the two ports of the circuit. If necessary, the shape of
the bandpass filter can be modified to fit to the dimensions of the substrate. This
design is in the region of 6 GHz and the dimensions of the circuit are quite large. In
the region of 60 GHz the dimensions are approximately 10 times smaller than the
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Fig. 10.26 Expected frequency response of the diplexer—antenna integration.
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FIGURE 10.27 Layout of the diplexer—antenna integration.

size of the circuit shown in Fig. 10.27, and, consequently, the result will be a
compact unit for the remote site of the radio on fiber system.

From the simulation results shown in Fig. 10.26, the expected performance of the
diplexer is very promising for the radio on fiber system, since it provides a simple
construction based on printed circuit technology and is able to extract the unmod-
ulated carrier with a very low insertion loss. The expected insertion loss of the
diplexer, reported to the MODAL project [18], is 6 dB with the design being based
on three separated filters. Therefore, the proposed design described here is better, as
far as performance and simplicity are concerned.

10.5.5 Experimental Results

The diplexer—antenna unit was constructed as shown in Fig. 10.27 and was tested
with the aid of a network analyzer. The input of the diplexer—antenna unit was
connected to port-1 of the network analyzer and the output of the bandpass filter was
connected to port-2. The results are shown in Fig. 10.28. As the figure indicates, the
experimental and simulation results are dissimilar. The center frequency of the patch
is 80 MHz lower than the predicted one, which consequently caused poor perfor-
mance of the bandpass filter. This was due to the tolerance errors during the
photoetching process and consequently caused mismatching at the junction point of
the structure. More accurate fabrication processes must be used in order to avoid
unacceptable alterations of the circuit dimensions. Furthermore, the MDS predic-
tions were compared with a full wave simulation package called Momentum, which
is based on the moments method. It was found that the results of the two simulation
packages are significantly different. It should be noted that Momentum is the more
accurate simulation tool. This also indicates that the simulation tool is another factor
that affects the accuracy of the design.

The center frequency of the patch is 5.52 GHz with a refection coefficient
s;; = —27 dB, and the bandpass filter has a center frequency at 5.92 GHz with an
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FIGURE 10.28 Experimental results of the diplexer—antenna integration.

insertion loss of 8dB. However, as shown in Fig. 10.28, both simulation and
experimental results follow the same trend.

The integration of the diplexer—antenna unit consists of two sections. One section
is the bandpass filter and the other section is the patch antenna. Both sections must
be matched at the junction point simultaneously and a slight mismatch of one of the
two sections directly affects the other one. Therefore, the etching process must be as
accurate as possible and will be more important as the frequency increases.

10.6 photoHBT-PATCH ANTENNA INTEGRATION

Heterojunction bipolar phototransistors (photoHBTs) are devices that provide
internal gain through transistor action. With photoHBTS, it is possible to combine
the functions of photodetection and amplification in one device. Performance
analysis of phototransistors [38] suggests that phototransistors, if designed optimally,
may have better performance than PIN-FET receivers. Furthermore, phototransistors
have better noise performance than PIN-amplifier combinations at microwave
frequencies.

The optically sensitive photoHBT is a potentially useful device for radio on fiber
systems, where it can be used as (1) a high gain photodetector, (2) an optically
injection-locked oscillator, or (3) an optoelectronic mixer. Integration of the
photoHBT and patch antenna will provide a compact transmitter for the radio on
fiber network

A high performance photoHBT has been developed by BT Labs [1], which
combines the functionality of a millimeter-wave photodiode and a power-efficient
amplifier. This photoHBT is a two-terminal device in which the base bias current is
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supplied by the dc component of the optical input intensity. The peak responsivity of
this device is around 700 A/W and its unity-gain frequency is greater than 30 GHz.

10.6.1 Microwave and Millimeter-Wave Amplifier Design

In general, a single-stage microwave or millimeter-wave transistor amplifier can be
modeled by the circuit shown in Fig. 10.29, where a matching network is used on
both sides of the transistor [35]. In the figure, I'y and I'; are the reflection
coefficients of the input and output matching network, respectively. I';, and Ty,
are the reflection coefficients on the input and the output sides of the transistor,
which is represented by its S-parameters, and are defined as

S12S2IFL
I,=8,+—222L 10.20
in 11 + 1— Szer ( a)
158y, T
[ = Sy + ﬁ (10.20b)

The most useful definition of power gain that can be applied to this type of circuit is
the transducer power gain G, which is defined as the ratio of the power delivered to
the load to the power available from the source, and is given by [35]

1 —|Tl? , 1=,
r= 5 1811 5
[1—T,l [T —8y,0]
1— T 1— I, )2
= S 18y L (10.21)
|1_S11rS| |1 _routrL|

The overall transducer gain G; depends on both the input and the output matching
conditions and can be expressed with respect to the separate effective gain factors for
the input (source) matching network Gy, the transistor G, and the output (load)
matching network G;, as follows:

GT = GSGOGL (1022)
input matching transistor output matching
circuit <-| [) [S] <_| r’ circuit %
Ts Tin Tout T

FIGURE 10.29 The general transistor amplifier circuit.
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The effective gains factors are given by

1 — |
GS=|1F|—SF||2 (10.23a)
—Lint S
Gy = |15y (10.23b)
1 — TP
L= ﬁ (10.23¢)
o220 L

The effective gain from Gg and G, are due to the impedance matching of the
transistor.

If the transistor is unilateral, so that S}, = 0 or negligibly small, then I';, reduces
to I';, = 8y, and to I to Iy = S,

A network is unconditionally stable if [I';,] < 1 and |I'y,| < 1, for all passive
source and load impedances (i.e., |I'g| < 1 and |I';| < 1), or is conditionally stable
if [I';,] <1 and |T'y,| <1 only for a certain range of passive source and load
impedances.

Alternatively, it can be shown that an amplifier will be unconditionally stable if
the following necessary and sufficient conditions are met [35]:

1= Lo ISul” = ISul” + AP
281281

> 1 (10.24)

and
Al <1 (10.25)
where A is the determinant of the scattering matrix given by
A =818, = S5 (10.26)

Maximum gain can be realized when there is a conjugate match between the
amplifier source or load impedance and the transistor. In the case of the photoHBT,
the maximum gain is achieved only with the conjugate match between the transistor
and the load impedance since the base of the photoHBT is fed by an optical signal.
The load in this case is the patch antenna and therefore the transistor must be
conjugate matched to the patch antenna.

For the integration of the photoHBT and patch antenna, the amplifier design
procedure is (1) the stability test of the photoHBT, (2) the design of a 6-GHz patch
antenna, and (3) the design of a matching network to match the photoHBT with the
patch antenna.
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10.6.2 The Optical Link Stability Test

Characterization of the photoHBT by its S-parameters is difficult because it is a two-
terminal device. However, the amplifier can be designed if the complete optical link
is considered as one device. The S-parameters of the complete optical link were
measured using the experimental setup of Fig. 10.30. A single-mode laser diode of
1550 nm was used to convert the RF power from the network analyzer into a light
signal, and, using a micropositioner and microscope, the fiber must be aligned so
that the light hits the facet of the photoHBT. The dc bias of the laser was set to
12mA, and the fiber was set a distance away from the photoHBT such that the
current flowing through the emitter of the transistor was 1 mA. The emitter current /,
was measured using an ammeter. With a collector—emitter voltage V., of —0.75 V, a
dark current of 50 pHA was observed.

The S-parameters of the optical link are shown in Fig. 10.31. The optical link is
unilateral and therefore unconditionally stable because S, is negligibly small, since
there is no optical signal returning to the laser. However, S,, is also small but this is
due to the 50-Q line mismatch of the input and output port impedances.

10.6.3 Simulation of a 6-GHz Patch Antenna

The accurate transmission-line model for the rectangular microstrip antenna was
used to design a patch antenna at 6 GHz [37]. Substrate parameters were ¢, = 2.20
and /2 = 0.508 mm, and the dimensions of the patch were W = 16.45 mm and
L = 19.75 mm. The software package that was used to simulate the patch antenna is
the Prelude Design developed by Boulder Microwave Technologies. The patch
antenna was characterized by its S-parameters and its reflection coefficient is shown
in Fig. 10.32.

network analyzer
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FIGURE 10.30 Experimental setup for measuring the photoHBT output reflection
coefficient.
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FIGURE 10.32 Reflection coefficient of the 6-GHz patch antenna.

The reflection coefficient of the patch antenna was measured with reference to
50 Q. Figure 10.32 shows only the magnitude of the reflection coefficient in order to
see how the patch is matched to the 50-Q impedance. However, for a complete
characterization of the patch antenna, the phase component of the reflection
coefficient is also required.

10.6.4 Matching Network Design

Although there are various ways of matching two impedances, as a first attempt, a
single section of 50-Q microstrip transmission line was used to match the patch
antenna to the photoHBT. The simulated S-parameters of the patch and the measured
S-parameters of the photoHBT were imported as data blocks into the MDS simulator.
The simulation circuit is shown in Fig. 10.33. In this circuit, the component CMP71
models the patch antenna, and the component CMP73 models a 50-Q microstrip
transmission line of variable length. The CMP24, which is an S-parameters port,
represents the photoHBT. By running an S-parameter simulation, the signal that was
reflected back to the photoHBT was observed. The length of the transmission line,
which was optimized by the MDS to minimize S;;, was found to be 26.2 mm. The
length of the line could have been shorter but an initial value of 20 mm was given to
the MDS in order to allow enough space to put the photoHBT and the fiber at a
suitable position on the substrate. This length could be much shorter if the
photoHBT was mounted on a different base allowing more compact integration.

Currently, the available photoHBTSs are mounted on Kyocera laser headers but it
is difficult to put this type of mount on a substrate. If the next generation of these
devices have appropriate mounts, it will be possible to use inset feed of a patch [39],
so the photoHBT will be within the patch itself, making an extremely compact
network.
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FIGURE 10.34 PhotoHBT—patch antenna matching.

The amount of signal that is reflected back to the photoHBT is shown in Fig.
10.34. The reflection coefficient at 6 GHz is —23.26 dB, which is a reasonable
matching for the use of a single transmission line.

10.6.5 Experimental Implementation

The patch antenna and the microstrip transmission line were fabricated on a Duroid
substrate and the photoHBT was positioned at the edge of the substrate as shown in
Fig. 10.35. A micropositioner was used to align a lens-ended fiber to the facet of the
photoHBT. The patch antenna was located at a distance R =1 m from a 15-dB
standard horn antenna.

By measuring the received power of the horn antenna at 6 GHz, it would be
possible to compare the theoretical results with the experimental ones, using the
following Friis formula [33]:

~ 2
b _ (L> G,G, (10.27)

patch
antenna

photoHBT

FIGURE 10.35 PhotoHBT—patch antenna integration.
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where P, is the received power from the horn antenna, P, is the transmitted power
from the patch, /4 is the free-space wavelength, and G, and G, are the gain of the horn
and the gain of the patch, respectively. The theoretical gain of a patch antenna can be
found in [29], and the transmitted power can be estimated using Eq. 10.27. This can
be compared with the output power of the photoHBT in order to assess the validity
of the simulation model.

Unfortunately, it was not possible to obtain any experimental results because the
transmitting power of the antenna was almost within the noise floor level. All the
available photoHBTs were isolated from the circuit and tested individually. When a
photoHBT was switched on for a second time, the output power decreased to a very
low value on the order of —70 dBm. Under these circumstances, it was very difficult
to carry out the experiment. In the future, it will be possible to have more stable and
reliable photoHBTSs that will enable the implementation of the experiment. However,
the integration of a photoHBT with a patch antenna is promising for the radio on
fiber system because it provides the functions of photodetector, amplifier, and
transmitter at the same time.

10.7 RF TRANSMIT-RECEIVE MODULE FOR THE RADIO ON
FIBER SYSTEM

Rectangular patch antennas provide a good isolation between adjacent sides and they
can be used for simultaneous transmit and receive functions [40]. The advantage of
the integration of both functions on the same antenna element is that the size of the
remote site can be reduced significantly, since the number of elements in an antenna
array will be halved. A T-R module for the radio interface was designed and
constructed at 6 GHz using a single patch antenna integrated with the diplexer
described earlier.

The rectangular patch antenna was designed to transmit at 5.6 GHz and receive at
6.2 GHz with an isolation of about 33 dB between the transmit and receive paths.
The performance of the full-duplex antenna was simulated using the MDS. Although
this value of isolation is reasonable for a single element, it is not sufficient for the
application of a communication system. The reason is that the power of the received
signal at the antenna site can be as low as —60 to —70 dBm. In such a case, the
power of the transmit signal that flows through the receive path is much higher than
the power of the received signal. The result of this would be the saturation of the
mixer at the remote site. This undesired phenomenon could be avoided if the
isolation between the two antenna paths is increased well beyond the expected power
of the received signal. The technique, which is used to increase the isolation of the
antenna paths, is a third order bandstop filter that was connected to the 6.2-GHz side
of the patch antenna. The center frequency of this filter is at 5.6 GHz and its purpose
is to attenuate the power of the transmit signal that flows through the 6.2-GHz port of
the antenna. Assuming that the data bandwidth is 200 MHz, then the bandwidth of
the bandstop filter must also be 200 MHz.
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10.7.1 Design of a Bandstop Filter

The design of the bandstop filter was based on the quarter-wave resonators method
[35]. Quarter-wave open-circuited or short-circuited transmission line stubs look like
series or parallel resonant circuits, respectively. Therefore, it is possible to use such
stubs in shunt along a transmission line to implement a bandstop filter. Quarter-
wavelength sections of line between the stubs act as admittance inverters to
effectively convert alternate shunt resonators to series resonators. The stubs and
the transmission line sections are 1/4 long at the center frequency, f,. For narrow
bandwidths the response of such a filter using N stubs is essentially the same as that
of a coupled line filter using N + 1 sections, as in the case of the bandpass filter
designed earlier. The internal impedance of the stub filter is Z,, while in the case of
the coupled line filter end sections are required to transform the impedance level.
This makes the stub filter more compact and easier to design. A disadvantage,
however, is that a filter using stub resonators often requires characteristic impe-
dances that are difficult to realize in practice.

Fig. 10.36 shows the MDS simulation circuit of the bandstop filter used in the T-R
module. The filter has three shunt quarter-wavelength stubs, a center frequency f at
5.6 GHz, and an internal impedance Z, = 50 Q. The substrate is a Duroid, with a
dielectric constant ¢, = 2.45 and thickness 4 = 0.508 mm. By allowing the char-
acteristic impedances of the interconnecting lines and the lengths of the stubs to be
variable, it is possible to fine-tune the performance of the filter according to the
specifications.

The frequency response of the bandstop filter is shown in Fig. 10.37. The 5.6-
GHz signal is attenuated by more than 70 dB with a stopband of 200 MHz. The
response of the 200-MHz passband of the filter is not flat, and at 6.3 GHz, the
attenuation is around 3 dB. However, the performance of the filter is reasonable and
it will be used in the design of the T-R module.

10.7.2 Design of the T-R module

The structure layout of the radio module prototype circuit is shown in Fig. 10.38.
The antenna receives at horizontal polarization and transmits at vertical polarization.
Matching networks were added to both ports of the antenna to ensure 50-Q
impedance matching. The received signal passes through the bandstop filter, is
amplified by a low noise amplifier (LNA), and then by means of a directional
coupler flows to the input of a field effect transistor (FET), which acts as the mixer of
the module.

At the input of the circuit, there are two signals: the 5.6-GHz signal is the selected
sideband for radiation, and the 6-GHz signal is the unmodulated carrier. The 5.6-
GHz signal flows in the direction of the antenna and radiates. The 6-GHz signal
flows through the bandpass filter, which constitutes the diplexer of the circuit, and
then by means of the directional coupler flows to the input of the FET. The result of
the mixing function is a down-conversion of the received signal frequency to
0.2 GHz. Unwanted harmonics and intermodulation products can be filtered out
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FIGURE 10.36 Simulation circuit of the bandstop filter.
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FIGURE 10.37 Frequency response of the bandstop filter.

FIGURE 10.38 Structure layout of the radio T-R module prototype circuit.

using a bandpass filter if necessary. The directional coupler is designed in such a way
that it has a small gap for dc blocking. The prototype circuit was designed and
simulated with the aid of MDS.

Initially, the reflection coefficients of the patch antenna were measured in the
planes of the matching networks. Port-1 was connected to the transmit side of the
patch and port-2 was connected to the receive side of the patch. The simulated
results are shown in Fig. 10.39, where the two ports of the antenna are very well
matched to 50-Q impedance with both reflection coefficients being less than
—30 dB. Good matching of the antenna will ensure maximum transmit and receive
signal power.
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FIGURE 10.39 Reflection coefficients of the patch antenna transmit and receive ports.

The next simulation was the evaluation of the diplexer performance. Port-1 was
connected to the input of the module and port-2 was connected to the input of the
mixer, with the mixer removed. The frequency response of the diplexer including the
directional coupler is shown in Fig. 10.40.

The insertion loss at 6 GHz is 6 dB, which is mainly due to the directional
coupler. The bandwidth of the diplexer is 60 MHz. In order to test the performance
of the receive path of the circuit, port-1 was used to emulate the 6.2-GHz port of the
patch antenna and port-2 was connected to the input of the mixer. An amplifier of
0-dB gain was used in place of the LNA.
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FIGURE 10.40 Transmission coefficient of the diplexer and directional coupler.
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FIGURE 10.41 Frequency response of the patch antenna, bandstop filter, and directional
coupler.

Figure 10.41 shows the combined frequency response of the patch antenna, the
bandstop filter, and the directional coupler, as it was measured at the input of the
mixer. The bandstop filter has an attenuation of more than 70 dB at 5.6 GHz, with a
stopband bandwidth of 200 MHz. This ensures that the effective isolation of the
transmit and receive paths of the antenna will be in excess of 100 dB. There is also
an attenuation of the received signal, which is due to the finite passband attenuation
of the bandstop filter. However, the attenuation of the 6.2-GHz received signal is on
the order of 3 dB and this can be rectified by amplification as long as the power of
the received signal is well above the noise margin.

10.7.3 Experimental Results

The T-R module was constructed on a Duroid substrate of thickness 2 = 0.508 mm
and dielectric constant ¢, =2.45. The mixer was a general purpose FET
(ATF26884) biased at 2 volts, and the LNA was a 1.5-8 GHz MMIC amplifier
(MGAS86576) biased at 5 volts. The input and output ports of the module were
terminated to SMA connectors. The experimental setup is shown in Fig. 10.42.
Initially, a programmable sweep generator (WILTRON 6647B-40) was used to
generate a signal that represented the LO signal and was connected to the input of
the T-R module. The frequency of the LO signal was f; o = 6 GHz with power
Pio =1.67dBm. A network analyzer (HP8720C) was connected to an §-dB
broadband antenna, which was placed 10 cm away from the module, for generating
the receiving signal at frequency fyx = 6.2 GHz and power Ppx = 18.20 dBm. A
spectrum analyzer (HP8563E) was used to measure the IF power received from the
output port of the module. The measured frequency fp of the IF signal was 200 MHz
with power P of —28.5 dBm. When the amplifier of the module was switched off,
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the power P reduced to —35 dBm. The received power by the module can be
calculated using the Friis transmission formula and was found to be 5.1 dBm,
assuming a patch antenna gain of 7 dB. Therefore, the expected output power of the
mixer was in the range of —10 dBm, whereas the actual output power was
—28.5 dBm. This attributed mainly to the fabrication tolerances, which alter the
filter responses. Another reason for this low power is that the output power of the
mixer is distributed over a large number of harmonics due to the intermodulation
products. In addition, the mixer was a general purpose FET, whereas a good mixer
design could maximize the power of the fundamental signal. The module was
capable of transmitting at 5.6 GHz and the signal was detected by the broadband
antenna and observed using the spectrum analyzer.

After the first experiment, the network analyzer was used to measure the input
reflection coefficient of the module. As shown in Fig. 10.43, the matching of the LO
signal is about 20 dB, which is very good. However, the transmit path of the patch
antenna is frequency shifted and the reflection coefficient is less than 20 dB. Again,
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FIGURE 10.43 T-R module input reflection coefficient.
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this might be due to the fabrication tolerances and because of the inaccurate
predictions of the MDS.

In the next experiment, a fixed 6-GHz signal for the LO was applied to the input
of the module, and by varying the RF frequency, the output of the mixer was
measured on the spectrum analyzer.

From Fig. 10.44, it can be observed that the optimum center frequency IF signal
is at 325 MHz with a bandwidth of around 150 MHz. This means that the patch
antenna is not very well matched at 6.2 GHz but it has better performance at
6.325 GHz. However, the usable bandwidth is reasonable.

The receive radiation pattern of the module was measured at IF frequency as
shown in Fig. 10.45. The pattern is shifted from the broadside radiation by 20°,
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FIGURE 10.44 IF power measured at the output of the mixer.
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FIGURE 10.45 Radiation pattern of the T-R module measured at IF.
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because of the asymmetry that exists in the geometry of the structure. The cross-
polar pattern is about 15dB lower than the copolar, which is a reasonable
performance for the first experimental attempt. In general, the preliminary experi-
mental results of the T-R module prove the feasibility of this radio interface. The
planar circuit technology used for this prototype can lead to very low implementa-
tion costs. Furthermore, its compactness can satisfy the small size and integration
issues associated with the radio on fiber systems.

10.7.4 Fabrication and Substrate Tolerances for the T-R Module

Circuits that are based on planar technology are sometimes very sensitive to
fabrication and substrate tolerances, since the dimensions of microstrip lines that
constitute the passive circuit must be within a certain accuracy. In this work, possible
fabrication tolerances have been taken into account, in order to investigate their
effects on the performance of the bandstop filter, which is considered to be the most
sensitive part of the T-R module. According to the manufacturer data sheet, the
dielectric constant of the substrate was ¢, = 2.45 +0.04, and its thickness was
h =0.508 mm =+ 0.0381 mm.

Substrate dielectric constant and thickness are assumed to vary between the
maximum values of the tolerance, which was £0.04 and +0.0381 mm, respectively.
Fabrication tolerances that are taken into account were assumed to be within the
range of £0.1 mm. Table 10.2 shows the tolerance effects on the performance of the
bandstop filter. This table clearly shows how the width of the stubs affects the center
frequency of the filter. A 0.1-mm decrement in the stubs width shifts the center
frequency of the filter by 120 MHz. In the photoetching process that was used to
fabricate the T-R module, very thin lines (<0.3 mm) usually become thinner after
exposure of the substrate to ultraviolet light. This is one of the main reasons that
experimental results did not agree with simulation predictions.

The effects of fabrication tolerance of 001 mm on the performance of the
various parts of the T-R module are also presented graphically. Figure 10.46 shows
the effects of tolerances on the reflection coefficient of the full-duplex patch antenna.
In both cases, small frequency shifts were observed, which can be ignored.

Fig. 10.47 shows the effects on the bandstop and bandpass filters. As was
expected, the bandstop filter is more sensitive due to its very thin stubs. However, the
tolerance of 0.01 mm can be considered as reasonable because the response of the
bandstop filter is still within the required specifications (i.e., center frequency:
5.6 GHz, stopband BW: 200 MHz; stopband attenuation: >70 dB, passband attenua-
tion: <3 dB).

10.7.5 Comparison of MDS and Momentum Simulations

As discussed earlier, the experimental results presented did not agree with the
simulation results, at least within a degree of accuracy. Another possible lack of
agreement between experimental and simulation results, is due to inaccurate
predictions of the simulation packages. The MDS package was chosen for this
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TABLE 10.2 Fabrication and Substrate Tolerance Effect of the Bandstop Filter

Frequency
Stopband Passband Shift

Fabrication and Substrate 55GHz 57GHz 6.1GHz 63GHz

Tolerances (dB) (dB) (dB) (dB) (MHz)

Original design —6439  —62.72 —2.13 —2.99 0

Increase stubs spacing by —64.29 —62.49 —1.17 -3.13 0
0.1 mm

Decrease stubs spacing by —64.48 —62.94 —3.20 —2.82 0
0.1 mm

Increase length of stubs by —84.67 —49.51 —0.027 —-2.89 —60
0.1 mm

Decrease length of stubs by —53.47 —87.57 —9.27 -2.77 +60
0.1 mm

Increase width of stubs by —82.10 —55.15 —3.36 —2.90 —40
0.1 mm

Decrease width of stubs by —42.39 —100.7 —9.69 —-2.96 +120
0.1 mm

Decrease all dimensions by —60.44 —67.83 —-3.76 —-2.97 +20
0.1 mm

Increase all dimensions by —68.99 —58.43 —0.90 —-2.99 -20
0.1 mm

Increase dielectric constant by —74.86 —53.62 —0.45 -2.99 —40
0.04

Decrease dielectric constant by — —57.07 —75.77 —17.50 -2.71 +40
0.04

Decrease dielectric constant by — —62.34 —65.48 —-3.34 —2.96 420
0.01

Increase substrate & by —64.26 —63.95 —3.74 -3.12 0
0.0381 mm

Decrease substrate / by —64.71 —61.20 —0.76 —2.81 0
0.0381 mm

work because it is fast and suitable for simulating passive and active circuits.
However, Momentum, which is a full-wave analysis package, is more accurate but it
is extremely slow (about 100 times slower than MDS) and is suitable only for
simulating passive circuits.

For comparison purposes, the bandstop filter used in the T-R module was
simulated with both packages. The circuit used for the MDS simulation is that of
Fig. 10.36, and the circuit for the Momentum is shown in Fig. 10.48.

Figure 10.49 shows the simulated frequency response of the bandstop filter from
both packages. The passband region of the filter has approximately the same
performance except a small frequency shift. However, the difference in the simulated
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FIGURE 10.46 Fabrication tolerances on the performance of the full-duplex patch antenna.

performance of the stopband region is very significant. The attenuation is on the
order of 38 dB, which obviously does not satisfy the requirements of the design.

Momentum is experimentally verified in other circumstances and it was quite
accurate as compared with the experimental measurements. The disadvantage of this
package is that it requires an extremely long time to perform the simulation. For
example, in this bandstop filter case, it took about 4 hours for Momentum to
complete 101 simulation points. Consequently, this package is not recommended to
be used for the fine-tuning of the design. On the other hand, the MDS used here is
faster.

10.8 SUMMARY AND CONCLUDING REMARKS

The radio on fiber system was briefly outlined in this chapter, covering the main
system requirements. Various techniques for the optical generation and detection of
millimeter-wave signals such as FM-IM, optical heterodyning, master/slave injec-
tion-locked DFB laser, and dual-mode semiconductor lasers were described.
Methods for the detection of these signals were also reported. The dual-mode
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FIGURE 10.48 Circuit used for the Momentum simulation.

laser diode was selected as the optical source for generating millimeter-wave signals
at 60 GHz. The dual-mode laser is a single-chip device that offers high power levels
compared to other techniques, which are more complex and expensive. The new
configuration for the radio on fiber system that is proposed introduces the dual-mode
laser source and simplifies the remote site by employing fewer amplifiers and a
simple diplexer filter. This configuration is very promising for the radio on fiber
system since it can be implemented in a compact form and offers capabilities for the
integration of optoelectronic and millimeter-wave devices. The implementation of
this system can be of low cost, small size, and low power consumption when optical
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FIGURE 10.49 MDS and Momentum simulations for the frequency response of the
bandstop filter.

amplifiers are used on the optical fiber network. The power requirements of the
remote site for both configurations can be minimized if injection-locked patch
oscillators are used as the transmitting antennas. The use of injection-locked patch
oscillators in an array form will provide extra transmitting power from each single
oscillator. The individual power from each oscillator can be combined in free space,
through mutual interaction of the patch oscillators, which results in a reduction of
the amplification requirements.

Although the dual-mode laser is selected as the best method for generating
millimeter-wave signals, a radio on fiber configuration based on electroabsorption
[28] would be more attractive as far as simplicity and integration are concerned.
Furthermore, the cost of the remote site would be reduced considerably, since the
laser and other associated control circuitry can be eliminated. However, this study is
still in its early stages and hence beyond the scope of this work. The design of a
simple but efficient diplexer—antenna unit, which can be used at the remote site of
the radio on fiber system for the provision of full-duplex operations has been
discussed. The diplexer recovers the unmodulated carrier signal as it is detected from
the optical signal transmitted from the central site of the network. This carrier signal
is used for down-converting the millimeter-wave signal received from a mobile unit.
The simulated and experimental results showed that both designs are promising for
the radio on fiber systems. The carrier signal can be recovered with a low insertion
loss from the diplexer, thus minimizing the amplification level or eliminating the
amplification requirement in the best case. Furthermore, the integration of the
diplexer—antenna unit, which is based on planar technology, allows low cost and
compact implementation, which is desirable for the remote site of the system. The
integration of a photoHBT with a patch antenna was also investigated. This
integration is very useful for the remote site of the radio on fiber system where
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the photoHBT replaces the high-speed photodiode and furthermore amplifies the
photocurrent for extra signal power. The photoHBT can be placed within the patch
antenna, using inset feed, making a very compact integration where the dimensions
of the implementation will not exceed the dimensions of the patch itself.

The feasibility of an active photoHBT oscillator was also investigated but the
conclusion is that the two-terminal device cannot oscillate. The reason is that the
two-terminal device does not provide an electrical contact at the base, which is
necessary for feedback. A possible solution is the redesign of the two-terminal
photoHBT in such a way that an internal feedback is provided, which will make the
device unstable. An alternative would be the use of three-terminal devices.
PhotoHBT oscillators are desirable for radio on fiber systems and can be investigated
when three-terminal devices become available.

A 6-GHz full-duplex prototype module was designed and implemented, for the
remote site of the radio on fiber system. The T-R module uses a single patch antenna
for transmit and receive functions at 5.6 GHz and 6.2 GHz, respectively. The
bandstop filter preceded the LNA at the receiving path to increase the isolation
between the transmit and receive paths to around 100 dB. The module integrates the
diplexer for the provision of the return path and a mixer for down-conversion of the
received signal, to an IF of 0.2 GHz. The prototype was an attempt to justify the use
of printed circuit technology, for the application of a radio on fiber system. Radio
interfaces of this type can reduce the cost and complexity of these systems.

Finally, various tolerance effects on the design of compact T-R modules and the
accuracy of simulation packages were investigated. The conclusion from this
investigation is that the simulation tools still have a long way to go, in order to
provide accurate predictions to engineers. Fabrication process and simulation are
important issues for the design of printed circuits and must be selected with care.

REFERENCES

1. Wake, D., Westbrook, L. D., Walker, N. G., and Smith, I. C. “Microwave and millimetre-
wave radio fibre,” BT Technol. J., vol. 1, 1993, pp. 76-88.

2. Kykkotis, C. E., Ghafouri-Shiraz, H., Hall, P. S., and Wake, D. “Optical fibre-fed radio
system configurations,” Proceedings of the International Conference on Millimetre-Wave
and Far-Infrared Science and Technology, 1996, pp. 125-128.

3. Schmuck, H., Heidemann, R., and Hofstetter, R., “Distribution of 60 GHz signals to more
than 1000 base stations,” Electron. Lett., vol. 30, 1994, pp. 59-60.

4. Lima, C. R., Wake, D., and Davies, P. A., “Compat optical millimetre-wave source using a
dual mode semiconductor laser,” Electron. Lett., vol. 31, 1995, pp. 364-366.

5. Mitomi, O., Noguchi, K., and Miyazawa, H., “Design of ultra-broad-band LiNbO; optical
modulators with ridge structure,” IEEE Trans. Microwave Theory Tech., vol. 43, 1995, pp.
2203-2207.

6. Hofstetter, R., Schmuck, H., and Heidemann, R., “Dispersion effects in optical millimetre-
wave systems using self-heterodyne method for transport and generation,” IEEE Trans.
Microwave Theory Tech., vol. 43, 1995, pp. 2263-2269.



408

7.

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

INTEGRATED TRANSMIT-RECEIVE CIRCUIT-ANTENNA MODULES

Walker, N. G., Wake, D., and Smith, 1. C., “Efficient millimetre-wave signal generation
through FM-IM conversion in dispersive optical fibre links,” Electron. Lett., vol. 28, 1992,
pp. 2027-2028.

. Nagarajan, R., Levy, S., Mar, A., and Bowers, J. E., “Resonantly enhanced semiconductor

lasers for efficient transmission of millimetre wave modulated light,” [EEE Photonics
Technol. Lett., vol. 5, 1993, pp. 4-6.

. Goldberg, L., Taylor, H. F., and Weller, J. E. “Microwave signal generation with injection-

locked laser diodes,” Electron. Lett., vol. 19, 1993, pp. 491-493.

O’Reilly, J. J., and Lane, P. “Remote delivery of video services using mm-waves and
optics,” J. Lightwave Tech., vol. 12, 1994, pp. 369-375.

Simonis, G. J., and Purchase, K. G., “Optical generation, distribution, and control of
microwave using laser heterodyne,” IEEE Trans. Microwave Theory Tech., vol. 38, 1990,
pp. 667—-669.

Birkeland, J., and Itoh, T., “Two-port FET oscillators with applications to active arrays,”
IEEE Microwave Guided Wave Lett., vol. 1, 1991, pp. 112—-113.

Kitayama, K., Kuri, T., Yokoyama, H., and Okuno, M., “60 GHz millimetre-wave
generation and transport using stabilized mode-locked laser diode with optical frequency
DEMUX switch,” IEEE Global Telecommunications Conference, London, 1996, pp.
2162-2169.

Noél, L. Marcenac, D., and Wake, D., “Optical millimetre-wave generation technique with
high efficiency, purity and stability,” Electron. Lett., vol. 32, 1996, pp. 1997-1998.
Wake, D., Lima, C. R., and Davies, P. A., “Optical generation of millimetre-wave signals
for fibre-radio systems using a dual-mode DFB semiconductors laser,” IEEE Trans.
Microwave Theory Tech., vol. 43, 1995, pp. 2270-2276.

O’Reilly, J. J., Lane, P. M., Heidemann, R., and Hofstetter, R., “Optical generation of very
narrow linewidth millimetre wave signals,” Electron. Lett., vol. 28, 1992, pp. 2309-2311.
O’Reilly, J. J., and Lane, P, “Fibre-supported optical generation and delivery of 60 GHz
signals,” Electron. Lett., vol. 30, 1994, pp. 1329-1330.

O’Reilly, J. J., Lane, P. M., Capstick, M. H., Salgado, H. M., Heidemann, R., Hofstetter, R.,
and Schmuck, H., “RACE R2005: microwave optical duplex antenna link,” /IEE Proc. J.,
vol. 140, 1993, pp. 385-391.

Goldbertg, L., Yurek, A. M., Taylor, H. F., and Weller, J. F. “35 GHz microwave signal
generation with an injection-locked laser diode,” Electron. Lett., vol. 21, 1985, pp. 814—
815.

Scholl, H., and Burkhard, H., “Ultra high repetition rate optical pulse generation by
continuous light injection into a continuous wave operated distributed feedback laser,”
Jpn. J. Appl. Phys., vol. 34, 1995, pp. 1358-1361.

Wake, D., Lima, C. R., and Davies, P. A. (1996), “Transmission of 60 GHz signals over
100 km of optical fibre using a dual-mode semiconductor laser source,” IEEE Photonics
Technol. Lett., vol. 8, 1996, pp. 578—580.

Wake, D., “Ultrafast optoelectronic devices for fibre-radio systems,” Proceedings IEEE
MTT-S Optical Microwave Interactions, Paris, 1994, pp. 181-184.

Wake, D., Spooner, T. P, Perrins, S. D., and Henning, 1. D., “50 GHz InGaAs edge-coupled
PIN photodetector,” Electron. Lett., vol. 27, 1991, pp.1073—-1074.

Wake, D., Walker, N. G., and Smith, . C., “Zero bias edge-coupled InGaAs photodiodes in
millimetre-wave radio-fibre systems,” Electron. Lett., vol. 29, 1993, pp. 1879-1880.



25.

26.

27.

28.

29.

30.

31.

32.

33.
34.

35.
36.

37.

38.

39.
40.

REFERENCES 409

Wake, D., Nelson, D. J., Harlow, M. J., and Henning, 1. D. “Optically-biased edge-coupled
InP/InGaAs heterojunction phototransistors,” Electron. Lett., vol. 29, 1993, pp. 2217—
2219.

Wake, D., Noél, L., Moodie, D. G., Marcenac, D. D., Westbrook, L. D., and Nesset, D., “A
60 GHz 120 Mb/s QPSK fibre-radio transmission experiment incorporating an electro-
absorption modulator transceiver for a full duplex optical data path,” JEEE MTT-S Int.
Microwave Symp. Dig., 1997, pp. 591-594.

Frigo, N. J., lannone, P. P, Magill, P. D., Darcie, T. E., Downs, M. M., Desai, B. N., Koren,
U., Koch, T. L., Dragonne, C., Presby, H. M., and Bodeep, G. E., “A wavelength division
multiplexed passive network with cost-shared components,” IEEE Photonics Tech. Lett.,
vol. 6, 1994, pp. 1365-1367.

Westbrook, L. D., and Moodie, D. G., “Simultaneous bi-directional analogue fibre-optic
transmission using an electroabsorption modulator,” Electron. Lett., vol. 32, 1996, pp.
1806-1807.

Pozar, D. M., and Schaubert, D. H. (eds.), Microstrip Antennas, IEEE Press, New York,
1995.

Suematsu, E., and Imai, N., “A fibre optic/millimetre-wave radio transmission link using
HBT as direct photodetector and an opotoelectronic upconverter,” IEEE Trans. Microwave
Theory Tech., vol. 44, 1996, pp. 133-143.

Cooper, G. R., and McGillem, C. D., Modern Communications and Spread Spectrum,
McGraw-Hill, New York, 1986, pp. 252-253.

Couch, L. W. 11, Digital and Analogue Communication Systems, 3rd ed., Macmillan, New
York, 1990.

Balanis, C. A., Antenna Theory Analysis and Design, Wiley, New York, 1982, pp. 63—65.
Levine, E., Malamud, G., Shtrikman, S., and Treves, D., “A study of microstrip array
antennas with feed network,” IEEE Trans. Antennas Propag., vol. 37, 1989, pp. 426—434.
Pozar, D. M., Microwave Engineering, Addison-Wesley, New York, 1993.

Cohn, S. B., “Parallel-coupled transmission-line resonator filters,” IRE Trans. Microwave
Theory Tech., vol. 6, 1958, pp. 223-231.

Pues, H. and Van De Capelle, A., “Accurate transmission-line model for the rectangular
microstrip antenna,” IEE Proc., vol. 131H, 1984, pp. 334-340.

Milano, R. A., Dapkus, P. D., and Stillman, G. E., “An analysis of the performance of
heterojunection photogransistors for fibre optic communications,” /EEE Trans. Microwave
Theory Tech., vol. 29, 1982, pp. 266-274.

Zircher, J.-F., Broadband Patch Antennas, Artech House, Norwood, MA, 1995.

Cryan, M. J., Hall, P. S., Tsang, K. S. H., and Sha, J., “Integrated active antennas with
simultaneous transmit-receive operation,” Proceedings of the 26th European Microwave
Conference, Prague, vol. 2, 1996, pp. 565-568.



Analysis and Design of Integrated Circuit—Antenna Modules.
Edited by K.C. Gupta, Peter S. Hall

Copyright © 2000 John Wiley & Sons, Inc.

ISBNs: 0-471-19044-6 (Hardback); 0-471-21667-4 (Electronic)

CHAPTER ELEVEN
|

Conclusions

PETER S. HALL

School of Electronic and Electrical Engineering
The University of Birmingham

Edgbaston, Birmingham, UK

K. C. GUPTA

Department of Electrical and Computer Engineering
University of Colorado

Boulder, CO

11.1  INTRODUCTION

Chapter 1 set the scene for the following chapters by giving an introduction to the
topic of integrated circuit—antenna modules, with a glossary of module types and an
overview of the design needs. It therefore seems appropriate to conclude the book
with a final chapter than draws the many threads together by attempting to describe
the current capabilities and what now needs to be done. There are obvious dangers in
attempting such a description, since what we suggest is in the future may in fact be
happening now and our statements of limitations of methods may be contested by
their advocates. However, we feel that the benefits of this chapter will outweigh the
problems and we ask the reader to take it in the spirit that it was intended.
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In formulating the contents of this book, we deliberately chose analytical and
simulation methods that were representative of broad classes. In this chapter we hope
to broaden our coverage by referring to other techniques, however briefly, so that the
reader can pursue them if required. Nevertheless, in our searches through the
literature, we have found that by far the most publications concern the methods
described in the earlier chapters. In this sense, the book contents accurately reflect
the concentration of current activity. In the future this balance may change; we hope
our comments on the future are reasonably accurate.

The topic of integrated circuit-antenna modules has long been an aspiration of
engineers. It is now being realized with numerous innovative configurations being
created for increasingly specific applications. Grids for power generation of milli-
meter wavelengths are now reaching the prototype stage at which detailed manu-
facturing and operational issues are being addressed. Active integrated antennas for
personal devices such as smart cards and very-short-range communications are
being developed.

This situation makes it very clear that improved design tools are now very much
needed. The introductory chapter mentioned the need for design engineers skilled in
both circuits and antennas. While this is true, they need to be supported by CAD
techniques that can handle their needs and speed up the design process. It is now
possible to buy commercial design software that begins to meet these needs,
although much of what is described in this book is far from being available
commercially. Pioneer companies developing such technology have to invest heavily
in personnel and software development, often in collaboration with universities and
research institutes. One of the aims of this book has therefore been to raise the
profile of the topic so that commercial software providers start to accelerate the
provision of tools to enable faster and more accurate design.

11.2 OVERVIEW OF ANALYTICAL METHODS

11.2.1 Introduction

The development of analytical tools for integrated circuit-antennas modules essen-
tially concerns the integration of tools for circuits and for antennas. Such tools have
been available for some time, but new developments are continulally being seen.
Some convergence of tools for antennas and passive circuits has been evident for
some time. For example, the method of moments is now regularly used for analysis
of both printed circuit antennas and circuits. The key issue is therefore the inclusion
of active devices into large passive structures.

There are many parallels that can be drawn concerning modeling of active devices
and passive structures:

» Numerical techniques of the type described in this book and others [1] can be
applied to both. In active devices charge transport mechanisms must be
appropriately modeled to extract device performance in terms of geometry,
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semiconductor properties, bias, and signal level. Similarly, with passive circuits
and antennas the aim is to find the performance for a given geometry and
material properties.

« Equivalent circuit representations can be made of both the active and passive
components. Such representations can be derived from measurements or from
the numerical simulations noted above.

The differences between device and structure modeling are as follows:

« Scale is the most obvious difference. Passive circuit-antenna structures may be
many wavelengths across, while active devices are usually very much smaller
than a wavelength. This leads to difficulties in direct combination of numerical
techniques using gridding, unless the problem is partitioned with different mesh
sizes.

 Although there are a wide range of semiconductor devices available, device
parameters are fixed by the supplier and the user often has no control in the
device design process. On the other hand, the circuit—antenna module designer
has a large degree of control in the configuration and performance of the
passive part of the module. This gives rise to the situation in which the device
supplier only needs a representation of the component while the module
designer needs a tool to support development and optimization. Thus all of
the methods described in this book use equivalent circuit device models.

11.2.2 Problem Scale

In comparing available methods for integrated circuit-antenna modules, it is
appropriate to classify the relative scales of the problems involved. Table 11.1
shows three scales.

Radiation patterns and dynamics of arrays or grids are determined by features
much smaller than a wavelength in the passive structure and, of course, in the
semiconductor device. In this case the structure is too large to analyze using
conventional numerical methods, such as method of moments, or finite-element or
finite-difference methods and the techniques described in Chapters 7 and 8 must be
used. So far, large array dynamics have only been investigated by the use of very

TABLE 11.1 Scale of Analytical Problems

Device Overall Size® Feature Size"
Antenna array or grid Many wavelengths Of order 1/10
Array element or grid element Comparable to a wavelength Of order 1/10
Semiconductor active device 10 to 100 um Submicron

“ Sizes are approximate only and are given to indicate the order of the problem.
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simplified equivalent circuit models as in Chapter 7, although for small arrays the
finite-difference time-domain method has been shown to be useful (Chapter 6). The
unit-cell approach, defined in Chapter 8, uses accurate element modeling combined
with a Floquet mode method to represent an infinite array. In that chapter, the
induced EMF method and method of moments is used. In principle, any method can
be used; the use of finite-difference time-domain combined with phase walls for a
passive array has recently been reported [2].

Element modeling can be performed with numerous methods and these are
compared in more detail in the next section. As noted above, these are all attempts to
include equivalent circuit device models into conventional methods for analyzing
passive electromagnetic structures.

In most integrated circuit—antenna modules the device feature size is several
orders of magnitude smaller than the passive sections. Modeling can be done in a
number of ways:

Monte Carlo method
Drift-diffusion methods/physical modeling

Parameter fitting methods

Equivalent circuit methods

In Monte Carlo methods [3,4], device performance is deduced from averages of
computations of the behavior of large numbers of electrons based on known
scattering processes. Computation times can be large. Physical modeling methods
[5] solve the electromagnetic and drift-diffusion equations in the two- or three-
dimensional device interaction space. Again computation times can be great. In
parameter fitting, characteristics measured across the semiconductor wafer are fitted
to polynomials to allow performance to be calculated. Equivalent circuit methods [6]
usually have a physical basis in that circuit components often represent well-
understood mechanisms within the device. Device performance can then be
calculated using circuit solvers operating in the time domain.

11.2.3 Comparison of methods

Table 11.2 gives a comparison of the characteristics of some of the methods used in
analysis and simulation of integrated circuit—antenna modules. In the comparison, it
is assumed that the methods are required for printed circuit based modules using, for
example, microstrip, slotline, or coplanar waveguides.

1. Equivalent Circuit Method. Primarily developed for circuit design, the method
has been extended to antennas, where it is appropriate for geometries that
support either well-defined single-mode resonances, such as a thin microstrip
patch or thin slot, or for traveling wave antennas. It will not, in principle,
analyze arbitrary shaped antennas or circuit components. It is easy to
incorporate active devices where these are represented by equivalent circuits.
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TABLE 11.2 Comparison of Some Analysis and Simulation Methods for
Circuit-Antenna Modules

Good Ease of
Flexibility for Low Incorporating

Arbitrary High  Com- Good Active
Method Chapter Structures Speed plexity Accuracy Device
Equivalent circuit 3 X NNV NNA Vv NN
Multiport network 4 J N NN VA NN
Integral equation 5 v v X VN Vv
Finite-difference 6 VA X i NN i

time-domain

Finite element NN X X NN Vv
Transmission line VA X i NN i

matrix

x = poor, ,/ = moderate, v// = good, v//+/ = very good.

It is fast and easy to implement but, in general, has good accuracy only for
well-characterized systems. Nonlinear performance can be obtained provided
the device model supports it.

. Multiport network method (MNM). MNM is a network-based method that

allows analysis of a wider range of antenna shapes. More computation
(compared to the equivalent circuit method) is required with consequent
speed reduction. It will give better accuracy in radiation pattern prediction
than the equivalent circuit model.

. Integral Equation Methods. These are computationally intensive methods with

relatively slow speed that will handle arbitrary shaped printed antennas and
dielectric layers. Finite ground planes and slabs can be dealt with only by
special additions. Accuracy can be excellent, but the addition of an active
device using equivalent circuit models is less straightforward, as care is needed
to derive appropriate voltages and currents at device terminals.

Finite-Difference Time-Domain Methods. These are in general simpler to
formulate than integral equation methods but again are computationally
intensive. Finite substrate and metallization can easily be included, as can
arbitrary shaped antennas and circuit components. Operation in the time
domain allows nonlinear effects such as intermodulation and harmonics to be
easily obtained. Care is needed with inclusion of active device equivalent
circuits.

Finite-Element Methods. Little work has been done on finite-element methods
for integrated circuit-antenna modules. The finite-element method in the
frequency domain has recently been extended to include lumped elements
[7]. Operation in the time domain gives some advantages and Guillouard et al.
[8] describe the combination of the finite-element time-domain with the
SPICE method. The authors are aware of no comparative studies between
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this method and other methods, although as shown in Table 11.2, it is expected
to have broad characteristics similar to the finite-difference time-domain
method.

6. Transmission Line Matrix (TLM) Method. The TLM method has widely been
used for a variety of electromagnetic problems, including structures with
lumped elements [9] and nonlinear elements [10—13]. In principle, it can used
to model arbitrary shaped finite structures, but it is relatively complex to
implement and computationally intensive and hence slow. It can be accurate
and, because it is based in the time domain, can given the module’s nonlinear
performance. Although field components are calculated from the matrix
voltage and currents, care is still required in attaching the active device model.

11.2.4 Other Methods

All of the methods compared in Table 11.2 use an equivalent circuit representation
of the active device. Thus the accuracy is ultimately limited by the quality of the
parameter specification in the equivalent circuit. To avoid this problem, a physical
model of the device can be linked to the electromagnetic structure simulator. In [14]
a Si-MMIC switch at 76 GHz is analyzed by linking a 13 x 79 x 64 cell three-
dimensional FD-TD simulation with a 121-point one-dimensional device simulation
incorporating a charge conservation and drift-diffusion modeling. In [15] a milli-
meter-wave amplifier is modeled in a similar way. The device and circuit regions
remain separate to allow different gridding and time stepping but computation is
nevertheless quasisimultaneous. The advantage of integrated physical modeling is
not only the potential for improved device simulation, but also to allow the
performance of the integrated package to be included as a parameter in the
semiconductor process optimization.

11.3 THE FUTURE

Analysis of integrated circuit—antenna modules is now a fast-moving research area
where developments in analysis and simulation are leading to better understanding
of the potential and limitations of the modules, together with improvements in
design capabilities.

There is a continuing need to demonstrate the performance of the methods on the
wide range of module configurations discussed in chapter 1. In particular, there are
relatively few published studies showing accurate analysis of nonlinear performance
of, for example, harmonic control in antenna oscillators and conversion loss in mixer
antennas.

Such demonstrations are important to provide user confidence and understanding
and to pave the way for commercial software suppliers to begin to market some of
the high order methods noted in Table 11.2. Software provision must also proceed
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with an awareness of the need that designers have for a variety of design tools,
ranging from fast, approximate methods to those that are highly accurate and
computationally intensive.

The current division between active device design and passive circuit—antenna
design has been noted throughout this concluding chapter. The integration of
electromagnetic solvers with physical modeling allows some optimization of the
complete module, including active device processing parameters. This degree of
design integration could be very important for future MMIC circuit—antennas
modules. However, bearing in mind the fluctuations in device performance for a
given set of processing parameters, it is not clear at this stage just how significant
this development might be.

Many of the applications suggested for integrated circuit—antenna modules are in
the low cost, mass market personal communications and sensor areas. In some of
these applications, the effect of the local environment on the module may be
significant. It may well be that the system will be set up so that it will not be
vulnerable to such perturbations. Nevertheless, there may well be a future demand
for analytical models that allow the effects of the local environment to be included.
Environmental effects on passive antennas, such as the interaction of the head and
hand on the operation of cellular telephone handsets, is now being widely
investigated with, for example, the finite-difference time-domain methods. With
the increasing importance of “wearable” communications devices such studies will
continue. If integrated circuit-antenna modules are to have an impact on this market
sector, then analyses must be capable of including such effects.

This book has described analytical techniques for the design of integrated circuit—
antenna modules. Such techniques have developed in the last decade and are now
of great significance for the future progress of the technology. There are challenges
yet to be met and the area still remains a fertile one for analysts and engineers
alike.
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Antennas (continued)
phase-shifted elements, 336
polarization agile, 11
radiating elements, 333
radiation pattern, 96, 203, 242-246, 275, 321,
401
satellite communications, 5
self oscillating mixer, 10
slot, 73
fed by nonleaky coplanar waveguides,
246-247
modeling, 55-58
tapered slot, 74, 247-248
types, 73
vehicle
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TV, 5
wideband, 7
Arrays
active, see Active arrays
free-running, 269-272
passive, phased arrays, 335-336
quasi-optics, 4,6
receiver array, 279
retrodirective array, 13
Artificial neural network (ANN), 32
Attachment mode, 182

Beam
scanning array, 12
switching array, 12
Beam-steering, see Scanning techniques
Bilateral nearest-neighbor injection-locking,
260-261
Bipolar PD, see photoHBT
Broadband coupling, 266

CAD, see Computer-aided design
Calibration standards, 187—189
Cavity model, 49, 77
Cellular handsets, 5
Circuit-antenna integration modules
full, 14
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partial, 14
Circuit-antenna modules
application, 5
types, glossary, 6-14
Circuit model, microstrip patch antenna, 75
Circular function, 309
Closed form analysis for radiation, 93
Compression technique, 211, 217-218
Computer-aided analysis, 32

Computer-aided design (CAD), 27-28
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integrated circuit-antenna modules, 61
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nonintegrated modules, 61
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Continuum model, 273-274

Coplanar waveguide (CPW), 213, 246

Coupled oscillators, 260-291
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delay, 267
networks, 261, 267-269
parameters, 267
phase, 267-268
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Desegmentation method, 123, 145-147
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anatomy of, 23
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Computer-aided design (CAD)

concept generation, 24

conventional procedure, 25

initial design, 24

knowledge-aided design (KAD) approach, 28
Dielectric resonators, 74
Digital signal processing, 2
Diode phase shifters, 336

hybrid couplers terminated in varactor diodes,

336

switched lengths transmission line, 336

Direct matrix equation method, see Matrix
equation method, direct

Discrete components, 178
Discrete element, 194, 198

in a gap, 194
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edge inductance, 137

generalized edge conductance network, 136
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Electromagnetic (EM) simulation, 54
Equivalence principle, 174
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for nonlinear simulation, 97
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phase shifters, 336
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bandpass, 377
bandstop, 395, 399, 403
microstrip coupled, 376
Finite-difference time-domain (FDTD)
central difference, 226
extended, 249-256
field excitation of the dominant propagation
mode
coplanar waveguide, 231
microstrip, 231
method, 54
stability criterion, 227
FM-IM, 361
Free-running arrays, 269-272
Frequency
electromagnetic approach, 211
conversion arrays, 13. See also Grid, frequency
doubler
doubling, 115
shift keying (FSK), 105
Full integration, see Circuit-antenna integration
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Galerkin procedure, 182
Generalized impedance submatrix, 183
Generalized admittance submatrix, 183
Global
approach, 210
electromagnetic analysis, 199, 202
electromagnetic approach, 173, 218
formulation, 217
method, 211
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Grid
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directional coupler, 9
frequency doubler, 8
isolator, 9
modulator, 9
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design, 314-319
optimization, 320-323
phase shifter, 8
switching array, 9

Harmonic balance, 97

method, 44, 211, 212, 217-218
Harmonics, 106
High power transmitters, solid state, 338

Ideal source in method of moments, see Method of
moments, ideal source
IL, see Injection-locking
ILPLL, see Injection-locked phase locked loop
Impedance/admittance matrix elements, 183
Indoor communications, 5
Infinitesimal gap, 178
Injection-locked phase-locked loop (ILPLL),
293-295
Injection locking (IL), 112, 259, 280
Integral equations formulation, 174
Integrated equation method, 54
Integrated network analysis and electromagnetic
simulation, 62
finite-difference time domain (FDTD) method,
64
frequency domain simulation, 62
time domain simulation, 64
transmission line matrix (TLM) method, 66
Integration levels, 6
Interinjection-locking, see Coupled oscillators
Isotropic conversion loss, 16
Iteration matrix equation method, see Matrix
equation method, iteration

KAD, see Knowledge-aided design
Knowledge-aided design (KAD), 28
propose-critique-modify (PCM) approach for
initial design, 29
Kurokawa substitution, 296298

Large signal
equivalent models, 80-83
simulation, 102

Laser
distributed feedback (DFB), 360, 365
dual-mode, 364-365
master/slave, 365, 366

Linear
frequency domain equation, 214
simulation, 83-87
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Link stability, 389

Loading condition in method of moments, see
Method of moments, loading condition

Locking range, 267

Low noise amplifier, 89

Lumped elements in method of moments, see
Method of moments, lumped elements

Mack—Zehnder, 363
frequency-doubling method, 365
optical modulation, 363-365
Matching network, for photoHBT-patch antenna
integration, 391
Matched termination in method of moments, see
Method of moments, matched termination
Matrix equation method
direct, 180
integrative, 180
Method of moments, 180
ideal source, 177
loading condition, 185
lumped elements, 178-179
concept, 189
N-port, 180
matched termination, 177
mixed potential formulation, 175
operator equation, 181
Microwave Design System (MDS) software, 84,
91, 384, 391, 402403
Military radars, 5
Millimeter-wave, 360, 369
band, 2
Millimeter and submillimeter wave
beam scanning, 5
power generation, 5
signal processing, 5
Mixed potential formulation in method of
moments, see Method of moments, mixed
potential formulation
Mode-hopping, 264
Modeling of circuit components, 30
Monopole, active, 2
Multiport network method, 121
analysis, 142
approach, 122
examples, 58—161
feed network, 151-154
for two-layer antennas, 147-161
integrated circuit-antenna modules, 161-167
Gunn diodes with patches, 163-167
varactor diodes with patches, 161-163
patch network, 150-151
mathematical formulation, 155-158

Multiport network model (MNM), 121-158
Mutual coupling network, 124-125, 138-142
Mutual synchronization, see Coupled oscillators

Nearest-neighbor coupling, 266-267
Negative resistance, 265-266
Newton—Raphson algorithm, 214
Network modeling
antennas, 121
microstrip patches, 47
Nodal admittance matrix, 33
Noise performance, of the radio on fiber system,
374
Nonintegrated systems, see Circuit-antenna
integration modules
Nonlinear, 97
circuit analysis, 43
dynamic steady-state analysis, 214
simulation, see Equivalent circuit models,
nonlinear simulation
time domain equation, 214
Numerical
capacitance, 196
deembedding procedure, 192
parasitic capacitance, 198
parasitic elements, 196

Operator equation for method of moments, see
Method of moments, operator equation
Optical heterodyning, 362
Optimization, circuit, 45
Oscillator
arrays, 326-328
class-E, 323-326
grids, see Grid oscillators
model
parallel, 265
series, 266
modeling, 265-266
patch, see Patch oscillator

Packaging effects, active antenna, 114
Parallel oscillator model, see Oscillator model,
parallel
Partial integration, see Circuit-antenna integration
modules
Passive
grid phase shifters, 337
phased arrays, 335-336
Patch
amplifier simulation, 88
array, 74
microstrip, 74, 84
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Perfect conductor
electric, 228
magnetic, 228
Performance parameters, 16
Personal communications, 2
Personnel monitoring, 5
Phase dynamics, 263-264, 266272
Phase locked loops (PLL), 259, 291-293
phase, noise, 283-291
shift keying, 105, 112
PhotoHBT, 369, 371-372, 386
Pin photodiode, 369-370
PLL, see Phase locked loops
Power combining
array, 12
quasi-optical, 301-302
spatial, 301-302

Q-factor, 262
Quasi-optic arrays, 4, 6

Radar systems, 334

classes, 335

conventional, 334

elements, 334

range and power, 336

RF-transmitter, 334-335
Radio on fiber, 358-359, 372, 394
Realistic modeling, active antenna analysis, 207
Receiver array, see Scanning oscillator array
Rectangular elementary domains, 181, 182
Rectenna, 11
Reduced mutual coupling array element, 7
Reflection coefficient, 400
Retrodirective array, 13
RF-WSI program, 350-356

circuit redundancy, 352

layered architecture, 352

tile-approach, 354

(T-R) module-tile approach, 350-356

S parameters, see Scattering parameters
Satellite radar, 5. See also Antenna types, satellite
communications
Scanning oscillator array, 279
Scanning techniques, 272-275
Scattering
matrix analysis, 38
parameters, 94, 241-242
Segmentation method, 122, 142-145, 217
Series oscillator model, see Oscillator model,
series
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Slowly-varying envelope approximation, 262
Space communications, 5

Stability analysis, 269-271

Steady-state, 264

Subdomain basis functions, 182
Synchronization, see Coupled oscillators

Tagging, 5
Terrestrial communications, fiber network local
access, 5
Transceiver, single-chip, 2
Transient analysis, 275-276
Transmission line model
microstrip patch, 47
slot antenna, 55-58
Transmit-receive, 279, 358, 394402
Transmit-receive (T-R) modules, 333-356
block diagram, 339
design considerations, 341-356
computer-aided design, 348
control components, 346
interconnect technology, 343, 347-378
low noise amplifier (LNA), 345
LTCC substrates, 348, 350
MHDI interconnects, 348
packaging, 343, 348-349
receiver circuits, 343-346
RF chip architecture, 343, 346-347
solid state transmitter, 343, 344
thermal considerations, 349
early (T-R) modules, 337-339
elements, 338
GaAs chip sets, 342
major parts, 342
MERA module, 339
module programs, 341
present trends and future directions, 350-357
ARPA and tri-service programs, 350-357
RF-WSI program, 350-357
35 GHz design, 355-357
RASSR module, 339, 340
state-of-the-art, 342
Transponder(s), 11
frequency doubling, 115
Transport tolling and highway surveillance, 5

Unilateral injection locking, 261
Van der Pol, 110
Wireless smart cards, 5

X-band (T-R) module, 343-350



424 INDEX

X-band (T-R) module, 3 (continued)
design considerations, 341-356
chip architecture, 346-347
computer-aided design, 348
control components, 346
heat removal, 345
interconnect technology, 347-348
LNA /noise figure, 345

package design, 348
RF power requirements, 343-345
thermal design, 349

Z-matrix for patch fields, 122, 126
arbitrary-shaped segments, 132-135
circular segments, 131-132
rectangular segments, 129-131



