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Preface

Always design a thing by considering it in its next larger context—a chair in a room, a room in a
house, a house in an environment, an environment in a city plan.

Over the years, the design and construction of electronic circuits have changed dramatically. New devices have
been discovered and old devices improved. Electronic circuits have shrunk considerably in size, and construction
techniques have shifted from discrete components to the use of plug-in integrated circuits that already contain the
complete circuit. The needs of the technician and the experimenter have also changed over the years. This book is
an attempt to meet that need, by presenting a wide variety of related material together in just one volume. You will
find theoretical concepts and design information on digital circuits, helpful data sheets and know-how about an
assortment of integrated circuits. Throughout the text the author has endeavoured to bridge the gap between
Blackboard and Breadboard.

In order to build and design digital circuits you have to have a firm grasp of the fundamentals. The material in
this book is appropriate for introductory courses on digital logic design in electrical or computer engineering or
computer science curricula. The background required is familiarity with basic electronics concepts. Though the
level of this book is introductory, it contains much more material than can be taught in a typical introductory
course.

No technical book ever made light bedtime reading. Nor is it possible, in just over four-hundred and fifty pages
of legible type, to transform the novice into a full fledged circuit designer. What can be done, however, is to
present the most important information to the largest number of users, in such a way that it can be absorbed as
readily as possible.

Each chapter begins with a review of relevant topics in digital circuit theory which will be useful throughout the
text. There are a large number of worked out examples in the text to illustrate how the theory may be applied to
obtain quantitative results and to emphasize the order of magnitude of the effects under consideration.

In addition, a summary of the keypoints, review questions, supplementary problems, fill in the blanks, true and
false statements and multiple-choice questions (chapter-wise) are provided to motivate the students, and strengthen
the group of basic concepts, help in self evaluation, and give the students an experience in the design of the circuits
discussed in the text and of other configurations to perform similar functions. Answer/Hints for solution are
provided chapter-wise.

In almost all numerical problems, realistic parameters, values and specifications have been chosen. Considerable
care has been exercised in the development of these problems, which are an integral and important part of the text.

There is always a time-lag between the introduction of a new device with its technical data, which enables the
circuit designer to go ahead; and the production of a circuit for some particular application, which can be put in the
hands of the general user. Broadly speaking the circuits have been restricted to devices which are available now.
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A digital signal is modeled as taking on, at any time, only one of two discrete values, which we call 0 or 1 (or
LOW and HIGH, FALSE and TRUE, Negated and Asserted or whatever). The students might ask a very geniune
question.

What are we going to do with (—] )}—) AND, () )—) OR, (—] >e—) INVERT!

What are you able to build with your blocks?
Castles and palaces, temples and docks.

Robert Louis Stevenson

The book comprises eighteen chapters. Chapter 1 on Digital Concepts is of an introductory nature and introduces
the student to the domain of digital electronics.

Chapter 2 on Number Systems gives a comprehensive coverage of the four number systems (decimal, binary,
octal, or hexadecimal) and conversion of any number in one system to its equivalent value in any of the remaining
three numbering systems.

Chapter 3 deals with Codes and Parity. There are many specialized codes used in digital systems. Some codes
are strictly numeric, like the BCD, while others are alphanumeric like the ASCII, they are used to represent
numbers, letters, symbols, and instructions. Also, the detection of errors in codes using a parity bit is covered.
Information on codes that use other methods of error detection and an error correcting code are also discussed.

Logic Gates, (Chapter 4), are the basic building blocks for forming digital electronic circuitry. Gates allow or
retard the flow of digital information. The seven logic gates AND, OR, NAND, NOR, INVERT, XOR and XNOR are
explained in detail with the help of timing diagrams.

Boolean Algebra, (Chapter 5), uses many of the same laws as those of ordinary algebra. The OR function
(X=A4 + B) is the Boolean addition and the AND function (X = AB) is the Boolean multiplication. By using the laws
of Boolean algebra you can rearrange Boolean equations to form simpler equivalent circuits using fewer gates.

All Boolean expressions, regardless of their form, can be converted into either of two standard forms: the sum-
of-products (SOP) form or the product-of-sums (POS) form. Standardization makes the evaluation, simplification,
and implementation of Boolean expressions much more systematic and easier. There are two methods of systematically
reducing Boolean expressions, the graphical method or Karnaugh map and the Quine McClusky or tabulation
method. Both of these methods are discussed under the heading Reduction Techniques in Chapter 6.

Chapter 7 on Pulse and Switching Devices deals with the characteristics of pulse waveforms (both ideal and
non-ideal) and the use of electromechanical relays, diodes, transistors, JFETs, MOSFETs, and CMOS for switching
applications.

Linear waveshapers (integrators and differentiators) and non-linear waveshapers (limiters, clippers and clampers)
are discussed in Chapter 8 on Waveshaping. This chapter also includes sweep circuits.

The various approaches to digital logic design are called Logic Families (Chapter 9). Logic specifications and a
detailed description of the various logic families is given in this chapter. A comparison of the logic families and
their relative advantages and disadvantages are also discussed.

Chapter 10 on Arithmetic Circuits discusses the four arithmetic operations—addition, subtraction, multiplication
and division—and digital hardware to facilitate these operations. Sign-magnitude representation of numbers, one’s
and two’s complement representation, two’s complement addition and subtraction and floating-point numbers are
discussed in detail.

Combinational logic circuits may contain an arbitrary number of logic gates and inverters but no feedback loops.
In combinational circuit analysis we start with a logic diagram and proceed to a formal description of the function
performed by that circuit, such as a truth table or a logic expression. In synthesis we do the reverse, starting with a
formal description and proceeding to a logic diagram. The purpose of Chapter 11 on Combinational Logic
Circuits is to give the student a solid theoretical foundation for the analysis and synthesis of combinational logic
circuits, a foundation that will be doubly important later when we move on to sequential circuits.

The outputs of sequential logic circuits depend not only on current inputs, but also on the past sequence of
inputs. Latches and flip-flops are the basic building blocks of most sequential circuits. Typical digital
systems use latches and £1ip-flops that are prepackaged, functionally specified devices in a standard integrated
circuit. We study these discrete designs for two reasons—to understand the behaviour of the prepackaged elements
better, and to gain the capability of building a latch or £1ip-£flop from scratch, as is required occasionally in
digital-design practice and often in digital-design exams. These topics are covered in Chapter 12 on Flip-
Flops.
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In a generic computer registers are used extensively for temporary storage of data in areas other than memory.
Data is shifted to left or right in a shift register. Counters time the duration of various events and count events.
These applications are called sequential because they follow a predetermined sequence of digital states and are
triggered by a timing pulse or clock. Registers and Counters form the subject of Chapter 13.

A large digital system cannot be understood through a detailed electrical analysis of all its circuits. The system
as a whole can be understood only by a model that simplifies the system. One such model is the sequential (finite
state) machine. Both Mealy and Moore machine are explained in Chapter 14 on Sequential Machines.

Any sequential circuit has memory of a sort, since each £1ip-flop or latch stores one bit of information.
However, we usually reserve the word Memory (Chapter 15) to refer to bits that are stored in a structured way,
usually as a two-dimensional array in which one row of bits is accessed at a time. This chapter describes several
different memory organisations and commercially available memory chips.

Since their introduction years ago Programmable Logic Devices (Chapter 16) have been very flexible workhorses
of digital design. As IC technology advanced, there was naturally greater interest in creating larger PLD architectures
to take advantage of increased chip density. Programmable Logic Arrays (PLAs), Programmable Array Logic
(PAL), Generic Array Logic (GAL), Complex Programmable Logic Devices (CPLDs) and Field Programmable
Gate Array (FPGA) are also discussed.

The real world is analog in nature. A common boundary between two physical or functional units is called an
interface. Converters for Interfacing (Digital-to-Analog and Analog-to-Digital) form the subject of study in Chapter
17. Digital-to-Analog conversion (DAC) involves translation of digital information into equivalent analog information.
Analog-to-Digital converters (ADCs) are used for the conversion of analog signals into digital signals. All digital
systems have ADCs as part of their structure. The problems encountered in interfacing logic families are also
discussed in this chapter.

In recent years the microprocessor has become an integral part of many electronic systems. Apart from its
obvious use in personal computers, the microprocessor is commonly found in industrial equipment and is frequently
incorporated into domestic equipment, such as video recorders and washing machines. Microprocessor Basics are
discussed in Chapter 18.

Appendices A to E provide a wealth of information. A Glossary of key terms is given at the end of the book.
Also included is a list of reference books (Bibliography) for those students interested in higher studies.

The project has taken considerable time to see the light of day—precious time has been spent in giving the book
the shape you find it in today; the major setback being the constraint of space.

I personally feel the book will prove to be a constant companion of engineering students irrespective of the
discipline they opt for.

I gratefully acknowledge the help from different reviewers in answering a comprehensive questionnaire and
making valuable suggestions for the improvement of the text.

I would like to put on record the valuable suggestions and cooperation of Ms Vibha Mahajan, and the entire
editorial and production teams of Tata McGraw-Hill in bringing out this book.

Finally, I would like to thank my wife, Suksham, for her patience, understanding, support and encouragement.

I hope the students will enjoy studying this book as much as I have enjoyed writing it.

S P BALI



Brief Contents

Preface

¥ ® NSk mN-

e e e e o
W NN GR W= O

Digital Concepts

Number Systems

Codes and Parity

Logic Gates

Boolean Algebra

Reduction Techniques

Pulse and Switching Devices
Wave Shaping

Logic Families

. Arithmetic Circuits

. Combinational Logic Circuits
. Flip-Flops

. Registers and Counters

. Sequential Machines

. Memory

. Programmable Logic Devices
. Interfacing

. Microprocessor Basics

Appendix A: Logic Operations—-Comparison Chart

Appendix B: Digital ICs

Appendix C: Linear Integrated Circuits

Xiil

11

32

45

76
105
133
160
179
212
241
265
295
315
321
350
366
385
397
399
415



viii Brief Contents

Appendix D: Interfacing Devices
Appendix E: 6800 Microprocessor
Glossary

Bibliography

Index of ICs

Index

419
421
427
432
435
437



Detailed Contents

Preface Xiii

1.Digital Concepts 1
Introduction /

Digital/Analog Signals /

Digital Devices 2

Advantages of Digital Circuits 3
Limitations of Digital Circuits 4

Digital (Binary) Operation of a System 4
Why Binary 5

Memory 5

Logic Circuits 6

Major Parts of a Computer 6

Summary 7

Review Questions 7

Supplementary Problems &8

Objective Type Questions &8

Answers 9

.Number Systems 11
Introduction 7/

The Binary Number System /2
Fractional Binary Numbers /3
Binary-To-Decimal Conversion /3
Binary Arithmetic /4

Complements in Number Systems /6
Decimal-to-Binary Conversion /8
Signed Binary Numbers /9

Octal Numbers /9

Octal-to-Decimal Conversion 20
Decimal-to-Octal Conversion 20
Fractional Octal Numbers 20
Octal-to-Binary Conversion 20
Binary-to-Octal Conversion 20
Hexadecimal Numbers 2/

Hexadecimal-to-Decimal Conversion 22
Decimal-to-Hexadecimal Conversion 22
Hexadecimal-to-Binary Conversion 22
Binary-to-Hexadecimal Conversion 22
Hexadecimal Arithmetic 22
Conversion Algorithms 23
Floating-point Numbers 24

Summary 25

Review Questions 26

Supplementary Problems 26

Objective Type Questions 27

Answers 29

3.Codes and Parity 32

Introduction 32

Weighted Binary Codes 32
BCD Addition 33

The 8421 BCD Code 34
Non-weighted Codes 34
Excess-3 Addition 34

Gray Code 35

Binary-to-Gray Conversion 35
Gray-to-Binary Conversion 36
Alphanumeric Codes 36

The ASCII Code 36

EBCDIC Code 37

The Hollerith Code 37

Check Sum 38

Hamming Code 38

Summary 39

Review Questions 39
Supplementary Problems 40
Objective Type Questions 41
Answers 42



X Contents

4.Logic Gates 45

Introduction 45

Buffer 45

The AND Function 46

Pulsed Operation 46

AND Circuits 47
Enable/Inhibit Function of AND Gate 49
The OR Function 49

AND Laws 49

Pulsed Operation 50

OR Circuits 50

Enable/Inhibit Function of OR Gate 52
OR Laws 52

The NOT Function 53

Pulsed Operation 53

Inverter Circuits 53

NOT Laws 54

The NAND Function 54
Pulsed Operation 55

NAND Circuits 56

The NOR Function 57

Pulsed Operation 58

NOR Circuits 58

The Exclusive OR Function 60
XOR Circuits 60

The Exclusive NOR Function 62
Pulsed Operation 62

XNOR Circuits 62

Summary 64

Review Questions 65
Supplementary Problems 65
Objective Type Questions 67
Answers 72

.Boolean Algebra 76
Introduction 76

Boolean Theorems 76

Commutative Law 76

Distributive Law 77

Associative Law 77

Absorption Law 78

Idempotent Law 78

Law of Identity 79

Law of Complementation 79

Connection with a Constant 79

Law of Dualisation (DeMorgan’s Theorem) 80
Boolean Expressions and Logic Diagrams &5
Canonical Forms 91

Minterms 92

Maxterms 92

Two-level Realisation 92

Converting Circuits to Universal Logic 94
Summary 96

Review Questions 96

Supplementary Problems 97

Objective Type Questions 97
Answers 100

6.Reduction Techniques 105
Introduction 705
Karnaugh Mapping 106
Three-variable Maps 106
Loops 107
Four-variable Karnaugh Maps 108
Don’t Care Conditions 717/
From Truth Table to Karnaugh Map 17173
Product-of-Sums Method 17173
Simplification /74
Duality Theorem 7175
The Quine-McClusky Method 17176
Summary 122
Review Questions 123
Supplementary Problems 124
Objective Type Questions 125
Answers 127

7.Pulse and Switching Devices 133
Introduction 733
Pulse Waveforms 134
Clock Waveform Timing 135
Serial and Parallel Representation /36
Switches in Electronic Circuits /37
Electromechanical Relays 738
Switching Action of a Diode 740
Switching Action of a Transistor 74/
Transistor Switching Times /42
The Schottky Diode 145
Junction Field-Effect Transistors (JFETs) /46
Switching Action of JFETs 148
MOSFETS 149
Switching Action of a MOSFET 75/
CMOS 152
Switching Action of CMOS 752
Summary 153
Review Questions 154
Supplementary Problems 154
Objective Type Questions 155
Answers 158

8.Wave Shaping 160

Introduction 760

Capacitor Charge and Discharge Rates 760

Integrators 162

Differentiators 166

Clippers 168

Clampers 170

Sweep Circuits 172

Miller Integrators and Boot Strap Ramp
Generators 173

Summary 175

Review Questions 176



10.

11.

12.

Supplementary Problems 176

Objective Type Questions 177

Answers 178

Logic Families 179
Introduction 779

Logic Specifications 780

Propagation Delay Time /81

Noise Immunity /82

Supply Voltage and Power Dissipation /83
Speed/Power Product 183

Fan-In and Fan-Out 785

Transistor-Transistor Logic (T?L OR TTL) 189

Tristate Logic 793
Emitter-Coupled Logic (ECL) 194
CMOS Logic 196

Integrated Injection Logic (I’L) 198
Summary 199

Review Questions 200
Supplementary Problems 200
Objective Type Questions 204
Answers 209

Arithmetic Circuits 212
Introduction 212

Addition and Subtraction 212
Adders/Subtractors 215
Multiplication/Division 224

Arithmetic and Logic Unit (ALU) 226
Comparators 227

Error Detectors 228

Summary 231

Review Questions 231

Supplementary Problems 232
Objective Type Questions 232
Answers 235

Combinational Logic Circuits 241
Introduction 241

Logic Networks 241

Decoders/Encoders 242

Digital Displays 245

Data Selectors 251

Code Converters 254

Summary 257

Review Questions 258

Supplementary Problems 258
Objective Type Questions 259
Answers 260

Flip-Flops 265
Introduction 265

S/R Latch 266

D-Latch 268

Flip-Flops 270

Clock Pulses and Edge Triggering 270

Edge Triggered S-R Flip-Flop 271

13.

14.

15.

Contents

Edge Triggered D Flip-Flop
T Flip-Flop 274

JK Flip-Flop 275
Excitation Table 277
Conversions in Flip-Flops
Master-Slave Flip-Flop 278
Pulse-Triggered Flip-Flops
Schmitt Triggers 281
555 Timer 283
Summary 286

Review Questions 286
Supplementary Problems
Objective Type Questions
Answers 292

287
289

Registers and Counters
Introduction 295

Registers 295
Shift Registers
Counters 302
Asynchronous Counters 302
Synchronous Counters 303
Up/Down Counters 304
Shift Register Counters
Summary 307

Review Questions 308
Supplementary Problems
Objective Type Questions
Answers 311

296

306

308
308

Sequential Machines
Introduction 3175

Types of State Machines
Summary 319

Review Questions 319
Supplementary Problems
Objective Type Questions
Answers 320

315

319
319

Memory

Introduction 321
Semiconductor Memory 321
RAM and ROM 322
Three-State Buffers 327
Programmable ROMs 332
Memory Expansion 334
Magnetic Memory 335
Magnetic Bubble Memories

Optical Memories 340

Magneto-Optical Storage 340
Special Types of Memories 342
Summary 345

Review Questions 346
Objective Type Questions 346

Answers 348

336
Charge Coupled Devices (CCDs) 337

272

277

280

295

315

321

xi



xii Contents

16.

17.

Programmable Logic Devices 350
Introduction 350
Random Logic 350
Programmable Logic Devices (PLDs) 351
Programmable Logic Array (PLA) 351
Programmable Array Logic (PAL) 352
Generic Array Logic (GAL) 357
Programmable Read Only Memory (PROM) 357
Complex Programmable Logic Devices

(CPLDs) 359
Field Programmable Gate Array (FPGA) 359
Summary 361
Review Questions 361
Supplementary Problems
Objective Type Questions
Answers 363

361
362

Interfacing 366
Introduction 366

D/A Converters 367
Binary Weighted DACs
Operational Amplifiers
R/2R DACs 371

A/D Conversion (ADCs) 373
Counter-Ramp ADC 374

Successive Approximation Technique 375
Linear Ramp (Single-slope) ADC 376
Dual-Slope ADC 377

Flash ADCs 378

Sigma/Delta Modulation 380

367
368

18.

Interfacing Logic Families 380
Summary 382

Review Questions 382
Supplementary Problems 382
Objective Type Questions 383
Answers 384

Microprocessor Basics
Introduction 385
Microprocessor 385
Microcomputer 386
Microprocessor Organisation 387

Single-Chip Microcomputer 388
Summary 391

Review Questions 391
Supplementary Problems 392
Answers 393

Appendix A: Logic Operations—
Comparison Chart

Appendix B: Digital ICs

Appendix C: Linear Integrated
Circuits

Appendix D: Interfacing Devices
Appendix E: 6800 Microprocessor
Glossary

Bibliography

Index of ICs

Index

385

397
399

415
419
421
427
432
435
437



Chapter

1

Digital Concepts

INTRODUCTION

The main difference between analog and digital
operation is the way the loadline is used. With analog
circuits, adjacent points on the loadline may be used,
so that the output voltage is continuous. Because of
this, the output voltage can have an infinite number of
values. One way to get analog operation is with a
sinusoidal input. The continuously changing input
voltage produces a continuously changing output
voltage.

Digital circuits are different. Almost all digital circuits
are designed for two-state operation. This means using
only two non-adjacent points on the loadline, typically
saturation and cut-off. As a result, the output voltage
has only two states (values), either LOW or HIGH. One
way to get digital operation is with a square-wave input.
If large enough, this type of input drives the transistors
into saturation and cut-off, producing a two-state
operation, as illustrated in Fig. 1.1.

DIGITAL/ANALOG SIGNALS

A signal can be defined as useful information transmitted
within, to, or from electronic circuits. The circuit in
Fig. 1.2(a) puts out an analog signal or voltage. As the
wiper on the potentiometer is moved upward, the voltage
from points A to B gradually increases. When the wiper
is moved downward, the voltage gradually decreases.
The waveform diagram in Fig. 1.2(b) is a graph of the
analog output. On the left side, the voltage from A to B
is gradually increasing to 5 V; on the right side, the
voltage is gradually decreasing to 0 V. By stopping the
wiper at any midpoint, we can get an output voltage
anywhere between 0 and 5 V. An analog device then, is

Ny
Off

9 @
L1

Fig. 1.1 Two-state (Binary) Operation.

one that has a signal which varies continuously in step
with the input.

A digital device operates with a digital signal. The
generator in Fig. 1.3(a) produces a square waveform
that is displayed on the oscilloscope. The digital signal
is either at +5 V or at 0 V as shown in Fig. 1.3(b). The
voltage at point A moves from 0 to 5 V. The voltage
then stays at +5 V for a time. At point B the voltage
drops immediately from +5 V to O V. The voltage then
stays at 0 V for a time. Only two voltages are present
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6
5
o 4
S 3 . .
> 5 Wiper Wiper
moving moving
1 up down
0 Time
(b)
Fig. 1.2 (a) Analog Output from a Potentiometer.

(b) Analog Signal Waveform.

in a digital electronic circuit. In the waveform diagram
in Fig. 1.3(b) these voltages are labelled HIGH and
LOW. The HIGH voltage is called a logical 1 (5 V)
and the LOW voltage a logical 0 (0 V). Circuits that
handle only high and low signals are called digital
circuits.

Square-
wave @
Generator °
Ne
"
(a)
+5 E B High
2
°
=
0 Low
A Time
(b)
Fig. 1.3  (a) Digital Signal Displayed on Scope.

(b) Digital Signal Waveform.

Signals are commonly represented as a voltage
varying with time, as in Figs 1.1 and 1.2. However, a
signal could be an electrical current that varies contin-
uously (analog) or has an on-off characteristic (digital).

Within most digital circuits, it is customary to
represent signals in the voltage versus time format. When
digital circuits are interfaced with non-digital devices,
such as lamps and motors, then the signal can be thought
of as current versus time. Interfacing refers to the design
of interconnections that shift the levels of voltage and
current to make them compatible.

DIGITAL DEVICES

An analog device is one in which data is represented by
physical variables. A digital device is one in which
data is represented by numerical quantities.

Figure 1.4 shows an analog clock and a digital clock.
Both are in common use today. The analog device can
be thought of as showing the information desired as an
analog; the position of the hands of the clock is
analogous to the time of day. The digital clock, on the
other hand, shows the time of day as a set of numbers.

17:55

(b)

Fig. 1.4 (a) An Analog Clock. (b) A Digital Clock.

The standard volt-ohm milliammeter (VOM) shown
in Fig. 1.5(a) is another example of an analog measuring
device. As the voltage, resistance, or current being
measured by the VOM increases, the needle gradually
and continuously moves up the scale. The digital
multimeter shown in Fig. 1.5(b) is an example of a
digital measuring device. As the voltage, resistance, or
current being measured by the DMM increases, the
display jumps upward in small steps. The DMM is an
example of digital circuitry taking over tasks previously
performed only by analog devices.

.

s i1 |

a‘

~

Fig. 1.5 (a) Analog Multimeter (BPL).

(b) Digital Multimeter (Philips).



ADVANTAGES OF DIGITAL CIRCUITS

Digital circuits which use only two signal states have
the following advantages:

(1) Changes in component values have very little effect
on digital signals.

(2) Noise and other interfering signals have very little
effect on digital signals.

(3) The voltage anywhere in a digital circuit will
always be in one state or the other, so that there is
very little chance of confusion or error.

(4) Digital signals are ideally suited for logic use, and
for counting in the binary scale.

(5) Information storage is easy.

(6) Operation can be programmed.

(7) More digital circuitry can be fabricated on IC
chips.

1.1 Draw the waveform of (a) an analog signal, (b) a
digital signal, and (c) a digital binary signal.
Explain briefly.

Solution:
Amplitude T /\/\/
—_—
Time
(a) Analog
Amplitude
T ’_'_\_\_:—\_,—‘—'_,_L,
Time
(b) Digital
Amplitude
Time

(c) Digital (Binary)

Fig. 1.6

(a) An analog signal is smooth and not abrupt.

(b) A digital signal is abrupt and not smooth.

(c) A digital binary signal is a digital signal so
constrained as to take on the values +5 V (1 or
high) and 0 V (0 or low).

1.2 Compare two very common electronic systems—
one an analog system and the other, its counter-
part, a digital system.

Solution:

Record player (Fig. 1.7(a)): A sensor is used to detect
the motion of a stylus as it tracks the displacement of a
groove in a vinyl disc (record). The signal produced by
this sensor is analog in form and corresponds to the
sound pressure of the original recording. To reproduce

Digital Concepts 3

this sound, the sensor’s output is amplified to produce
a signal of sufficient power to drive a loudspeaker.
Compact disc player (Fig. 1.7(b)): Sound is stored on a
compact disc in a digital format. This is achieved by
repeatedly measuring the magnitude of the original
analog sound signal and representing these measure-
ments by numbers. This information is converted into a
binary form and written onto the CD as a series of pits.
The space between two pits is called land. The data
stored on the disc is retrieved by a sensing arrangement
that uses a laser to detect the presence or absence of
these pits as the disc spins at high speed. The result is a
train of binary information that is a coded form of the
original measurements. In order to reproduce the
recorded sound, this data is first decoded and then
converted back to analog form using a digital-to-analog
converter. This signal is then amplified to drive a
loudspeaker in a CD player.

~N

| Amplifie%ﬂj ))))

(a) A Record Player

i W ”/\f/hv
Digital to
Analog —|Amplifier —| | ))))
Converter

(b) A Compact Disc Player

Fig. 1.7

1.3 Explain in detail the advantages of digital circuits.

Solution:
Let us look at the reasons for these advantages. Because
any voltage which is close to the reference (earth) voltage
counts as logic zero and any voltage which is close to
the supply voltage counts as logic 1, small changes in
signal voltages, which might be caused by resistors going
higher or lower in value, or changes in the current gain
of transistors, have no effect unless the changes are
very great. Only a voltage change which causes the
output of a digital circuit to be indeterminate—that is
half way between 0 and 1—will cause problems.
Similarly unwanted noise signals which are added to
the O or 1 signals have no effect unless their amplitude
is comparatively large, around half the supply voltage.
An earthed input in a digital circuit is a signal input—
it sets the input voltage to logic level 0. An input which
is connected to the supply voltage is also a signal input—
it sets the input to logic level 1.
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The use of only two states is an advantage because it
reduces the possibility of errors—a volt or so change in
a level will not mean that it can be mistaken for a
different level. A digital type of signal, such as the
staircase waveform in Fig. 1.8, which uses several levels,
is very likely to cause errors because voltage levels
cannot be kept within close limits.

v, 4

Output
Volts

Input Volts —

Fig. 1.8 A Staircase Waveform. The Output Voltage
Changes only at Definite Input Values, Equally
Spaced, and it Remains Steady between these
Values.

Digital circuits which use only two states can be
used for counting if a binary scale (scale of two) is
used. The outputs of a digital circuit are usually these
same logic levels, so that voltage amplification (as we
understand it in linear circuits) is not used except to
speed up the change from one level to the other. Current
amplification is used to increase the amount of current
that can be used at the output.

Information storage in digital systems is easy. This
is accomplished by special devices and circuits that can
latch onto digital information and hold it for as long as
necessary. Mass storage techniques can store billions
of bits of information in a relatively small space. Analog
storage capabilities are, by contrast, extremely limited.

It is fairly easy to design digital systems whose
operation is controlled by a set of stored instructions
called a program. Analog circuits can also be
programmed, but the variety and complexity of the
available operations is extremely limited.

Analog circuits have also benefited from the
unprecedented development of IC (integrated circuit)
technology, but its relative complexity and its use of
devices that cannot be economically integrated (high-
value capacitors, precision resistors, inductors, trans-
formers) have prevented analog systems from achieving
the same degree of integration—much more digital
circuitry can be fabricated on digital ICs.

LIMITATIONS OF DIGITAL CIRCUITS

There is only one major drawback when using digital
techniques. The real-world is analog in nature. To take
advantage of digital techniques when dealing with
analog inputs and outputs, three steps must be followed:
(1) Convert the real-world analog inputs to digital form
(analog-to-digital conversion, ADC).
(2) Process (operate on) the digital information.
(3) Convert the digital outputs back to real-world
analog form (digital-to-analog converstion, DAC).

1.4 Explain a simple temperature control system that
requires analog/digital conversions in order to
allow the use of digital processing techniques.

Solution:

Figure 1.9 shows the block diagram of a simple
temperature control system. The analog temperature is
measured and the measured value is then converted to a
digital quantity by an analog-to-digital converter (ADC).
The digital quantity is then processed by the digital
circuitry, which may or may not include a digital
computer.

Its digital output is converted back to an analog
quantity by a digital-to-analog converter (DAC). This
analog output is fed to a controller which takes some
kind of action to adjust the temperature.

DIGITAL (BINARY) OPERATION OF A
SYSTEM
A digital system functions in a binary manner. It employs

devices which are permitted to exist in only two possible
states. A transistor is allowed to operate at cut-off or in

Temperature Measuring | |Ana°9) Analog-to- 1N (pjgital) Digital
(Analog)  —~| "p_vio digital Processing
Converter
(Digital)
Digital-to- (Analog)
analog Controller Adjusts
Converter Temperature

Fig. 1.9 Temperature Control System.



saturation, but not in its active region. A node may be
at a high voltage, say, 12 £ 2 V or at a low voltage of,
say 0 = 0.2 V, but no other values are allowed. Various
designations are used for these quantized states, and
the most common of these are listed in Table 1.1. In
logic, a statement is characterized as true or false, and
this is the first binary classification listed in the table.
A switch may be closed or open, which is the notation
under 9, etc. Binary arithmetic and mathematical
manipulation of switching and logic functions are best
carried out with classification 3, which involves two
symbols, O (zero) and 1 (one).

Table 1.1 Binary-state Terminology

Digital Concepts 5

WHY BINARY

A computer is often referred to as a data processor.
Data means names, numbers, facts, anything needed to
work out a problem. Data goes into a computer, where
it is processed or manipulated to get new information.
A computer’s circuits can respond only to binary
numbers.

Besides the data, someone has to work out a pro-
gram, a list of instructions telling the computer what to
do. The program must be coded in binary form before
it goes into the computer.

1 2 3 4 5 6 7 8 9 10 11
One of True HIGH 1 Up Pulse Excited  Off Hot Closed North Yes
the states
The other False LOW 0 Down No pulse Non-excited On Cold Open South No
state. . .

In a digital system all the electronic components op-
erate in switching mode, because most of the devices
act very much like switches, being either ON or OFF.
For a variety of technical reasons, devices that function
in the switching mode are simpler and cheaper to
construct than those that function in the continuous mode
and they function much more efficiently and reliably.

1.5 An open switch represents (0 and a closed switch
represents 1. What number do the switches in
Fig. 1.10 represent?

|
!
0

Solution:

o -———0—q, 0—o
© -———0—q 0—0

-——

Fig. 1.10

1.6 The absence or presence of holes in paper
represent 0 and 1, respectively. What binary num-
bers does the punched tape in Fig. 1.11 store?

Solution:
Hole No Hole

Row 1 01100
Row 2 10010
Row 3 01101

Fig. 1.11

So the two things we must input to a computer are
the program and data. These are stored inside the com-
puter before the processing begins. Once the run starts,
each instruction is executed and the data is processed.

The electronic, magnetic, and mechanical devices of
a computer are known as hardware. Programs are called
software. Without software, a computer is a pile of
‘dumb’ metal.

Computers use integrated circuits (ICs) with
thousands of transistors, either bipolar or MOS. These
computer ICs work remarkably well despite variations.
How is it possible? The answer is two-state design.

1.7 Explain the difference between computer
hardware and software with the help of a suitable
analogy.

Solution:

A phonograph is like hardware and records are like
software. The phonograph is useless without records.
Furthermore, the music you get depends on the record
you play. A similar idea applies to computers. A
computer is the hardware and programs are the software.
The computer is useless without programs. The program
stored in the computer determines what the computer
will do: change the program and the computer processes
the data in a different way.

MEMORY

When an input signal is applied to most devices or
circuits, the output somehow changes in response to the
input, and when the input signal is removed, the output
returns to its original state. These circuits do not exhibit
the property of memory. Since their outputs revert back
to normal, they are classed as non-memory circuits.
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In digital circuitry certain types of devices and cir-
cuits do have memory. When an input is applied to
such a circuit, the output will change its state, but will
remain in the same state even after the input is re-
moved. The property of retaining its response to a mo-
mentary input is called memory. Figure 1.12 illustrates
non-memory and memory operations.

Non-memory
J_L Circuit

Memory
Circuit

JL — i
Fig. 1.12 Comparison of Memory and Non-memory
Elements.

Memory devices and circuits play an important role
in digital systems because they provide means for stor-
ing binary numbers, either temporarily or permanently,
with the ability to change the stored information at any
time.

A register is a string of devices that store data. Early
computers used magnetic cores to store data.

1.8 Explain the working of a 4-bit (binary digit) core
register.

Solution:

Figure 1.13(a) shows a 4-bit core register. With the
right-hand rule you can see that conventional current
into a wire produces a clockwise flux; reversing the
current produces a counter-clockwise flux. The same
result is obtained if electron-flow is assumed and the
left-hand rule is used.

The cores have rectangular hysteresis loops; this
means that the flux remains in the core even after the
magnetizing current is removed (see Fig. 1.13(b)). This
is why a core register can store binary data indefinitely.
By changing the magnetizing currents in Fig. 1.13(a)
we can change the stored data.

EEEL
ik

Fig. 1.13 Four-bit Core Register.

1.9 What binary number is stored in Fig. 1.13(b)?

Solution:
Using the following code:

Flux Binary
Counterclockwise 0
Clockwise 1

Then, the core register of Fig. 1.13(b) stores binary
1001.

LOGIC CIRCUITS

We use many logical truths in everyday life. Most of
the simple logical problems are distinguished by words
such as and, or, not, if, else and then. Once a verbal
reasoning process has been completed and results put
into statements, the basic laws of logic can be used to
evaluate the process. Simple logic operations can be
performed by manipulating verbal statements. More
complex relationships can be usefully represented by
the use of symbols. These operations are known as logic
symbols.

The circuits which perform the logic operations sense
the input conditions and provide an output only if certain
input conditions exist. They can be classified generally
as gate circuits and they may employ transistors,
semiconductor diodes, or magnetic cores. Logic gates
most commonly employed are OR, AND, NOT and FLIP-
FLOP. They are used to implement Boolean algebraic
equations. Logic gates are used extensively in digital
computers.

A truth table is a chart used in connection with logic
circuits to illustrate the states of the inputs and outputs
under all possible signal conditions. It provides a ready
reference for use in analysing the operating theory of
logic circuits.

MAJOR PARTS OF A COMPUTER

There are several types of computer systems, but each
can be broken down into the same functional units.
Each unit performs specific functions and all units
function together to carry out the instructions given in
the program. Figure 1.14 shows the five major functional
parts of a digital computer and their interaction.

The input device lets us pass information from person
to machine or machine to machine. The input device
(keyboard, magnetic tape unit, network connection or
telephone line, for example) must encode human
language into the binary language of the computer.

The arithmetic/logic unit (ALU) adds, subtracts,
multiplies, divides, compares, and does other logic
functions. Data can be sent to the ALU for action and
the results sent back to storage in the memory.
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Central Processing Unit

(CPU)
Arithmetic/
| Logic
—4—
|
|
|
L
Data, ——>| Input le| - —|—{ Control L | __ | Output Data,
Information —> Information
I
|
|
Y — —— — > Control Signals
L
Memory > Data or Information

Fig. 1.14 Functional Parts of a Digital Computer.

The memory unit is the storage area for both data
and programs. This storage can be supplemented by
storage outside the processing unit.

The control unit is the nervous system of the
computer. It directs all other sections to operate in the
proper order and tells the input when and where to
place information in memory. This unit takes instructions

from the memory unit one at a time and interprets them.
It then sends appropriate signals to all the other units to
cause the specific instruction to be executed.

The output unit is the link between the machine and
a person (or to a device or network). The output unit
must decode the language of the computer into human
language.

SUMMARY

An analog device is one that has a signal which varies continuously in step with the input.
A digital device is one that has a signal with two-state operation.

A digital device is one in which data is represented by numerical quantities.

>
>
> An analog device is one in which data is represented by physical variables.
>
>

Digital signals are ideal for logic use, and for counting in the binary scale. Noise and other interfering
signals have very little effect on digital signals. Information storage in digital systems is easy.
Digital systems can be programmed. Much more digital circuitry can be fabricated on digital ICs.

The real world is analog in nature.

When dealing with analog inputs and output: convert (ADC), process, convert (DAC)

Digital systems work in a binary manner.

In a digital system all the components operate in switching mode.

The property of retaining its response to a momentary input is called memory.

A register is a string of devices that store data.

Logic gates most commonly employed are OR, AND, NOT, and FLIP-FLOP.
A truth table is a chart used in connection with logic circuits.

>
>
>
>
>
> A computer’s circuit can respond only to binary numbers.
>
>
>
>
>

A digital computer has five functional units: input, ALU, memory, control and output.

Test your

REVIEW QUESTIONS

understanding

1. Which of the following involve analog quantities and which involve digital quantities?

(a) Ten-position switch
(b) Current flowing out of an electrical outlet
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(c¢) Temperature of a room

(d) Sand grains on the beach

(e) Automobile speedometer

Concisely describe the difference between analog and digital quantities.
Give an example of a system that is analog and one that is a combination of both. Name a system that is
entirely digital.

What are the advantages of digital techniques over analog?

What is the chief limitation to the use of digital techniques?

Define binary.

What does bit mean?

What are the bits in a binary system?

Why do we use binary?

Briefly describe logic circuits.

Which logic gates are most commonly employed?

. What are the functional units of a digital computer?

Test your SUPPLEMENTARY PROBLEMS

understanding
N ~————"

13. How will you generate a digital signal?

14. What type of signal will a push button generate? Pt

15. How will you generate a string of digital pulses? e0ceeceoce

16. Figure 1.15 shows a strip of magnetic tape. The black circles are magnetized 22:;822;
points and the white circles are unmagnetized points. What binary number does cecleele
each horizontal row represent?

17. In Fig. 1.16, clockwise flux stands for binary 1 and counterclockwise flux stands ee— |
for binary 0. What is the binary number stored in the 8-bit core register?

Fig. 1.15 Numbers on
Magnetic
@g/g} géj gg%j/§;§j g%; (%) (%) Tape.
Fig. 1.16 An 8-bit Core Register.

18. Figure 1.17 shows a 5-bit switch register. By opening and closing the switches you can set up different binary
numbers. HIGH output voltage stands for binary 1 and LOW output voltage for binary 0. What is the number
stored in switch register?

® ® ® ——o0 +5V
10 kQ 10 kQ 10 kQ 10 kQ 10 kQ
Yy Ys Y Y Yo
Fig. 1.17 A 5-bit Switch Register.
Test your OBJECTIVE TYPE QUESTIONS
" understanding
Fill in the Blanks
19. Analog signals are continuous and not .
20. A digital signal does not change voltage it does so



21.
22.
23.
24.
25.
26.
27.
28.
29.
30.
31.
32.

33.

Digital Concepts
Only two voltages are present in a electronic circuit.
An analog device is one in which data is represented by
A digital device is one in which data is represented by
The real world is in nature.
In a digital system all the electronic components operate in a mode.
The property of retaining its response to a momentary input is called
Memory devices provide a means of binary numbers.
The program must be coded in before it goes into the computer.
Programs are called .
The input device lets us pass information from to machine.
A truth table provides a for use in analysing the operating theory of logic circuits.
Each functional unit performs a function and all functional units function
out program instructions.
The unit is the nervous system of the computer.

True/False Questions

State whether the following statements are True or False.

34.
35.
36.
37.
38.
39.

The exact value of an input voltage is critical for a digital circuit.

A digital circuit is also referred to as a logic circuit.

One way to get analog operation is with a square-wave input.
Non-memory devices provide means for storing binary numbers.

The output unit of a computer is the link between machine and a person.
There is no interaction between the functional units of a computer.

Multiple Choice Questions

to carry

40. A quantity having continuous values is
(a) a digital quantity (b) an analog quantity
(c) a binary quantity (d) a natural quantity
41. Which of the following systems are digital:
(a) electronic calculator (b) pressure gauge
(b) clinical thermometer (d) ordinary electric switch
42. The term bit means
(a) a small amount of data (b) alor0
(c) a binary digit (d) both answers (b) and (c)
43. The property of retaining its response to a momentary input is called
(a) conversion (b) memory
(c) storing (d) coding
44. In a digital system all the electronic components operate in
(a) continuous mode (b) pulse mode
(c) active mode (d) switching mode
45. A digital signal can be generated with the help of
(a) mechanical switch (b) push button switch
(c) mechanical relay (d) multiplexer
ANSWERS
1. (a) Digital (b) Analog (c) Analog (d) Digital (e) Analog, if needle type; digital, if numerical readout type.
2. Analog quantities can take on any values over a continuous range; digital quantities can take on only discrete

~ O\ L

values.

. A public address system is analog. A CD player is analog and digital. A computer is all digital.
. Greater accuracy and precision; less affected by noise; easier to design; easier to store information; ideally

suited for logic use; operations can be programmed; higher degree of integration.

. Real world physical quantities are analog.
. Binary means having two states or values.
. A bit is a binary digit.
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8. The bits are 1 and 0.

9. A computer’s circuits can respond only to binary numbers; the program must be coded in binary form before
it goes into the computer; computer ICs work remarkably well, despite variations, because of two-state
design.

10. Logic circuits sense the input conditions and provide an output only if certain input conditions exist.
11. OR, AND, NOT and FLIP-FLOP.
12. Input, ALU, memory, control and output.

13.
ol l High 4 fp f3 iy
5y — f 0 +5V
- q ow 0 V (GND)
Fig. 1.18 Generating a Digital Signal.
14. Pressed = High oo | e 5V
EO O————— Output o— g I
+ Released = ? utpu . C Multivibrator [~ __J [ 0V (GND)
5V_— —
1 T
(a) (b)
Fig. 1.19 (a) Push button will not Generate a Digital Signal. (b) Push Button used to Trigger a One-shot
Muiltivibrator for a Single-pulse Digital Signal.
15. _ Output - ———————————————————— +5V
Free-running | | | | J
Multivibrator | —/— __ f——— == _ _ _
+ oV
5V —T J
Fig. 1.20 A Free-running Multivibrator Generates a String of Digital Pulses.
16. Row1l 00001111 Row5 11100110
Row?2 10000110 Row6 01001001
Row3 10110111 Row7 11001101
Row4 00110001
17.11000111 18. 10011 19. abrupt 20. continuously, abruptly
21. digital 22. physical variables 23. numerical quantities
24. analog 25. switching 26. memory 27. storing
28. binary 29. software 30. man 31. ready reference
32. specific, together 33. control 34. False 35. True
36. False 37. False 38. True 39. False
40. (b) 41. (a) and (d) 42. (¢) 43. (b)

44. (d) 45. (a)



Chapter

2

Number Systems

INTRODUCTION

The base or radix of a chosen number system comes
about through some particular convenience. Doubtless
human beings prefer the decimal system based upon a
radix of 10, because they began by counting on their
fingers. A radix of 10 gives 10 different states. Since
digital systems are based upon circuitry having only
two different states, binary arithmetic is employed
because this has a radix of 2.

Large numbers in the binary system become unwieldy
in length, and whilst this presents no problems to the
electronics of a system, it does present problems at the
human interface. Because of this there are various other
number systems in use which conveniently interface with
the binary system. These systems express numbers in a
more convenient and shorter form, e.g. octal, binary
coded decimal, and hexadecimal.

2.1 How will you express the form of a number in
any number system?

Solution:
Using the letter r to represent the radix of any number
system, the form of any number can be expressed as:

Y=dr"+d, "+ ..+ dirt + dy® 2.1
where Y is the value of the entire number, d, is the

value of the nth digit from the radix point and r is the
radix or base.

2.2 Explain the terms:
(a) most significant digit (b) least significant digit
(¢) radix point.

Solution:

(a) The most significant digit (MSD), the one with
the highest power of the radix, is always at the left.

(b) The least significant digit (LSD), the one with the
lowest power of the radix, is always at the right.
(c) Any decimal number can be expressed as:

.10 10° 102101 10° . 10711072 1073 1074....
1

decimal point
Any binary number can be expressed as:
L2423222120 o7l 02 0P 0t
\
binary point
Using the letter r to represent the radix of any
number system, the form of any number can be

expressed as:

...r4 r3 r2 r1 rO . r_1 r_2 r_3 r_4...

l

radix point
2.3 Explain the idea of positional weighting.

Solution:

Any number of any magnitude can be expressed by
using the system of positional weighting. The position
of the digit with reference to the radix point determines
the weight. The principle of positional weighting can
be extended to any number system.

2.4 What weight does the digit 7 have in each of the
following numbers?

(a) 1370 (b) 6725 (¢) 7501 (d) 75,898
Solution:
(a) 10 (b) 100 (c) 1,000 (d) 10,000

2.5 Evaluate the four digit decimal number 3264.

Solution:
In a four digit decimal number, the least significant
position (right most) has a weighting factor of 10°; the
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most significant position (left most) has a weighting
factor of 10°:

10° 10? 10! 10°

where 10 = 1000, 10> = 100, 10" = 0 and 10° = 1

To evaluate the decimal number 3264, the digit in
each position is multiplied by the appropriate weighting
factor:

32 6 4
‘ | > 4 %107 = 4
> 6x 10" = 60
> 2x 10 = 200
> 3 x 103 = +3000
3264

THE BINARY NUMBER SYSTEM

Binary numbers are used extensively in all digital sys-
tems because of the very nature of electronics. A 1 can
be represented by a saturated transistor, a light turned
on, a relay energized, or a magnet magnetized in a par-
ticular direction. A 0 can be represented by a cut-off
transistor, a light turned off, a de-energized relay, or a
magnet magnetized in the opposite direction. In each
case there are only two values that the device can as-
sume. The binary number system has a radix of 2.

2.6 Illustrate binary elements.

Solution:
Binary elements are illustrated in Fig. 2.1.

2.7 Evaluate the five bit binary numbers 10101.

Solution:

We can find its weighting value simply by adding the
weighting value of each position that has a 1 below it.
Adding from right to left, we obtain:

10101 =1 x2%+1 x22+1 x2*

=1+4+16=21
2.8 Evaluate the number (312.4).
Solution:
(312.4)s =3 x 52+ 1 x5'+2 x50 +4 x 57!
=75+5+2+0.8
= (82.8)9

Note: If there is any doubt about the number system
being employed, it should be clarified by writing the
radix of the number as a subscript to the number. Thus,

125,,  decimal number system
100, binary number system
2.9 How will you use your fingers for coding binary
numbers?
Solution:

A basic unit which we personally can use as a counter
is the finger. If it is raised, we say it has value; if it is

Name of . .
1 | N |
Binary Unit (Signal) 0 (No Signal)
+ [—
Diodes
— +
Magnetic Conducting Non-conducting

Core
FLIP-FLOP
(Circuit)

ON OFF
Switch or vl
Relay —O—O0— —O o—
Contacts Make Break
|B+ | B+
Electron
Tube

(FLIP-FLOP)

Transistor
(FLIP-FLOP)

Lowered

Raised

Fig. 2.1 Binary Elements.

Yary -,

I
“ /,///’

e,
%

Fig. 2.2 A ready-made Binary Digital Computer.

lowered, it has no value. It is, therefore, a binary ele-
ment. Ten figures provide us with a ready-made binary
digital computer. By assigning values to the fingers of
each hand, we can count any number between 0 and
1023.



2.10 Discuss the significance of zeros in binary
numbers.

Solution:

Zeros, whether they are to the right or left, never add to
the value of the binary number. Zero times any number
is zero. Thus, for practical purposes, only the 1’s have
to be multiplied by their weighting values and added to
each other as shown in Fig. 2.3.

= 0000010101 = 21

= 0000000000 = 0

=1111111111 = 1,023

= 1000111000 = 568

= 0000000101 =5

Fig. 2.3 Finding the Value of Binary Numbers.

Some zeros are required however. The zeros to the
right of the highest valued 1 serve as place-keepers or
spaces to retain the 1’s in their correct position. The
zeros to the left however provide no information about
the number, and hence can be eliminated. Thus, 00101
can be written as 101.

2.11 How will you write a binary sequence?

Solution:
An easy way to write a binary sequence is illustrated in
Fig. 2.4.
1. The right-most column begins with a 0 and alter-
nates each bit.
2. The next column begins with two 0’s and alter-
nates every two bits
3. The next column begins with four 0’s and alter-
nates ever four bits.
4. The next column begins with eight 0’s and alter-
nates every eight bits.
5. The next column begins with sixteen 0’s and
alternates every sixteen bits.

Number Systems 13

Binary Sequence Decimal
0 0 0 } 0 0
0 0 0 1 1
0 0 { 1 0 2
0 0 1 1 3
0 1 0 0 4
0 1 0 1 5
0 1 1 0 6
0 1 1 1 7
1 0 0 0 8
1 0 0 1 9
1 0 1 0 10
1 0 1 1 11
1 1 0 0 12
1 1 0 1 13
1 1 1 0 14
1 1 1 1 15

Fig. 2.4 Writing Binary Sequence.

FRACTIONAL BINARY NUMBERS

Although seldom used in digital systems, binary
weightings for values less than 1 (fractional binary
numbers) is possible. These factors are developed by
successively dividing the weighting factors by 2 for
each decrease in power of 2 as shown in Fig. 2.5.

25=38
\+2
22 = g—
\‘)'+2
21_2/
\+2
20—

o8- 1 _0125
8

Fig. 2.5 Successive Division by 2 to Develop Fractional
Binary Weighting Factors.

BINARY-TO-DECIMAL CONVERSION

Converting a binary number to decimal merely requires
substitution of numbers into Eq. (2.1) remembering that
the d’s will all be 0’s or 1’s, the r’s will all be 2 (the
radix), and the n’s will be the various powers of 2,
depending on the position of the digit with reference to
the radix point.

2.12 Convert 10111, to decimal.
Solution:
Y= d4r4 + d3r3 + d2r2 + d1r1+ doro
=1 x2'+0x22+1x22+1x2M+1x2°
=16+0+4+2+1
10111, =23,
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2.13 Convert the following binary numbers to

decimal:

(a) 110101 (b) 101001
Solution:
Powers of two 25 24 23 22 b 20

| \ \ | \ \
Decimal weights 32 16 8 4 2 1

(@) 110101 =32+ 16 +4 + 1 = 53
(b) 101001 =32 + 8 + 1 =41

Note: Long binary expressions are broken up into groups
of bits to aid in readability. These groups are called bytes.
A byte is defined as a sequence of adjacent bits located
as a unit. Bytes are commonly made up of four, eight,
or more bits (binary digits), but greater numbers of bytes
that are grouped together usually then form a word.

2.14 Convert the fractional binary number
1011.1010, to decimal.

Solution:

1011.1010
‘ L > %27 =0.125
» 1 x27' = 0.500
> 1x2° =1
> 1x2' =2
» 1x23 =38
11.625

Note: Multiply each binary digit by the appropriate
weighting factor and total the results. Skip the
multiplication by binary digit 0 since it does not
contribute to the total value.

BINARY ARITHMETIC

Since all numbers and data in a computer are in binary
form it is easy to construct digital circuits that recognise
only 0’s and 1’s. Arithmetic operations on these num-
bers are less complicated than those in the digital sys-
tem since it uses only two digits. These are illustrated
through examples.

2.15 What are the basic rules for adding binary num-
bers?

Solution:

There are four basic rules for adding binary numbers.
Three of the rules result in a single bit. The addition of
two 1’s yields a binary two (10,). When binary num-
bers are added, the latter condition creates a sum of 0
in a given column and a carry of 1 over to the next
higher column.

0+0=0
0+1=1
1+0=1
1+1=10,

When three bits are being added (a bit in each of the
two numbers and a carry bit) the rules for this are
illustrated.

1+0+0=01, 1 witha carry of 0
1+0+1=10, O witha carry of 1
1+1+0=10, O witha carry of 1
1+1+1=11, 1 witha carry of 1

2.16 Add the following numbers. Also show the
equivalent decimal addition.
(a) 111, and 11, (b) 11100, and 10011,

Solution:
(a) 111, - m
+ 11, + 350
10710, 10,0
(b) 11100, - 28
+10011, 19,
101111, 4710

2.17 Add the following numbers. Also show the
equivalent decimal addition:
(a) 01101, and 01110, (b) 1111, and 1100.

Solution:

@ 01101, - 13,4
+01110, + 14,

11011, 2710

b 1111, - 15,9
+ 1100, +1244
11011, 270

2.18 What are the basic rules for subtracting binary
numbers?

Solution:

There are four basic rules for subtracting binary
numbers. When subtracting binary numbers, we
sometimes have to borrow from the next higher column.
A borrow is required in binary only when we try to
subtract a 1 from a 0. In this case when a 1 is borrowed
from the next higher column, a 10 is created in the
column being subtracted, and the last of the basic rules
must be applied.

— O

10, -

2.19 Subtract the following numbers. Also show the
equivalent decimal subtraction:
(a) 10, from 11, (b) 011, from 101,

—_—— O O
1l

— o = O

Solution:
(a) 11, - 30
-10, 210
1, Lo
(b) 101, - 510
-011, =31
10, 2y



2.20 Subtract the following numbers. Also show the
equivalent decimal subtraction:
(a) 01011, from 11011, (b) 011, from 101,

Solution:
(a) 11011, —» 27, (b 101, =5
-01011, 11, 011, =3,
10000, 16, 10, =2
2.21 What are the basic rules for multiplying binary
numbers?
Solution:

There are four basic rules for multiplying binary
numbers. Multiplication involves forming the partial
products, shifting each partial product left one place
and then adding all the partial products.

0x0=0
O0x1=0
1x0=0
Ix1=1

2.22 Carry out the following multiplications. Also
show the equivalent decimal multiplication.
(a) 111, x 101, (b) 1011, x 1001,

Solution:

(a) 111, - 710
x 101, X 519
L1, 35
000,

111,
10001 1,
(b) 101 1, - 11y
x 1001, X 9
101 1, 99,0
0000, -
0000,
1011,
110001 1,

2.23 Carry out the following multiplications. Also
show the equivalent decimal multiplication.
(a) 10101, x 101, (b) 11111, x 10011,

Solution:
(a) 10101, - 21,
x 101, X 519
10101, 105,,
00000,
10101,
1101001,
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(b) 11111, = 31,
10011, 19,
11111, 279,
11111, 315,
00000, 589,
00000,
11111,

1001001101,

2.24 What are the basic rules for division in binary?

Solution:

Division in binary follows the same procedure as divi-

sion in decimal.

2.25 Carry out the following divisions. Also show
the equivalent decimal division.

(a) 110, + 11,

Solution:
(a) 10,
11,110,
11,
000,

(b) 10.1
110, J1111.0,
110,
o,
110,
000,

(b) 1111, + 110,

- 2.5

2.26 Carry out the following divisions. Also show
their equivalent decimal division.

(a) 11111111, + 110011,

Solution:

(a) 101,

110011,) TTT11111,

110011,

110011,

110011,

000000,

(b) 1100,
100,]TT0000,
100,
00,
100,
000,

(b) 110000, + 100,

- 510

255,
000,

124,
- 410W
4
08,
S
09
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COMPLEMENTS IN NUMBER SYSTEMS

The complement number system was invented to make
addition and subtraction faster and easier to implement
by omitting the need for sign and magnitude comparison.
Instead it requires complementation which is performed
quite efficiently on binary numbers.

The true complement of a binary number is formed
by subtracting each digit of the number from radix-
minus-one of the number system and then adding 1 to
the least significant digit. The true complement of a
number in the decimal system is referred to as the 70’s
complement and in the binary system it is referred to as
the 2’s complement.

The radix-minus-one complement in each system is
formed by subtracting each digit of the number from
the radix-minus-one. It is 9 for the decimal system and
1 for the binary system.

The 1’s complement and 2’s complement of a binary
number are important because they permit the represen-
tation of negative numbers. The method of 2’s comple-
ment arithmetic is commonly used in computers to
handle negative numbers.

2.27 How will you carry out 9’s complement sub-
traction?

Solution:

Subtraction of a smaller decimal number from a larger
decimal number is accomplished by adding 9°s comple-
ment of the subtrahend (in this case the smaller number)
to the minuend and then adding the carry to the result.
This is called end-around-carry.

When subtracting a larger decimal number from a
smaller decimal number, there is no carry, and the re-
sult is in 9’s complement form and negative. This
procedure has a distinct advantage in certain types of
arithmetic logic.

2.28 Find the 9’s complement of

(a) 28 (b) 562 (c) 3497
Solution:
(@ 99 (b) 999 (c) 9999
-28 -562 ~3497
71 437 6502

2.29 Perform the following subtractions using the
9’s complement method.

(a) 13-7 (b) 15-28
Solution:
Regular 9’s complement
subtraction subtraction
(a) 13 13
07 +92  9’s complement

of 07

06 05
+1 Add carry to result

06

(b) 15 15
-28 +71 9’s complement of 28
-13 86 9’s complement of result

-13 No carry indicates that
the answer is negative
and in complement form.

2.30 How will you carry out 10’s complement sub-
traction?

Solution:

The 10’s complement of a decimal number can be used
to perform subtraction by adding the minuend to the
10’s complement of the subtrahend and dropping the
carry.

2.31 Convert the following decimal numbers to their
10’s complement form:

(a) 52 (b) 428
Solution:
(a) 99 (b) 999
=52 —428
47 571 9’s complement form
@1 @1 Addl1
- 48 -572  10’s complement

2.32 Perform the following subtractions by using the
10’s complement method.

(a) 54-21 (b) 196 - 155
Solution:
Regular 10’s complement
subtraction subtraction
(a) 54 54
=21 +79  10’s complement
of 21
33 133 Drop carry
(b) 196 196
—-155 +845  10’s complement
of 155
41 Y041 Drop carry
2.33 How will you carry out I’s complement sub-
traction?
Solution:

1’s complement method allows us to subtract using only
addition.
To subtract a smaller number from a larger one, the
following steps are involved:
1. Determine the 1’s complement of the smaller num-
ber.
2. Add the 1’s complement to the larger number.
3. Remove the carry and add it to the result (end-
around carry).
To subtract a larger number from a smaller number
the following steps are involved:



1. Determine the 1’s complement of the larger number.

2. Add the 1’s complement to the smaller number.

3. The answer has an opposite sign and is the 1’s
complement of the result. There is no carry.

2.34 Find the 1’s complement of the following bi-
nary numbers:

(a) 101, (b) 1101, (c) 11100,
Solution:
Binary number 1’s complement
(a) 101, 010,
(b) 1101, 0010,
(c) 11100, 00011,

2.35 Subtract 10011, from 11001, using the 1’s
complement method. Also show direct subtrac-
tion for comparison.

Solution:
Direct 1’s complement
subtraction subtraction
11001, 11001,
-10011, +01100,  1’s complement
00110, (00101,
- L > 41 Add end-around
carry
00110,

2.36 Subtract 1101, from 1001, using the 1’s comple-
ment method.
Also show direct subtraction for comparison.

Solution:
Direct 1’s complement
subtraction subtraction
1001, 1001,
-1101, +0010, 1’s complement
-0100, 1011, Answer in 1’s
- complement
form and

opposite in sign
—0100

2.37 How will you obtain the 1’s complement of a
binary number with a digital circuit?

Final answer.

Solution:

The simplest way to obtain the 1’s complement of a
binary number with a digital circuit is to use parallel
inverters (NOT circuits) as shown in Fig. 2.6 for an 8-
bit binary number. An inverter negates the input.

2.38 How will you obtain the 2’s complement of a
negative binary number with a digital circuit?

Solution:
The 2’s complement of a negative binary number can
be realised using inverters and an adder as shown in
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RN
0 1 1 0 1 1 0 0
Fig. 2.6 Example of Inverters to Obtain 1’s Complem-
ent of a Binary Number.

Negative 1 0 1 0 1 0 1 0
Number | | | | |

Com;.':mem}{}{%'{%?'%?{ |

Input Bits
Adder
Output Bits (Sum)

s [ [ [ 1 1 1 1 |

Complement 0 1 0 1 0 1 1 0

Carry in
(Add 1)

Fig. 2.7 Obtaining the 2’s Complement of a Negative
Binary Number.

Fig. 2.7. Invert each bit to take 1’s complement and
then add 1 to the 1’s complement with an adder circuit.

2.39 How will you carry out 2’s complement sub-
traction?

Solution:
To subtract a smaller number from a larger number,
the following steps are involved:
1. Determine the 2’s complement of the smaller
number.
2. Add the 2’s complement to the larger number.
3. Discard the carry (there is always a carry in this
case).
To subtract a larger number from a smaller number
the following steps are involved:
1. Determine the 2’s complement of the larger
number.
2. Add the 2’s complement to the smaller number.
3. There is no carry. The result is in 2’s complement
form and is negative.
4. To get the answer in true form, take the 2’s
complement and change the sign.

2.40 Find the 2’s complement of

(a) 110, and (b) 10101,
Solution:
Binary number  2’s complement
(a) 110, 001,  1I’s complement
of 110,
+1, Addl1
010,  2’s complement

of 110,
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(b) 10101, 01010,  1’s complement
of 10101,
+1,
01011,  2’s complement

of 10101,
2.41 Find the 2’s complement of 1101011101000,.

Solution:

1101011101000
0 First 1 going right-to-left.
I These bits remain as
they were.
0010100011000 2’s complement

1’s complement of original bits.

2.42 Subtract 1011, from 1100, using the 2’s comple-
ment method. Also show direct subtraction for

comparison.
Solution:
Direct 2’s complement
subtraction method
1100, 1100,
-1011, +0101, 2’s complement
0001, Y0001, Discard carry

>~ 0001,

2.43 Subtract 11100, from 10011, using the 2’s com-
plement method. Also show direct subtraction
for comparison.

Solution:
Direct 2’s complement
subtraction method
10011, 10011,
-11100, +00100,  2’s complement

No carry 2’s com-
plement of answer.

~01001, 10111,
E_mom2

DECIMAL-TO-BINARY CONVERSION

Decimal-to-binary conversion is a more lengthy pro-
cess. One method is the repeated subtraction of powers
of two until there is no remainder or the remainder that
is left is sufficiently small for the desired conversion.
This method works best for whole numbers. The sec-
ond method, two-part method, is used to convert a num-
ber containing a fraction. First the whole number is
converted by successively dividing the number by two.
Then the decimal part is converted by repeatedly multi-
plying by two until the decimal part of the number be-
comes exactly zero or until the desired accuracy is
obtained.

2.44 How will you perform a decimal-to-binary con-
version using the subtraction method?

Solution:

1. Write down the powers of upto and including the
one closest to the number being converted.

2. Sequentially subtract each of these powers of two
from the decimal number.

3. If the powers can be subtracted, write a binary 1
in the bit position corresponding to that power of
two.

4. If the power is larger than the decimal number,
write a 0 in that position and try the next lower
power of two.

2.45 Convert 50,, to binary using the subtraction
method.

Solution:
32 16 8 4 2 1
1 1 0 0 1 0
50 ‘
-32
18
-16

5010 = 1100102

2.46 How will you perform a decimal-to-binary con-
version using the two-part method?

Solution:
First convert the whole part of the decimal number by
repeatedly dividing by two.

1. If there is no remainder (it divides evenly or is

even) write down a 0.

2. If there is a remainder (answer is odd) write down

al.

3. The first division represents the least significant

digit.

4. The last division represents the most significant

digit.
This method does not require writing down the pow-
ers of two. The fractional part is converted by repeatedly
multiplying by two.
1. If the multiplication produces a whole number
equal to one plus some fractional part, write a 1.

2. Multiplications by two are repeated until the frac-
tional part exactly equals zero or until the desired
accuracy is obtained.



2.47 Convert 53;, to binary by two-part method.

Solution:
Division Remainder
53 +2 =26 1 — LSD
26+2=13 0
13+-2=6 1
6+2=3 0
3+2=1 1
1+2=0 1 — MSD

2.48 Convert 0.3125,, to binary.

Solution:
Multiplication Whole Number Part

0.3125
X 2

0.6250 0 —  MSD
X 2

1.2500 1
X 2

0.5000 0
X 2

1.0000 1 - LSD

SIGNED BINARY NUMBERS

Binary numbers that carry identification as to their po-
larity are called signed binary numbers. Plus and minus
signs for positive and negative numbers can be repre-
sented in a digital format. Further, if a binary number is
negative, there are several convenient ways of repre-
senting that number. Each representation has its own
features. The three major signed binary notations are:
sign magnitude notation, 1’s complement notation, and
2’s complement notation.

2.49 Describe the sign magnitude notation for repre-
senting signed binary numbers.

Solution:
The most straight forward method is to add a O or 1 to
the most significant digit of the overall number. This
notation is called sign magnitude because the sign bit is
given first, and then the positive magnitude of the num-
ber follows. A sign bit of 0 indicates the number is
positive, while a sign bit of I indicates the number is
negative. All other bits of the number indicate the mag-
nitude of the number just as for unsigned binary num-
bers.

Sign magnitude notation is very easy to read, but it
is not easy to use when adding or subtracting binary
numbers.

2.50 Express the decimal number 13 as a signed mag-
nitude number.
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Solution:
13,= 1101,
Sign
+13,, =l0l1101,
~13,0 = |1]1101,

2.51 Describe the I’s complement notation for rep-
resenting signed binary numbers.

Solution:

Another way to represent a signed binary number is to
attach a sign bit, just as with sign magnitude notation,
and invert all of the bits if the number is negative. 1’s
complement numbers are easy to form, but there are two
representations of zero. Also, when 1’s complement
numbers are added or subtracted, a process known as
end-around-carry is necessary to obtain the correct
answer.

2.52 Express the decimal number 13 as signed mag-
nitude number in I’s complement notation.

Solution:

+13,,= 011101,

same as in problem 2.50
invert all the bits if the
number is negative.
Sign bit
This number representation is called 1’s complement
notation.

2.53 Describe the 2’°s complement notation of express-
ing signed magnitude numbers.

Solution:

The most common representation for signed binary num-
bers is 2’s complement notation. The 2’s complement
is generated by inverting the bits as in 1’s complement,
then adding 1 to the least significant digit. 2’s comple-
ment is a little more difficult to generate, but it simpli-
fies addition and subtraction. Further, there is only one
representation for zero in 2’s complement.

2.54 Express the decimal number 13 in 2’s comple-
ment notation.

Solution:

+13,, = 0l 1101,
This number representation is called 2’s complement
notation.
OCTAL NUMBERS

The octal number system is composed of eight digits,
which are

same as in problem 2.52

0,1,2,3,4,5,6,7
To count above 7, we begin another column and start
over.
10, 11, 12, 13, 14, 15, 16, 17
20, 21, 22, 23, 24, 25, 26, 27
30, 31, 32, 33, 34, 35, 36, 37
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Counting in octal is the same as counting in decimal,
except that any number with an 8 or 9 is omitted. We
use the subscript 8 to indicate on octal number.

OCTAL-TO-DECIMAL CONVERSION

Since the octal number system has a base of 8, each
successive digit position is an increasing power of 8,
beginning in the right-most column with 8°. The evalu-
ation of an octal number in terms of its decimal equiva-
lent is accomplished by multiplying each digit by its
weight and summing the products.

2.55 Convert 23744 to its decimal equivalent.
Solution:

Weight g | 8 | 8t | §°
Decimal value | 512 | 64 8 1

Octal number 2 3 7 4

23744 =2x8 +3x8+7x8 +4 x8°
=2Xx512+43x64+7x8+4x1

1024 + 192 + 56 + 4

= 1276,

DECIMAL-TO-OCTAL CONVERSION

Whole octal numbers are represented by digits to the
left of the octal point. The column weights are
8"...8°8°.8'8°.82.81.8°

A method of converting a decimal number into an
octal number is the repeated-division-by-8 method,
which is similar to the method used for conversion of
decimal to binary. Each successive division by 8 yields
a remainder that becomes a digit in the equivalent octal

number. The first remainder generated is the least
significant digit (LSD).

2.56 Convert 359 decimal to octal.

Solution:

44 Remainder

8)359

32

(LSD)

(MSD)

FRACTIONAL OCTAL NUMBERS

Fractional octal numbers are represented by digits to
the right of octal point. The column weights are:

808 182838483586 . 8"

octal point

All digits to the left of octal point have weights that
are positive powers of eight. All digits to the right of
octal point have weights that are negative powers of
eight.

To convert fractional octal numbers to decimal num-
bers determine the weights of each digit and sum the
weight times the digit.

2.57 Determine the decimal value of the octal frac-
tion 0.3254.

Solution:
First determine the weights of each digit and then sum
the weight times the digit.

Octal weight: 8! 82 87
Decimal value: 0.125 0.015625 0.001953
Octal number: 0.3 2 5

0.3255 = 3(0.125) + 2(0.015625) + 5(0.001953)
= 0.375 + 0.03125 + 0.009765

OCTAL-TO-BINARY CONVERSION

The conversion from octal to binary is performed by
converting each octal digit to its 3-bit binary equiva-
lent.

Table 2.1 Octal Numerals

Octal Digit 0 1 2 3 4 5 6 7
Binary Equivalent| 000 | 001| 010|011 100|101 | 110| 111

Using these conversions, any octal number is con-
verted to binary by individually converting each digit.

2.58 Convert 4724 to binary.

Solution:
4 7 2¢
100 111 010
Hence octal 472 = 100111010,

2.59 Convert 54314 to binary.

Solution:
5 4 3 1
101 100 011 001
Thus, 5431 = 101100011001,

BINARY-TO-OCTAL CONVERSION

Converting from binary to octal is the reverse of octal-
to-binary conversion. The bits of binary numbers are
arranged into groups of three bits starting at the least



significant bit. Then each group is converted to its
equivalent, as shown in Table 2.1.

2.60 Convert 100111010, to octal.

Solution:
g 1o
4 7 2¢
2.61 Convert 11010110, to octal.
Solution:
011 010 110
—— —— ——
3 2 64
= 3264
2.62 Why do we need the octal system?
Solution:

When dealing with a large quantity of binary numbers
of many bits, it is convenient and more efficient for us
to write the numbers in octal rather than binary. Digital
circuits and systems work strictly in binary; we are
using octal only as a convenience for the operators of
the system.

2.63 Discuss the usefulness of the octal system.

Solution:
The octal system is attractive as a shorthand means of
expressing large binary numbers. In computer work,
binary numbers with up to 64 bits are not uncommon.
These binary numbers do not always represent a nu-
merical quantity but are always some type of code that
conveys non-numerical information. In computers, bi-
nary numbers might represent:
1. actual non-numerical data;
2. numbers corresponding to a location (address) in
memory;
3. an instruction code;
4. a code representing alphabetic and other non-nu-
merical characters; or
5. a group of bits representing the status of devices
internal or external to the computer.

HEXADECIMAL NUMBERS

Hexadecimal (hex) uses sixteen different digits. Because
hex digits must be represented by a single character;
letters are chosen to represent values greater than 9.
The sixteen allowable hex digits are:
0,1,2,3,4,5,6,7,8,9,A,B,C,D, E and F.

To signify a hex number, a subscript 16 or the letter
H is used (that is A7,, or A7H, for example). Two hex
digits are used to represent a byte. Four bits (one hex
digit) are sometimes called a nibble.

2.64 What is the practical application of hexadeci-
mal number system?
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Solution:

Binary numbers are long. The hexadecimal system was
born out of the need to express numbers concisely, and
is by far the most commonly used number system in
computer literature.

The hexadecimal number system, like the octal sys-
tem, is a method of grouping bits to simplify entering
and reading the instructions or data present in digital
computer systems. Hexadecimal uses 4-bit groupings,
therefore, instructions or data used in 8-16-, or 32-bit
computer systems can be represented as a two-, four-,
or eight-, digit hexadecimal code instead of using a
long string of binary digits.

2.65 How do we count in hex?
Solution:

Once we get to F, simply start over with another col-
umn and continue as follows:

10, 11, 12, 13, 14, 15, 16, 17, 18, 19,
1A, 1B, 1C, 1D, 1E, 1F

20, 21, 22, 23, 24, 25, 26, 27, 28, 29,
2A, 2B, 2C, 2D, 2E, 2F

30, 31, 32, 33, 34, 35, 36, 37, 38, 39,
3A, 3B, 3C, 3D, 3F, 3F
40, 41, and so forth.

2.66 Tabulate and compare binary, hexadecimal, and
decimal numbers.

Solution:

Table 2.2 Binary, Hex, and Decimal Numbers—a

Comparison
Binary Hexadecimal Decimal
0000 0
0001 1 1
0010 2 2
0011 3 3
0100 4 4
0101 5 5
0110 6 6
0111 7 7
1000 8 8
1001 9 9
1010 A 10
1011 B 11
1100 C 12
1101 D 13
1110 E 14
1111 F 15
1 0000 10 16

2.67 What is the maximum count of a two-digit,
three-digit, and four-digit hex number?

Solution:
With two hexadecimal digits, FF,,, we can count up to
255,,(16> — 1). To count beyond this, three hexadeci-
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mal digits are required. The maximum three-digit hexa-
decimal number is FFF,4, or 4095,, (16* — 1). The maxi-
mum four-digit hexadecimal number is FFFF,q4, or 65,
535,0 (16% = 1).

HEXADECIMAL-TO-DECIMAL
CONVERSION

One method to evaluate a hexadecimal number in terms
of its decimal equivalent is to first convert it to binary
and then convert from binary to decimal.

Another method of converting a hexadecimal num-
ber to its decimal equivalent is by multiplying each
hexadecimal digit by its weight and then taking the sum
of these products. The weights of a hexadecimal num-
ber are increasing powers of 16.

2.68 Convert 2A6,4 to decimal.

Solution:
2 A 6
0010 1010 0110

001010100110 = 2" + 22 + 25 + 27 4+ 2°
=2+4+ 32+ 128 + 512
= 67810

DECIMAL-TO-HEXADECIMAL
CONVERSION

Repeated division of a decimal number by 16 will pro-
duce the equivalent hexadecimal number formed by the
remainders of each division. This is analogous to re-
peated division-by-2 for decimal-to-binary conversion
and repeated division-by-8 for decimal-to-octal conver-
sion.

2.69 Convert B2F8,, to decimal.
Solution:
B2F8,, =B x 16> + 2 x 16> + F x 16" + 8 x 16°
=11 x4096 +2 x 256 + 15 x 16 + 8§ x 1

= 45,816,
2.70 Convert 498,, to hexadecimal.
498 + 16 =31 remainder 2 (LSD)
31 +16=1 remainder 15(= F)
1+16=0 remainder 1 (MSD)

HEXADECIMAL-TO-BINARY CONVERSION

To convert from hex to binary replace each hex symbol
with the appropriate four bits.

2.71 Convert A9, to binary.
Solution:
A 9
1010 1001
10101001 4

BINARY-TO-HEXADECIMAL CONVERSION

To convert a binary number to hex, simply break the
binary number into four-bit groups, starting at the bi-
nary point, and replace each group with the equivalent
hex symbol.

2.72 Convert 01101101, to hex.

Solution:
0110 1101
6 D
6D,

HEXADECIMAL ARITHMETIC

Hexadecimal addition can be done directly with hex
numbers remembering that:

1. hex digits O through 9 are equivalent to decimal

digits 0 through 9, and

2. the hex digits A through F are equivalent to deci-

mal digits 10 through 15.

Since a hexadecimal number can be used to repre-
sent a binary number, it can also be used to represent
the 2’s complement of a binary number. The 2’ comple-
ment allows us to subtract by adding binary numbers.
We can also use this method for hexadecimal subtrac-
tion.

2.73 What are the rules for hexadecimal addition?

Solution:
When adding two hexadecimal numbers, the following
rules apply:

1. In any given column of an addition problem, think
of the two hexadecimal digits in terms of their
decimal value.

2. If the sum of these two digits is 15, or less, bring
down the corresponding hexadecimal digit.

3. If the sum of these two digits is greater than 15,
bring down the amount of the sum that exceeds
16,4 and carry a one to the next column.

2.74 Add the following hexadecimal numbers:
(a) 58,6 + 2246 (b) 2B + 8444
(c) DF;c + ACy,

Solution:
(a) 586 right column: 8,4 + 24
= 810 + 210 = 1010 = A16
+224 left column: 5,4 + 26
- :510+ 210:710:716

TA 4
(b) 2By right column: B,y + 4
= 1110 + 410 = 1510: F16
+84 4 left column: 2,, + 8¢
= 210 + 810 = 1010 = A16

AF



(c) DF,4 right column: F,;q + C4
=150+ 12,y =27,
+AC 4 2719 = 1649 = 1119 = Byg
E— with a I carry
18B 4 left column: D + A+ 16

2410 - 1619 =819 =8y
with a I carry

2.75 Subtract the following hex numbers:
(a) 84,6 - 2A (b) C3;6- 0B,

Solution:
2’ complement of 2A,, = 11010110 = D6,

846

+D6¢
I5A Drop carry as in
2’s complement addition.

S5A

2’s complement of 0B, = 11110101 = F5,¢

C3
+ F54
IB8¢

CONVERSION ALGORITHMS

An algorithm is a method of arriving at an answer that
always works. The first algorithm presented in this chap-
ter is:

Drop carry

— n n—-1 0 —1
Y=d,r"+d, "+ ... +dy +d 1
+...+d, "

The second algorithm requires successive division
for integers. Both algorithms are universal. A flow chart
is a graphical means of expressing an algorithm.

2.76 Illustrate and explain the conversion algorithm.

Solution:

Number System A Number System B

Sum
Start Convert Positional
Weights
T
|
|
|
|
Successive Collect
o Convert
Division Answer

Fig. 2.8 Conversion Algorithm.
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Numbers from number system A are first converted
to those of the system B. Then calculation takes place
within the system B. For example, to convert from the
binary system to the decimal system each digit (a 1 or
0) is converted to decimal and then multiplied by the
radix (expressed in the decimal system) raised to some
decimal power. The operations could be described as:
(a) convert (b) arithmetic and (c) collect the answer.

Decimal-to-octal conversion is usually done using
successive division, because it is easier to do the arith-
metic in the decimal system. If, however, the arithmetic
is done in octal, the positional weighting method can
be used.

Octal-to-decimal conversion is usually done using
the positional weighting method. However, if the
arithmetic is done in octal, the same answer can be
found using successive division.

2.77 Draw the flowchart for repeated-division
method of decimal-to-binary conversion of
integers.

Solution:

( Start )

Divide by 2

Record Quotient (Q) and
Remainder (R)

NO

Is Q=07?

YES

Collect R’s into Desired
Binary Number with First R
as LSB and Last R as MSB

END

Fig. 2.9 Flowchart for Repeated-division Method of
Decimal-to-binary Conversion of Integers. The
Same Process can be used to Convert a
Decimal Integer to any Other System.
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FLOATING-POINT NUMBERS

In decimal very small and very large numbers are ex-
pressed in scientific notation (powers of 10). 2.7 x 10°
and 1.56 x 107'2 are typical examples. Binary numbers
can also be expressed in the same notation by stating a
number (mantissa) and an exponent of 2. There are many
formats of the floating-point number, each computer
having its own. On some machines, the programmer
can select from various formats, depending on the
accuracy desired. Some use excess-notation for the ex-
ponent; some use 2’s complement; some use signed
magnitude for both the mantissa and the exponent.

2.78 Differentiate between a fixed-point number and
floating-point number.

Solution:
Any number with a fixed location of the radix point is
called a fixed-point number, e.g. 01101.111,, 66.575,,
and 9AF. AB¢. The range of numbers that can be rep-
resented in fixed-point notation is limited.
Floating-point notation is a method of expressing very
small and very large numbers in (scientific notation) the
form Y = N r?, where N is the mantissa, r the base of
the number system, and p is the exponent or power to
which r is raised. ¥ = 57.75 = 0.5775 x 107 is a typical
example where N = 0.5775, r = 10, and p = 2.

2.79 What are the limitations of fixed point num-
bers?

Solution:

The first drawback of this scheme is the need of the
user to remember and keep track of the decimal point
location. The second drawback of this scheme is that
the range of numbers which can be represented, using
this scheme is limited to 999.999.

2.80 Describe the different formats with reference
to binary floating-point numbers.

Solution:

Precision is the degree to which the correctness of a
quantity is expressed. Single-precision, double-precision
and extended-precision binary floating-point numbers
have the same basic formats except for the number of
bits. Single-precision floating-point numbers have 32 bits,
double-precision numbers have 64 bits, and extended-
precision numbers have 80 bits.

2.81 Illustrate and describe the floating-point for-
mat for one computer.

Solution:

The format for one computer is given in Fig. 2.10. In
this machine the word consists of two parts: a 10-bit
mantissa, and a 6-bit exponent. The mantissa is in 2’s
complement form; the left-most bit is the sign bit. The
binary point is to the right of this sign bit. The 6 bits of
the exponent could represent O through 63. However, to
express negative exponents the number 32 (100000,)
has been added to the desired exponent. This is a

common system used in floating-point formats. It
represents excess-32 notation.

Mantissa Exponent

o1 o001 0 O0O0OO0OTO0OT OO0 O0 1 1

Fig. 2.10 Floating-point Format.

2.82 What is the floating-point number in Fig. 2.10?

Solution:
Excess-32 notation is given in Table 2.3.

The mantissa portion is +0.100100000

The exponent portion is 100011
Subtracting 100000(32,) 000011
The entire number is +0.1001, x 23
N =100.1,
=45,

Table 2.3 Excess-32 Notation

Desired Exponent Binary Representation
-32 000000
-1 011111
0 100000
+6 100110
+31 111111

2.83 Illustrate and describe the format for single-
precision binary floating-point numbers with the
help of an example.

Solution:

In the standard format for a single-precision binary
number, Fig. 2.11, the sign bit (S) is the left-most bit,
the exponent (E) includes the next eight bits and the
mantissa or the fractional part (F) includes the remain-
ing 23 bits.

~— 32 bits

| S | Exponent (E) Mantissa (Fraction, F)

1 bit 8 bits 23 bits

Fig. 2.11 Single-precision Binary Floating Point Numbers.

In the mantissa, the binary point is understood to be
to the left of the 23 bits. Effectively, there are 24 bits in
the mantissa because in any binary number the left-
most (most significant) bit is always a 1. Therefore, this
1 is understood to be there although it does not occupy
an actual bit position.

The eight bits in the exponent represent a biased
exponent, which is obtained by adding 127 to the actual
exponent. The purpose of the bias is to allow very large
or very small numbers without requiring a separate sign
bit for the exponents. The biased exponent allows a
range of actual exponent values from —126 to +128.
Let’s use 1011010010001 as an example.



It can be expressed as 1 plus a fractional binary num-
ber by moving the binary point 12 places to the lelt and
then multiplying by the appropriate power of 2.

1011010010001 = 1.011010010001 x 2'?

Assuming that this is a positive number, the sign bit
(S) is 0. The exponent, 12 is expressed as a biased exp-
onent by adding it to 127 (12 + 127 = 139). The biased
exponent (E) is expressed as the binary number
10001011. The mantissa is the fractional part (F) of the
binary number 0.011010010001. Because there is al-
ways 1 to the left of the binary point in the power-of-
two expression, it is not included in the mantissa. The
complete floating-point number is

S E F
0 10001011 01101001000100000000000

Fig. 2.12 The Format for 1011010010001.
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2.84 When is a floating-point number said to be nor-
malized?

Solution:

In a 16-bit format (see Fig. 2.10), the mantissa is 10
bits long and the exponent 6-bits. The system is, there
fore, capable of 9-bit accuracy (allowing 1 bit for the
sign). The exponent bits add, nothing to accuracy, only
to magnitude. Fixed-point 2’s complement numbers ex-
pressed in 16 bits are accurate to 15 bits. Thus, al-
though floating-point numbers can be much larger or
smaller than equivalent length fixed-point numbers they
are less accurate.

To keep the full 10 bits of accuracy in the floating-
point number the most significant bit must be placed
next to the sign bit. Under these conditions the floating-
point number is said to be normalized. Most computers
normalize the result of floating-point operations.

SUMMARY

> Digital systems require the use of decimal, binary, octal, and hexadecimal number systems.
> The binary system is used by the hardware; the octal and hexadecimal systems are used as a shorthand

language for representing binary numbers.

> A binary number is a weighted number. The weight of each whole number digit is a positive power of
two. The weight of each fractional digit is a negative power of two. The whole number weights
increase from right to left—from least significant digit to most significant digit.

> A binary number can be converted to a decimal number by summing the decimal values of the weights

of all the 1’s in the binary number.

> A decimal whole number can be converted to binary by using the sum-of-weights or by repeated

division-by-2 method.

> A decimal fraction can be converted to binary by using the sum-of-weights or by repeated multiplica-

tion-by-2 method.
> The basic rules for binary addition are:

0+0=0 0+1=1 1+0=1 1+1=10
> The basic rules for binary subtraction are:
0-0=0 1-1=0 1-0=0 10-1=1
> The 1’s complement of a binary number is derived by changing 1’s to 0’s and 0’s to 1’s.
> The 2’s complement of a binary number can be derived by adding 1 to the 1’s complement.
> Binary subtraction can be accomplished with addition by using the 1’s or 2’s complement method.
> A positive binary number is represented by a 0 sign bit.
> A negative binary number is represented by a 1 sign bit.
> For arithmetic operations, negative binary numbers are represented in 1’s complement or 2’s comple-
ment form.
> The hexadecimal number system consists of 16 digits and characters, 0 through 9 followed by A through F.
> One hexadecimal digit represents a 4-bit binary number.
> A decimal number can be converted to hexadecimal by the repeated division-by-16 method.
> The octal number consists of eight digits, O through 7.
> A decimal number can be converted to octal by the repeated division-by-8 method.
> Octal-to-binary conversion is accomplished by simply replacing each octal digit by its 3-bit binary
equivalent. The process is reversed for binary-to-octal conversion.
> Each of the systems uses the two basic conversion algorithms, and each can perform all the arithmetic
operations.
> Floating point numbers provide the widest range of binary numbers.
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Test your REVIEYW QUESTIONS

understanding

1. What is the largest decimal number that can be represented in binary with eight bits?
2. What weight does the digit 7 have in 58.72?

3. How many bits are required to count up to decimal 1 million?

4. Draw the table of hexadecimal and binary equivalences for O through 16,

5. Convert decimal 23 to binary.

6. Convert 1011101001, to decimal.

7. Tabulate binary and decimal positional weighting.

8. Write the next three numbers in the octal counting sequence: 624, 625, 626.

9. What range of decimal values can be represented by a four-digit octal number?

10. Convert 6144 to decimal.
11. Convert 146,, to octal, then from octal to binary.
12. What range of decimal values can be represented by a four-digit hex number?
13. What are the advantages of using the hexadecimal system over binary, octal, or decimal system?
14. Convert 24CE,4 to decimal.
15. Convert 3117, to hex, then from hex to binary.
16. Write the next four numbers in this hex counting sequence: E9A, E9B, E9C, E9D.
17. Solve the following equation for x:
Xjg= 1111 1111 1111 1111,
18. Convert hexadecimal 7E to its decimal equivalent.
19. Convert decimal 141 to hexadecimal.
20. Add 1011, and 110,.
21. Subtract 1 from 100,.

—— SUPPLEMENTARY PROBLEMS

understanding

22. Express each of the following numbers as a sum of the products of each digit and its appropriate weight:
(a) 51, (b) 173, (c) 1492, (d) 10.658,,

23. How are the weighting factors determined for each decimal position in a base 10 number?

24. Convert 1101.0110, to decimal.

25. What is the weight of the MSB of a 16-bit number?

26. What is the decimal value of 110110,?

27. Derive the 9’s complement representation of
(a) 61y, (b) 235,

28. Evaluate 9,5 — 6, using the binary 1’s complement system.

29. Draw the diagram to show all the 4-bit binary combinations in the 2’s complement system to represent
positive and negative numbers from O to 8.

30. Obtain the 1’s and 2’s complements of the following numbers:
(a) 101101, (b) 101100,

31. Convert 41,, to binary.

32. Convert 170, to binary.

33. Convert 6144 to decimal.

34. Convert 146, to octal, then from octal to binary.

35. Convert 975,, to binary by first converting to octal.

36. Convert binary 1010111011, to decimal by first converting to octal.

37. Convert 11110011, to hexadecimal system.

38. Convert F80B 4 to binary.

39. Add 18,4 + 34 .

40. Subtract 5C,4 from 94 4.

41. How will you evaluate a binary number that is already in floating-point format?

42. Convert the decimal number 3.248 x 10* to a single-precision floating-point binary number.
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Test your OBJECTIVE TYPE QUESTIONS

understanding

Fill in the Blanks

43.
44.
45.
46.
47.
48.
49.
50.
51.
52.
53.
54.
55.
56.
57.
58.
59.
60.
61.
62.
63.
64.
65.
66.
67.
68.
69.
70.
71.
72.
73.
74.
75.
76.
77.
78.
79.
80.

81.
82.
83.
84.
85.
86.

87.

Large numbers in the binary system become _ in length.

There are various number systems in use which conveniently _ with the binary system.
It is not necessary todesign __ circuits to perform binary arithmetic.

If an application calls for extensive mathematics, it is the domain of a .

Any number of any magnitude can be expressed by using the systemof _ weighting.
The position of a digit with reference tothe _ point determines its weight.

Digital computers functioninthe _ number system.

Any number assigning process is called .

The highest weighting valueisonthe _ left.

Position weighting values increase from to .

The zeros to the right of the highest valued 1 serveas _ to retain the 1’s in their correct positions.
The least significant digitisthe _ right digit.

The most significant digit is multiplied by the highest _ wvalue.

With 7 bits we can count up to

Binary digits are referredtoas |

The radix in any number system equals the numberof _ in the system.

Three number systems are used in computer work: binary, — and hexadecimal.
The binary number system is sometimes calledthe _ gsystem.

The 1 in the binary number 1000 has a place valueof __ in decimal.

The binary number 1010 equals _ in decimal.

The number 2’ equals __ in decimal.

When subtracting numbers, we sometimes haveto _ from the next higher column.
The 1’s complement method of subtraction is particularly usefulin __ circuits.
The decimal number 39 equals _ in binary.

The binary number 101010 equals _ in decimal.

Signed binary numbers carry __ as to their polarity.

Thereare _ representations of zero in 1’s complement notation.

The octal number system is composed of _ digits.

The most common representation for signed binary numbersis _ notation.
There is only one representation for __ in 2’s complement notation.

The octal systemisa __ means of expressing large binary numbers.
Hexadecimaluses _ groupings.

In hexadecimal system _ are chosen to represent values greater than 9.

Four bits (one hex digit) are sometimes called a

Any number systemisonlyasetof __ symbols.

The weights of a hexadecimal number are increasing powers of

The 2' complement allows us to subtractby _ binary numbers.

Write the next four numbers in this hex counting sequence:

E9A, E9B, E9C, E9D, , ,

In decimal, very small and very large numbers are expressed by _ notation.

An algorithm is a method of arriving at an answerthat _ works.

Conversion from decimal-to-octal is usually doneby _ division.

Conversion from octal-to-decimal is usually done usingthe — weightage.

There aremany — for floating-point numbers.

Floating point numbers have the advantage of expressing and

numbers.
Floating-point numbers are less accurate than _ numbers.



28 2000 Solved Problems in Digital Electronics

True/False Questions

State whether the following statements are True or False.

88. Binary number are to the base 2.

89. A radix of 10 gives 10 different states.

90. If an application calls for extensive mathematics, it is the domain of an encoder.

91. The most significant digit is the right-most digit.

92. We have names for the weighting of digits in their various places of significance.

93. Larger numbers cannot be expressed by positional weightage.

94. The position of a digit with reference to radix point determines its weight.

95. A raised finger can represent a 1 and a 0 can be represented by a lowered finger.

96. Octal numbers are to base 16.

97. 1+1+1=11, — 1 with a carry of 1.

98. When subtracting numbers, we sometimes have to borrow from the next higher column.

99. The complement number system was invented to make addition and subtraction faster and easier.
100. The 2’ complement of a binary number is obtained by subtracting 1 from the 1’s complement.
101. The method of repeated subtraction of powers of two works best for fractional binary numbers.
102. In sign magnitude notation, a sign bit of 1 indicates that the number is positive.

103. Sign magnitude notation is easy to use but not easy to read when adding and subtracting binary numbers.
104. There is only one representation of zero in 2’s complement notation.

105. The primary advantage of hex number system is the ease with which conversions can be made.

106. In a hex system letters are chosen to represent values greater than 9.

107. An algorithm is a method of arriving at an answer that sometimes works.

Multiple Choice Questions

108. The number system with radix 2 is known as

(a) binary number system (b) octal number system
(c) decimal number system (d) hexadecimal number system
109. A group of 8 bits is known as
(a) a nibble (b) a byte
(c) abit (d) an octal number
110. Knowledge of binary number system is required by the designers of computers and other digital systems
because

(a) it is easy to learn binary number system

(b) it is easy to learn Boolean algebra

(c) it is easy to use binary codes

(d) the devices used in these systems operate in a binary manner
111. One’s complement of binary number 10001011 is

(a) 01110101 (b) 01110111
(c) 01110100 (d) 11110100
112. One’s complement of 1’s complement of the binary number 11000101 is
(a) 00111010 (b) 10111010
(c) 00111011 (d) 11000101
113. Two’s complement of the binary number 10010100 is
(a) 01101011 (b) 01101100
(c) 11101100 (d) 10001011
114. Two’s complement of 2°s complement of the binary number 01101100 is
(a) 10010100 (b) 01101100
(c) 10010011 (d) 11101100
115. The radix of hexadecimal system is
(a) 2 (b) 4 (c) 8 (d) 16
116. Hexadecimal number system is in digital computers and digital systems to
(a) perform arithmetic operations (b) input binary data into the system
(c) perform logical operations (d) perform arithmetic and logic operations

117. The hexadecimal equivalent of the binary number 11101101111010 is
(a) EDEB (b) 35572 (c) FB7A (d) 3B7A



118.

119.

120.

121.

122.

123.

124.

125.

126.

Number Systems 29

The binary equivalent of the hexadecimal number AOBS is

(a) 0101110100001010 (b) 0101111101001010
(c) 1010000010110101 (d) 1011000011000101
The binary equivalent of octal number 362 is

(a) 011110010 (b) 101101010

(c) 001101100010 (d) 100001101

The octal equivalent of the binary number 11010111 is

(a) 656 (b) 327 (c) 653 (d) D7

In a digital computer binary subtraction is performed

(a) in the same way as we perform subtraction in decimal number system

(b) using two’s complement method

(c) using 9’s complement method

(d) using 10’s complement method

The binary equivalent of decimal number 0.0625 is

(a) 1001110001 (b) 0.1001110001

(c) 0.0110001110 (d) 0.0001

The maximum positive and negative numbers which can be represented in 2’s complement form using n bits
are respectively

(@ +2"'-1),-@" -1 (b) +2"" - 1), 2!

(c) +2m1, —2n-1 (d) +21 —@2= 1+ 1)

When two n-bit binary numbers are added, the sum will contain at the most
(a) n bits (b) n+ 1 bits

(c) n+ 2 bits (d) n+ nbits

The minimum number of bits required to represent negative numbers in the range of —1 to -9 using 2’s
complement representation is

(a) 2 (b) 3 (c) 4 (d) 5

The minimum number of bits required to represent positive numbers in the range 1-31 using 2’s complement
representation is

(a) 5 (b) 6 (c) 8 (d) 10
127. Two’s complement representation of -8 is
(a) 0111 (b) 1000 (c) 01000 (d) 10100
128. The number of bits required to encode 80 pieces of information is
(a) 4 (b) 5 (c) 6 (d) 7
ANSWERS
1. 28— 1 =255, 2. 0.1 3. 20 bits, 4. see problem 2.66,
5. 10111, 6. 745,
7. Table Binary and Decimal Positional Weighting
(a) Binary (b) Decimal
L=1x2"=1 lp=1x10"= 1y
10, =1x2"=2, 10,,=1 x 10! = 10,
100, = 1 x 22 =4, 100,5 = 1 x 10 = 100,
1000, = 1 x 2° = 8, 1000,, = 1 x 10° = 1000,
10000, = 1 x 2* = 16, 10000, = 1 x 10* = 10000,
8. 627, 630, 631 9. 0 to 4095 10. 396 11. 222, 010010010
12. 0 to 65, 535
13. It is most compact among the four systems and requires the fewest digit symbols,
14. 9422 15. C2D, 110000101101 16. E9E, E9F, EAO, EA1
17. x = FFFF ¢ 18. 126 19. 8D 20. 10001,
21. 11,
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22.

23.

24.
27.

29.

30.

31.
35.
39.
41.

42.

43.
47.
51.
55.
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(a) 5x10'+1 x10°

(b) 1x10*+7 x10"+3 x10°

() 1x10°+4 x10*+9 x 10" +2 x 10°

(d) 1x100+0x10°4+6%x10"+5x102+8 x 1073
The form of every decimal number is

.10 10% 102 10" 10°. 107" 1021073 107*...

decimal point

13.375,, 25. 32768, 26. 54,
(a) 38,9 (b) 764, 28. 0011,; 3
Table Two’s Complement Numbers
Binary Decimal
o111 +7
0110 +6
0101 +5
0100 +4
0011 +3
0010 +2
0001 +1
0000 0
1111 -1
1110 -2
1101 -3
1100 —4
1011 -5
1010 -6
1001 =7
1000 -8
1’s complement (a) 010010, (b) 010011,
2’s complement (a) 010011, (b) 010100,
101001, 32. 10101010, 33. 396, 34. 222¢; 10010010,
17174, 1010111011, 36. 1273¢, 699, 37. F36 38. 1111100000001011,
4C,, 40. 384
Number = (-1) (1 + F)(2F1?%)

Consider the following floating-point binary numbers.
S E F

1 10010001 10001110001000000000000

The sign bit is 1. The biased exponent is 10010001 = 145. Applying the formula we get
Number = (~1)(1.10001110001)(2'¥) = ~1100011100010000000
=-407, 688,
3.248 x 10* = 32480 = 111111011100000, = 1.11111011100000 x 2'*

The MSB will not occupy a bit position because it is always a 1. Therefore, the mantissa is the fractional 23-
bit binary number 11111011100000000000000 and the biased exponent is

14 + 127 = 141 = 10001101,
The complete floating-point number is

0 10001101 11111011100000000000000
unwieldy 44. interface 45. complicated 46. microprocessor
positional 48. radix 49. binary 50. coding
extreme 52. right to left 53. spacers 54. extreme

place 56. 2" -1 57. bits 58. digits



59.
63.
67.
71.
75.
79.
82.
86.
90.
94.
98.
102.
106.
110.
114.
118.
122.
126.

octal

128
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sign magnitude
letters

adding

always

very small and very large
False

True

True

False

True

(d)

(b)

(©)

(d)

(b)

60.
64.
68.
72.
76.
80.
83.
87.
91.
95.
99.
103.
107.
111.
115.
119.
123.
127.

base-2 61.
borrow 65.
identification 69.
ZEero 73.
nibble 77.
E9E, E9F, EAO, EA1

successive 84.
fixed point 88.
False 92.
True 96.
True 100.
False 104.
False 108.
() 112.
(d) 116.
(a) 120.
(b) 124.
(b) 128.

8
arithmetic/logic
two

shorthand
sequential

positional
True
True
False
False
True
(a)
(d)
(b)
(b)
(b)
(d)
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10
100111
eight
four-bit
sixteen
scientific
formats
True
False
True
False
True
(b)

(b)

(d)

(b)

(d)
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Chapter

3

Codes and Parity

INTRODUCTION

When numbers, letters, or words are represented by a
special group of symbols we say that they are being
encoded, and the group of symbols is called a code.
Probably one of the most familiar codes is the Morse
Code, where series of dots and dashes represent letters
of the alphabet.

Any decimal number can be represented by an equiva-
lent binary number. The group of 0’s and 1’s in the
binary number can be thought of as a code representing
the decimal number. When a decimal number is repre-
sented by its equivalent binary number, we call it straight
binary coding.

All digit systems use some form of binary numbers
for their internal operation, but the external world is
decimal in nature. This means that conversions between
decimal and binary numbers are being performed often.
Conversions between decimal and binary can become
long and complicated for large numbers. For this rea-
son a means of encoding decimal numbers that com-
bine some features of both the decimal and binary
systems is used in certain situations. In many applica-
tions special codes are used for such auxiliary func-
tions as error detection.

WEIGHTED BINARY CODES

In order to represent the 10 decimal digits, O through 9,
it is necessary to use at least 4 binary digits (0 = 0000
and 9 = 1001). Since there are 16 combinations of four
binary digits, of which only 10 combinations are used,
it is possible to form a very large number of distinct
codes. Of particular importance is the class of weighted
codes, whose main characteristic is that each binary

digit is assigned a weight, and for each group of four-
bits, the sum of the weights of those binary digits whose
value is 1 is equal to the decimal digit which they rep-
resent. In other words, if w;, w,, wy and w, are the
weights of the binary digits and x|, x, , x5 and x, are the
corresponding digit values, then the decimal digit
N =wy x4 + wy X3+ wy X, + w; x; is represented by the
binary sequence x, x3 x, x;. A sequence of binary digits
which represents a decimal digit is called a code word.
Thus, the above sequence x, x; x, x; is the code word
for N. A number of weighted four-digit binary codes
are shown in Table 3.1.

Table 3.1 Examples of Weighted Binary Codes

Decimal W, W3 Wy W)
digit 8§ 4 2 1 4 2 6 4 2 -3
0 0000 0 O0O0O0 0 0 0 O
1 0001 00 01 0 1 0 1
2 6001 0 001 O0 0 0 1 0
3 6001 1 00 11 1 0 0 1
4 601 0o 0 01 0O 0 1 0 0
5 0 1 0 1 1 0 1 1 1 0 1 1
6 0 1 1 0 1 1.0 0 01 1 0
7 0 1 1 1 1 1 0 1 1 1 0 1
8 1 0 0 O 1 1 1 0 1 0 1 O
9 1 0 0 1 1 1 1 1 1 1 1 1

3.1 Describe the binary-coded decimal (BCD) sys-
tem. How will you form a BCD number?

Solution:

Binary-coded decimal (BCD) means that each decimal
digit is represented by a binary code of four-bits. This
code is useful for outputting to displays that are always
numeric (0 to 9), such as those found in digital clocks
or digital voltmeters.



To form a BCD number, simply convert each deci-
mal digit to its four-bit binary code. To convert BCD to
decimal, just reverse the process. Start at the decimal
point and break the code into groups of four-bits. Then
write the decimal digit represented by each four-bit

group.

3.2 Represent the number 562, in 8421 code.
Solution:
y y .
0101 0110 0010

3.3 Convert each of the following decimal numbers
to BCD.

(a) 9.2 (b) 34.8 (c) 92 (d) 321
Solution:
(a) 9 - 2
¥ x
1001 - 0010
(b) 3 4 . 8
¥ N N
0011 0100 - 1000
(c) %9 2\
1001 0010
(d) 3 2 1
y oo
0011 0010 0001

3.4 Find the decimal numbers corresponding to the
following BCD codes.
(a) 10000110 (b) 0001100001100000.0111

Solution:
(a) 1000 0110
8 6
(b) O(lOl 1000 0110 0000 0111
1 8 6 0 . 7

BCD ADDITION

BCD is a numerical code. Many applications require
that arithmetic operations be performed. Addition is the
most important operation because the other three opera-
tions (subtraction, multiplication and division) can be
accomplished using addition. To add two BCD num-
bers proceed as follows:
(1) Add the two numbers using the rules for binary
addition.
(2) If a four-bit sum is equal to or less than 9, it is a
valid BCD number.
(3) If a four-bit sum is greater than 9, or if a carry-out
of the sum is generated it is an invalid result. Add
6(0110) to the four-bit sum to skip the six invalid
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states and return the code to 8421. If a carry
results when 6 is added, simply add the carry to
the next four-bit group.

3.5 Add the following BCD numbers:
(a) 0110 and 0010
(b) 1000 0110 and 0001 0011

Solution:
(a) 0110 6
+0010 +2
1000 8
(b) 1000 0110 86
+0001 0011 +13
1001 1001 99
Note: (1) The decimal addition is shown for compari-
son.

(2) The sum in any four-bit column does not
exceed 9, and the results are valid BCD num-
bers.

3.6 Add the following BCD numbers:
(a) 0110 0111 and 0101 0011
(b) 0100 0100 1000 and 0100 1000 1001

Solution:
(a) 0110 0111 67
+0101 0011 +53
1011 1010 120
—_— =

119 1044
Both groups are invalid (>9). Add 6 to both

groups.
oooo~+w 1011 1010
+0110 +0110
0001 10010 L 10000
R
(b) 0100 0100 1000 448
+0100 1000 +1001 +489
1101 10001 +937
+0110 +0110
1001 10011 0111
RS IR e

This is a case of invalid sum (greater than 9 or
a carry). Add 6 (0110) to skip the invalid states.

3.7 Express the number 137,, in BCD and binary.
Explain any difference between the two results.

Solution:
137,,= 10001001 straight binary code
137,,= 0001 0011 OI111 BCD code
1 3 7

(1) A straight binary code takes the complete decimal
number and expresses it in binary.
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(2) The BCD code converts each decimal digit to bi-
nary individually.

(3) BCD requires more bits than straight binary to rep-
resent decimal numbers with more than one digit.

3.8 Compare BCD and binary.

Solution:

BCD is not another number system like binary, octal,
decimal and hexadecimal. It is, in fact, the decimal sys-
tem with each digit encoded in its binary equivalent. A
BCD number is not the same as a straight binary num-
ber. A straight binary code takes the complete decimal
number and represents it in binary. The BCD code con-
verts each decimal digit to binary individually. BCD
requires more bits than straight binary to represent deci-
mal numbers with more than one digit. This is because
BCD does not use all possible four-bit groups, and is
therefore somewhat inefficient.

The main advantage of the BCD code is the relative
ease of converting to and from decimal. Only the four-
bit code groups for the decimal digits 0 through 9 need
to be remembered. This ease of conversion is especially
important from a hardware standpoint because in a digi-
tal system it is the logic circuits that perform conver-
sions to and from decimal.

THE 8421 BCD CODE

The designation 8421 indicates the binary weights of the
four-bits (23 , 2221 20). The ease of conversion between
8421 code numbers and the familiar decimal numbers
is the main advantage of this code. The 8421 code is
the predominant BCD code, and when we refer to BCD,
we always mean the 8421 code unless otherwise stated.

In the 8421 code only 10 of the 16 combinations are
used. The six combinations that are not used-1010, 1011,
1100, 1101, 1110 and 1111-are invalid in the 8421 BCD
code.

The BCD code is not self-complementing. A neces-
sary condition for a weighted code to be self-comple-
menting is that the sum of the weights must equal 9.

NON-WEIGHTED CODES

Non-weighted codes are codes that are not positionally
weighted. That is, each position within the binary
number is not assigned a fixed value; For example:
Excess-3 and Gray code.

Excess-3 Code: Excess-3, also called XS3, is a non-
weighted code used to express decimal numbers. Used
in some old computers, the code derives its name from
the fact that each binary code is the corresponding 8421
code plus 3 (011).

3.9 What is the key feature of the Excess-3 code?

Solution:
The key feature of the Excess-3 code is that it is self-
complementing. That is, the 1’s complement of an Ex-

cess-3 number is the Excess-3 code for the 9’s comple-
ment of the corresponding decimal number. For example,
the Excess-3 code for decimal 4 is 0111. The 1’s comple-
ment of 0111 is 1000, which is the Excess-3 code for
decimal 5, and 5 is the 9’s complement of 4.

The 1’s complement is easily produced with logic
circuits by simple inverting each bit. The self-comple-
menting property makes the Excess-3 code useful in
some arithmetic operations, because subtraction can be
performed using the 9’s complement method.

EXCESS-3 ADDITION

To add in Excess-3, add the binary numbers. If there is
no carry out of the four-bit group subtract 011; if there
is a carry out add 011.

3.10 Convert the following numbers to Excess-3

code.
(a) 87 (b) 159
Solution:
(a) 8 7
43 43
11 10
v v
1011 1010
(b) 1 5 9
43 43 43
4 8 12
v v v
0100 1000 1100
3.11 Add 3 and 2 in Excess-3.
Solution:
3 =0011 binary 2 =0010 binary
+0011 +0011
0110 Excess-3 0101 Excess-3
0110
+0101 =
1011
—0011  There is no carry out. Subtract 0011.
5 = 1000
3.12 Add 6 and 8 in Excess-3.
Solution:
6 =0110 binary 8 = 1000 binary
+0011 +0011
1001  Excess-3 1011 Excess-3
1001
+1011=
10100  There is a carry out.
+0011  Add 0011
14 = 10111

Note: The answer includes six invalid combinations also

(14 + 6 + 3)



GRAY CODE

The Gray code belongs to a class of codes called mini-
mum change code. Successive coded characters never
differ in more than one-bit. The Gray code is an
unweighted code. Because of this the Gray code is not
suitable for arithmetic operations but finds application
in input/output devices, some types of analog-to-digital
converters, and designation of rows and columns in a
Karnaugh map.

3.13 How will you generate Gray code?

Solution:

The basic Gray code configuration is shown in Fig.
3.1 (a). A three 3-bit Gray code may be obtained by
merely reflecting the two-bit code about an axis at the
end of the code and assigning a third-bit as 0 above the
axis and as 1 below the axis. This is illustrated in Fig.
3.1(b). By reflecting the three-bit code, a four-bit code
may be obtained as in Fig. 3.1(c).

0 0 0 0 0 0 0 0 0
0 1 0 0 1 0 0 0 1
11 0 1 1 0 0 1 1
10 0 1 0 0 0 1 0
1 10 0 1 1 0
111 0 1 1 1
1 0 1 0 1 0 1
1 0 0 0 1 0 0
1 10 02
1 1 0 1
11 1 1
1 1 10
1 0 1 0
1 0 1 1
1 0 0 1
1 0 0 0
(a) (b) (©)

Fig. 3.1 Generating Gray Code.
3.14 What is a cyclic code?

Solution:

In many practical applications, e.g. analog-to-digital
conversion, it is desirable to use codes in which all
successive code words differ in only one digit. Codes
that have such a property are referred to as cyclic codes.
A particularly important cyclic code is the Gray code.
The feature that makes this cyclic code useful is the
simplicity of the procedure for converting from the bi-
nary number system into the Gray code.

3.15 Explain the term resolution.

Solution:

The Gray code, also referred to as the reflected code,
can have as many bits as necessary, and the more the
bits, the more the possible combinations of output codes
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(number of combinations = 2"). A four-bit Gray code,
for example, has 2% = 16 different representations giv-
ing a resolution of 1 out of 16 possible angular posi-
tions at 22.5° each

24=16 and 360°/16 = 22.5°

3.16 Explain the relevance of Gray code in reducing
errors in position indicators.

Solution:

101 110 1 101

111 110 100

100

000

011 000 g1g

010 001 ot1 0ot

Binary Code Gray Code

Fig. 3.2 Positional Indicating Codes.

Consider a rotating disk that must provide an output
of the position in three-bit binary (Fig. 3.2). When the
brushes are on the black part, they output a 1, when on
a white part, they output a 0. However, consider what
happens when the brushes are on the 111 sector and
almost ready to enter the 000 sector. If one brush were
slightly ahead of the other, say the 4’s brush, the posi-
tion would be indicated by a 011 instead of a 111 or
000. Therefore, a 180-degree (°) error in disk position
would result. Since it is physically impossible to have
all the brushes precisely aligned, some error will al-
ways be present at the edges of the sectors.

The Gray code was introduced to reduce this error. [t
assures that only one-bit will change each time the deci-
mal number is incremented. Whereas the binary system
requires four-bits to change when going from 7 (0111)
to 8 (1000), the Gray code requires only one-bit to
change (0100 to 1100).

BINARY-TO-GRAY CONVERSION

To convert from binary-to-Gray code the following rules
apply:

(1) The MSD (left-most digit) in the Gray code is the
same as the corresponding digit in the binary num-
ber.

(2) Going from left to right, add each pair of binary
digits to get the next Gray code digit. Disregard
carries.

3.17 Convert the binary number 10110, to Gray code.

Solution: —4 —a_—a—a
1 0 1 1 0, binary
LA AR
1 1 1 0 1 Gray

Note: Disregard carry. 1 + 1 = 0 and not 10
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GRAY-TO-BINARY CONVERSION

To convert from Gray to binary, a similar procedure is
adopted, but there are some differences. The following
rules apply:
(1) The MSD in the binary code is the same as the
corresponding digit in the Gray code.
(2) Add each binary digit generated to the Gray code
digit in the next adjacent position. Disregard car-
ries.

3.18 Convert Gray code number 11011 fo binary code.

Solution:
1 1 0 1 1
1 0 0 1 0,

ALPHANUMERIC CODES

To get information into and out of a computer, we need
more than just numeric representations; we also have to
take care of letters and symbols used in day-to-day pro-
cessing. Information such as names, addresses, and item
descriptions must be input and output in a readable
format. But a digital system can deal only with 1’s and
0’s. Therefore, we need a special code to represent all
alphanumeric data (letters, symbols, and numbers).

In the strictest sense, codes that represent numbers
and alphabetic characters (letters) are called alphanu-
meric codes. Most of these codes, however, also repre-
sent symbols and various instructions necessary for
conveying intelligible information.

3.19 What are the requirements of an alphanumeric
code?

Solution:

At a minimum, an alphanumeric code must represent
10 decimal digits and 26 letters of the alphabet, for a
total of 36 items. This requires 6 bits in each code
combination, because five bits are insufficient (2° = 32).
There are 64 total combinations of 6 bits, so we have
28 unused code combinations. Obviously, in many ap-
plications, symbols other than just numbers and letters
are necessary to communicate completely. We need
spaces to separate words, periods to mark the end of
sentences or for decimal points, instructions to tell the
receiving system what to do with the information, and
more. So, with codes that are 6 bits long, we can handle
decimal numbers, the alphabet, and 28 other symbols.
This gives an idea of the requirements of a basic al-
phanumeric code.

Several coding systems have been invented that rep-
resent alphanumeric information as a series of 1’s and
0’s. These systems vary in complexity from the Morse
code used in telegraph work to the Hollerith code used
with punched cards.

THE ASCII CODE

Most industry has settled on an input/output (I/O) code
called the American Standard Code for Information
Interchange. The ASCII (pronounced “as-kee”) code
uses 7 bits to represent all the alphanumeric data used
in computer I/0. Seven bits will yield 128 different
code combinations, as listed in Table 3.2. ASCII is
basically a 7-bit code. An 8th bit is usually added and is
(a) always set to a 1, (b) always set to a 0, or (c) used
as a parity bit.

Table 3.2 American Standard Code for Information

Interchange

000 001 010 011 100 101 110 111
0000 NUL DLE SP 0 @ P ! p
0001 SOH DC, | A Q a g
0010 STX DG, “ 2 B R b r
0011 ETX DC4 # 3 C S c S
0100 EOT DC, $ 4 D T d t
0101 ENQ NAK %0 5 E U e u
0110 ACK SYN 6 F \'% f v
0111 BEL ETB ¢ 7 G W g w
1000 BS CAN ( 8 H X h X
1001 HT EM ) 9 1 Y i y
1010 LF SUB * : J V4 ] Z
1011 VI ESC + ; K [ k {
1100 FF FS R < L \ 1 |
1101 CR GS - = M ] m }
1110 SO RS . > N A n ~
1111 SI US / ? O — o DEL

Definitions of Control Abbreviations:

ACK Acknowledge FS Form separator
BEL Bell GS Group separator
BS Backspace HT Horizontal tab
CAN Cancel LF Line feed
CR Carriage return  NAK  Negative
acknowledge
DC,-DC, Direct control NUL  Null
DEL Delete idle RS Record separator
DLE Data link escape SI Shift in
EM End of Medium SO Shift out
ENQ Enquiry SOH  Start of heading
EOT End of STX  Start of text
transmission
ESC Escape SUB  Substitute
ETB End of SYN  Synchronous
transmission idle
block
ETX End text [N Unit separator
FF Form feed VT Vertical tab



3.20 How will you use the ASCII Code?

Solution:
Each time a key is depressed on the ASCII keyboard,
that key is converted into its ASCII code and processed
by the computer. Then, before outputting the computer
connects to a display terminal or printer, all informa-
tion is converted from ASCII into standard English.
To use this table, place the 4-bit group in the least
significant positions and the 3-bit group in the most
significant positions.

3.21 (a) What is ASCII code for G?
(b) Using Table 3.2 determine the ASCII code
for p.

Solution:
(a) ASCII code for G is

100 0111
——

gl
3 -bit group 4 -bit group
(b) ASCII code for lower case letter p is

1110000
3.22 Write your name in ASCII.

Solution:
S . P BALI

1010011 0101110 1010000 0101110 1000010 1000001
S . P . B A
1001100 1001001
L I

EBCDIC CODE

Another alphanumeric code frequently encountered is
called Extended Binary Coded Decimal Interchange
Code. EBCDIC (pronounced “eb-si-dic”) is an 8 bit
code in which the decimal digits are represented by the
8421 BCD code preceded by 1111. Both lower case
and upper case letters are represented in addition to
various other symbols and commands.

THE HOLLERITH CODE

The Hollerith code is the code used in punched cards.
Each card has 80 columns oriented vertically, and 12
rows oriented horizontally. The rows are numbered 0
through 9, 11 and 12. The columns are numbered 1
through 80, each one containing one character. Each
character is uniquely identified by the rows punched in
that column. The letter A is 12-1 punch (A punch in the
12-row and a punch in the 1-column), for example.

3.23 What is the practical application of Hollerith
code?

Solution:
The Hollerith code is BCD, rather than natural binary
oriented. Thus, translation to and from EBCDIC is fairly
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simple. Since most large computers use punched cards,
they use Hollerith for their card readers and punches
and EBCDIC within the computer itself.

3.24 What is the need for error detection and cor-
rection codes?

Solution:

The codes for error detection and correction are used
whenever we need to transmit data from one processor
to another over noisy channels or whenever errors are
likely to result from unstable environmental conditions.
Such codes require special encoding and decoding hard-
ware, which increases the cost and decreases the per-
formance of a digital system, thus forcing the designer
who uses these codes to trade cost and performance for
data security.

Most modern digital equipment is designed to be
relatively error-free, and the probability of errors is
very low. However, we must realize that digital systems
often transmit thousands, even millions of bits per
second so that even a very low rate of occurrence of
errors can produce an occasional error that might prove
to be bothersome, if not disastrous. For this reason many
digital systems employ some method of detection (and
sometimes correction) of errors. One of the simplest
and most widely used schemes for error detection is the
parity method.

3.25 Explain how parity testing is done?

Solution:

Parity testing is done by adding a small amount of redun-
dant information to each word of data to allow it to be
checked. The extra information takes the form of a parity bit
which is added at the end of each data bit. The polarity
of the added bits is chosen so that the total number of
I’s within the data word (including the added parity
bit) is either always even (even parity) or always odd
(odd parity). An even parity system is shown in Fig. 3.3.

EEEEE

D;]1°1°°11

Parity Bit

[oJof 1]

Fig. 3.3 An Even-parity System.

If the parity is incorrect on reception, an error has
been detected and the system must take appropriate ac-
tion. Although this technique indicates that an error has
occurred, it cannot determine which bit or bits are in-
correct. If two errors are present, the errors will not be
detected. This simple error detecting technique will
either detect an even, or an odd, number of errors.
Random numbers thus have a 50% chance of passing
the parity test.
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Parity testing is often used in communication chan-
nels where it is used to give confidence that the line is
working correctly. Although the reliability of testing
any one word is low, when applied to a large number of
words it is sure to detect errors if the line is unreliable.

When the parity method is being used, the transmitter
and the receiver must be in agreementl, in advance', as
to whether odd or even parity is being used. There is no
specific advantage of one over the other, although even
parity seems to be used more often. The transmitter
must attach an appropriate parity bit to each unit of
information that it transmits.

3.26 Give three examples of (a) odd parity and
(b) even parity.

Solution:
(a) Odd parity
Parity | Data ‘ Total 1’s
1 1.0 1 O 1 1 O 5
0 1 0 1 O 1 1 1 5
1 0 0 1 0 0 1 O 3
(b) Even parity
Parity | , Data | | Total 1’s
1 1.0 1 0 1 1 1 6
1 0 0 0 0 1 1 1 4
01 0 0 0 1 0 O 2
CHECK SUM

An alternative method of checking the correctness of
data is to use a checksum. This provides a test of
integrity of a block of data rather than of individual
words. When a group of words is to be transmitted, the
words are summed at the transmitter and the sum is
transmitted after the data. At the receiver, the words are
again summed and compared with the sum produced by
the transmitter. If both the results agree, the data is
probably correct. If they don’t, an error has probably
been detected. As with the parity check, the test gives
no indication as to the location of the error but simply
indicates that an error has occurred. The action de-
pends on the nature of the system. It might involve
sending the data again or sounding an alarm to warn
the operator.

HAMMING CODE

The parity and check sum techniques both send a small
amount of redundant information to allow the integrity
of the data to be tested. If one is prepared to send
additional redundant information, it is possible to con-
struct codes that not only detect the presence of errors,
but also indicate their location within a word, allowing
them to be corrected. An example of this technique is
the well-known Hamming code.

The performance of these codes in terms of their
ability to detect and correct multiple errors depends
upon the amount of redundant information that can be
tolerated. The more the redundancy that is incorporated,
the greater is the rate at which data must be sent and
the more complicated the system . It is also not possible
to construct a code that will allow an unlimited number
of errors. This would imply that the system could pro-
duce the correct output with a random input, clearly an
impossibility.

3.27 Explain the format for Hamming code.

Solution:

The Hamming code format for four data bits would be:
D, D Ds P, D; P, P, — 7-bit code
where the D-bits are the data bits and the P-bits are the
parity bits. P, is set so that is establishes even parity
over bits 1, 3, 5 and 7 (P, D3, D5 and D5). P, is set for
even parity over bits 2, 3, 6 and 7 (P,, D3, Dg and D).
P, is set for even parity over bits 4, 5, 6, and 7 (P,, D5,

Dy and D).

The above concept can be extended to any number
of bits. A 15-bit code, for example, would have the
following format:

Dys, Dy, Dy3, Dy, Dyy, Dyg, Dy, Pg, D7, Dg, Ds,

P4, Ds, P,, P, — 15-bit code

Note: Parity bits are inserted at each 2" bit. This is
true for Hamming codes of any length.

3.28 Data bits 1011 must be transmitted. Construct
even-parity, 7-bit, Hamming code for this data.

Solution:
P, must be a 1 in order for bits /, 3, 5,
and 7 to be even parity.
P, must be a 0 in order for bits 2, 3, 6
and 7 to be even parity.
P, must be a 0 in order for bits 4, 5, 6
and 7 to be even parity.
Therefore, the final code is
D, D, Ds; P, D; P, P,
1 0 1 0 1 0 1
The Hamming code data are now ready for transmis-
sion and reception. At the receiving end, they are
decoded to see if any errors have occurred. Bits 1, 3, 5
and 7; bits 2, 3, 6, and 7; and bits 4, 5, 6, and 7 are all
checked for even-parity. Should they check out, there is
no error. However, should there be an error, the
problem bit can be located by forming a 3-bit binary
number out of the three parity checks.

3.29 Encode data bits 0101 into a 7-bit even-parity
Hamming code.

Solution:
0 1 0 1 1 0 1



3.30 Assume that the data has been encoded in a
7-bit even-parity Hamming code and the num-
ber 1011011 is received. Find out the bit(s) in
error. What will the corrected code be?

Solution:
1 0 1 1 0 1 1
D, D¢ Ds P, D3 P, P
(1) Bits 1, 3, 5, and 7 associated with parity bit P,
contain an error.
(2) Bits 2, 3, 6, and 7 associated with parity bit P,
contain no error.
(3) Bits 4, 5, 6, and 7 associated with parity bit P,
contain an error.
P, P, P,

Error word = 1 0 1, =5
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Therefore, bit 5 of the transmitted code is in error.
The corrected code should read.
D, Dy, Ds P, D; P, P,
1 o [0o] 1 0o 1 1
3.31 A 7-bit Hamming code is received as 1111101.
What is the corrected code? Assume even
parity.
Solution:
D, Dy, Ds P, D; P, P,
1 1 1 1 1 0 1
(1) Bits 4, 5, 6, and 7 — no error (0)
(2) Bits 2, 3, 6, and 7 — error (1)
(3) Bits 1, 3, 5, and 7 — error (0)
Error word = 0 10, = 24,
Bit 2 is in error, and the corrected code is
1111111

SUMMARY

Y VY

binary code.

Gray code is a minimum change code.

Y V V V V

binary.

A\

011.

Y V V V

of information.
The Hollerith code is used in punched cards.

Y VYV

8421 BCD code is the most prominent BCD code.
A decimal number is converted to BCD by replacing each decimal digit with the appropriate 4-bit

In weighted binary codes each binary digit is assigned a weight.
In BCD addition if a 4-bit sum is equal to or less than 9, it is a valid BCD number.
Non-weighted codes are not positionally weighted.

Excess-3 code is obtained by adding 3 to every decimal digit and then converting the result to 4-bit
In Excess-3 addition, if there is no carryout of the 4 bit group subtract 011; if there is a carryout add
Alphanumeric codes include binary codes for letters, numbers and symbols.

ASCII and EBCDIC are the most commonly used alphanumeric codes.

Cyclic codes are used to avoid errors when going from one binary number to the next.
The ASCII is a 7-bit alphanumeric code that is widely used in computer systems for input and output

Parity, check sums, and parity data codes are used for error correction.

> Hamming code is used of error detection and correction.

Test your

REVIEYW QUESTIONS

understanding

Give two examples of weighted codes.

Give two examples of non-weighted codes.
Convert 5429 to BCD.

Convert BCD 0100 0011 1001 1000 to decimal.
What is the main advantage of BCD?

What is the key feature of the Excess-3 code?
What is the key feature of Gray code?

e Al

Explain the difference between a weighted and a non-weighted code.

What is the necessary condition for a weighted code to be self-complementing?
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10.
11.
12.
13.
14.
15.

— SUPPLEMENTARY PROBLEMS
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What is a reflective code?

Where is reflectivity desirable?

What is a sequential code?

Which code is used in punched cards?
What scheme is used for error detection?
What is the requirement of parity method?

understanding

16.
17.
18.
19.
20.
21.
22.
23.
24.
25.
26.
27.
28.
29.
30.

31.

32.

33.
34.

35.
36.

37.

38.

39.

Represent the number 2048 in:

(a) binary (b) BCD (c) Excess-3 code (d) Gray code

Encode the following decimal numbers in BCD code:

(a) 46 (b) 327.89 (c) 20.305

Encode the numbers in Problem 17 to Excess-3 code.

Encode the numbers in Problem 17 to Gray code.

Express the following decimal numbers in 8421 BCD code:

(a) 328 (b) 1497 (c) 9725

Express the following Excess-3 numbers as decimals:

(a) 0110 1011 1100 O111 (b) 0011 0101 1010 0100

Convert the number 9450 to BCD code and show that it is not the same as the straight binary equivalent.
Convert 11100001110110 BCD to decimal.

Convert 9, and 4,, to BCD. Add the conversions.

Add 8, and 9, in BCD.

Convert the following Gray numbers to equivalent binary numbers:

(a) 111011 (b) 101110101

Write your full name in ASCIL

Attach an even-parity bit as MSB for ASCII code.

Repeat the above problem for odd parity.

Find the number of bits required to encode:

(a) 56 elements of information (b) 130 elements of information

Represent the decimal numbers

(a) 27 (b) 396 and (c) 4096 in binary form in

(a) binary code (b) BCD code (c) Excess-3 code

(d) Gray code (e) Octal code (f) Hexadecimal code

Represent the decimal number 2048 in

(a) binary (b) BCD code (c) Excess-3 code (d) Gray code

7-bit Hamming code is received as 1101101. Locate the error position and find the correct code.
The message below has been coded in the Hamming code and transmitted through a noisy channel. Decode
the message assuming that a single error has occurred in each word code:

1001001 0111001 1110110 0011011

If odd parity is being used, what is the parity bit when the decimal number 43 is converted to binary?

The decimal number 6 is to be transmitted using the Hamming error correcting code. (a) What are the values
of P, P, P; (b) What 7-digit binary number is transmitted? (c) If the binary number 1100111 is received, how
can the location of the error be determined?

Typically, digital thermometers use BCD to drive their digital displays.

(a) How many BCD bits are required to drive a 3-digit thermometer display?

(b) What 12 bits are sent to the display for a temperature of 147°?

Most PC-compatible computer systems use a 20-bit address code to identify each of over 1 million binary
locations.

(a) How many hexcharacters are required to identify the address of each memory location?

(b) What is the 5-digit hexaddress of the 200th memory location?

If the part number 651-M is stored in ASCII in a computer memory. List the contents of its memory location.
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Test your OBJECTIVE TYPE QUESTIONS

understanding

Fill in the Blanks

40.
41.
42.
43.
44.

45.
46.
47.
48.
49.
50.
51.
52.
53.
54.
55.
56.
57.
58.
59.
60.
61.
62.
63.
64.
65.
66.
67.
68.
69.
70.
71.
72.

73.
74.
75.

When a decimal number is represented by its _ binary number we call it straight binary coding.
The external worldis _ in nature.

Conversions between decimal and binary can become and for large numbers.

In many applications special codes are used for _ functions.

Error detection and correction codes are used whenever we want to transmit data from one processor to

anotherover ___ channels.

Error detection and correction codes require special and hardware.

In weighted binary codes each binary digit is assigneda

A__ of binary digits which represents a decimal digit is called a code word.

The s the predommant BCD code.

The BCD code is not

In a self-complementing code, the sumofthe _ must equal 9.

If a 4-bit sum is equal to or less than 9,itisa_ BCD number.

A BCD numberisnotthe _ as a straight binary number.

BCD isnotanother __ gystem.

BCD converts each decimal digit to binary |

The main advantage of BCDis __ of conversion to and from decimal.

Because BCD does not use all possible 4-bit groups it is somewhat

Non-weighted codes are codes that arenot _ weighted.

Excess-3 code is

Gray code belongs to a class of codescalled _ change codes.

Gray code is not suited for ___ operations.

Gray code is employed in the designation of and in a Karnaugh map.

Gray code is also referred toasa _ code.

The Gray codecanbe _ to any number of bits.

The Morse code usestwo _ conditions.

The Hollerith code is — rather than natural binary oriented.

The ASCII codeuses — to represent all the alphanumeric data used in computer 1/O.

The _ code is the code used in punched cards.

The EBCDICisan _ code.

The major cause of any transmission errors is

One of the simplest and most widely used schemes for error detectlon isthe _ method.

Parity bitis added atthe _ of each data word.

The — method of correctness of data provides a test of integrity of a block of data rather than

individual words.

The checksum test gives no indication astothe _ of the error.

When the parity method is being used, the transmitter and the receiver mustbein __ in advance.
parity seems to be used more often.

True/False Questions

State whether the following statements are True or False.

76.
77.
78.
79.
80.
81.
82.
83.
84.

To form a BCD number, simply convert each decimal digit to its 8-bit binary code.
The designation 8421 indicates the binary weights of the 4 bits.

BCD is an alphanumeric code.

BCD is somewhat inefficient.

Non-weighted codes are not positionally weighted.

Gray code is a minimum change code.

ASCII is a numeric code.

ASCII is an 8-bit code.

Hollerith is a 7-bit code.



42 2000 Solved Problems in Digital Electronics

85. Parity testing is done by adding a small amount of redundant information.
86. The checksum method simply indicates an error has occurred.
87. Parity bits are inserted at each 2"-bit.

Multiple Choice Questions
88. The parity of the binary number 1100110

(a) is even (b) is not known
(c) is odd (d) is same as the number of zeros
89. Decimal number 13 is represented in natural BCD as
(a) 1101 (b) 00010011
(c) 00001101 (d) 00011101
90. The code used in computer cards is
(a) Gray code (b) natural BCD code
(c) 12-bit Hollerith code (d) ASCII code
91. The decimal number 279 will be represented in Excess-3 code as
(a) 001001111001 (b) 010110101100
(c) 100010111 (d) 100011010
92. When representing in the following code the consecutive decimal numbers differ only in one-bit.
(a) Excess-3 (b) Gray
(c) BCD (d) Hexadecimal
93. The number 27 is represented by 01011010 in
(a) straight binary (b) natural BCD
(c) Gray code (d) Excess-3 code
94. The number 6,, in Excess-3 is written as
(a) 0110 (b) 0011
(c) 1101 (d) 1001
95. The Hamming code has a minimum distance dm of
(a) 3 (b) 4 () 5 (d) 6
96. The ASCII code is basically a
(a) 7-bit code (b) 12-bit code
(c) 4-bit code (d) 6-bit code
97. The Hollerith code is used in
(a) floppy disk (b) hard disk
(c) VDU (d) punched cards
98. A string of 8-bits is known as a
(a) quad (b) octet
(c) nibble (d) byte
99. The parity of the binary number 100110011 is
(a) even (b) odd (c) 2 (d) 1
100. A necessary condition for a weighted code to be self-complementing is that the sum of its weights must be
equal to
(a) 9 (b) 8
(c) an even number (d) an odd number
101. If each successive code differs from its preceding code by a single bit only, then this code is called
(a) BCD code (b) Gray code
(c) weighted code (d) binary code

ANSWERS

Weighted codes obey the positional weighting principles. Non-weighted codes are not positionally weighted.
. The 8421 and the 2421 are weighted codes.
. Excess-3 and Gray code are non-weighted codes.

W =



13.
14.
15.
16.

17-

18.

19.

20.

21.
22.

23.
26.
29.
30.
31.

32.
33.
34.

35.
36.

37.
38.

39.
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5 4 2 9

' ' v v
0101 0100 0010 1001

0100 0011 1001 1000
v v v v

4 3 9 8
Ease of conversion.
The sum of the weights must equal 9.
It is self-complementing.
It is a minimum change code.

A code is said to be reflective when the code for 9 is the complement of the code for 0, 8 for 1, 7 for 2, 6 for
3 and 5 for 4.

. Reflectivity is desirable in a code when the 9’s complement must be found.
. A code is said to be sequential when each succeeding code is one binary number greater than its preceding

code.

Hollerith code.

One of the simplest and most widely used schemes for error detection is the parity method.
The transmitter and the receiver must be in agreement in advance.

(a) 100000000000 (b) 0010 0000 0100 1000

(c) 0101 0011 0111 1011 (d) 11000000000

(a) 0100 0110 (b) 0011 0010 0111 - 1000 1001
(c) 0010 0000 - 0011 0000 0101

(@) 0111 1001 (b) 0110 0101 1010 - 1011 1100
(c) 0101 0011 - 0110 0011 1000

(a) 0110 0101 (b) 0010 0011 0100 - 1100 1101
(c) 0011 0000 - 0010 0000 O111

(a) 0011 0010 1000 (b) 0001 0100 1001 0111

(c) 1001 0111 0010 0101

(a) 3894 (b) 0271

9450,, = 1001 0100 0101 0000gcp; 9450,, = 10010011101010, BCD form of the number requires more
digits than the straight binary form

3876, 24. 0001 0011gcp 25. 0001 O11lgep

(a) 101101 (b) 110100110 28. 11010010 (8-bit code) ASCII code for R
00101110 (8-bit code) ASCII code for P

(a) 6 (b) 8

(a) 11011 (b) 00100111 (c) 01011010

(d) 00110100 (e) 011011 (f) 00011011

(a) 100000000000, (b) 00100000010010005p

(c) 010100110111101 1 gypessr (d) 1100000000064y code

Error in 5th position; 1101001

Correct message 1101001 0011001 1100110 0011001

1

(a) 110 (b) 1100110

(c) Check parity bits for received code parity bits are 111 (P;P,P,). This means that the error in the seventh
bit from the left.

(a) 12; 4-bits for each digit (b) 0001 0100 0111

(a) five (each hex digit represents 4 bits)

(b) 000C7H (200,, = C8H; but the first memory location is 00000H, so we have to subtract 1).

6 = 0011 0110
5 = 0011 0101
1 = 0011 0001
- = 0010 1101
M = 0100 1101

If you look at these memory locations in hex, they will read
36 35 31 2D 4D
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40.
44.
47.
50.
54.
58.
61.
65.
69.
73.
77.
81.
85.
89.
93.
97.
101.
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equivalent
noisy
sequence
weights
individually

self-complementing

rows, columns
BCD

electrical noise
location

True

True

True

(b)

(d)

(d)

(b)

41.
45.
48.
51.
55.
59.
62.
66.
70.
74.
78.
82.
86.
90.
94.
98.

decimal 42
encoding, decoding

8421 49,
valid 52.
ease 56.
minimum 60.
reflected 63.
7 bits 67.
parity 71.
agreement 75.
False 79.
False 83.
True 87.
(©) 91.
(d) 95.
(d) 99.

. long, complicated 43.
46.
self-complementing
same 53.
inefficient 57.
arithmetic
expanded 64.
Hollerith 68.
end 72.
even 76.
True 80.
False 84.
True 88.
(b) 92.
(c) 96.
(b) 100.

auxiliary
weight

number
positionally

signaling
Alphanumeric
checksum
False

True

False

(a)

(b)

(a)

(a)
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4
Logic Gates

INTRODUCTION

Logic gates are the basic building blocks for forming
digital electronic circuitry. A logic gate has one output
terminal and one or more input terminals. Its output
will be HIGH (1) or LOW (0) depending on the digital
level(s) at the input terminal(s). Through the use of
logic gates, we can design digital systems that will
evaluate digital input levels and produce a specific output
response based on that particular logic circuit design.
The seven logic gates are AND, OR, INVERTER, NAND,
NOR, exclusive-OR, and exclusive-NOR.

A logic system may involve a great many gates, and
each gate may have many components. Because of this,
it would be confusing to show a logic system as an
electronic circuit complete with all components. Instead,
each type of gate is represented by a particular graphic
symbol.

4.1 What is the difference between Boolean algebra
and ordinary algebra?

Solution:

The algebra used to symbolically describe logic
functions is Boolean algebra. As with ordinary algebra,
the letters of the alphabet can be used to represent
variables. The primary difference is that Boolean
algebra variables can have only the values 0 or 1.
Boolean algebra is ideally suited to dealing with the
problems of binary arithmetic and electronic digital
systems.

4.2 Differentiate between positive and negative logic.

Solution:

There are two values for logic-value assignment.
Choosing the high-level H to represent logic 1, as shown
in Fig. 4.1(a), defines a positive-logic system. Choosing

the low-level L to represent logic 1, as shown in
Fig. 4.1(b), defines a negative-logic system. It is not
signal polarity that determines the type of logic, but
rather the assignment of logic values according to the
relative amplitudes of the signals.

Logic Signal Logic Signal
Value Value Value Value
1 ———H 0 —H
0 L 1 L

(a) Positive Logic (b) Negative Logic

Fig. 4.1 Signal-amplitude Assignment and Type of

Logic.
Logic Equation A=B
Graphic Representation Point Wire Point
A
Truth Table A | B or A|B
ov |oVv 0|0
+V | +V 1 1
Logic Symbol A ~—>—o B

Fig. 4.2 Function: Logical Equality. Symbol denotes a
Non-inverting Amplifier or Buffer (Performs
no Logic Function)

BUFFER

A buffer is a special solid-state device used to increase
the drive current at the output. It is also used for isolation
between output and input. A non-inverting buffer,
Fig. 4.2, has no logical function.
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4.3 What is the significance of a truth table? Draw
the truth tables for two-input, three-input and
four input circuits.

Solution:
A truth table simply shows all of the possible values for
the inputs to a function, then shows the resultant outputs
for each combination of inputs. The purpose of truth
tables is not to determine whether or not circuits are
‘lying’, rather they verify ‘truth’ in the logical sense—
that a given set of input conditions will produce a ‘true’
output, while some other set of input conditions will
produce a ‘false’ output. A true state is indicated by the
digit 1, and a false state is indicated by the digit 0.
Figure 4.3 shows samples of truth tables for two-,
three-and four-input logic circuits. Each table lists all
possible combinations of input logic levels on the left,
with resultant logic levels for output X on the right. Of
course, the actual value of X will depend on the type of
logic circuit.

A_| ABC|X|| A B C D |X
Inputs x [0 00101 ™5 05 0 0 |0
B — ouput | @ V1110 0 0 1 o
01011 001 0|0

Input Output o1 111 00 1 1 |o
vy 1.0 0|1 01 0 0|0

A _B|X o 1 01 0 110

0 0 |1 1101 01 1 0 |0

0 1|0 11 1)1 01 1 1 |0

1 0|0 (b) 1 00 0 |0

1 1 |o 100 1 |0

(a) 1 0 1 0 (O
101 1 |0

1 1.0 0 |0

110 1 |0

111 0 |0

11 1 1 |1

—~
()
~

Fig. 4.3 Examples of Truth Tables for (a) Two-input,
(b) Three-input and (c) Four-input Circuits.

Note:1. The number of input combinations for an n-
input truth table is 2".
2. The list of all possible input combinations
follows the binary counting sequence.

THE anp FUNCTION

If a situation which may be described with Boolean
variables gives a desired result only when all of several
external conditions are satisfied, then that situation is
said to obey the Boolean AND function. AND gates may
have any number of inputs (Fig. 4.4).

4.4 What voltage level is considered true (HIGH)
and what level false (LOW)?

Solution:
Many logic gates that are on the market today define a
5 V level as true and a 0 V level as false. In actual

A— ] A—o7
C=AB g_ E = ABCD
B— D—

(a) (b)

(a) Two-input AND Gate. (b) Four-input AND
Gate.

Fig. 4.4

practice, any voltage above a certain level (for example
3 V) is considered true, and any voltage below a certain
voltage level (for example 1V) is considered false.

4.5 Represent the AND function by switch analogy.

Solution:

The switch analogy of AND function is shown in Fig. 4.4.
The lamp will light only if both A and B are closed.
The lamp will not light if either A or B is closed.

Fig. 4.5 Suwitch Analogy of AND Function.

4.6 Draw the truth table of a four-input AND gate.

Solution:
The truth table for a four-input AND gate is shown in
Fig. 4.3(c).

PULSED OPERATION

In a majority of applications, the inputs to a gate are
not stationary levels but are voltages that change
frequently between two logic levels and can be classified
as pulse waveforms. An AND gate obeys the truth table
operation regardless of whether its inputs are constant
levels or pulsed levels.

A useful means of the output response of a gate to
varying input-level changes is by means of a timing
diagram. A timing diagram illustrates graphically how
the output levels change in response to input changes.

4.7 Tllustrate and explain the pulsed operation of
the AND gate.

Solution:

In examining the pulsed operation of the AND gate, we
will look at the inputs with respect to each other in
order to determine the output level at any given time.
For example, in Fig. 4.6, the inputs are both HIGH (1)
during the interval ¢,, making the output HIGH (1)
during this interval. During interval #,, input A is LOW
(0) and input B is HIGH (1), so the output is LOW (0).
During interval f;, both inputs are HIGH (1) again, and
therefore the output is HIGH (1). During interval t,,
input A is HIGH (1) and input B is LOW (0), resulting
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Fig. 4.6 Example of Pulsed AND Gate Operation.

e

0

in LOW (0) output. Finally, during interval ts, input A
is LOW (0), input B is LOW (0), and the output is
therefore LOW (0).

4.8 Determine the output waveform for the AND gate
in Fig. 4.7.

Solution:

The output X will be HIGH only when both A AND B
(AB) are HIGH at the same time. Using this fact the
output waveform can be determined as shown in Fig. 4.6.

A JUUUUUL A
Fig. 4.7

4.9 What will happen to the X output waveform if
the B input in 4.8 is kept at the 0 level?

Solution:

With B kept low, the X output will also stay LOW. This
can be reasoned in two different ways. First, with B =0
we have X=A - B=A - 0 =0, since anything multiplied
(ANDed) by 0 will be 0. Another way to look at it is that
an AND gate requires that all inputs be HIGH in order
for the output to be HIGH and this cannot happen if B
is kept low.

4.10 Determine the output X for the three-input AND
gate in Fig. 4.8.

=
[
s
=
&+

|

o LT 5T
@ PO T T e
SN i
o i iA A
t ty ts
Fig. 4.8
Solution:

The output of a three-input AND gate will be HIGH
only when all three inputs are HIGH as shown in Fig. 4.8.
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4.11 Sketch the output waveform at X for the two-
input AND gates shown in Fig. 4.9.

A [ 1 [ 1 A [ [ 1
X X
(a) (b)
Fig. 4.9
Solution:

@ s oL

% [ [
A I [ 1
©) 5 | L I
x _ I [ 1
Fig. 4.9a

AND CIRCUITS

The pinout diagram of a 7408, TTL (transistor-transistor
logic) Quad two-input AND gate is given in Fig. 4.10.
This digital IC contains four 2-input AND gates. After
connecting a supply voltage of +5 V to pin 14 and a
ground to pin 7, you can connect one or more AND
gates to other TTL devices.

+Vee

] [1a] [r2] [11] [ro] [o] [s]

7408

U] [e] [a] Le] [s] [e] [7]

GND

Fig. 4.10 Pinout Diagram of the 7408 Quad Two-
input AND Gates.

4.12 Draw the circuit diagram of a relay AND circuit
and explain its working.

Solution: +5V

[ e

A
?3’9 E%Ké R,

B o - - -

Fig. 4.11 Relay AND Circuit.
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Input of +5 V applied to both points A AND B will
cause relays K, and K, to energise, supplying +5 V to
C, the output, via the closed relay contacts.

4.13 Draw the circuit diagram of a diode AND gate
and explain its working.

Solution:

Point C will be +5 V if both inputs A AND B are at
+5 V. If either A or B is at 0 V, the output will be 0 V
(approximately). Assuming a silicon diode with a
forward voltage drop of nominally 0.7 V, this has the
effect of pulling the output C down to approximately
0.7 V. R is called a common pull-up resistor tied to
+5 V. It does not matter if more than one input is taken
LOW, for in this situation the diodes with grounded
cathodes simply share the current which is limited by
the resistor. This is a simple logic gate. Most modern
designs employ only positive logic.

+5V
D
A o—i«¢ °C
D,
B o—i¢——

Fig. 4.12 Diode AND Circuit.

4.14 Draw the circuit diagram of a transistor AND
gate and explain its working.
Solution:

+5V

!

Fig. 4.13 Transistor AND Gate.

When both A AND B are at +5 V, transistors Q; and Q,
conduct, moving point N to ground. This cuts-off Q5,
driving point C to +5 V. However, if either A or B is at
a ground level, either Q, or O, will be cut-off sending

point N positive and providing base current to Q5. Thus,
point C will go to ground. The introduction of transistors
gives us an immense improvement, both logically and
electrically.

4.15 Briefly describe an automobile’s safety system
incorporating an AND gate.

Solution:

The circuit in Fig. 4.14 shows an AND gate whose HIGH
output activates a buzzer when three conditions are met
on its inputs. When the ignition switch S, is ON, a
HIGH is connected to the gate input A. When the seat
belt is not properly buckled, switch S, is OFF and a
HIGH is connected to the gate input B. At the instant
the timer switch is turned ON, the timer is activated and
produces a HIGH on gate input C. The resultant HIGH
gate output activates the alarm. After a specified time,
the timer’s output goes LOW, disabling the AND gate
and turning OFF the alarm. If the seat belt is buckled
when the ignition is turned ON, a LOW is applied to
input B, keeping the gate output LOW, thus preventing
the alarm from sounding.

+V (HIGH)

( ”0‘1‘; ed) Belt * B } Audio
(Hooked) |2 & Alarm
LOW

Timer

Fig. 4.14 An Automobile’s Safety System.

4.16 Discuss a simple logic system, incorporating an
AND gate, for control of an elevator motor.

Solution:
The circuit in Fig. 4.15 shows a simple logic system for
the control of an elevator motor. The push-button switch

Push Button Switch

<

L o~ B
A=
Door ._o\.i,—
o]

Elevator
Motor

Motor
Controller

[ ——

Switches

—O

J N

Fig. 4.15 An Automobile’s Safety System.



starts the elevator motor only when all of the door
switches are closed. When one or more door switches
is open, HIGH levels are not present at every input of
the AND gate, and the motor cannot be started. When
all the door switches are closed, HIGH levels are applied
to each input of the gate, with the exception of input A.
Closing the push-button switch now provides a HIGH
level at A. Thus, the AND gate output goes from LOW
to HIGH (0 to 1), and the motor controller is energised
to start the motor. If one or more of the door switches
is open, the AND gate output remains LOW when the
push-button switch is pressed, and the motor cannot be
started.

ENABLE/INHIBIT FUNCTION OF AND GATE

A common application of the AND gate is to enable
(allow) the passage of a signal (pulse waveform) from
one point to another at certain times and to inhibit
(prevent) the passage of the signal at other times.

4.17 How can a clock oscillator be enabled/disabled
using an AND gate?

Solution:

The clock frequency of 1 MHz converts to 1 us for
each clock period. To transmit the clock pulses, we have
to provide an enable signal. The illustration (Fig. 4.16)
shows the circuit and waveforms to enable four clock
pulses. For the HIGH clock pulses to get through the
AND gate to point X, the second input to AND gate
(enable signal input) must be HIGH, otherwise the output
of the AND gate will be LOW. Therefore, when the
enable signal is HIGH for 4 us, four clock pulses pass
through the AND gate. When the enable signal goes
LOW, the AND gate disables (inhibits) any further clock
pulses from reaching the receiving device.

Clock

Oscillator —
Receiving
Device
X

Enable Signal

—1 ps
Clock
Oscillator

Enable
Signal

1 MHz

1 2 3 4 5 6 7 8

X 1 2 3 4

4us
Enabled Disabled

Fig. 4.16 Using an AND Gate to Enable/Disable a
Clock Oscillator.
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AND LAWS
There are three AND laws.
A-1=A A-0=0 A- A=A

All of these three AND laws can be verified by remem-
bering what the AND symbol means.

4.18 Verify AND laws with the help of illustrations.

Solution:
A=0 — 0 A=1 — 1
1 1 —
(@) A=0 (b) A=1
Verifying A-1=A
A=0 — 0 A=1 —] 0
0 0 —
(@ A=0 (b) A=1

Verifying A-0=0

D O
0 1
@ A=0 (b) A=1
Verifying A- A= A

Fig. 4.17 Illustrating and Verifying AND Laws.
THE orR FUNCTION

If a situation which may be described with Boolean
variables gives a desired result only when any one or
all of several external conditions are satisfied, then that
situation is said to obey the Boolean OR function. OR
gates may have any number of inputs (Fig. 4.18).

A A
C=A+B B C=A+B+C
B c

(a) (b)
Fig. 4.18 (a) Two-input OR Gate. (b) Three-input OR Gate.

4.19 Represent the OR function by switch analogy.

Solution:

The switch analogy of OR function is shown in Fig. 4.19.
The lamp will light if either A OR B is closed OR both
A and B are closed.

Note: Compare Fig. 4.19 with Fig. 4.5.

A

L c(X)

Fig. 4.19 Switch Analogy of OR Function.



50 2000 Solved Problems in Digital Electronics

4.20 Draw the truth table for a three-input OR gate.

Solution:

The truth table for a three-input OR gate is given in
Fig. 4.3(b).

Note: Compare Fig. 4.3(b) with Fig. 4.3(c).

PULSED OPERATION

The important thing in pulsed operation is the mutual
relationship of all the waveforms involved.

4.21 Analyze the pulsed operation of the OR gate in
Fig. 4.20.

Solution:

The input A and B are both ‘1’ during interval ¢, making
the output ‘1’. During interval ¢,, input A is ‘0’, but
because input B is ‘1’, the output is ‘1’. Both inputs are
‘0’ during interval f;, the output is ‘0’. During time t,,
the output is ‘1°, because input A is ‘1.

Ity by ity ity >
1

x

Fig. 4.20

T lo 7 L

Pulsed Operation of OR Gate.

4.22 If the two waveforms A and B are applied to
the OR gate in Fig. 4.21(a), what is the resulting
output waveform?

Solution:

Input A —l_l

(a)
Input B

—

-

E E Input A Output
I—I_Input B X

S el e m
Output X

—— N
When Either Input or Both Inputs
are HIGH, the Output is HIGH

Fig. 4.21 The Output of a Two-input OR Gate is HIGH
when Either or Both Inputs are HIGH.

4.23 For the two-input waveforms in Fig. 4.22(a),
sketch the output waveform showing its proper
relationship to the inputs for the two-input OR
gate.

Solution:

— =

L

(a) Inputs E

(b)  Output ] I_, |_

Fig. 4.22 The Output is HIGH when any of the Inputs
are HIGH.

4.24 For the three-input OR gate shown in Fig. 4.23,
determine the output waveform in proper
relationship to the inputs.

Solution:

N
=
=
—
-
-

|

—1
—1
.':I

©

(a)

e
S

|

(b)

Fig. 4.23 The Output is HIGH when any of the Inputs
are HIGH.

orR CIRCUITS

The pinout diagram of a 7432, TTL Quad 2-input OR
gate is shown in Fig. 4.24. This digital IC contains 4
two-input OR gates inside a 14-pin dual-in-line package
(DIP). After connecting a supply voltage of +5 V to pin
14 and a ground to pin 7, you can connect one or more
of the OR gates to other TTL devices.

+5V

4] [13] 2] [ir] fro] [o] [e]

7432

B
] [2] [s] [«f [s] [e] [7]

GND
Fig. 4.24 Pinout Diagram of the 7432 Quad 2-input
OR Gates.

4.25 Draw the circuit diagram of a relay OR circuit
and explain.

Solution:

If either A OR B is +5 V, one of the relay contacts,
which are wired in parallel, will close applying +5 V to
point C. (See Fig. 4.25.)



B o

Fig. 4.25 Relay OR Circuit.

4.26 Draw the circuit diagram of a diode OR gate
and explain its working.

Solution:
Dy
A o——Pp——
D,
Bo—>p»—¢—0
Fig. 4.26 Diode OR Circuit.

Applying +5 V to input A OR input B, OR both inputs
A and B, will forward bias D,, OR D,, OR both D, and
D,, causing point C to go to +5 V.

4.27 Draw the circuit of a transistor OR gate and
explain its working.

Solution:

A 0—WW,
@
B o—WW\————

Fig. 4.27 Transistor OR Gate.

+5V

!

Applying +5 V to point A will cause @, to conduct,
causing point N to go to ground. This, in turn, will cut
off O, causing point C to go to +5 V. Applying +5 V
to point B will cause Q, to conduct, resulting in the
output again going to +5 V. If both inputs are grounded
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Q, and Q, will cut-off, causing point N to go positive,
supplying current to the base of (5. This results in
input C going to ground. Therefore, this circuit satisfies
the definition for the OR gate.

4.28 Draw the logic system for controlling a boiler
used in a hot-water space heating system. The
boiler is switched ‘ON’ when the air temperature
falls below a predetermined level OR when the
water temperature falls below a preset level.

Solution:

Water A

Thermostat _|
A | g

Thermostat

) Boiler
T Controller

_,—High Level Switches oN

Low Level for OFF

Fig. 4.28 Logic System for Controlling a Boiler used
in a Water Heating System.

When the air temperature falls below a predetermined
level, the air thermostat provides a HIGH output, which
calls for the boiler to be switched ‘ON’. Similarly, when
the water temperature falls below a preset level, a HIGH
output is produced by the water thermostat to switch
the boiler ‘ON’. The desired operation is achieved by the
use of an OR gate, as illustrated, and a controller that
switches the boiler ‘ON’ when the OR gate output is
HIGH.

4.29 The boiler control circuit in problem 4.28 is to
be modified to provide safety functions. The
boiler is to switch ‘OFF’ if the water tempera-
ture exceeds a prescribed maximum. A second
water thermostat is included to detect the upper
temperature limit. This produces a HIGH
output level while the water temperature is
below the maximum. Also, the boiler is to switch
‘OFF’ if the quantity of water is below a
minimum safe level. A water level transducer is
included, and this produces a HIGH output
while the water level remains above the mini-
mum. Make the necessary circuit modification.

Solution:
The statement which describes the operation of the
circuit is as follows:

The boiler starts when a HIGH input is provided at
terminals A OR B.

When the two additional parts are included, the circuit
statement must be modified as follows:

The boiler starts when a HIGH input is provided at
terminals (A OR B) and at C AND D.

It is clear that an AND gate and an OR gate are
required.
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Low
Temperature
Water
Thermostat A

Air
Thermostat

High
Temperature
Water
Thermostat

Boiler
Controller

*——
Water Level ]
Detector

High Level

itches oN
Low Level Switches

for OFF

Fig. 4.29 Modification to the Boiler Control Circuit in
Problem 4.29 to provide Safety Functions.
The Boiler can be Switched ‘ON’ only if the
Water Temperature remains below a
prescribed Maximum and the Water Level
remains above a Specified Minimum.

4.30 The elevator control circuit in problem 4.16 is
to be modified to permit a maintenance
technician to start the motor regardless of the
condition of other switches. Determine the
necessary modification.

Solution:
The motor starts when a HIGH input is provided at
terminals (A AND B AND C AND D AND E AND F AND
G) OR H. This statement shows that an AND gate and
an OR gate are required. The modification is shown in
Fig. 4.30.

Push Button Switch

/i_lr‘i
|

Elevator

Door | +© Motor

Switches| | g Motor
Controller

RSN -
sEI
F

g1 1[1]i]1
ir

L oYe

Technician’s Switch

Fig. 4.30 Modification to the Motor Control Circuit in
Problem 4.16 to Provide a Maintenance
Technician Switch ‘H” which Starts the Motor
Regardless of the Condition of Other Switches.

Closing switch H provides a HIGH input to the OR
gate, resulting in a HIGH input to the motor controller
and the subsequent starting of the motor. The condition
of the other switches has no effect on this operation.
Also, with the switch left open, all of the other switches
must be closed before the motor can start.

4.31 In a room with three doors, an indicator lamp
must be turned ‘ON’ when any of the three
doors is not completely closed.

Solution:

The sensors are switches that are open when a door is
ajar, or open. This open switch creates the HIGH level
for the OR gate input, as shown in Fig. 4.31. If any OR
all of the doors are open, the gate output is HIGH. The
HIGH level is then used to illuminate the indicator lamp.
The gate is, of course, assumed to be capable of
supplying sufficient current to the lamp.

+V (HIGH)
— &% ®
| S
[ S / /

Open Door Switches Lamp

LOW

Fig. 4.31 An Example of an OR Gate Application.

ENABLE/INHIBIT FUNCTION OF or GATE

An OR gate can also be used to disable a function. The
only difference is that the enable input signal is made
HIGH to disable and the output of the OR gate goes
HIGH when it is disabled. This is shown in Fig. 4.32.

Clock

Oscillator —
Receiving
Device
Enable Signal X

1 2 3 4 5 6 7 8

Clock Oscillator

Enable Signal —|
X 3 4

Disabled [« Enabled | Disabled

Fig. 4.32 Using an OR Gate to Enable/Disable a Clock
Oscillator.

OR LAWS
There are three OR laws.
A+1=1 A+0=A A+A=A

All of these OR laws can be verified remembering what
the OR symbol means.



4.32 Verify OR laws with the help of illustrations.

Solution:

A=0 1 A=1
1 1

Verifying A+ 1 =1

A=0®70 A=1
0 0

Verifying A+ 0= A

A=O®_O A=1

Verifying A+ A= A

Y
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PULSED OPERATION

Inversion of a variable A gives A . Conversely, inversion
of A gives A. A double inversion of a variable is thus
equivalent to no inversion. This is shown in Fig. 4.36.

A A

A A
A= o

1

O = >

>

>

h N
o>
O = >
- O |X>Il

(b)

Fig. 4.33 Illustrating and Verifying OR Laws.

THE NoT FUNCTION

The NOT circuit performs a basic logic function called
negation or complementation. It changes one logic level
to the opposite logic level (negates the input). In terms
of levels, it changes a HIGH level to a LOW level and
LOW level to a HIGH level. In terms of bits it changes
a‘l’toa ‘0’ and a ‘0’ to a ‘1’. Each statement is called
the negation or inverse of the other. A logic gate that
negates the input is called an inverter. Inversion is
indicated by an overline A (not A). The negation
indicator is a bubble appearing on the input or output
of a logic element. When appearing on the input, the
bubble means that an external 0 produces an internal 1.
When appearing on the output, the bubble means that
an internal 1 produces an external 0. Typically, inputs
are on the left of a logic symbol and outputs are on the
right. The triangle, Fig. 4.34, represents an amplifier.
When a single circuit is used for inversion alone the
triangle is included with the symbol.

A%I}B A—|>«HB

Symbols
Fig. 4.34 The Inverter.

4.33 Discuss the significance of a polarity indicator.

Solution:

The poliary indicator is a triangle (A). When appearing
on the input, it means that an external LOW level
produces an internal HIGH level. When appearing on
the output, it means that an internal HIGH level produces
an external LOW level. The placement of the negation
or polarity indicator does not imply a change in the way
an inverter operates. Both indicators are equivalent and

can be interchanged.
ABI} 4|>L

Fig. 4.35 The Polarity Indicator.

Fig. 4.36 (a) Single Inversion. (b) Double Inversion.

4.34 Tlustrate the pulsed operation of an inverter.

Solution:

HIGH (1)

owo - L o
ty ty t

1 t2
Output Pulse

HIGH (1)
LOW (0)

Input Pulse

Fig. 4.37 Inverter with Pulsed Input.

4.35 Sketch the output waveform at X and Z if the
timing waveform shown below is input at A.

Solution:

P

Fig. 4.39 Solution for 4.35.

INVERTER CIRCUITS

The 7404 is a TTL hex inverter. This integrated circuit
(IC) contains six inverters. After applying +5 V to pin
14 and grounding pin 7, you can connect any or all of
the inverters to other TTL devices. For instance, if you
need only one inverter, you can connect an input signal
to pin 1 and take the output signal from pin 2; the other
five inverters can be left unconnected. (See Fig. 4.40)
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+5V

[i4] [18] [i2] [11] fio] [9] [e]

7404

>0
L] [2f [8] [4f [5] [6] [7]

GND
Fig. 4.40 Pinout Diagram of the 7404 Hex Inverter.

4.36 Draw the diagram of a relay inverter circuit.
Explain.

Solution:

With +5 V applied to the relay circuit, the relay will
energise, opening the normally closed contacts, causing
0 V to appear on the output lead B. Thus, a HIGH on
the input is inverted (negated) to a LOW on the output.

+5V

Fig. 4.41 Relay Inverter Circuit.

4.37 Draw the diagram of a transistor inverter
circuit. Explain.

Solution:

In the transistor invertor circuit, +5 V applied to input
A will turn the transistor ‘ON’, causing it to conduct,
resulting in a ground level at point B. With a ground
level applied to point A, the transistor will turn ‘OFF’,
resulting in +5 V at point B.

+5V

Q

Fig. 4.42 Transistor Inverter Circuit.
NoT LAWS

There are several laws of Boolean algebra that become
apparent when examining the inverter.

0=1,1=0,ifA=0 then A =1,ifA=1
then A =0, A = A

4.38 Give the verbal statements of NOT laws.

Solution: B
0 =1 If a statement is not false, it must
B be true.
1 = 0 If a statement is not rue, it must
be false.

If A=0then A =1 If a statement is false, then the
- negation of that statement is true.
If A=1then A =0 If a statement is true, then the
negation of that statement is
_ false.
A = A Double inversion of a variable
is equivalent to no inversion.

4.39 Differentiate between even and odd number of
negations.

Solution:
An even number of negations is equivalent to no
negation.

An odd number of negations is equivalent to a single
negation.

THE NaND FUNCTION

The term NAND is a contraction of NOT-AND and
implies an AND function with a complemented (inverted)
output.

The circle at the output acts just like an inverter. So
a NAND gate can be drawn symbolically as an AND gate
with an inverter connected to its output as shown in
Fig. 4.43.

Fig. 4.43 (a) Symbol for NAND Gate.
(b) AND-INVERT Equivalent of a NAND Gate
with A =1and B = 1.

4.40 Draw the truth table of NAND gate and write
the Boolean equation for a two-input NAND gate.

Solution:

The Boolean equation for a NAND gate is written as X =
AB . The inversion bar is drawn over (A and B), meaning
that the output of the NAND is the complement of
(A AND B) i.e. [NOT (A AND B)]. Because we are
inverting the output, the truth table outputs will be the
complements of the AND gate. Think of how an AND
gate would respond to the inputs and then invert your
answer (see Fig. 4.44). We can see that the output is
LOW when both inputs are HIGH (just the opposite of
AND gate). Also, the output is HIGH when any or all
inputs are LOW.



- a2 o o>
- 0o =~ oW
o = = X

Fig. 4.44 Two-input NAND Gate Truth Table.

4.41 Draw the logic symbols of, and write the
Boolean expressions for a three-input and an
eight-input NAND gate.

Solution:

NAND gates can also have more than two inputs. Figure
4.45 shows the symbols and Boolean expressions for a
three-input and an eight-input NAND gate.

A——
=,
C——-1

X =ABC

} X = ABCDEFGH

Fig. 4.45 Symbols and Boolean Expressions for a
Three-input and an Eight-input NAND Gate.

4.42 A NAND gate is also referred to as a negative
OR gate. Why?

Solution:

In Fig. 4.44, if A is LOW or B is low, or if both A and B
are LOW then X is HIGH. Here we have an OR operation
that requires one or more LOW inputs to produce a
HIGH output. This is referred to as negative OR. When
a NAND gate is looking for one or more LOWSs on its
inputs, rather than for all HIGHs, it is acting as a
negative OR, Fig. 4.46(b). The two symbols in Fig. 4.46
represent the same gate, but they also serve to define its

role in a particular application.
(b) Negative OR

(a) NAND

Fig. 4.46 Standard Symbols Representing the Two
Equivalent Functions of the NAND Gate.

Note: 1. In a NAND gate, the LOW level is the active
output level. The bubble on the output
indicates that the output is active 0.
2. The unique output from a NAND gate is LOW
only when all inputs are HIGH.
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3. The universality of the NAND gate means that
logic systems incorporating many different
functions may be designed with only a single
type of gate.

4.43 Discuss the implementation of NOT, AND, or
OR gates by NAND gates.

Solution:

The NOT operation is obtained from a one-input NAND
gate, actually another symbol for an inverter circuit.
The AND operation requires two NAND gates. The first
NAND gate produces an inverted AND and the second
NAND gate acts as an inverter to produce the normal
output. The OR operation is achieved through a NAND
gate with additional inverters in each input. All the three
operations are shown in Fig. 4.47.

A _:D.; A NOT (inverter)
g::)t (/TB) :} AB AND
o e

o s

Fig. 4.47 Universality of the NAND Gate.

(AB)=A+B OR

PULSED OPERATION

In a NAND gate, the only time a LOW output occurs is
when all inputs are HIGH.

4.44 Sketch the output waveform at X for the NAND
gate in Fig. 4.48.

Solution:

A_
X
5 >

ST | [
||

N
[ —
The Output Goes
LOW when Both
Inputs are HIGH

Fig. 4.48 Timing Analysis of a NAND Gate.
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4.45 Sketch the output waveform at X for the NAND
gate shown in Fig. 4.49(a) with the given input
waveforms at A, B and control in Fig. 4.49(b).

Solution:

The control input waveform is used to enable/disable
the NAND gate. When it is LOW, the output is stuck
HIGH. When it is HIGH, the output will respond LOW
when A and B go HIGH.

A

5= —x
Control [

(a)
[ I [

PO B

PN R B [
Control
X
L
LOW Output when
All Iputs HIGH

(b)

Fig. 4.49 Timing Analysis of a NAND Gate with a
Control Input.

NAND CIRCUITS

The 7400 IC contains four 2-input NAND gates. After
connecting a supply voltage of +5 V to pin 14 and a
ground to pin 7, you can connect one or more NAND
gates to other TTL devices.

VCC

GND

Fig. 4.50 Pinout Diagram of the 7400 Quad 2-input
NAND Gates.

4.46 Draw the external connections to a 4011 CMOS
IC to form the circuit shown in Fig. 4.51.

A
B

1 >
DSl

D

Fig. 4.51

Solution:

A —E% Voo

: {ﬁ
s
£|Z Vss

Fig. 4.52 Solution for 4.46. +Vp, is connected to +5V
supply and Vgg to ground. According to
CMOS manual, Vp, can be any Positive
Voltage from + 3 to + 15 V with respect to
Vss (Usually Ground).

Power
— Supply

S
ETETEI TG

5]
i

4.47 Draw a transistor NAND gate circuit and explain.

Solution:
The 1’s indicate +5 V and the 0’s ground. The output C
is LOW only when A and B are both 1.

-4 a4 o ol >
-~ o =~ ol wm

O = —4a 4

Fig. 4.53 A Transistor NAND Gate Circuit Along with
its Associated Truth Table.

Note: A NAND gate is a purchasable piece of hardware,
usually an integrated circuit. This piece of hardware
can perform all three functions: AND, OR, and Invert.



4.48 The simultaneous occurrence of two HIGH level
voltages must be detected and indicated by a
LOW level output that is used to illuminate a
LED. Sketch the operation.

Solution:
+V
T~
J -
HIGH —
HIGH — Active-LOW
Fig. 4.54

The application requires a NAND function, since the
output must be active-LOW in order to produce current
through the LED when the two HIGHs occur on its
outputs. The NAND symbol is, therefore, used to show
the operation.

THE Nor FUNCTION

The term NOR is a contraction of NOT-OR and implies an
OR function with a complemented (inverted) output. The
circle at the output acts just like an inverter. So a NOR
gate can be drawn symbolically as an OR gate with an
inverter connected to its output as shown in Fig. 4.55.

A
BﬂX:A+B

(a)
A A+B 0
B - 1
(b)
Fig. 4.55 (a) Symbol for NOR gate.

(b) OR - INVERT equivalent of a NOR gate
withA=1and B = 1.

4.49 Draw the truth table of and write the Boolean
equation for a two-input NOR gate.

X=A+B

Solution:

The Boolean equation for a NOR gate is written as
X = A+ B. The inversion bar is drawn over (A + B),
meaning that the output of the NOR is the complement
of (A or B) i.e. [NOT (A + B)]. Because we are inverting
the output, the truth table output will be the complement
of the OR gate truth table output. Think of how an OR
gate would respond to the inputs and then invert your
answer (see Fig. 4.56). We can see that the output is
HIGH when both inputs are LOW (just the opposite of
OR gate). Also, the output is LOW when any or all
inputs are HIGH.

4.50 Draw the logic symbols of, and write the
Boolean expressions for a three-input and an
eight-input NOR gate.
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-4 4 o o>
- o = olwm

o 0o o —2|Xx

Fig. 4.56 Two-input NOR Gate Truth Table.

Solution:

NOR gates can also have more than two inputs. Figure
4.57 shows the symbols and Boolean expressions for a
three-input and eight-input NOR gate.

A —

c

A

B

c

D

E X

F

g X=A+B+C+D+E+F+G+H

Fig. 4.57 Symbols and Boolean Expressions for a
Three-input and Eight-input NOR Gate.

4.51 A NOR gate is also referred to as a ‘Negative
AND gate’. Why?

Solution:

In Fig. 4.56, if both A and B are LOW then X is HIGH.
Here we have an AND operation that requires all LOW
inputs to produce a HIGH output. This is referred to as
negative AND. When a NOR gate is looking for all
LOWs on its inputs, rather than one or more HIGHs, it
is acting as a negative AND, Fig. 4.58(b). Also, the
output is LOW when any of the inputs A and B are
HIGH. The two symbols in Fig. 4.58 represent the same
gate, but they also serve to define its role in a particular

application.
—o|
—9
(b) Negative AND

(a) NOR

Fig. 4.58 Standard Symbols Representing the Two
Equivalent Functions of the NOR Gate.

Note:1. In a NOR gate, the low level is the active output
level. The bubble on the output indicates that
the output is active 0.

2. The unique output from a NOR gate is HIGH
only when all inputs are LOW.

3. The universality of the NOR gate means that
logic systems incorporating many different
functions may be designed with only a single
type of gate.
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4.52 Discuss the implementation of NOT, OR, or AND
gates by NOR gates.

Solution:

The NOT operation is obtained from a one-input NOR
gate, yet another symbol for inverter circuit. The OR
operation requires two NOR gates. The first NOR gate
produces an inverted OR and the second acts as an
inverter to obtain the normal output. The AND operation
is achieved through a NOR gate with additional inverters

at each input. All the three operations are shown in
Fig. 4.59.

— NOT
A A (inverter)
A (A+B)
s ) ] >
A=) >
s —)
B

Fig. 4.59 Universality of the NOR Gate.

A+B OR

(A+B)=AB AND

PULSED OPERATION

Again, as with other types of gates, we will simply
follow the truth table operation to determine the
waveforms in the proper time relationship to the inputs.

4.53 Sketch the waveforms at X and Y with the
switches in the ‘down’ (0) position. Repeat the
problem with the switches in the ‘up’ (1)

position.
A
L
o
1—Oxg [

0—o0

PR e B e

B
(Up) X

(Down) X
C
D Y
1 —o
0o —=oO

C

D

(Up) Y
(Down) Y

Fig. 4.60

Solution:

1
]

(down) Y

Fig. 4.61 Solution for 4.53.

4.54 Sketch the output at X and Y in Fig. 4.62, given
the input waveforms.

A
5 —J Do
c
PR I N e B
B_‘
€7
X
D
£ —] Doy
F
P e I B
E 11
e L
Y

Fig. 4.62

Solution:

A [ | [ [

g—1I 1
c/m__ 1

x — 1 1

D [ | [

E 1 —
1T

F

y ~ LI 1 1

Fig. 4.63 Solution for 4.54.

NOR CIRCUITS

The most common ECL type is designated as the 10,000
series. The 10102 provides four 2-input NOR gates. An



Veeo

16 15 14 13 12 11 1 9

0
I
—

T
<

1 2 3 4 5 6 7 8
VCCI VEE

Fig. 4.64 Pinout Diagram of (Emitter-coupled Logic)
(ECL) 10102 Quad 2-input NOR Gates.

ECL gate may have two outputs, one for the NOR
function and another for the OR function (pin 9 of the
10102 IC).

4.55 Draw the pinout diagram of CMOS 4002.
Explain.

Solution:

CMOS circuits of the 4002 can accommodate only two
4 input NOR gates because of pin limitations. The IC
has two unused terminals marked NC (no connection).
The terminal marked V},,, requires a power supply from
3 to 15 V, while Vgg is connected to ground.

Voo NC

14|I 13 12 11 1|0 ? ?

T T T
1 2 3 4 5 6 7

Fig. 4.65 Pinout Diagram of CMOS 4002.

4.56 Draw the circuit diagram of a diode-transistor
NOR gate. Explain.

Solution:

A diode-transistor NOR gate is shown in Fig. 4.66. When
all of the inputs are LOW, transistor Q,; is ‘OFF’ and the
output is HIGH. A HIGH input at terminal A OR B OR
C biases the transistor ‘ON’ and produces a LOW output.
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1
<«—OR gatée ———<«——NOT gate ——>

' +V,
D, | @
A o—Pt— | 2 kQ 2R
D, |
Bo— P-4 |
| heg = 20
o t
T I @
| ’
20 kQ %‘?1 | _T_
I = =
I ©—Vgp

Fig. 4.66 Diode-transistor NOR Gate, consisting of an
OR Gate and an Inverter Stage, or NOT Gate.
A LOW Output is produced When HIGH
Inputs are Present at Terminals A OR B OR C.

4.57 A gate is required to monitor two lines and to
generate a HIGH level output used to activate
an electric motor whenever either or both lines
are LOW. Sketch the operation.

Solution:
Motor
LOW Active- Interface
HIGH circuit
Fig. 4.67

This application requires an active-LOW input OR
function because the output has to be active-HIGH in
order to produce an indication of the occurrence of one
or more LOW levels on its inputs. In this case, the gate
functions as a negative-OR and is represented by
the appropriate symbol shown in the diagram. A LOW
on either input or both inputs causes an active-HIGH
output to activate the motor through an appropriate
interface circuit.

4.58 A certain application requires that two lines be
monitored for the occurrence of a HIGH level
voltage on either or both lines. Upon detection
of a HIGH level, the circuit must provide a
LOW voltage to energise a particular indicating
device. Sketch the operation.

Solution:
The application requires a NOR function, since the output
must be active-LOW in order to give an indication of at
least one HIGH on its inputs. The NOR symbol is,
therefore, used to represent the operation as shown in
Fig. 4.68.
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HIGH

Indicator
Device

Active LOW Energises the Device

N

Fig. 4.68

4.59 What type of gate should be used to detect if
all three landings gears are retracted after take
off, assuming a LOW output is required to
activate an LED display?

Solution:
+V
anding Gear Sensors
> Red LED
\ Gear retracted
[

I, Green LED

Extended = LOW 2 All Gears

Retracted = HIGH Extended

Fig. 4.69 A Part of an Aircraft’s Functional Monitoring
System.

Power is applied to the circuit only when the ‘gear-
down’ switch is activated. Use a NOR gate for each of
the two requirements as shown in Fig. 4.69. One NOR
gate operates as a negative-AND to detect a LOW from
each of the three landing gear sensors. When all three
of the gate inputs are LOW, the three landing gears are
properly extended and the resulting HIGH output from
the negative-AND gate turns on the green LED display.
The other NOR gate operates as a NOR to detect if one or more
of the landing gears remain retracted when the ‘gear
down’ switch is activated. When one or more of the
landing gears remain retracted, the resulting HIGH from
the sensor is detected by the NOR gate, which produces
a LOW output to turn on red LED warning display.

THE EXCLUSIVE or FUNCTION

The exclusive OR gate is sometimes referred to as the
any but not all gate. The term ‘exclusive OR gate’ is
often shortened to ‘XOR gate’. The logic symbol for the
XOR gate is shown in Fig. 4.70(a), the Boolean
expression for the XOR function is shown in Fig. 4.70(b).
The symbol @ means that the terms are XORed together.
Notice that if any but not all of the inputs are 1, then the
output will be a binary or logical 1.

i I P

Fig. 4.70 (a) XOR Gate Symbol, (b) Boolean Expression.

4.60 Compare the truth tables for the OR gate and

XOR gate.
Solution:
INPUTS | OUTPUT
B A OR | XOR
0 0 0 0
0 1 1 1
1 0 1 1
1 1 1 0
Fig. 4.71 Comparison of Truth Tables for OR and XOR
Gates.
4.61 What is the unique characteristic of the XOR
gate?
Solution:

The unique characteristic of the XOR gate is that it
produces a HIGH output only when an odd number of
HIGH inputs are present. If an even number of HIGH
inputs to the XOR gate are present the output will be
LOW. This is shown in Fig. 4.72. The XOR gates are
used in a variety of arithmetic circuits.

(a)

Ow>

3-input XOR
INPUTS OUTPUT
C B A Y
0 0 0 0
0 0 1 1
0 1 0 1
0 1 1 0
1 0 0 1
1 0 1 0
1 1 0 0
1 1 1 1

(b)

Fig. 4.72 (a) Three-input XOR Gate Symbol and Boolean
Expression (b) Truth Table.

XOoR CIRCUITS

ECL-10107 IC provides three XOR gates. There are two
outputs from each gate; the other output gives the XNOR
function equivalence. ECL gates have three terminals
for power supply. V¢, and V-, are usually connected
to ground and Vg to a =5.2 V supply. (See Fig. 4.73)

XOR and XNOR gates are available in both TTL and
CMOS integrated-circuit packages. The 7486 is a TTL
quad XOR and the 4077 is a CMOS quad XNOR.
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Fig. 4.73 Pinout of ECL-10107 Triple Exclusive
OR-NOR Gate.

4.62 Draw the combination of AND, OR, and NAND
gates to provide the XOR function.

Solution:

The combination of AND, OR, and NAND gates shown

in Fig. 4.74 will reduce to the one or other but not

both, XOR function.

X = AB + AB.

A AB

o]
J>O—

B AB
Fig. 4.74

X =AB + AB

4.63 Draw the switch analogy of the XOR function.

Solution:

Practically everyone who lives in a two-storeyed house
uses an exclusive-OR gate every day. This consists of
the switches at the top and bottom of the stairs that
operate the landing light. When both switches are in
the ‘up’ position, the lamp is not lit. If the switch at the
bottom of the stairs is put on the ‘down’ position then
the lamp will light. If the switch at the fop of the stairs
is also put in the ‘down’ position, the lamp will
extinguish. Conversely, if both switches are in the
‘down’ position, the lamp will not be lit. Putting one
switch in the ‘up’ position and the other switch in the
‘down’ position will only light the lamp (see Fig. 4.75)

Fig. 4.75 Suwitch Analogy of the XOR Function.
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This can be described by the following statement:
the lamp is lit only when the switches are in different
positions or X is true if A is true or B is true but not
both. This can be rephrased as: X is true if A is true and
B is false OR if B is true and A is false; which can be
written as the Boolean equation: X = AB + AB.

4.64 Exclusive-OR circuits used in Digital
Comparator.

Solution:

Unlike the radio receiver, a digital system generally
exhibits no natural symptoms—such as hum, distortion,
or erratic volume—to warn the operator that something
has gone wrong. Instead, the system simply provides
the wrong answer. Furthermore, component failure is
not the only way by which information can be made
erroneous or be lost. There is some distortion each time
a pulse passes from one circuit to another. Added to
this is the distortion caused by the inductive effects
from nearby circuits. Thus, it should be understood that
a pulse itself can sometimes become so distorted that it
may produce an error.

One method of detecting errors, which may be called
a redundancy method, involves running the problem
through the computer fwice and noting whether the
solutions are identical. However, a computer’s major
function is to save time, and this type of check doubles
the amount of time that is required to solve a problem.
In addition, this check is useless if a component has
failed; for the faulty component will probably distort
both solutions in exactly the same manner.

A better solution is to provide two sets of identical
circuitry, as shown in Fig. 4.76. When this is done, the
same problem is run simultaneously through both
circuits. Unless both circuits commit exactly the same
error, obtaining identical solutions indicates that the
answer is correct. Recall that an exclusive-OR circuit
produces an output only when its two inputs are different.

Output

> A B, c Dy )

“A” Comparator [‘B” Comparator [‘C” Comparator |“D” Comparator

Input

-l A, B, Cy D,
i i
“A” Comparison “B” Comparison “C” Comparison “D” Comparion
Output Output Output Output

Fig. 4.76 Exclusive-OR Circuits used as
Comparator in Error Detection.

When using this method, the inputs should always
be the same. A signal at the output of any of the
exclusive-OR circuits indicates that the two parallel
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major section outputs are not identical and that one of
them is in error. A signal at B, for example, means that
either section B, or section B, is in error.

The cost factor must be considered. While parallel
operation is an excellent technical concept and its use
requires no extra time it does double the circuitry costs.

THE EXCLUSIVE NorR FUNCTION

The ‘exclusive NOR gate’ is often shortened to ‘XNOR
gate’. The logic symbol for the XNOR gate and the
Boolean expression for the XNOR gate are given in Fig.
4.77. It is the XOR symbol with the added invert bubble
on the output side. The bar over A @ B expression tells
us we have inverted the output of the XOR gate. When
the two input logic levels are opposite, the output of the
XNOR gate is LOW.

A A .
(a) (b)

Fig. 4.77 (a) XNOR Gate Symbol (b) Boolean Expression.
4.65 Compare the truth tables of XOR and XNOR
gates.

Solution:

X=AB+ AB X= AB+AB

A B X A Bl X

0 0 1 0 0O

0 1 0 0 1|1

1 0 0 1 01

1 1 1 1 1|0

Exclusive-OR

-

Fig. 4.78

Note: The output of the XNOR gate is the complement
of the output of the XOR gate.

PULSED OPERATION

Under pulsed input conditions, we apply the truth table

operation during each distinct time interval of the pulsed

inputs.

4.66 Find the output X with the inputs A and B for
the XOR gate in Fig. 4.79.

Solution:
Input waveforms A and B are at opposite levels during
time intervals #, and #,. Therefore, the output X is HIGH

|

|

|

|
<t >ty ety >ty
| |

I S

-~ |
o1o1|_

Fig. 4.79 Pulsed XOR Gate Operation.

during these two times. Since, both inputs are at the
same level, either both HIGH or both LOW, during
time intervals ¢, and #3, the output is LOW during those
times. This is illustrated in Fig. 4.79.

4.67 Determine the output waveforms for the XOR
gate and the XNOR gate, given the input
waveforms, A and B, in Fig. 4.80.

Solution:

The output waveforms are shown in Fig. 4.80. The XOR
output is HIGH only when both inputs are at opposite
levels. The XNOR output is HIGH only when both inputs
are the same.

sl Ao e

|
B
|

|

|

|

| I
XOR :
|

|

|

|

XNOR -~

Fig. 4.80 Pulsed XOR and XNOR Gate Operation.

XNOR CIRCUITS

The XNOR gate provides a HIGH output for both inputs
HIGH or both inputs LOW (Fig. 4.81).

X=AB+ AB
A AB

X = AB + AB

AB
A [ —_—
5 )DX=A®B=A5+AB

Fig. 4.81 XNOR Function Using AND, OR and NAND Gates.




4.68 How will you use an XOR gate as a two-bit
adder?

Solution:

The output of the XOR gate is the binary sum of the two
input bits. In the case where the inputs are both 1’s, the
output is the sum 0, but you lose the carry of 1. XOR
gates are combined to make complete adding circuits.

Input bits Output (sum)

A B z

0 0 0

0 1 1

1 0 1

1 1 0 (without 1 carry)

Fig. 4.82 An XOR Gate as a Two-bit Adder.

4.69 A certain system contains two identical circuits
operating in parallel. As long as both are
operating properly, the outputs of both circuits
are always the same. If one of the circuits fails,
the outputs will be at opposite levels at

Logic Logic Boolean Truth
Function Symbol Expression Table
Inputs |Output
B| A Y
AND A Y|A-B=Y 010 0
B 0|1 0
110 O
1 1 1
0[0| O
OR A :Z>7Y A+B=y [0 ]1] 1
B 1]o] 1
1 1 1
Inverter A 4|>07:A A= A 0 1
1 0
o0 1
A — — 0|1 1
NAND _
1 1 0
O[O0 1
NOR A Y 01 0
B A+B =Y |1 |0| 0
1 1 0
0[0| O
A 0|1 1
Y AeB =Y
HOR Bw 1o 1
1 1 0
O[O0 1
A — 0|1 0
XNOR Y -
B ﬂ A®B =Y 10l o
1 1 1

Fig. 4.84 Summary of Basic Logic Gates.
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sometime. Devise a way to detect that a failure
has occurred in one of the circuits.

Solution:

The outputs of the circuits are connected to the inputs
of an XOR gate as shown in Fig. 4.83. A failure in
either one of the circuits produces differing outputs,
which cause the XOR inputs to be at opposite levels.
This condition produces a HIGH on the output of the
XOR gate, indicating a failure in one of the circuits.

HIGH

HIGH
(indicates failure)

Fig. 4.83

4.70 Give a summary of the basic logic gates in
tabular form.

Solution:

See Fig. 4.84.

4.71 How will you perform gate inversions using
inverters. Illustrate.

Solution:
See Fig. 4.85.
Invert :D_+_|>°_ - :D_
Outputs :D_+ [ _ :[)"_
e T
o, T - D
Invert _|>°_
Inputs —[>o—+ _
St L P - o
o To— - )
—o-
—>o- _
e DD
_l>°_+ + =
I S 0
and _|D°_
Outputs ) + :Z>°_+_|>°*—:D—
B S

Fig. 4.85 Gate Conversions using Inverters. The +
Symbol here indicates Combining the
Functions.
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4.72 Briefly explain and compare traditional and
IEEE logic gate symbols.

Solution:
See Fig. 4.86.

The traditional logic gate symbols are recognised by
all workers in the electronics industry. These symbols
are very useful in that they have distinctive shapes.
Manufacturers' data manuals include traditional logic
symbols and are recently including the newer [EEE
functional logic gate symbols. These newer [EEE
symbols are commonly referred to as dependency
notation. For simple gating circuits, the traditional logic
symbols are probably preferred but the IEEE standard
symbols have advantages as ICs become more
complicated. Most military contracts call for use of IEEE
standard symbols.

Ftll-r?c ii((:)n L()Tg;?giéi}(/)r:?)gl LogitI:EsEy%bol'
wo P[]
D i
NOT A—>0—Y A ‘ Y
NAND g:D—y gY
NOR gi)o_Y g ‘ Y
on AT v A -
XNOR g:DO—Y gﬂy

Fig. 4.86 Comparing Traditional and IEEE Logic Gate
Symbols.

SUMMARY

> A logic gate is a digital circuit with one or more inputs but only one output. The output is HIGH only

for certain combinations of input signals.

A non-inverting buffer has no logical function.

The 7408 is a Quad 2-input AND gate.

The 7432 is a Quad 2-input OR gate.

An OR gate can be used to disable a function.

The 7404 is a hex inverter.

The 7400 is a Quad 2-input NAND gate.
The 4011 is a Quad 2-input NAND gate.

YV V VV VY VY Y VY VYV VY VY VY VY VYV VY VY VY VY VY VYV VYV

Binary O for low voltage and binary 1 for high voltage is called positive logic.
Binary O for high voltage and binary 1 for low voltage is called negative logic.

A truth table shows all of the input-output possibilities of a logic circuit.
An AND gate produces a HIGH output only when all inputs are HIGH.
A timing diagram illustrates graphically how the output levels change in response to input changes.

An AND gate enables the passage of signal at certain times and inhibits the passage of signal at other times.
There are three AND laws: A - 1 =A,A-0=0,and A - A = A.
An OR gate produces a HIGH output if any input is HIGH.

There are three OR laws: A+ 1 =1, A+0=A,and A + A = A.
An inverter is a gate with only one input and a complemented output.

There are five NOT laws: 0 =1, 1 =0,if A=0the A =1,if A=Ithen A =0,and A = A
The NAND gate represents an AND gate followed by an inverter.

A NAND gate is also referred to as a negative OR gate.

In a NAND gate, the LOW level is the active output level.

The unique output from a NAND gate is LOW only when all its inputs are HIGH.

A NAND gate is a purchasable piece of hardware, usually an integrated circuit.

NOT, OR, or AND gates can be implemented using only NAND gates.

The NOR gate represents an OR gate followed by an inverter.

The NOR gate is also referred to as a negative AND gate.

In a NOR gate, the LOW level is the active output level.

The unique output from a NOR gate is HIGH only when all its inputs are LOW.
A NOR gate is a purchasable piece of hardware, usually an integrated circuit.
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NOT, OR, or AND gates can be implemented using only NOR gates.

The 10102 is a Quad 2-input NOR gate.

The CMOS. 4002 can accommodate only two 4-input NOR gates.

The XOR gate has a HIGH output only when an odd number of inputs is HIGH.
THe ECL-10107 is a triple exclusive OR-NOR gate.

The 7486 is a TTL Quad XOR.

The 4077 is a CMOS Quad XNOR.

When the two logic levels are opposite, the output of the XNOR gate is LOW.

YV V.V V V V VYV V

Test your REVIEY QUESTIONS

understanding

S

_
OO XN

How many table entries are needed for a five-input circuit?

When is the output of an AND gate HIGH?

When is the output of an AND gate LOW?

What is the only input combination that will produce a HIGH at the output of a five-input AND gate?
What logic level should be applied to the second input of a two-input AND gate if the logic signal at the first
input is to be prevented from reaching the output?

Describe the truth table for a three-input AND gate?

When is the output of an OR gate HIGH?

When is the output of an OR gate LOW?

What is the only set of input conditions that will produce a LOW output for any OR gate?

Write the Boolean expressions for a six-input OR gate?

11. Describe the truth table for a two-input OR gate.
12. If a 1 is on the input of an inverter what is the output?
13. Write a logic equation for each of the following:
(a) A=NOT B, (b) AOR B=F, (c) AAND B AND NOT C=F
14. What is the only set of input conditions that will produce a HIGH output from a three-input NOR gate.
15. Change the NOR gate of Fig. 4.87 to a NAND gate a}nd c CiD 0 1
(f:(l)lrar;g;: the NAND gate to a NOR. What is the new expression p-0 ) »78 1 }X _AB(C:D)
16. When is the output of a NAND gate HIGH? A
17. When is the output of a NAND gate LOW? Fig. 4.87
18. What is the functional difference between a NAND gate and a negative-OR gate? Do they both have the same
truth table?
19. Write the output expression for NAND gate with inputs A, B, and C.
20. When is the output of a NOR gate HIGH?
21. When is the output of a NOR gate LOW?
22. Describe the functional difference between a NOR gate and a negative-AND gate? Do they both have the same
truth table?
23. Write the output expression for a three input NOR with input variable A, B, and C.
24. When is the output of an XOR gate HIGH?
25. When is the output of XNOR gate HIGH?
26. How can you use an XOR gate to detect when two bits are different?
27. Describe the significance of a timing diagram.
Test your SUDDI—EM‘ENTARY DROBI—‘EMS
" understanding
28. Pins 1 and 2 are the input and output pins of an inverter. With the lIDnI;Jt ZI_B\_CLM

waveform shown in Fig. 4.88 as input to pin 1, sketch the output
waveform at pin 2. Fig. 4.88
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29. The input waveform shown below is applied to an inverter. Sketch the output waveform in proper relationship
to the input.

Fig. 4.89

30. Sketch the output waveform at X for the three-input AND gate shown below.

Time
0 2 4 6 8 10 12 14 16

y
]

=]
el

S

W
W

} X Output

N
L

Fig. 4.90
31. Draw the truth table for the given diagram.

7404

_A 2
A {>¢

_ 4
53{>¢

Fig. 4.91
7432
32. Draw the truth table for the given diagram. (See Fig. 4.92) - 3 5 7404 6
33. Draw the truth table and its binary equivalent for a three-input _ ZZ>—I>°_Y
AND gate. B
34. Draw the timing diagram of a three-input NAND gate to show Fig. 4.92

that the output is LOW only when all three inputs are HIGH.
35. Sketch the output waveform at X for the NAND gate shown with given input waveforms. (See Fig. 4.93)
36. Sketch the output waveform at X for the NOR gate shown with the given input waveforms. (See Fig. 4.94)

>

W@ I
N
o]
x|
Il
b N
+
Wi
+
(]

c
Sipipiplipinininlin
e B e Mg I ;
s— 1 | | i # -
T f
c |

Fig. 4.93 Fig. 4.94
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37. Using the given diagram, sketch the waveform that will allow only the even pulses (2, 4, 6, 8 etc.) to get

through. (See Fig. 4.95)
38. Sketch the output waveform at X for two-input NOR gate with the given input waveforms. (See Fig. 4.96)

Clock A
Oscillator gx =A+B
} Receiving B
Device
Enable Signal—,_ A I I 1

Clock 1 2 3 4 5 6 7 8
Oscillator B

Enable Signal
Fig. 4.95 Fig. 4.96

39. Sketch the output waveform at X for the NAND gate shown with the given input waveforms at A, B, and

control. (See Fig. 4.97)
40. Draw the truth table for a three-input NAND gate.

A

Contril —,_}X Z:j:>—° ::D—O
a1 L
— :Do—» :i}ﬂ

|

Control

Fig. 4.97 Fig. 4.98

41. Find the relationship between the inputs and the outputs for each of the gates shown in Fig. 4.98. Name the

operation performed in each case.
42. The input waveform at A is given for the two-input OR gate in Fig. 4.99. Sketch the input waveform at B that

will produce the output at X.

Fig. 4.99

OBJECTIVE TYPE QUESTIONS

Test your
understanding

Fill in the Blanks

43. NOT A is written as
44. The output of an AND gate, if one of its input terminals is connected to logic 0, is
45. The output of an AND gate when inhibited is logicO ___ of all other inputs.

46. The logic signal requiredto __ an OR gate is logic 1.
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47.
48.

49.
50.
51.
52.
53.
54.

55.
56.
57.
58.
59.
60.
61.

62.
63.
64.
65.
66.
67.
68.
69.
70.
71.
72.
73.
74.

75.
76.
77.
78.
79.
80.
81.
82.

83.
84.
85.
86.
87.
88.
89.
90.
91.
92.
93.
94.
95.
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The output of a two-input NAND gate is ifA=1,B=0.

The output side of a NAND gate logic symbol is (flat with an added invert bubble, pointed with
an added invert bubble, round with an added invert bubble.)

The output of a two-input NOR gate is ifA=0,B=1.

The XOR gate may be called a (1) gate.

The XNOR circuit operates completely opposite to the circuit.

The XNOR circuit produces a HIGH output whenever the two inputs are at the level.

The XNOR circuit has only inputs.

If input A of a two input XNOR gate is LOW and input B is HIGH, the output of the XNOR gate will be

Boolean multiplication is the same as
A bar over a variable means

Boolean addition is the same as

A double bar over a variable means
Complementation is the same as

Boolean expressions can be using algebraic methods.

If the higher of the two voltages represents a 0 and the lower voltage represents a 1, the system is called a
system.

The list of all possible input combinations follows counting sequence.

The number of input entries will equal for n-input truth table.

A logic is a graphic way of indicating a particular logic function.

Venn diagrams may be used to provide a graphic illustration of operations.

The intersection of two classes is identical to the function.

The union of two classes is identical to the function.

A state is indicated by the digit 1.

The basic purpose of an AND gate is to determine when certain conditions are true.

The level is the active output level for the AND gate.

Any voltage above is considered true.

Any voltage below is considered false.

AND gates may have of inputs.

An AND gate the truth table operation regardless of whether its inputs are constant levels or

pulsed levels.

An AND gate requires that inputs be HIGH is order for the output to be HIGH.

AND and OR are called connectives.

A+1l= and A - 1 = .

An OR gate can be used to a function.

The purpose of the inverter is to change one logic level to the logic level.

The negation indicator is a appearing on the input or output of a logic element.

Inputs are on the of a logic symbol.

The placement of a bubble on the input or output of a logic element is determined by the of the

input signal.

The active state is the state when the signal is considered to be on the input.

1= 1= :

An even number of negations is equal to

An__ number of negations is equal to a smgle negation.

The NAND function implies an AND function witha _ output.

In a NAND gate, the outputis _ when any or all the inputs are LOW.

A NAND gate is equivalent to an active-LOW input ___ gate.

The _ gate can perform an AND function and an OR function.

A NAND gate is a piece of

The unique output from a NAND gate is a LOW only when all inputs are

An___ gate provides for the connection of additional diodes to increase the number of input terminals.
The NAND gate canbeusedasan by connecting the input leads together.

A NOR gate is equivalenttoa _ AND gate.



96.
97.
98.
99.
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A NOR gate is a universal building block.
The NOR gate can be used as an by connecting the input leads together.
The XOR gate produces a HIGH output only when an number of HIGH inputs are present.
The XNOR gate is also called an gate.

True/False Questions

State whether the following statements are True or False.

100.
101.
102.
103.
104.
105.
106.
107.
108.
109.
110.
I11.
112.
113.
114.
115.
116.
117.

A logic gate has an input terminal and one or more output terminals.

Each logic gate is represented by a particular logic symbol.

Boolean algebra variables can have only the values O or 1.

An open switch is equivalent to 1 and a closed switch equivalent to 0.

The + (plus) sign in Boolean algebra refers to the AND function.

A double bar has no effect on the logical value.

The list of all possible input combinations in a truth table follows the octal counting sequence.

The basic function of the AND gate is to determine when certain conditions are simultaneously true.

An inclusive OR function includes the possibility of A being true, OR B being true, OR both being true.

An AND gate can be used to enable/disable a clock oscillator.

An OR gate can be used to disable a function.

A logic gate that negates the input is called a buffer.

A bubble on the input means a double inversion.

An AND gate with inverters on its inputs and output is called a NAND gate.
Logic gates can have only two inputs.

XOR and XNOR gates have only two inputs.

It is possible to expand the XOR gate.

The XNOR gate may be called a non-equivalence gate.

Multiple Choice Questions

118.

119.

120.

121.

122.

123.

124.

125.

The voltage levels for positive logic system

(a) must necessarily be positive. (b) must necessarily be positive or negative.
(c) may be positive or negative. (d) must necessarily be 0 or 5 V.
The digital operations such as AND, OR, NOT etc. can be performed by using
(a) switches (b) amplifiers

(c) rectifiers (d) oscillators

An inverter gate can be developed using

(a) two diodes (b) a transistor

(c) a resistance and a capacitance (d) an inductance and a capacitance
If an input A is given to an inverter, the output will be

(a) A (b) A

(c) /A (d) 1

The output of a two-input OR gate is HIGH

(a) only if both the inputs are HIGH

(b) only if both the inputs are LOW

(c) only if one input is HIGH and the other is LOW
(d) only if at least one of the inputs is LOW.

For an AND gate

(a) All LOW inputs produce a HIGH output

(b) All HIGH inputs produce a LOW output

(c) All HIGH inputs produce a HIGH output

(d) All LOW inputs produce a LOW output

The output of a gate is LOW when at least one of its inputs is HIGH. This is true for

(a) AND (b) NAND

(c) OR (d) NOR

The output of a gate is LOW when at least one of its inputs is LOW. This is true of
(a) AND (b) NAND

(¢c) OR (d) NOR
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126. The output of a two-input AND gate is HIGH

(a) only if both inputs are HIGH

(b) only if both inputs are LOW

(c) only if one input is HIGH and the other is LOW

(d) if at least one of the inputs is LOW
127. NAND gate means

(a) inversion followed by AND gate (b) AND gate followed by an inverter

(c) AND gate followed by an OR gate (d) OR gate followed by an AND gate
128. The output of a gate is HIGH when at least one of its inputs is LOW. It is true for

(a) XOR (b) NAND
(c) NOR (d) OR
129. The output of a gate is HIGH when at least one of its inputs is HIGH. It is true for
(a) NAND (b) AND
(c) OR (d) XOR
130. The output of a gate is HIGH when all of its inputs are HIGH. It is true for
(a) XOR (b) AND
(c) OR (d) NAND
131. The output of a gate is LOW if and only if all of its inputs are HIGH. It is true for
(a) AND (b) XNOR
(c) NOR (d) NAND
132. The output of a gate is HIGH if and only if all of its inputs are LOW. It is true for
(a) NOR (b) XNOR
(c) NAND (d) XOR

133. The output of a two-input NAND gate is HIGH
(a) only if both the inputs are HIGH
(b) only if both the inputs are LOW
(c) only if one input is HIGH and the other is LOW
(d) if at least one of the inputs is LOW.
134. A NOR gate means
(a) inversion followed by an OR gate (b) OR gate followed by an inverter
(c) NOT gate followed by an OR gate (d) NAND gate followed by an OR gate.
135. An XOR gate gives a HIGH output
(a) if there are odd number of 1’s in the input
(b) if there are even number of 1’s in the input
(c) if there are odd number of 0’s in the input
(d) if there are even number of 0’s in the input.
136. An XNOR gate is logically equal to
(a) inverter followed by XOR gate (b) NOT gate followed by an XOR gate
(c) XOR gate followed by an inverter (d) complement of a NOR gate.

137. The logic expression AB + A B can be implemented by giving inputs A and B to a two-input

(a) NOR gate (b) XNOR gate
(c) XOR gate (d) NAND gate
138. The logic expression AB + A B can be implemented by giving inputs A and B to a two input
(a) NAND gate (b) XOR gate
(c) XNOR gate (d) NOR gate
139. The gate ideally suited for bit comparison is a
(a) two-input XNOR gate (b) two-input XOR gate
(c) two-input NOR gate (d) two-input NAND gate

140. Two-input XNOR gate gives HIGH output
(a) when one input is HIGH and the other is LOW
(b) only when both the inputs are LOW
(c) when both the inputs are the same
(d) only when both the inputs are HIGH.
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155.

156.

Logic Gates

The output of a gate is LOW if and only if all its inputs are LOW. It is true for

(a) XOR (b) AND

(c) OR (d) NOR

The output of a two-input gate is 1 if and only if its inputs are unequal. It is true for
(a) OR (b) XOR

(c) NOR (d) XNOR

The output of a two-input gate is O if and only if its inputs unequal. It is true for
(a) XNOR (b) NOR

(c) AND (d) NAND

The output of a two-input gate is 1 if and only if its inputs are equal. It is true for
(a) XOR (b) XNOR

(c) AND (d) NAND

The output of a two-input gate is 0 if and only if its inputs are equal. It is true for
(a) AND (b) OR

(c) NOR (d) XOR

Which of the following gates can be used as an inverter?

(a) AND (b) OR

(c) NAND (d) NOR

A gate is enabled when its enable input is at logic 1. The gate is

(a) AND (b) OR

(c) NAND (d) NOR

A gate is enabled when its enable input is at logic 0. The gate is

(a) OR (b) AND

(c) NOR (d) NAND

A gate is inhibited when its inhibit input is at logic 1. The gate is

(a) AND (b) NAND

(c) OR (d) NOR

A gate is disabled when its disable input is at logic 0. The gate is

(a) NAND (b) NOR

(c) OR (d) AND

The output of a logic gate is 1 when all its inputs are at logic 1. The gate is either
(a) a NAND or a NOR (b) an AND or an OR

(c) an OR or an XOR (d) an AND or a NOR

The output of a logic gate is 1 when all its inputs are at logic 0. The gate is either
(a) an XOR or an XNOR (b) an OR or a NAND

(c) an AND or an XNOR (d) a NAND or a NOR

Which of the following gates is known as an universal gate?

(a) AND (b) NAND

(c) OR (d) NOT

Any logical expression can be realized by using only

(a) AND gates (b) AND and NOT gates

(c) OR and NOT gates (d) AND, OR and NOT gates

The NAND gate is known as a universal gate because

(a) it can be used as an inverter

(b) AND operation can be realized using NAND gates

(c) OR operation can be realized using NAND gates

(d) AND, OR and NOT operations can be performed using NAND gates.
Which of the following gates is known as an universal gate?

(a) OR (b) NOR

(c) AND (d) NOT
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ANSWERS
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12.

13.
14.

15.

16.
17.
18.

19.
20.
21.
22.

23.
24.
25.
26.
27.

28.

32

An AND gate output is HIGH when all inputs are HIGH.

An AND gate output is LOW when one or more inputs are LOW.
All five inputs = 1.

A LOW input will keep the output LOW.

_—_———0 O O O
—_—_—0o o~ O ol
—_ O = O = O = OoONn
—coc oo oo o

An OR gate output is HIGH when one or more inputs are HIGH.
An OR gate output is LOW when all inputs are LOW.

All inputs LOW.

X=A+B+C+D+E+F.

A
0
0
1
1

— O — Ol

X
0
1
1
1

When an inverter input is 1, the output is 0.

A=B (b) A+ B=F (c) ABC = F.
All inputs LOW.

X= A+B+CD

A NAND gate output is HIGH when one or more inputs are LOW.

A NAND gate output is LOW when all inputs are HIGH.

NAND: Active-LOW output for all HIGH inputs; Negative-OR: Active-HIGH output for one or more
LOW inputs; Same truth table.

X = ABC .

A NOR gate output is HIGH when all inputs are LOW.

A NOR gate output is LOW when one or more inputs are HIGH.

NOR: Active-LOW output for one or more HIGH inputs, Negative-And: Active-HIGH output for all
LOW inputs. Same truth table.

X=A+B+C.

An XOR gate output is HIGH when the inputs are at opposite levels.

An XNOR gate output is HIGH when all inputs are at the same level.

Apply the bits to the XOR gate inputs; when the output is HIGH, the bits are different.

A timing diagram is basically a graph that accurately displays the relationship of two or more waveforms with
respect to each other on a time basis.

Pin 2
Output

ABCDE FGH I
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16

14
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HIGH
0

HIGH

nLow

30. Output X

29.
31.
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32
33.
34

The Output Goes LOW
when both Inputs are HIGH

36.
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Enable

38, | ‘

il

X goes HIGH When Both

Inputs are LOW

39. x
——
Low Output When
All Inputs High
40.
A B C X
0 0 0 1
0 0 1 1
0 1 0 1
0 1 1 1
1 0 0 1
1 0 1 1
1 1 0 1
1 1 1 0
41.
Inputs Output Inputs  Output Inputs  Output
A B Y A B Y A B Y
0 0 1 0 0 1 0 0 0
0 1 0 0 1 1 0 1 0
1 0 0 1 0 1 1 0 0
1 1 0 1 1 0 1 1 1

(a)

Operation performed—NOR

42.

(b)

Operation performed—NAND

43.
47.
50.
54.
58.
62.
66.
70.
74.
78.

A

HIGH

any but not all
LOW

no inversion
binary

AND

HIGH

obeys

disable

44.
48.
51.
55.
59.
63.
67.
71.
75.
79.

()

Operation performed—AND

logic 0 45. irrespective
round with an added invert bubble

XOR 52. same

ANDing 56. complementation
inversion 60. simplified

2" 64. symbol

OR 68. true

3V 72. 1V

all 76. logical

opposite 80. bubble

46.
49.
53.
57.
61.
65.
69.
73.
77.
81.

Inputs  Output
A B Y
0 0 0
0 1 1
1 0 1
1 1 1

(d)
Operation performed—OR

inhibit

LOW

two

ORing
negative logic
Boolean
simultaneously
any number

1, A

left
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82. active state 83. present 84. 0,1 85. no inversion
86. odd 87. complemented 88. HIGH 89. OR

90. NAND 91. hardware 92. HIGH 93. expandable
94. inverter 95. negative 96. hardware 97. inverter
98. odd 99. equivalence 100. False 101. True

102. True 103. False 104. False 105. True

106. False 107. True 108. True 109. True

110. True 111. False 112. False 113. False

114. False 115. True 116. True 117. False

118. (c¢) 119. (a) 120. (b) 121. (b)

122. (d) 123. (c¢) 124. (c) 125. (a)

126. (a) 127. (b) 128. (b) 129. (¢)

130. (b) 131. (d) 132. (a) 133. (d)

134. (b) 135. (a) 136. (c) 137. (b)

138. (b) 139. (a) 140. (¢) 141. (c)

142. (b) 143. (a) 144. (b) 145. (d)

146. (c) and (d) 147. (a) 148. (c) 149. (¢)

150. (d) 151. (b) 152. (d) 153. (b)

154. (d) 155. (d) 156. (b)



Chapter

5

Boolean Algebra

INTRODUCTION

Named after its inventor, George Boole (1854), Boolean
algebra defines constants, variables and functions to
describe binary systems. It then describes a number of
theorems that can be used to manipulate logic ex-
pressions. Boolean operators are the codes for the basic
logic gates. You can use them as a short hand notation
for digital circuits.

Boolean constants consist of 0 and 1. Boolean vari-
ables are quantities that can take different values at
different times. They may represent input, output or
intermediate signals and are given names consisting of
alphabetic characters such as A, B, C, X or Y. Boolean
variables may only take the values O or 1.

Each of the elementary logic functions is represented
in Boolean algebra by a unique symbol as shown below:

Function Symbol Example
AND dot (-) C=A-B
OR plus (+) C=A+8B
NOT overbar (7) C=A

Fig. 5.1 Logic Functions.
BOOLEAN THEOREMS

Boolean expressions are not unique. We therefore
require some method of manipulating expressions into
their simplest forms. The rules of Boolean algebra
consist of a set of identities and a set of laws. These are
summarised in Table 5.1. It is easier to see the sense of
the rules if they are converted into concrete examples
when their meaning becomes clear. The identities on
AND, OR and NOT functions have already been dealt
with in details in Chapter 4. The various laws can also
be understood by linking them to concrete examples.

Table 5.1 Summary of Boolean Algebra Identities and

Laws
AND function Commutative law
(1) 0-0=0 (24) AB = BA
(2) 0-1=0 (25) A+B=B+A
(3) 1-0=0 Distributive law
@ 1-1=1 (26) A(B + C) = AB + AC
Eg;g‘;’:g (27) A+BC=(A+B)(A+C)
7 A-1 ; A Associative law
®) 1-A=A (28) A(BC) = (AB) C
©) A A=A (29) A+ (B+C)=(A+B)+C
(10) A- A =0 AggorgtiogéawA
OR function (30) A + N
(1) 040=0 (31) AA+B)=A
(12) 0+1=1 DeMorgan’s law
(13) 1+0=1 (32) A+B=ﬁZ-Bi
g‘s‘;fl‘:éfz (33) A-B=A+B
(16) 0+A=A Also note _
17) A+1=1 (34)A+7AB=A+B
(18) 1+A=1 (35) A(A+ B)=AB
(19) A+ A=A
(20) A+ A =1
NOT function
@1 0=
(22) l =0
(23) A=A

COMMUTATIVE LAW

It states that the elements of a function can be arranged
in any sequence provided the connective is the same.
Commutative law can also be stated as: ‘the order
in which terms are ANDed or ORed together is unimpor-
tant.




A B B A
— ¢ o 0o—_—_——e o—e o—

A-B=B- A
Fig. 5.2 Verifying Commutative Law by Switching
Analogy.
5.1 Verify that the following operations are com-
mutative:
(a) AND (b) OR (c) XOR
Solution:
(@) A-B=B-A  Therefore, the AND operation is
commutative.
(b) A+ B=B+ A Therefore, the OR operation is
commutative.
(¢) A ® B=B® A Therefore, the XOR operation is
commutative.

DISTRIBUTIVE LAW

The distributive laws allow the factoring or multiplying
of expressions. Two distributive laws will be considered.
(a) AB+ C)=AB+ AC and
(b) A+ BC=A+B)A+ 0O
The first statement of the distributive law can be
verified by switching analogy and truth table shown in
Fig. 5.3. Both of them are self explanatory.

A B
— ¢ o— & ¢ — &
A
— e — —6o—e
A C c
L e 0—& < L&
A B C AB AC AB+AC B+C AB+O0)
0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 1 0 0 0 0 1 0
1 1 0 1 0 1 1 1
0 0 1 0 0 0 1 0
1 0 1 0 1 1 1 1
0 1 1 0 0 0 1 0
1 1 1 1 1 1 1 1

AB+ AC= A (B+ O)

This Truth Table lllustrates the First Statement of the Distributive
Law: Compare the 0’s and 1’s in Columns 6 and 8!

Fig. 5.3 Verifying the First Statement of the Distributive

Law.
5.2 Verify the second statement of the distributive
law:
A+BC=A+B)A+0)
Solution:

The second statement of the distributive law can be
verified by switching analogy and truth table shown in
Fig. 5.4. Both of them are self explanatory.

Note: This law is extremely useful in the simplification
of functions and hence of logic circuits. For example in
Figs 5.3 and 5.4 one switch contact can be saved by
choosing the right-hand circuit in each case.
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A A A

— — — &<

—e 3 —_— —e
B C T B C

" L& L o
A B C A+B A+C (A+B(A+C) BC A+ BC
0 0O o0 0 0 0 0 0
1 0 0 1 1 1 0 1
0 1 0 1 0 0 0 0
1 1 0 1 1 1 0 1
0 0 1 0 1 0 0 0
1 0 1 1 1 1 0 1
0 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1

(A+B)(A+C) = A+ BC

Fig. 5.4 Verifying the Second Statement of the Distri-

butive Law.

ASSOCIATIVE LAW

This law merely states that in any Boolean function
containing elements (A, B, C etc) separated by the same
connective, it does not matter if some of the elements
are considered as a group.
(a) ABC = AB(C) = A(BC) = AC(B)
b)) A+B+C=A+B)+C=A+B+ 0
=(A+(C)+ B
If three switches are connected in series to perform
an AND function, or in parallel to perform an OR function,
it does not matter if two of them are considered as a
group, the circuit is still the same. This is illustrated in
Fig. 5.5.

A B-C A-B C
B C A B
&0 o o—e0o |- _—_-—| eo—e0 oo
A+ B
A
pRI—
LS+
B+ C

a0

Fig. 5.5 Verifying Associative Law.

Note: The associative law does not hold good if elements
are connected by different connectives.

5.3 Explain the physical significance of the associative
law.

Solution:

When many conditions are to be ANDed or ORed to-
gether, the order in which the conditions are combined
is unimportant. This is illustrated in Fig. 5.6.
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(a) AND Gates

A A é
c c
D D
) OR Gates
Fig. 5.6 Phuysical Significance of Associative Law.
54 Verif.y _that the following operations are A_
associative: A
(a) AND (b) OR (¢) XOR —€o—o 5
Solution: —
(a) IfA-(B-C)=(A"-B) - C, then the AND operation (@) A(A+ B)= A
is associative. This can be proved by making the A
truth table as given in Table 5.2. ——C
—e
Table 5.2 A_ B_
A B C (A-B) -C A-(B-C) (b) A+ AB= A
8 8 (1) 8 8 Fig. 5.7 Verifying Law of Absorption.
0 1 0 0 0
0 ] ] 0 0 a) A=A-A-A-A..
1 0 0 0 0 b)) A=A+A+A+A ...
1 0 1 0 0 Idempotent law is illustrated in Fig. 5.8. It must be
1 1 0 0 0 noted that:
1 1 1 1 1 (1) Boolean algebra gives a different result to normal

(b) The associative property requires that
A+B+C)=A+B)+C
This can be proved by making a truth table in a
way similar to Table 5.2.
(c) The associative property requires that
ADBO®C)=(A®B)S®C
This can also be proved by making a truth table in
a way similar to Table 5.2.

ABSORPTION LAW

This law is extremely important for the elimination of
redundant functions in a system.
(a) AA+B)=A (b) A+ AB=A
Figures 5.7(a) and (b) illustrate the law of absorption.
In both cases the output is logic O when A is 0 and
logic 1 when A is 1, irrespective of the state of B.

IDEMPOTENT LAW

This law states that if a variable is ANDed or ORed
with itself any number of times, the result will always
be the original variable.

algebra (in normal algebra 1 + 1 = 2, whereas in
Boolean algebra (1I0ORI =1) 1 +1 = 1.

(2) In Boolean algebra, a variable can have only one
of two values, it is either O or 1, false or true
(nothing or something).

AlA A A-A-A..

AI---A-I """ [
—Ao/o—:—o)’o—o)’o—A;*o—
@A=A-A-A-A ..

—e 0o——

b)) A=A+ A+ A+ A+...

Fig. 5.8 Verifying Idempotent Law.



Obviously, if any number of nothings are added or
multiplied together, the result will also be nothing,
whereas if any number of somethings are added or
multiplied together, the result will also be something.

5.5 Verify that the following operations are commu-
tative but not associative.

(a) NAND (b) NOR

Solution:
(a) Since AB = BA, the NAND operation is commutative.
In Table 5.3, the last two columns are not identical

i.e.,

A-B-C)#(A-B)-C
which means that the NAND operation is not
associative.
(b) Since A + B= B + A, the NOR operation is commu-
tative.
By drawing a truth table similar to Table 5.3 it can

be verified that (A+ B)+ C # A+ (B + C), which means
that the NOR operation is not associative.

Table 5.3 The NAND Operation is not Associative.

A B C A-(B-C) (A B)C
0 0 0 1 1
0 0 1 1 0
0 1 0 1 1
0 1 1 1 0
1 0 0 0 1
1 0 1 0 0
1 1 0 0 1
1 1 1 1 1

LAW OF IDENTITY

The law of identity states that
A=A=A .. etc.

It does have one interesting consequence, which is
perhaps not quite so obvious:

if A=Band B= C,then A= C
LAW OF COMPLEMENTATION

This law states that if a function consists of a variable
and its inverse, then the function is a constant.
(a) AA =0 b A+A=1

Since an AND gate requires both inputs to be logic 1
for a logic 1 output, AA is always logic 0, since A and
A can never be logic 1 simultaneously. This is shown
in Fig. 5.9(a).

Since an OR gate requires only one input to be logic
1 for a logic 1 output, either A or A must be 1 at any
time, so the result of A + A is always logic 1. This is
shown in Fig. 5.9(b).
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A A AA A A A+ A
AR MR
o|1]| o o|l1] 1
1]/o0] o0 1]0| 1
AR AR
(@) AA =0 ) A+ A =1

Fig. 5.9 Verifying Law of Complementation.

The switching analogy to verify the law of
complementation is illustrated in Fig. 5.10. Something
times nothing equals nothing (AA = 0), whereas nothing
plus something equals something (A +A = 1).

A
A . %
Y
I :______' .
@ AA =0 D) A+ A =1

Fig. 5.10 Switching Analogy to Verify Law of Com-
plementation.

CONNECTION WITH A CONSTANT

Four important relationships that can be used in the
simplification of Boolean functions are:

1. Conjunction (AND and NAND functions) of a
variable with logic 0 always yields a constant
(A-0=0,and A-0 =1).

2. Conjunction of a variable with logic 1 results in
the original variable (A - 1 =Aand A-1= A)

3. Disjunction (OR, XOR, and NAND functions) of a
variable with logic O results in the original variable
(A+0=Aand A+0=A).

4. Disjunction of a variable with logic 1 results in a
constant output (A + 1 =1 and A+1=1 =0).

5.6 Prove that

A+ AB=A+B

Solution:
A+ AB=(A+ AB) + AB (rule 30)
= (AA + AB) + AB (rule 9)
=AA + AB+ AA + AB (rule 10)
=(A+ A A+ B) (by factoring)
=1-(A+ B) (rule 20)
=A+B (rule 34)

A+ AB=A+B
5.7 Prove that
A+B)A+C)=A+BC
Solution:
(A+B)(A+ C)=AA + AC+ AB + BC
(distributive law)
=A+ AC + AB + BC (rule 9)
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=A(l+ )+ AB + BC

(distributive law)

=A -1+ AB+ BC (rule 18)
=A (1 + B) + BC (distributive law)
=A-1+ BC (rule 18)
=A+ BC (rule 7)
A+ B)A+ C)=A+ BC (rule 27)

5.8 Prove that
A-B+C-D=A+0C)A+D)B+C)B+D)
Solution:
A+C)A+D)B+C) B+ D)
=+ CD) (B+ CD)
=AB+ ACD + BCD + CD - CD (rule 27)

=AB + ACD + BCD + CD (rule 9)
=AB+ ACD+ CD (B +1) (factoring)
=AB + ACD + CD (rule 18)
=AB+CD A+ 1) (factoring)
=AB + CD (rule 18)

AB+CD=A+C)(A+D)B+C) B+ D)
5.9 Prove that _ B
AA+C)(AB+ C)=0
Solution: - B B B
A(A+ C)(AB+ C)=(AA + AC) (AB+ O)
=0+ AC) (AB+ C) (rule 10)
= ACAB + ACC
= AABC + ACC
=0-BC+A-0
— = 07 —
AA+C)(AB+ C)=0
5.10 Simplify the Boolean expression
AB+ AB+ C)+ B(B+ C)

(rule 10)

Therefore,

Solution:

AB+ AB+ C)+ BB+ C)
=AB+ AB+ AC + BB + BC
=AB+ AB+ AC+ B+ BC
=AB+ AC+ B+ BC
=AB+AC+B(1+ O

(BB = B, rule 9)
(AB + AB = AB, rule 19)

=AB+ AC+ B (1 + C=1,rule 18)

=AB+ B+ AC

=BA+1)+ AC

=B+ AC (A+1=1,rule 17)
Therefore, AB+ A(B+ C)+ B(B+ C)= B+ AC

5.11 Show that (A + B) (A + C) = AC + AB
Solution:
(A+B)(A+ C)= AA+ AC + AB + BC
=0+ AC+ AB+ BC (A+ A)
= AC + AB + ABC + ABC

= AC + ABC + AB + ABC
=AC( +B)+ AB (1 + C)
=AC-1+ AB -1
= AC + AB = R.H.S.

5.12 Simplify the expression

ABC + ABC + ABC + ABC

Solution:

ABC + ABC + ABC + ABC
Rearrange ABC + ABC + ABC + ABC
Distributive law BC(A + A) + ABC + ABC (rule 26)
OR law BC + ABC + ABC (rule 20)
Rearrange BC + ABC + ABC
Distributive law B(C + AC) + ABC (rule 26)
Distributive law B(A + C) (C + C) + ABC (rule 27)

B(A + C) + ABC
5.13 Simplify the Boolean equation ABC + ABC +
BC + ABC + ABC
Solution:
ABC + ABC + BC + ABC + ABC

Distributive law BC(A + A) + BC + BC (A + A)

(rule 26)
OR law BC + BC + BC (rule 20)
Distributive law B (C + C) + BC (rule 26)
OR law B + BC (rule 20)

5.14 Simplify ABC + BCD + AC + ABCD
Solution:

ABC + BCD + AC + ABCD

OR law ABC + BCD (A + A) + AC (B + B)

+ ABCD (rule 26)

ABC + ABCD + ABCD + ABC + ABC

+ ABCD
Rearrange ABC + ABC + ABCD + ABC

+ ABCD + ABCD
Distributive law  BC(A + A) + ABC (D + 1)

+ ABC(D + D) (rule 26)
OR law BC+ ABC+ ABC (rule 20)
Distributive law  BC + BC (A + A) (rule 26)
OR law BC + BC (rule 20)
Distributive law  C(B + B) (rule 26)
OR law C (rule 20)

LAW OF DUALISATION (DEMORGAN’S
THEOREM)

This is one of the most important laws of Boolean
algebra, since it formulates the relationship between N



(AND) and N(OR) functions that allows one type of
Sfunction to be implemented using a different type of gate.

(a) A+B=A-B (b) A-B=A+B

The practical value of these equations is immediately
apparent. Equation (a) means that a NOR function can
be implemented by inverting the two inputs to an AND
function. Equation (b) means that a NAND function can
be implemented by inverting the two inputs to an OR
Sfunction.

Inverting these equations gives two further important
relationships:

(c) A+B= A-B (d) A-B= A+B
Equation (c) states that an OR function can be
implemented by inverting the inputs to a NAND function.
Equation (d) means that an AND function can be
implemented by inverting the two inputs to a NOR
Sfunction.

The first law states that the complement of a sum is
equal to the product of the complements. This is stating
that the complement of two or more variables ORed is
the same as the AND of the complements of each
individual variable.

The second law states that the complement of a
product is equal to the sum of the complements. This is
stating that the complement of two or more variables
ANDed is the same as the OR of the complements of
each individual variable.

A useful general rule for remembering DeMorgan’s
theorem is as follows:

When the overline extends across a function (e.g.

A+ B) then it inverts the connective. The inverse of
OR is AND and vice versa. The function may then be
rewritten using the inverse connective and individual
overlines on the variables. For example:

AB=AB
‘= 4, AB=A+B
A+B = A+B
‘F’=-",50A+B = A-B

The converse is also quite true.
Individual overlines on the variables may be replaced
by a continuous overline and the inverse connective.
All possible applications of DeMorgan’s theorem to
two variables are given in Table 5.4.

Table 5.4
OR > NAND AND <> NOR
A+ B A-B A - B A+B
A+ B A-B A-B A+B
A+B A-B A-B A+B
A+B A-B "B A+B
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The truth of DeMorgan’s theorem can be demon-
strated in several ways.

Using switch contacts, as in Fig. 5.11, the only
handicap is that the inversion of a total function must
be illustrated by adding an inverter.

A

—e o A+B A:iB A B A.
— & &
_5’>: [ 3
_./?_

b
@I

A BAB AB o
. P — — B — A+ B
IS B
A _ — _
— o A B A.-B
—e 5 }A+ B — [:
L &
A o
A B A-B _ A+B
— e 0—e 0— — ] é ID—I>07
L
Fig. 5.11 Demonstrating the Truth of DeMorgan’s
Theorem.

Even so, the results are obvious. For instance, in the
first circuit if either switch A or switch B is closed the
input to the inverter is 1 and therefore its output is O.
This is identical to the second circuit, where closing
either of the switches breaks the circuit, so that the
output becomes 0. These two circuits therefore illustrate

the first statement: A+ B=A-B .

5.15 Reduce the expression A + B (C + ﬁ) .

Solution:
A+ B(C +DE)

Break the line, change the sign.
First break the line between D and E

A+B (C+D+E)
Next break the line between C and D and E
A+ B (CDE)=A + BCDE

5.16 Reduce the expression AB+ A+ AB.

Solution:

AB+ A+ AB

Demorganise AB A+B+A+AB (rule 33)
Reduce A+ B+AB (rule 19)
Reduce A+B+A (rule 34)
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A+A+B

Rearrange (rule 25)
Reduce 1+ B (rule 20)
Reduce 1 (rule 22)
Convert 0

5.17 Demorganise the function AB + C.

Solution:

Complement function
Change operators
Complement variables

AB+C

AB + C
(A + B)(O)
(A + B)(C)

5.18 Demorganise the expression A + BC+D(E +F).

Solution:

A+BC+D(E+F)

Break the bar, change the sign, (A + BE)[D(E + F)]

Cancel the double bars over the left term. (A + BC)

[D(E + F)].

Break the bar, change the sign. (A + BE)[D(E + F)]
Cancel the double bars. (A+ BC)(D+E + F)

5.19 Reduce AB + ABC + A(B + AB).

Solution:

AB + ABC + A(B + AB)
Factorize m + A(B+ AB)
Reduce A(B+C)+A(B+A)
Multiply AB + AC + AB + AA
Reduce AB+AC+AB+A
Factorize AB + AC + AB+1)
Reduce AB+AC+A
Demorganise AB+AC (A+B)(A+C)+A
Multiply AA+AC+AB+BC+A
Reduce A+AC+AB+BC+ A
Factorize A(1+C)+AB+BC +A
Reduce A+AB+BC +A
Factorize A(1+B)+BC+A

Reduce A+BC+ A
Reduce 1+ BC
Demorganise 1+B+C
Reduce 1+B
Reduce 1

0

5.20 Prove the following identities using Boolean al-
gebra and DeMorgan’s theorems.

(a) AB+BC+CA = AB+BC +CA
(b) AB + AC + ABC (AB+C) =1

Solution:

(a) AB+BC+CA

L.H.S.

AB+BC +CA
= AB+BC+CA
= AB+(BC+CA)

Demorganise = AB (BC + CA)

Demorganise = AB {C(B + A)}

Demorganise =

Reduce =

= (A+B){C+(B+A)]

(A+B)(C+BA)

= AC + ABA + BC + BBA
= AC + AAB + BC + BBA
AC +AB +BC +BA

= (AB+AB)+BC +CA

= AB+BC+CA =RHS.

(b) AB+ AC + ABC(AB + AC) = 1

L.H.S.

=AB + AC + ABCAB + ABCAC

= AB + AC + AABBC + AABCC
=AB+ AC+0+ ABC

= AB + ABC + AC

= A(B+BC)+AC

= A{B(1+C)+BC}+AC
=AB + BC+ BC)+ AC
=A{B+ C(B+ B)} + AC
=AB+ AC + AC

=AB + (AC + AC)

=AB + 1
=1=R.H.S.



5.21 Simplify the following Boolean function to a
minimum number of literals XY + XZ + YZ.

Solution:
XY+ XZ+YZ=XY+ XZ+ YZX+ X)

=XY+ XZ+ XYZ+ XYZ
=XY+XYZ+ XZ+ XYZ
=XY+(1+2Z)+ XZ(1+Y)
=XY+ XZ

5.22 Find the complement of the functions F; = ABC

+ ABC and F,=A (BC + BQ).

Solution:
Applying DeMorgan’s theorem as many times as nec-
essary, the complements are obtained as follows:

F, = (ABC + ABC)
= (ABC)(ABC)
=A+B+C A+B+ C)

F,= [A(BC+B0)]

A+(BC +BC)
Z+(?€)(FC)
A+(B+C)(B+C)

5.23 Find the complement of the functions F; and
F, of Problem 5.22 by taking their duals and
complementing each literal.

Solution:
1. F, = ABC + ABC
The dual of F,is (A+B+C)A+B+C)
Complementing each literal:
A+B+C)A+B+C)=H
2. F,= A(BC + BC)
The dual of F,is: A+ (B + C) (B+ C)
Complement each literal: B
A+B+C)(B+ C)=F,
5.24 Simplify the expression [A B(C + BD) + AB]C
as much as possible.
Solution:
[AB(C + BD) + AB]C
(ABC + ABBD + AB)C
(ABC+0+ AB)C
(ABC+ AB)C
ABCC + ABC
ABC + ABC
BC(A + A)
BC -1
BC
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5.25 Show that using Boolean algebra and De-
Morgan’s theorems:
YZ +WXZ +WXYZ +WYZ =7
Solution:

LHS.= YZ+WXZ+WXYZ +WYZ

=YZ+WXZ(1+Y)+WXYZ +WYZ
=YZ+WXZ +WXYZ +WXYZ +WYZ
=YZ+WXZ+WYZ(X+X)+WYZ
=YZ+WXZ +WYZ +WYZ
=YZ+WXZ+YZ(W+W)
=YZ+WXZ+YZ
=YZ+YZ+WXZ
= Z(Y+Y)+WXZ
= Z+WXZ
=Z+(1+WX)
= Z 1
= Z =R.H.S.

5.26 Simplify the following expression.

T4, B, C)= (A + B) [A(B+C) |+ AB + AC

Solution:
It is necessary to first apply DeMorgan’s theorem and
multiply out the expression in parentheses.

T(A, B, C) =(A+ B)A+ BC)+ AB + AC
=(A-A+ABC+ AB + BBC)+ AB +
=A+ABC+AB+ BC+ AB + AC
=A+AB(C+ 1)+ BC+ AB + AC
=A+AB+BC+ AB + AC
=A(1+B)+BC+ AB + AC
=A+BC+AB + AC
=A+BC+ B+ C
=A+C+ B+ C
=A+ B+1
=1

5.27 Prove the following Boolean identity.

ABC + ABC + ABC + ABC + ABC
=AB + BA + O)

AC

Solution:

L.H.S. =ABC+ ABC+ ABC + ABC + ABC
=ABC+ ABC+ ABC + ABC + ABC
=ABC + AB(C+ C)+ ABC + ABC
=ABC + AB + ABC + ABC

AB + ABC + ABC + ABC

AB + BC(A + A) + ABC

AB + BC + ABC

AB + B(C+AC)

= AB + B(A + C) = RH.S.
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5.28 Evaluate
SW, X, Y, Z)= (WX +
W=1,X=1,Y=0,Z
Solution:

1. Place parentheses around the complemented ex-
pressions.

FW, X, Y, Z)= (WX +(XY)Z+(WX +(YZ))
2. Evaluate the inner parenthesized expressions,
(XY) and (YZ).
X=1=0;XY=00=0;XY=0=1;
YZ=0.1=0; YZ=0 =1
3. Evaluate the outer parenthesized expressions,
WX=1-1=1; WX+ XY =1+1=1;
WX =1-0=0;
WX+YZ =0+1=1; (WX+YZ)=1 =0
4. Substitute the values of parenthesized expressions
into the remaining expressions and evaluate the
entire function.
W, XY, Z2)=1-Z+0=1-1+0
=1+0=1

Y)Z + WX +YZ for
1.

ST

5.29 Evaluate
f(A, B, C,D)=AC+ B(CD)+(AB+BC)D
forA=B=1,C=D=0.
Solution:
1. Place parentheses around the complemented ex-
pressions.
f(A, B, C, D)= AC + (B(CD))+((AB+BC)D)
2. Evaluate the parenthesized expressions, proceed-
ing from inner to outer expressions.

CD=0.0=0-1=0, B(CD)=1-0=0

AB+BC=1-1+1.0
=1-0+1-0
=0-0=0

(B(CD)) =0 =1,

(AB+BC)0=0-0=0, ((AB+BC)D)=0=1
3. Substitute the values of the parenthesized expres-

sions into the remaining expressions and evaluate

the entire function.

fA B, C, D)=AC+1+1
1.0+1+1
O+1+1
=1

Note: Whenever one factor of a logical product is 0,
the product is 0. Whenever one term of a logical sum is
1, the sum is 1.

5.30 Simplify the expression (A+ B)+ A-B by con-
structing a truth table.

Solution:
The truth table for the expression may be derived in the
usual way.

Table 5.5
A B A A-B A+B (A+B) + A -B
0 0 1 0 1 1
0 1 1 1 0 1
1 0 0 0 0 0
1 1 0 0 0 0

An examination of the last column shows that

(A+B)+A-B= A
Note: A considerable simplification of the original ex-
pression has been achieved. This method of simplifica-
tion forms the basis of another method called Karnaugh

mapping.

5.31 Simplify the expression
X=A-(B+B-C)+A-B-C
by constructing a truth table.

Solution:

Table 5.6

ABCABCB-CABCB+B-CA(B+B-C)X
0001 11 1 0 1 0 0
001 1 10 0 1 0 0 1
0101 01 0 0 1 0 0
011 1 00O 0 0 1 0 0
1 00 0 11 1 0 1 0 0
1 01 0 10 0 0 0 1 1
1 170 0 01 0 0 1 0 0
1 11 0 00O 0 0 1 0 0

Note, that X=1forA=0,B=0and C=1,ie. A-B-C

and also when A=1,B=0,C=11ie. A-B-C.
X=A-B-C+ A-B-C=BC(A+A)
X=B-C

5.32 Use DeMorgan’s laws to enable the following

expressions to be implemented with a single logic
gate. Use the inputs A, B, and C rather than

A,B and C. Apply DeMorgan’s laws to the

expression and then select one of the following
gates to implement it: OR; AND; NOR; NAND.

(a) A+B (b) A-B-C



Solution:
(a) By DeMorgan A+B =A - B
- A+B = A-B (NAND function)
A — ) AB _ _
o—— = A+B
B ——
Fig. 5.12

(b) By DeMorgan A-B-C =A+ B+ C

. A-B-C=A+B+C (NOR function)

Fig. 5.13

5.33 Verify DeMorgan’s law for the Boolean func-

tion A + B = A- B by examining truth tables.

Solution:
Table 5.7
A B A B A-B  A-B A+B
0 0 1 1 1 0 0
0 1 1 0 0 1 1
1 0 0 1 0 1 1
1 1 0 0 0 1 1

Note that A + B = A - B, thus verifying one of the forms

of DeMorgan’s laws.

5.34 Verify, by examining truth tables, the form of
DeMorgan’s law that states A - B= A+ B

Solution:

Table 5.8
A B A B A+B A+B A-B
0 0 1 1 1 0 0
0 1 1 0 1 0 0
1 0 0 1 1 0 0
1 1 0 0 0 1 1

Thus A-B= A+B

5.35 Use DeMorgan laws to convert the following
expression to both the AND and the OR gate.

A-B+C-D
Solution:

(i) To convert to the AND form treat A- B and C-D
as separate whole variables so that:

A-B+C-D=A-B-C-D
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(i) To convert to the OR form, transform the term
A- B, then transform the term C - D.
ie. A-B=A+B

C-D=C+D

A-B+C-D=A+B+C+D
5.36 Simplify the expression

(A-B+C) + (A+B-C)
resulting from an initial study of a particular
design problem, thereby saving unnecessary
logic gates.

Solution:
Using DeMogan’s law we see that

A-B+C = A-B-C

and that A+B-C = A-B-C
Therefore the expression simplifies to
A'B-C+ABC

A further simplification is possible since A - B is
common to both terms of the expression.

A'B-C+A-B-C=AB(C+C)
= A-B since C+ C=1
This is clearly much simpler than the original.
5.37 Using DeMorgan’s laws, simplify
A+B+(A-C+B) +C
Solution:
A+B+(A-C+B) +C
DeMorgan’s law applied to the terms in brackets gives:
A-C+B=A-C-B
The remainder of the expression is:
A+B +C= A-B-C
The total expression is now:
AB-C+AB-C

which is of the form X + X, where X=A -B- C
So clearly the expression always has the value 1.

BOOLEAN EXPRESSIONS AND LOGIC
DIAGRAMS

Boolean algebra is useless unless it can be translated
into hardware. Similarly, Boolean algebra can be a use-
ful technique for analysing existing circuits only if hard-
ware can be translated into a Boolean expression. This
capability develops with experience.

Boolean Algebra to Logic The easiest way to convert
an expression into a logic diagram is to start with the
output and work back toward the input.
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Logic to Boolean Algebra The reverse process can be
used for converting logic to Boolean algebra. Instead of
proceeding from output to input, we start with the input
signals and develop terms until the output is reached.

In logic, the following precedence rules apply:

1. Consider the NOT operator applied to an expres-
sion as putting parentheses around the expression.
(Do not bother to put parentheses around a single
complemented variable.)

2. Evaluate expressions within parentheses working
from inner to outer parentheses in the following
order:

(a) First evaluate NOTs of values from left to right.

(b) Then evaluate ANDs of pairs of values from
left to right.

(c) Then evaluate ORs of pairs of values from left
to right.

3. Substitute the values resulting from evaluations of
parenthesized expressions into the remaining ex-
pressions and evaluate in the same order, that is:
(a) First evaluate NOTs from left to right.

(b) Then evaluate ANDs from left to right.
(c) Then evaluate ORs from left to right.

5.38 Write the Boolean equation for each of the logic
circuits shown in Fig. 5.14.

%DE}D

(a)

A
B
C
D
Fig. 5.14
C
D
é%}fX:C+D+A+E+B
B

Original Circuit

A—

=l

C —

; _)—x: (ABC)D

Original Circuit

A
B:Z>_L
}X:(A+ BC

Original Circuit

o0 W>

o Ow>x»
<

O Owmx»

>

(a) (b)

A
B
i
Y D Z
(c) (d)
Fig. 5.15

o Ox

Solution:
(a) W= (A+B)(C+D)
(b) X=AB + BC
(¢c) Y=(AB+ B)C
(d Z=AB+B)+ B+ (O)D

5.39 Write the Boolean equation for each of the logic
circuits shown in Fig. 5.15.

Solution:
() W= AB+(C)+CD
(b) X=ABC+ D
) Y=A+B+ O)D
(d) Z=((AB)BC))+ D
5.40 State the Boolean law that makes each of the
equivalent circuits shown in Fig. 5.16 valid.

Solution:
(a) Commutative law
(b) Associative law
(c) Distributive law

5.41 Write the Boolean equation for the circuits
given in Fig. 5.17. Simplify the equations and
draw simplified logic circuits.

? X=A+B+C+D+E

Equivalent Circuit

=y

mgoOW >

(a)

(b)

C —_)7 X = (AB)CD
D—
Equivalent Circuit
A —
C_
X=AC+ BC

B—

c—

Equivalent Circuit

(c)

Fig. 5.16
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A A Solution:
B w B % . A__NC
W= (A+ BB 8
c c W= BC c ﬂ w
- . i D)
y X=(A+B(B+C) C
A A X=B+AC 5 X
B z A ,
c c i: 2 +(A+BBC g FZ)
=A+ BC c
(c) (d)
A ——NC
Fig. 5.17 §f gB+B+BC B—m— 2

9}
zZ
(e}

Fig. 5.18 Solution for Problem 5.41.

5.42 Draw the logic circuit for the following equations. Simplify the equations and draw the simplified logic

circuits.
(a) V=AC+ ACD + CD (b) W= (BCD + C)CD
(c) X=B+D)A+C)+ ABD (d) Y=AB + BC + ABC
(¢) Z=ABC + CD + CDE
Solution:
A —
R
(a) ¢ —i_J 4

]
O ox»
<

5 V=C(A+ D)
(b) c
b ' W B—NC
c
S r—w
A — w=cD
B
(© c ) X

A X=(A+ C)B+ D)
(d) B Y A
. c Ao
Y=(A+ OB
A
B
@ %}
E

Fig. 5.19 Solution for Problem 5.42.

m O Om>x»
N

NC
Z=ABC+ CD
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5.43 Draw the logic circuit for the following equa-
tions. Apply DeMorgan’s theorem and Boolean
algebra rules to reduce them to equations hav-
ing inversion bars over single variables only.
Draw the simplified circuit.

(a) W= AB+A+C

(b) X= AB+C + BC
(¢) Y= (AB)+C + BC

d) Z= AB+(A+C)

Solution:
B
A w . W-A+8
c—NC
C
(a)
A
B B _
X o :D—x =B+C
A —NC
C
(b)
A —NC
A — YB —NC

(c)
A A
5 z B %D—z - ABC
c c

(d)

Fig. 5.20 Solution for Problem 5.43.

5.44 Repeat Problem 5.43 for the following equations.
(a) W= AB+CD+ ACD

(b) X= A+ B-BC + BC

(¢) Y= ABC +D + AB + BC

(d) Z= (C+D)ACD (AC + D)

Solution:
(See Fig. 5.21).

5.45 Explain the bubble-pushing technique.

Solution:
Bubble-pushing, based on DeMorgan’s theorem, is il-
lustrated in Fig. 5.22. To form the equivalent logic cir-
cuit, you must
(a) Change the logic gate (AND to OR or OR to AND).
(b) Add bubbles to the inputs and outputs, where there
were none and remove the original bubbles.

Sow>

[SHONWES

=D

o>

(d)
Fig. 5.21 Solution for Problem 5.44.

A — A
— v
s rv=5 >
=3
B —a
=54
B — X

<

V1
v
[[I—

(a) (b)

Fig. 5.22 (a) Original Logic Circuits; (b) Equivalent Logic
Circuits.



5.46 Use the bubble-pushing technique to convert
the gates in the Fig. 5.23.

—q
—

v

(a)

—d

v

(b)
=3
(@

Fig. 5.23

Solution:

(a)

v

(b)

LT)

(c)

v

@ —

v

Fig. 5.24 Solution for Problem 5.46.

5.47 Realize the expression Y = AB + AB using AND,
OR, NOR gates.

Solution:

perselben

sl = —

Fig. 5.25 Solution for Problem 5.47.

5.48 Realise the expression Y = AB + AB using only

NAND gates.
Solution:

ol

AB-AB=AB + AB

£ »— 4B

B

Fig. 5.26 Solution for Problem 5.48.

5.49 Draw the logic circuit for Y = AB + AB. Sim-
plify this Boolean equation and the correspond-
ing logic circuit.

Solution:

We have a sum-of-products equation. This implies two

AND gates driving an OR gate as shown below.
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To simplify the logic circuit, factor the equation as
follows:

A

A :)_ Y= AB+ AB

B Y=A(B+B)
AB AB + AB

—

B

Fig. 5.27 Solution for Problem 5.49.

The corresponding logic circuit is shown below. This
is simpler because it uses only one AND gate.

B B+B A(B+B)
B

Fig. 5.27a Simplification of the Original Diagram.

5.50 Show the logic circuit for the Boolean equation

Y = (A + B)(A + B). Simplify the circuit as
much as possible using algebra.

B

(A+B)(A+B)

B A+ B

Fig. 5.28 Logic Circuit for Y = (A+B)(A+ B)

Solution:
Figure 5.28 shows the logic circuit for the given Bool-
ean equation. Next, multiply the factors of the given
equation to get -
Y= AA+ AB + BA + BB

A variable ANDed with its complement equals zero,
so the first term drops out. A variable ORed with itself
equals itself, so the last term reduces to B. Because of
the commutative law AB = BA. The foregoing simplifi-
cations give us the following equation.

Y= AB + AB+ B

Figure 5.29 shows the corresponding logic circuit.
As you can see, this circuit is more complicated than
the original.

A AB
B —
AB+ AB B v
Y= e——M o
A AB _
B B AB+ AB+ B

Fig. 5.29 Logic Circuit for AB + AB + B



90 2000 Solved Problems in Digital Electronics

We can also factor the foregoing equation as fol-
lows:

Y=(A+AB+B=B+B=8B
Since Y = B, we don’t need a logic circuit. All we need
is a wire connecting the input B to the output Y.
5.51 Implement the original and minimised expres-
sions for the function
f=ABD + ABD + AC + ABC + ABC
Solution:
f=ABD + ABD + AC + ABC + ABC
= AB(D+D)+AC+BC(A+A)
=AB+ AC + BC
f=AB+ AC
The original expression, Figure 5.30(a), requires five
AND gates and one OR gate for implementation. The
minimised expression requires two AND gates and one
OR gate, as can be seen in Figure 5.30(b). The number

of literals have been reduced from 14 to 4, and the
variable D has been eliminated.

A — ABD
e
D—
s
B_

D _
-
C_

f, = ABD + ABD + AC + ABC + ABC

é —  \ABC

c—1 J

(a) Original

A— AB

B — _
_ - =AB+AC
AT AC
c —

(b) Minimized

Fig. 5.30 Implementation of Original and Minimised
Expression.

5.52 Implement the original and minimised expres-
sion for the function
f=A.C+A-D+B-C+B-D
Solution:
f=A-C+A-D+B-C+B-D
After simplification,
f=@A+B)(C+ D)
The corresponding circuit required to perform the
logic function has been reduced from four, two-input

AND gates and a four-input OR gate, to two, two-input OR
gates and a two-input AND gate as shown in Fig. 5.31.

o0 W>

Ow Om ox» O

Bieio

(a) Original (b) Minimised

Fig. 5.31 Implementation of Original and Minimised
Expression.

5.53 Implement the original and minimised expres-
sion for the function

Y=A-B+A-B+A-B

Solution: - -
Y=A-B+A-B +A- B
Table 5.9
A B|A B|A-B A-BA-B|Y=A-B+A-B +A-B
0 0|1 1] 0 0 0 0
0 1|1 0] 1 0 0 1
1 0/0 1| 0 1 0 1
1 110 0| 0 0 1 1

The truth table for the Boolean function is the truth
function for a two-input OR gate. The simple Boolean
expression for a two-input OR gateis A + B =Y.

ARCARD ST
et D 4D
(a) Original (b) Minimised
Fig. 5.32 Implementation of Original and Minimised

Expression.

5.54 Implement the original and minimised expres-
sion for the function

f= ABC + BC + ABC + ABC
Solution: o o

f= ABC + BC + ABC + ABC
ABC +BC+BC(A+A)
ABC + BC + BC
ABC +B(C+C)
ABC + B
AC +B




—\ABC
— L -
A o - BC
B B D
C -ore {>c6 =
I ABC
N\ _ABC
L
B (a) Original
A —>o2] AC
c D
B
(b) Minimised

Fig. 5.33 Implementation of Original and Minimised
Expression.

5.55 Implement the minimised Boolean expression
for the function
f=BCD + ABD + ABD + BCD + BCD
+ABCD +ABCD
Solution:
This can be implemented directly, as in the last ex-
ample, but would use a large number of gates. Alterna-
tively it may be simplified as follows.

f= BCD + ABD + ABD + BCD + BCD
+ ABCD + ABCD

BD(A+A)+BD(C+C)+BCD+BCD(A+A)
BD + BD + BCD + BCD
B(D+D)+BD(C+C)
B+ BD

=B+D
This expression can be implemented using a single gate.

B
—) O
D

Implementation of Minimised Expression.

Fig. 5.34
CANONICAL FORMS

The form of an expression determines how many and
which type of logic gates are needed, as well as how
they are connected together. The more complicated the
expression, the more complex will be the gate network.
It is, therefore, best to simplify an expression as much
as possible to get the simplest gate network. There are
two standard or canonical forms used to express any
combinational logic network: the sum-of-products (SOP)
form and the product-of-sums (POS) form.
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5.56 Identify each of the following Boolean equations
as a produce-of-sums (POS) expression, a sum-
of-products (SOP) expression, or both.

() U=ABC + BC + AC

(b) V=(A+C) (B +C)

(¢c) W=AC (B + C)

(d) X=AB + C + BD

() Y=(AB + D)A + CD)

(f) Z=(A + B)BC+A)+ AB + CD

Solution:
(a) SOP (b) POS (C) POS
(d) SOP (e) POS () POS, SOP

5.57 Simplify the circuit shown in Fig. 5.35 down to
its SOP form; then draw the logic circuit of the
simplified form using a 741.S54 AOI gate.

;4_
C_
B—1 X
é_
A )

- —

Fig. 5.35 Original Circuit for Problem 5.57.

Solution:

X=(AC+BC) (A+B+D)

AC+BC+A+B+D

= AC-BC + ABD

=(A+ C)YB+C)+ ABD
=AB+AC+ BC + CC+ ABD
=AB+AC+ BC + ABD

The simplified circuit is shown in Fig. 5.36.

SOPpP

AND

}

Invert

X =AB+ AC +BC + ABD

QOIIx O™ = 0O> W >

R
L 7asse

Fig. 5.36 Using an AOI IC to Implement the
Simplified SOP Equation for Problem 5.57.
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5.58 Implement the original and minimised expres-
sion for the function
f=A+B+C)A+B+C)(A+ B +0C)

(A +B + O)

Solution:

Since X = X - X, we can expand f as follows:

f=A+B+C)(A+B+ C)A+B+ 0O
A+ B+ O)(A+ B+ C)(A+ B+ 0C)

Substitute A+ B for(A+ B+ C)A+ B+ C)
A+C for(A+B+ C)A+ B+ 0O)
and B+C for(A+ B+ C)(A+ B+0C)
f=(@A+B)A+O(B+ 0
=A+B)(B+0
33 :A+B+ C
C
A A+B+ C
5—) 1L
A A+B+C
g L=(A+B+ C)A+B+0C)
a A 4BaC (A+ B+C)J(A + B+0)
B
C
(a) Original

B
f,b=(A+ B)(B + O)

(b) Minimized

Fig. 5.37 Circuit for Original and Minimised
Expression.

O W T >

Note: Implementation of minimised expression requires
mwo OR gates and one AND gate instead of four OR
gates and one AND gate. Literals have been reduced
Sfrom 12 to 4.

MINTERMS

An examination of the truth table verifies these results:
With any row in a truth table we can associate two
terms.

1. A minterm is the logical product for all literals in
the row.

2. We get a minterm by complementing any vari-
ables that are O for the row and leaving unbarred
any variables that are 1 for the row.

3. We form the logical product (AND) of all literals
defined by this process.

4. The sum-of-products is known as the minterm
form.

Table 5.10
A X Truth table fAXOR) function
(X=A® B) B
0 0 0 A=Owhen B=1 — AB
0 ! ! A=1lwhenB=0 — AB
1 0 1 X=AB + AB=(A +B)A + B)
! ! 0 SoP POS
MAXTERMS
1. A maxterm is the logical sum for all literals in the
row.

2. We get a maxterm by barring all variables that
are 1 for the row and leaving unbarred all vari-
ables that are O for the row.

3. We form the logical sum (OR) of all literals de-
fined by this process.

4. The product-of-sums is known as the maxterm form.

5.59 Convert A + B to minterms.
Solution:
A+ B=A(1) + B(1)
=AB+ B)+ BA + A)
=AB+ AB + AB + AB
=AB+ AB + AB
Each term in the example contains all the letters used:
A and B. The terms AB, AB , and AB are therefore
minterms.

5.60 Find the minterms for A + BC and prove that
the result is A + BC.

Solution:

Write down the terms A+ BC
Insert X’s where letters are missing AXX, XBC
Vary all the X’s in AXX AB 5, AEC,
ABC, ABC
Vary all the X’s in XBC ABC, ABC

A+ BC=ABC + ABC + ABC + ABC + ABC + ABC
Proof that the result is A + BC
ABC + ABC + ABC + ABC + ABC + ABC
=AB (C+ C)+ ABC + BC(A + A)
=AB + ABC + BC
=AB + B(AC + O)
=AB + B(A + O)
=AB + AB + BC
= A(B + B) + BC
=A+ BC

TWO-LEVEL REALISATION

An output function that is 1 for several rows of the
truth table is written as a logical sum of minterms for all



rows for which the functions is 1. This form is the can-
onical sum-of-products, AND-OR form. This realisation
is known as two-level realisation. The first level consists
of AND gates and the second level consists of OR gates.
The Greek letter X is used to denote the sum. The
decimal expression Xm (1, 2, 4) means that the minterms
of rows 1, 2, and 4 are ORed together.

An output function that is O for several rows of the
truth table is written as a logical product of maxterms
for all rows for which the function is 0. This form is the
canonical product-of-sums OR-AND form. This is also
a two-level realisation. The first level consists of OR
gates and the second level consists of the AND gate.
The Greek letter IT is used for the product. The decimal
expression IIM (0, 6, 7) means that the maxterms of
rows 0, 6 and 7 are ANDed together.

5.61 Draw a truth table for two variables. Map the
minterms and denote the output.

Solution:

Table 5.11 Two-Variables Truth Table

INPUTS OUTPUT B o 1
A B c A
0| O 1
0 0 0 L
0 1 1 1 1, 1,
1 0 1
1 1 1 Two-Variable Map

Each column of the truth table represents a minterm.
I’s are placed to indicate that the output contains a
particular minterm in its sum and 0’s when that term is
excluded from the sum.
C=AB+AB + AB
C=m+ my+ my
C is the sum of minterms 1, 2, and 3.
Another way of representing this relation is to use
the Greek letter sigma and an m to represent “sum of
minterms ...”

C=22m(1,2,3)

5.62 Draw the truth table for three variables show-
ing minterms and maxterms.

Solution:

Table 5.12

Row Number A B C Minterms Maxterms
0 0 0 0 ABC A+B+C
1 0 0 1 ABC A+B+ C
2 0 1 0 ABC A+ B+C
3 0 1 1 ABC A+ B+ C
4 1 0 0 ABC A+B+C
5 1 0 1 ABC A+B+ C
6 1 1 0 ABC A+B+C
7
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5.63 For any truth table: (a) write the output func-
tion that has a 1 output for only one row;
(b) write the output functions that has a 0
output for only one row.

Solution:
Table 5.13
Row Number A B C Function f;
0 0 0 0 0
1 0 0 1 0
2 0 1 0 1
3 0 1 1 0
4 1 0 0 0
5 1 0 1 0
6 1 1 0 0
7 1 1 1 0
fi= ABC
Table 5.14
Row Number A B © Function f,
0 0 0 0 1
1 0 0 1 1
2 0 1 0 1
3 0 1 1 1
4 1 0 0 1
5 1 0 1 1
6 1 1 0 0
7 1 1 1 1
fb=A+B+C
5.64 Write the sum of products form.
Solution:
Table 5.15
Row Function Minterms
Number A B € VE with output 1
0 0 0 0 0 -
1 0 0 1 1 ABC
2 0 1 0 1 ABC
3 0 1 1 0
4 1 0 0 0
5 1 0 1 1 ABC
6 1 1 0 1 ABC
7 1 1 1 1 ABC

The sum-of-products form uses the minterms of rows
for which the function is 1.

Vg

ABC + ABC + ABC + ABC + ABC
*m(l, 2,5,6,7)
5.65 Write the product-of-sums form.

Solution:
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Table 5.16
Row Minterms
Number A B C Function f;  with output 0

0 0 0 0 0 A+B+C
1 0 0 1 1
2 0 1 0 1
3 0 1 1 0 A+ B+ C
4 1 0 0 0 A+B+C
5 1 0 1 1
6 1 1 0 1
7 1 1 1 1

However, from DeMorgan’s theorem we know that
A+B+ C= ABC

_ TP
— >~ = > >

The product-of-sums form uses the maxterms of rows
Sfor which the function is 0.
=A+B+C)A+ B+ C)A+B+0O)
=1IM (0, 3, 4)

CONVERTING CIRCUITS TO UNIVERSAL
LOGIC

We can simply substitute NANDs for both ANDs and
ORs in the AND-OR implementation. Similarly, we can
substitute NORs for both ORs and ANDs in the OR-AND
implementation. More than two levels may be required.
Hence either NAND or NOR is a complete set that can
express any switching function. The conversion can
easily be accomplished by the following procedure:

1. Draw the circuit in AND-OR-Invert (AOI) logic

2. If NAND hardware has been chosen, add a circle
to the output of each AND gate on the logic dia-
gram, and provide circles on the inputs to all OR
gates.

3. If NOR hardware has been chosen, add a circle to
the output of each OR gate on the logic diagram,
and provide circles on the inputs to all AND gates.

4. Add or subtract an inverter on each line that re-
ceived a circle in step 2 or 3.

5.66 Implement the Boolean expression
D = ABC + ABC + ABC
directly; implement the same expression using
only NAND gates.

Solution: S
The function D = ABC + ABC + ABC can be imple-
mented directly as shown in Fig. 5.38.

I —

I

—) —°

OmJ 0m>
U U

Olw »i

Fig. 5.38 Direct Implementation of the Given Function.

Fig. 5.39 Direct Implementation of the Given Function.

It follows that functions implemented using AND and
OR gates may be modified to use only NAND gates, since.
(See Fig. 5.40)

DD z

Fig. 5.40 I[nversion of AND-OR to ‘NAND Only’.

This simplification assumes that inverses of the inputs
are available. If this is not the case they can be ob-
tained by using NAND gates as inverters. In this way any
logic function can be implemented using only NAND
gates and our example is implemented as shown in
Fig. 5.41.

il i
A Py
B D

c]

Fig. 5.41 Solution of Problem 5.66.

This manipulation can also be achieved using Boolean
algebraic manipulation by noting that

D =ABC + ABC + ABC = ABC- ABC - ABC
This expression is in a form suitable for direct imple-
mentation using NAND gates only.

5.67 A manipulation similar to that given in the previ-
ous example can be used to implement functions
using only NOR gates. Explain. (See Fig. 5.42)

Solution:

The inversions at the front end of this implementation are
achieved simply by using the inverted or non-inverted
signal as required. Therefore, using the previous
example, the solution can be given as shown in Fig. 5.43.
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Fig. 5.42 [nversion of AND-OR to ‘NOR Only’.
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Fig. 5.43 Solution for Problem 5.67.

5.68 Simplify and implement the Boolean expression
X = ABC + BC + ABC + ABC

Solution:
The expression may be implemented directly as shown
in Fig. 5.44.
X = ABC + BC + ABC + ABC
T\ ABC
L
A —] BC

Yo%

9]

ABC
T \ABC
.

Fig. 5.44 Figure for Problem 5.68.

F?
i

Alternatively, it can be reduced using Boolean algebra,
as follows:

X = ABC + BC + ABC + ABC
ABC + BC + BC(A + A)
ABC + BC + BC
ABC + B(C + C)
ABC+ B

AC+ B

This can be implemented using only three gates as shown
in Fig. 5.45.

@

Fig. 5.45 Implementation of the Simplified Expression.

5.69 Simplify and implement the expression
BCD + ABD + ABD + BCD + BCD
+ ABCD + ABCD
Solution:
X=BCD + ABD + ABD + BCD + BCD
+ ABCD+ ABCD
=BDA + A)+ BD(C+ C)+ BCD
+ BCD(A + A)
=BD + BD + BCD + BCD
=B(D+ D)+ BD(C + C)

=B+ BD

=B+D
The expression can be implemented directly using a
large number of gates. However, after simplification,

the same expression can be implemented using a single
gate as shown below.

B
E
D

Fig. 5.46 Implementation of the Simplified Expression.

This represents a considerable simplification as com-
pared with the original expression.
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ANEEEEN SUMMARY

> Boolean operators are the codes for the basic logic gates. You can use them as shorthand notation for
digital logic circuits.

> Boolean expressions are not unique.

> The rules of Boolean algebra consist of a set of rules and a set of laws.

> Commutative law states that the elements of a function can be arranged in any sequence provided the
connective is the same.

> Distributive laws allow the factoring or multiplying of expressions.

> Associative law states that in any Boolean function containing elements separated by the same connec-

tive, it does not matter if some of the elements are taken as a group.

Absorption law is used for the elimination of redundant functions in a system.

Idempotent law states that if a variable is ANDed or ORed with itself any number of times, the result

will always be the original variable.

If any number of nothings are added or multiplied together, the result will also be nothing.

If any number of somethings are added or multiplied together, the result will also be something.

The NAND operation is commutative and not associative.

The NOR operation is commutative and not associative.

Law of identity states that if A = B and B = C, then A = C.

Conjunction of a variable with logic 0 always yields a constant.

Conjunction of a variable with logic 1 results in the original variable.

Disjunction of a variable with logic O results in the original variable.

Disjunction of a variable with logic 0 yields a constant.

A NOR function can be implemented by inverting the two inputs to an AND function.

A NAND function can be implemented by inverting the two inputs to an OR function.

The complement of a sum is equal to the product of the complements.

The complement of a product is equal to the sum of the complements.

To convert a logic expression into a logic diagram, start with the output and work back towards the input.

To convert a logic diagram to a logic expression start with the input signals and develop terms until the

output is reached.

To use the bubble-pushing technique: change the logic gate (AND to OR or OR to AND) and add

bubbles to the input and outputs where there were none, and remove the original bubbles.

> To convert a Boolean expression into a logic diagram, start with the output and go back towards the input.

> To convert a logic diagram into a Boolean expression start with the input signals and develop terms

until the output is reached.

There are two canonical forms to express any combinational logic network: the sum-of-products (SOP)

and the product-of-sums (POS).

A minterm is the logical product for all literals in the row.

A maxterm is the logical sum for all literals in the row.

We can substitute NANDs for both ANDs and ORs in the AND-OR implementation.

We can substitute NORs for both ORs and ANDs in the OR-AND implementation.

Y VYV

YV V VYV VY VY Y VY VYV VY VYYVY

A\

A\

YV V V V

Test your REVIEY QUESTIONS

understanding

1. Complete each expression:
(a) A+1= (b) A-A
(e) x-0= ) D-1

2. With the OR operation 1 + 1 =1
1+1+1=7

3. With the AND operation A - A = A
A-A-A=?

(c) B-B d) C+
(g D-0= (h) C+

1
ara
1
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11.
12.
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Apply the associative law to the expression A + (B + C + D).
Apply the distributive law to the expression A(B + C + D).
Draw the truth table for a three-input XOR gate.

Write the Boolean expression for a three-input NOR gates.
What is the significance of DeMorgan’s theorem?

Apply DeMorgan’s theorems to the following expression:

(a) ABC+(D+E) (b) (A+B)C (c) A+B+C +DE

How will you implement a NAND function?
How will you implement a NOR function?
Explain the difference between SOP and POS forms.

13. Give three examples of SOP expressions.
14. Give three examples of POS expressions.
15. Why is the SOP expression used more often?
16. How will you convert a Boolean expression into a logic diagram?
17. How will you convert a logic diagram into a Boolean expression?
18. Draw the logic circuit for the SOP expression X = AC + AD + BC + BD . WHat does it signify?
19. Draw the logic circuit for the POS expression X = (A + B) (C + D). What does it signify?
20. Give the pin configuration of AOI IC-74LS54.
21. Use an AOI IC to implement X = AC + AD + BC + BD.
Test your SUPPLEMENTARY PROBLEMS
understanding
22. Write the output of the given logic circuit. A
23. Construct a logic circuit to implement B
— — C
flA, B, C, D)= (ABC)+ D+ (AC) D
24. How will you extract the Boolean expression of a
. . A
function from its truth table? c
25. Simplify the Boolean equation
_ B
Y=(A+ B)A+ B) D
Draw the. logic circuit. f’f the7 sirppliﬁed §xpression. Fig. 5.47
Compare it with the original circuit. (See Fig. 5.55(a))
26. Show the logic circuit for ¥ = AB + AB. Simplify the Boolean equation and the corresponding logic circuit.
27. Simplify the Boolean equation ¥ = ABC + ABC + ABC + ABC, and describe the logic circuit.
28. Implement the function Y = AB+ CDE + FG + HJK with AOI IC-74LS54. 4
29. Make the external connections to a 4001 CMOS NOR IC to c
implement the function X = A + B.
30. Extract the Boolean expression for the circuit given in Fig. 5.48.
31. Develop the logic diagram of the Boolean expression B—
C=AB+ AB +(A+ B) Fig. 5.48

OBJECTIVE TYPE QUESTIONS

Test your

understanding

Fill in the Blanks

32

. A variable may be ORed or ANDed with itself any number of times and the result will be the
variable.
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33. A NOR function can be implemented by the inputs to an AND function.

34. A NAND function can be implemented by inverting the inputs to an function.

35. To from Boolean algebra to logic, start with the output and work back toward the input.

36. To convert from logic to Boolean algebra the circuit from input to output until the final
expression is obtained.

37. Assertion level refers to the level for an event to occur.

38. DeMorgan’s laws are the most commonly used laws of

39. Canonical forms are used to express any logic function.

40. Minterm is a logical for all literals in the row.

41. The sum-of-products is known as the form.

42. Maxterms are to minterms.

43. We can write the output function by maxterms and minterms.

44. We can substitute for both ANDs and ORs in the AND-OR implementation.

45. We can substitute for both ORs and ANDSs in the OR-AND implementation.

46. NAND or NOR is a complete set that can express any function.

47. The number of terms in the expression corresponds to the number of

48. The number of in the expression corresponds to the number of inputs.

49. NAND and NOR gates are sometimes referred to as gates.

50. The SOP form is to deal with.

51. The Boolean operators can be considered as for the basic gates.

52. Compound gates can be represented by of the elementary functions.

53. The order in which terms are ANDed or ORed together is

54. The distributive laws allows the or multiplying of functlons

55. In any Boolean function containing elements separated by the same connective, it does not matter if some of
these elements are considered as a

56. ‘Absorption law’ is extremely important for the ehmlnatlon of functions.

57. If a function consists of a variable and its inverse, then the function is a

58. Conjunction of a variable with logic 1 results in the variable.

59. A variable plus is always something.

60. A NOR function can be implemented by inverting the two inputs to an function.
61. A function can be implemented by inverting the two inputs to an OR function.
62. The complement of a product is equal to the of the complements.

63. Inversion of a total function must be illustrated by adding an

64. Each term in the two forms contains each of the binary Varlables once and only once.
65. The Greek letter is used for the logical product of maxterms.

66. Either NAND or NOR is a complete set that can express any function.

67. A variable in complemented or uncomplemented form is known as a
True/False Questions

State whether the following statements are True or False.

68. The elements of a function can be arranged in any sequence provided the logical connective is the same.

69. The associative law does not hold if elements are connected by the same connective.

70. When many conditions are to be ANDed or ORed together, the order in which conditions are combined is very
important.

71. Idempotent law states that a variable may be ANDed or ORed with itself any even number of times and the
result will still be the same variable.

72. If any number of nothings are added or multiplied together the result will also be nothing.

73. Conjunction of a variable with logic 0 always yields a constant.

74. Disjunction of a variable with logic 0 results in a constant output.

75. The complement of a sum is equal to the product of the complements.

76. The Greek letter sigma is used for the logical product of maxterms.

77. Either AND or OR is a complete set that can express any switching function.

78. The simplest Boolean equation results in the simplest array of logic gates for the function.

79. DeMorgan’s laws are used to transform a whole expression.

80. Number of literals corresponds to number of inputs.



81.

82.
83.

84.
85.
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The SOP expression is seldom used because it does not lend itself to the development of truth tables and
timing diagrams.

Boolean function cannot be simplified by graphical methods.

DeMorgan’s laws are used to change only part of an expression in order to get the whole expression into a
desirable form.

A minterm is a logical product of all literals in the row.

AND and OR gates are sometimes referred to as universal gates.

Multiple Choice Questions

86.

87.

88.

89.

90.

91.

92.

93.

94.

95.

96.

97.

Which of the following gates can be used as an inverter?

(a) NAND (b) AND

(c) NOR (d) None of the above
Which of the following operations is commutative but not associative?
(a) AND (b) OR

(c) XOR (d) NAND

Which of the following operations is not associative?

(a) NOR (b) OR

(c) XOR (d) AND

Identify the operation which is commutative but not associative.

(a) OR (b) NOR

(c) XOR (d) AND

The minterm designator of the term ABCD is

(a) 8 (b) 9

(c) 10 (d) 11

The maxterm designator of the term A+ B +C +D is

(a) 11 (b) 2

(c) 13 (d) 10

A switching function f(A, B, C, D) = ABCD + ABCD + ABCD + ABCD + ABCD can also be written as
(a) Zm(1,3,5,7,9) (b) Zm(3,5,7,9, 11)

(c) Zm(3, 5,9, 11, 13) (d) Zm(5,7,9, 11, 13)

A switching function f(A, B, C) = (A+ B+C)(A+B+ C) (Z + B +C) can also be written as
(a) TIM(1, 4, 5) (b) TIM(2, 3, 6)

(c) TIM(O, 2, 3) (d) TIM(@3, 4, 5)

A switching function f(A, B, C, D) = Zm(5, 9, 11, 14) can be written as

(a) ABCD + ABCD + ABCD + ABCD (b) ABCD + ABCD + ABCD + ABCD
(c) ABCD + ABCD + ABCD + ABCD (d) ABCD + ABCD + ABCD + ABCD
The switching function flA, B, C, D) = TIM(5, 8, 11, 13) can also be written as
(a) ABCD + ABCD + ABCD + ABCD

(b) (A+B+C+D)(A+B+C+D)(A+B+C+D)(A+B+C+D)

(¢) (A+B+C+D)(A+B+C+D)(A+B+C+D)(A+B+C+D)

(d) ABCD + ABCD + ABCD + ABCD

If the SOP form of a switching function is f(A, B, C) = ABC + ABC + ABC + ABC then the POS form of the
function will be

(a) (A+B+C)(A+B+C)(A+B+C)(A+B+C)

() (A+B+C)(A+B+C)(A+B+C)(A+B+C)

(c) (A+B+C)(A+B+C)(A+B+C)(A+B+C)

(d (A+B+C)(A+B+C)(A+B+C)(A+B+C)

The dual of the Boolean theorem A - (B+ C)=A-B+ A - Cis

() A+(B-C)=A-B+A-C (b) A-(B+C)=(A + B)A + O)
A+ B-CO)=A+B)-A+0 (d) None of the above
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98. A-B-C is equivalent to

(a) A+B+C (b) A-B-C

(c) A+ B+ C (d A-B-C
99. A+ B+C is equivalent to

() A-B-C (b) A+ B+ C

(c) A-B-C (d A+B+C

100. The dual of a Boolean function is obtained by
(a) interchanging all Os and 1s only
(b) changing all Os to 1s only
(c) changing all 1s to Os only
(d) interchanging (i) all Os and 1s and (ii) ‘+” and ‘-’ signs
101. In a combinational circuit the outputs on any instant of time depend
(a) only on inputs present at that instant of time
(b) only on the past inputs
(c) only on the past outputs
(d) on past inputs as well as present inputs
102. A combinational circuit
(a) never contains memory elements
(b) always contains memory elements
(c) may sometimes contain memory elements
(d) contains only memory elements
103. The SOP form of logical expression is most suitable for designing logic circuits using only

(a) XOR gates (b) AND gates
(c) NAND gates (d) NOR gates
104. The POS form of logical expression is most suitable for designing logic circuits using only
(a) XOR gates (b) NAND gates
(c) AND gates (d) NOR gates
105. The logical expression Y = AB + AC + BC is known as
(a) standard SOP form (b) SOP form
(c) standard POS form (d) POS form
106. The logical expression ¥ = (A + B+ C)(A + C)(B + C)(A + C) is known as
(a) standard SOP form (b) SOP form
(c) standard POS form (d) POS form

107. The logical expression Y = Xm(0, 3, 6, 7, 10, 12, 15) is equivalent to
(a) Y=TIM(, 3, 6, 7, 10, 12, 15) (b) TIM(1, 2,4,5,8,9, 11, 13, 14)
(c) Zm(1,2,4,5,8,9, 11, 13, 14) (d) Zm(0, 2, 4, 6, 8, 10, 12, 14)
108. The logic expression Y = I1M(1, 4, 6, 9, 10, 11, 14, 15) is equivalent to

(a) TIM(O, 2, 3,5,7, 8, 12, 13) (b) TIM(0, 2, 3, 4, 5, 6, 12, 13)

(c) Zm(1,4,6,9, 10, 11, 14, 15) (d) 2m(0, 2, 3,5,7, 8,12, 13)
109. The minterm corresponding to decimal number 13 is

() A+B+ C+D () A+ B+ C+ D

(c) ABCD (d) ABCD
110. The maxterm corresponding to decimal number 15 is

(a) ABCD (b) ABCD

(c) A+B+C+D (d A+ B+ C+ D

ANSWERS

[

(@) 1 A ©0 @ @0 O»DbL @O0 ({m1
1 3. A 4. AB+C+D)=(A+B+C)+D
. AB+ C+D)=AB+AC + AD

IS
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6.
Table 5.17 Solution for Problem 6. Truth Table for a Three-input XOR Gate (A ® B) ® C
INPUTS oUTPUT

B A X

0 0 0 0

0 0 1 1v

0 1 0 1v

0 1 1 0

1 0 0 1v

1 0 1 0

1 1 0 0

T T T |

7. X=A+B+C.

8. DeMorgan’s theorem formulates the relationship between N(AND) and N(OR) functions that allows one type

of function to be implemented using a different type of function.

9. (a) A+B+C+DE (b) AB+C (c) ABC+D+E

10. A NAND function can be implemented by inverting the two inputs to an OR function.

11. A NOR function can be implemented by inverting the two inputs to an AND function.

12. The SOP expression usually takes the form of two or more variables ANDed together, ORed with two more
variables ANDed together.
The POS expression usually takes the form of two or more variable ORed together, ANDed with two or more
variables ORed together.

13. X = AB+AC + ABC

X = ACD+CD+B

X = BCD + ABDE + CD
14. X = (A+B)-(B+C)

X =(B+C+D)- (BC+E)
X =(A+C)-(B+E)-(C+B)

15. Because it lends itself nicely to the development of truth tables and timing waveforms. SOP circuits can also
be constructed using a special combinational gate called AND- OR-INVERT (AOI) g.ate.

16. Start with the output and work back towards the input.

17. Start with the input signals and develop terms until the output is reached.

18. AND gates feeding into an OR gate. (See Fig. 5.49)

19. OR gates feeding into AND gate. (See Fig. 5.50)
A—0o

C —|
A —9
D —o

B_

c— :):>_|_ _ _
B }X:(A+B)(C+ D)
o4 — o

Fig. 5.49 Solution for Problem 18 Fig. 5.50 Solution for Problem 19

X= AC+ AD + BC+ BD

OO0 @ >

20. (See Fig. 5.51)
21. (See Fig. 5.52)
22. (See Fig. 5.53)
23. (See Fig. 5.54)
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24.

25.

E}D 14 vec
[2] 13] A —3
[ 12] ¢
A
0 i =
[>o—Xx
B —— _ __ _
E E‘ c X= AC+ AD + BC+ BD
[e o]
e
GND IZ 74L.S54 EI ?— 741854
Fig. 5.51 Solution for Problem 20 Fig. 5.52 Solution for Problem 21
A — AB
B AB +CD
C — CD _
D — (AB+CD)(AC +BD) A -
- B =L
—
c —d D (ABC)+ D +(AC)
B —] AC + BD A—] };Q—L/
D —1 Cc —o
Fig. 5.53 Solution for Problem 22 Fig. 5.54 Solution for Problem 23
Table 5.18
A B C
0 0 0
0 1 1
1 0 1
1 1 0

C is true if B is true and A is not true, or if A is true and B is not true.
C= (A-B)+(A-B)=AB+AB (XOR function)
Simplified expression ¥ = AB + AB + B
The circuit for the simplified expression is more complicated than that for the original expression.
We can factor the forgoing equation as follows
Y=(A+AB+B=B+B=8B
Since Y = B, we don’t need a logic circuit. All we need is a wire connecting the input B to the Y output.

7432 1 7408

(a) Original Expression (b) Simplified Expression

Fig. 5.55 Solution for Problem 25.
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26. Y=A (B + B)
=A
We don’t need a logic circuit. All we have to do is connect a wire between input A and output Y.

1 7408

AT 8, 7432 J742 1, 7408

B 3 B 37 2 Sy
4 2 4 z_2

A oy 6 B

B —
(a) Original Expression (b) Simplified Expression

Fig. 5.56 Solution for Problem 26.

27. Y= C You don’t need a logic circuit. All that is required is a wire connecting input C to output Y.
28. (See Fig. 5.57)

A

e
2 —
3 ¢
D
4F
5 Y
6 A
F _
12 -7 X=A+B
13 — Y = AB + CDE + FG + HIK B
9 —H | A
J \ =
}? K| J 5 X=A+B
\ ) - \ v J v = Z +B
AND OR-Invert Invert OR
Fig. 5.57 Solution for Problem 28. Fig. 5.58 NOR-NOR circuit for Problem 29.

29. We will need an inverter and an OR gate to provide the function for X. An inverter can be made from a NOR
by connecting the inputs, and an OR can be made by inverting the output of a NOR, as shown in Fig. 5.58.

4001

1 Vpp=+3Vto +15V

A 1 Voo
Iv
Jte
@ 10 X=A+B
A
Ves 5|

LA R L

Fig. 5.59 Solution for Problem 29 External Connections to a 4001 CMOS IC to Implement X = A + B
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30.
31.

32.
38.
42.
47.
53.
59.
65.
71.
77.
83.
89.
95.
101.
107.

(See Fig. 5.60)
(See Fig. 5.61)
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A AB
A A-B =
C=AB+(A+B) >o— AB c
0—| >0—

B— 21B B — (A+B)
Fig. 5.60 Solution for Problem 30 Fig. 5.61 Solution for Problem 31
original 33. inverting 34. OR 35. convert 36. analyse 37. necessary
Boolean algebra 39. combinational 40. product 41. minterm
complements 43. combining 44. NANDs 45. NORs 46. switching
logic gates 48. literals 49. universal 50. easier 51. codes 52. combinations
unimportant 54. factoring 55. group 56. redundant 57. constant 58. original
something 60. AND 61. NAND 62. sum 63. inverter 64. Canonical
Pi(IT) 66. switching  67. literal 68. True 69. False 70. False
False 72. True 73. True 74. False 75. True 76. False
False 78. True 79. False 80. True 81. False 82. False
True 84. False 85. False 86. (a) and (¢) 87. (d) 88. (a)
(b) 90. (c) 91. (¢) 92. (b) 93. (a) 94. (d)
(c) 96. (d) 97. (c) 98. (¢) 99. (a) 100. (d)
(a) 102. (a) 103. (c¢) 104. (d) 105. (b) 106. (d)
(b) 108. (d) 109. (c) 110. (d)



Chapter

6

Reduction Techniques

INTRODUCTION

The canonical expressions, two-level circuits, are usu-
ally not the most economical implementation of the logic
functions. There are ways of simplifying or minimising
logic functions to achieve economical implementations.
Simplifying means finding an expression with fewer
terms or fewer literals. Minimising means finding an
expression that is best by some minimisation criteria.
Usually, we try to minimise first the number of terms in
the expression and then the number of literals. This
classic procedure corresponds to minimising first the
number of logic gates and then the number of inputs in
the implementation. There are three methods of
minimising:

1. Algebraic simplification (discussed in detail in

Chapter 5)
2. Karnaugh map
3. Quine McClusky tables

6.1 Find the minterms for AB + AC.
Solution:
ABXX generates ABC D, ABCD, ABCD, ABCD
AXCD generatess ABCD, ABCD
AB+ CD=ABCD + ABCD + ABCD + ABCD
+ ABCD + ABCD

6.2 Find the minterm designation of ABC D.

Solution: B
Copy original term ABCD
Substitute 1’s for non-barred letters 1000

and 0’s for barred letters
Express as decimal subscript of m mg

Aééﬁzmg

6.3 Find the minterm designation of WXYZ.

Solution:

Copy original term WXYZ
Convert to binary 1000
Express as decimal subscript of m m,

WXYZ = m,
6.4 How will you implement a specified network

using logic gates? The block diagram and truth
table of the network are given in Fig. 6.1.

Solution:
A B C |Y
A 0o 0 O 0
o o0 1 0
B —Y 0o 1 0 |0
C 0 1 1 1
1 0 O 0
1 0 1 1
1 1 0 1
1 1 1 0
(a) Block Diagram (b) Truth Table
Fig. 6.1

The required function can be described in words by
saying that the output should be 1 if exactly two of the
three input signals are 1 and should be 0 otherwise.
This condition is met by only three combinations of the
input signals as shown in the truth table.

The function can be realised by constructing three
gate networks to detect each of the combination of the
inputs and then ORing the outputs from these three
networks.
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1
A —¢
D
C
3
o )
Fig. 6.2 Solution for Problem 6.4.

KARNAUGH MAPPING

If the aim is simply to eliminate any redundant terms AND
obtain the simplest equation to express a given function,
then the graphical methods give quick and positive
results. The graphical method most commonly used is
the Karnaugh map, also called the Veitch diagram.

6.5 Explain the significance of Karnaugh mapping.

Solution:

A Karnaugh map is similar to a truth table in that it
graphically shows the output level of a Boolean equa-
tion for each of the possible input variable combina-
tions. A Karnaugh map is simply a graphical method of
applying the laws of complementation and absorption.
Each output level is placed in a separate cell (square)
of the Karnaugh-map. Karnaugh-maps can be used to
simplify equations having two to six different input vari-
ables. Solving five-and six-variable Karnaugh-maps is
extremely cumbersome; they can be more practically
solved using advanced computer techniques.

6.6 How will you construct an n-variable K-map?

Solution:

Determining the number of cells in a K-map is the same
as finding the number of combinations are entries in a
truth table. An n-variable map requires 2" cells. This is
shown in Fig. 6.3.

c - cD__ _ _

AB C C ABN.CD CD CD CD
AB AB
A - _
X la AB AB
B Z\§1 A§2 AB AB
B |AB | AB AB AB

(a) (b) (c)
Fig. 6.3 (a) Two-variables K-maps (b) Three-variable

K-maps (c) Four-variables K-maps.

Each cell in the K-map corresponds to a particular
minterm (a particular combination of the input vari-
ables. In the two- variable K-map, for example, the
upper left cell corresponds to A B (00), the lower left

cell is AB (01), the upper right cell is AB (10) and the
lower right cell is AB (11). These four terms represent
all possible conjunctions of the two variables and their
complements.

6.7 What are the basic rules that must be followed
when using Karnaugh maps?

Solution:

B N_A | A BNl A | A
5 |G [ D 5 1
CHIN

Law of Absorption
AB+ AB+BA+ AB

=AB+B)+B(A+A)
=A+B

Law of Complementation
C=AB+AB=BA+A)=B

Fig. 6.4

The basic rules that must be followed when using
Karnaugh maps are as follows:

1. Transform the Boolean equation to be reduced
into an SOP expression.

2. The map is drawn up in such a way that the terms
in adjacent cells differ by only one variable.

3. The terms in the equation to be simplified are
entered by writing 1’s in the appropriate cells in
the map.

4. Where cells that are adjacent horizontally or verti-
cally both contain a 1, the variable that changes
between the cells may be dropped (by the law of
complementation), leaving only the remainder of
the term, common to both cells, as part of the
final answer. Whole terms may also disappear by
being absorbed.

5. When all the terms have been simplified, the final
equation is obtained by writing down all the sim-
plified terms and connecting them by disjunction
(OR).

THREE-VARIABLE MAPS

Although the two-variable map illustrates the principle
of Karnaugh mapping, it is too trivial to show the full
potential and properties of Karnaugh map, nor the pro-
cedure for drawing multivariable maps. A three-vari-
able Karnaugh map is shown in Fig. 6.5 and consists of
four columns and two rows. Combinations of the first
two variables are written down at the head of each col-
umn, whilst the two possibilities for the third variable
define the two rows. The map could also be drawn the
other way, with two columns and four rows (see Fig.

6.3(b)).



AB 2B | aB | AB | AB

c

C |ABC | ABC | ABC | ABC

C |ABC | ABC | ABC | ABC

Fig. 6.5 A Three-variable Karnaugh Map.

The rule that only a one-variable change is allowed
must be followed. The extreme left-hand column is taken
as being adjacent to the extreme right-hand column and
the extreme top row is taken as adjacent to the extreme-
bottom row. The rule must also be observed between
these columns and rows.

6.8 Reduce the Boolean equation to an SOP ex-
pression. Draw a truth table of the SOP ex-
pression and then transfer it to a Karnaugh
map. Verify your result.

X = A(BC+BC)+ ABC
Solution:
First transform the equation to an SOP expression:
X = ABC + ABC + ABC
Draw a truth table for the SOP expression and transfer
to a K-map (Fig. 6.6).

A B C |X e Cc ¢

0O 0 O 1 <~ (ABC) /T?~>1 1
-5 AB =

0 0 1 | 1| <«—(ABC) — |

0 1 0 | 1| <=—(ABC) el 1

o 1 1|0 — s

1 0 0|0

1 0 1|0 AB

11 0|0 -

11 10 AB

Fig. 6.6 Truth Table and Karnaugh Map of the
Expression.

Now encircle adjacent 1’s as shown in Fig. 6.7. The
simplified equation is obtained by determining which
variables remain the same within each loop. AB be-
comes one of the terms in the SOP expression. The
second term in the SOP expression is AC. The final
result in SOP format is X = AB + AC. This can be
verified by algebraic simplification.

AB __, _ _
c AB |AB | AB | AB

c

C (1 1 1 1>

Fig. 6.9 Loops in a Three-variable K-map.
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¥ ¢ ¢

AB F1 1y\v

AB || 1 A
X=AB+AC

AB

AB

Fig. 6.7 Encircling Adjacent Cells in Karnaugh Map.

6.9 Simplify the following SOP equation using the
Karnaugh map technique.
X=AB + ABC +ABC + ABC

Solution:

Construct an eight-cell K-map (Fig. 6.8) AND fill a 1 in
each cell that corresponds to a term in the original
equation. AB has no C variable. Therefore, AB will fit
in two cells: ABC + ABC. Encircle adjacent cells in the
largest group of two or four or eight. Identify the
variables that remain the same within each circle and
write the final simplified SOP equation by ORing them
together.

c -

AB c C

2B (1)

(] H+—

AB || 1 X=AB+C

48 |\

Fig. 6.8 Karnaugh Map AND Final Equation for

Problem 6.9.

LOOPS

The principle of eliminating variables by the law of
complementation can be extended beyond two cells. In
Fig. 6.9, a 1 appears in every cell of row C. Hence,
both the variables A and B can be dropped, leaving C.
Another combination of four cells that eliminates two
variables is a square array of 2 x 2 cells, Fig. 6.10.
Here the variable B changes horizontally and is elimi-
nated, while the variable C changes vertically, and is
eliminated, leaving only A out of these four terms.

AB __ | _ _
AB |AB | AB | AB
1
1

cl o _7] 0
clolli [ 1]]o

Fig. 6.10 A Square Array of 2 x 2 Cells.
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To make it easier to see which terms may be grouped
together for simplication loops are drawn around them.
The permitted sizes of loops are any powers of two
with the provision that the loop must be either square
or rectangular. L-shaped or any other shape are not
considered as single loops. An array of 3, 5, 6, 7, 9
squares etc. must be made up of two or more smaller
loops. It is best to draw the largest possible loop in
order to obtain the simplest equation. Intersection of
two loops is allowed. (Fig. 6.11).

B __
AB |AB | AB | AB

i
o [ 7]

(9]

Fig. 6.11 Intersection of Two 4-square Loops.

A pair eliminates one variable that changes form,
Fig. 6.4. A quad eliminates two variables and their
complements, Figs. 6.9 and 6.10. An octet eliminates
three variables and their complements, Fig. 6.12.

CD CD CD cD CD CD CD cD

ABlo | o|ofo ABlo| o ofo
ABlO | 0] O0]oO ABlO| Ol 0foO
AB

ﬁ 1] 1 ﬂ AB(1 1](1 1]
= L N | i R DGR )

(a) (b)

Fig. 6.12 Examples of Octet.

6.10 Draw the K-map for the given expression and
make the groupings.

ABC + ABC + ABC + ABC + ABC + ABC
Solution:

00 | 01 |11 10

oo [(1 [(1)] 1) AC
c —— B

1 (1 1)1‘0 B
———aAcC

Fig. 6.13 Solution for Problem 6.10.

6.11 Draw a three-variable K-map for the expression
F=ABC + AB (C + C)
Solution:

BC BC BC BC

A 1

A 1 1

Fig. 6.14 Solution for Problem 6.11.

Encircle adjacent cells in the largest group of two or

four or eight. Identify the variables that remain the same

within each circle and write the final SOP equation by

ORing them together.

6.12 Show the factoring or grouping for 1’s for the
expression

F=ABC + AB (C + O)

Solution:

A P BC
[T IdD—-

F=AB +BC

Fig. 6.15 Solution for Problem 6.12.
FOUR-VARIABLE KARNAUGH MAPS

Four-variable Karnaugh maps are drawn in much the
same way as three-variable maps. A matrix of 4 X 4
cells is drawn up, combinations of the first two vari-
ables are written at the tops of the columns and
combinations of the other variables at the side of the
rOWS.

It should be noted that as the end columns and top
and bottom rows are taken as being adjacent, end-
around and four-corner loops are also permitted.
However these possibilities are more pronounced on a
larger map. Several possible loops up to eight cells
in size are shown on the four-variable maps of Fig. 6.16.

6.13 Simplify the following SOP equation using
K-map technique.

X = ABD + ABD + ABD + BCD + ABCD
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AB AB AB
cD CD: I— TN T \I \I CD
1 ﬂ] Ly LlJ N
) \H o —
j] Horizontal and 1 1 1| | Enp-around 11 Square Loops
Vertical Loops 4 "\ | Loops of Two of Four
of Two Il I 1
1 o | | 1 1)1
N k
1 (1) . T
Ll 1 | |
b1 ]
N - __ —
AB
AB Do e AB
cD — N ) D —f—T—
1 ! 11 h 1 1
\I | ) N
) H + I I
[1 1 11 1] Horizontal and 19 1|1 Enp-around | | Corner Loop
Vertical Loops ! I I | of Four
| | Loops of Four | |
1 of Four n 1 1 n
I I
I‘l |\I 2
) | 1] 1 H 1 1
\—==7 Y ===) N
AB o AB AB _______ _
<) (N
cb ) ' L J ' v i E— —
1 |1 : 1101 1 : 1 1
|1 1|1 ﬂ Horizontal and : : END-around 1 1 | END-around
| Vertical Loops I | Loop of Eight Loop of Eight
U | R 1J of Eight ! ' 1 1
I I
I I
1 1 : [1 1 1] : I—i SR
] [ |
N~ — —_—— k ___________ /

Fig. 6.16 Several Possible Loops upto Eight Cells in Size on Four-Variable Karnaugh Maps.

Solution:

AB | AB

Gan
ol [

ol |
NEEOD

Fig. 6.17 Solution for Problem 6.13.

Identify the variables that remain the same within each
circle and write the final simplified SOP equation by
ORing them together. o
X=BD+ BD

6.14 Simplify the following equation using Karnaugh

mapping procedure:

X = ABCD + ABCD + ABCD + ABCD

+ ABCD + ABCD

Solution:

Since there are four different variables in the equation,
we need a 16-cell map (2* = 16) as shown in Fig. 6.18.

AB B
cpN\. CD CD cD CD
AB (1)

AB 1 //_’\
i q

AB (1 \D D X = ABD + ABC +CD

Fig. 6.18 Solution for Problem 6.14.

6.15 Solve the following equation using the Karnaugh
mapping procedure: B
X = BCD + ABCD + ABCD + ABCD + ABCD

Solution:

CD ~= = =
AB CD CcD cD CD
AB ]
ZAB [1 ; | ’ \/_N
AB b 1] + ) X =BD +BC
AB
Fig. 6.19 Solution for Problem 6.15.
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BCD term in the original equation fills in two cells:
ABCD + ABCD. We could have encircled four cells
and two cells, but that would not have given us the
simplest final equation. By encircling four cells and
then four cells, we are sure to get the simplest final
equation. Always encircle the largest number of cells
possible, even if the cells have already been encircled
in another group.

6.16 Simplify the following equation using the

Karnaugh mapping procedure.

X = ABC + ACD + AB + ABCD + ABC
Solution:
Notice in Figure 6.20 that a new technique called wrap-
around is introduced. You have to think of the K-map
as a continuous cylinder in the horizontal direction,
like the label on a pickle can. This makes the left row
of cells adjacent to the right row of cells. Also, in the
vertical direction, a continuous cylinder like a pickle
can lying on its side, makes the fop row of cells adjacent
to the bottom row of cells. In Figure, for example, the
four top cells are adjacent to the four bottom cells, to
combine as eight cells having the variable B in com-
mon.

Yet another circle of four is formed by the wrap-
around adjacencies of the lower left and lower right
pairs combining to have AD in common. The final
equation becomes X = B + AD . Compare the simplified
equation with the original equation that had five terms
in it.

ABCD |55 CD cD C5|
AB b 1 |1 1)
AB S~
| 1) Al
AB ﬁ/ 4 ql
|

Fig. 6.20 Solution for Problem 6.16.

6.17 Simplify the following equation using K-
mapping.

X=B(CD+C)+CD(A+B+ AB)

Solution:
Before filling in the K-map, an SOP expression must
be formed.

X= BCD+BC+CD(A-B+ AB)
= BCD + BC + ABCD + ABCD
The group of four 1’s can be encircled to form AB,
as shown in Fig. 6.21. Another group of four can be

Fig. 6.21 Solution for Problem 6.17.

encircled using wraparound to form B C. That leaves
two 1’s that are not combined with any others. The
unattached 1 in the bottom row can be combined within
a group of four as shown, to form BD.

The last 1 is not adjacent to any other, so it must be
encircled by itself to form ABCD. The final simplified
equation is

X = AB+ BC + BD + ABCD
6.18 Simplify the following equation by K-mapping.
X = AD + ABD + ACD + ACD

Solution:

First the group of eight cells can be encircled as shown
in Fig. 6.22. A is the only variable present in each cell
within the circle, so the circle of eight simply reduces.
to A. Notice that larger circles will reduce to four vari-
ables in the final equation. Also all four corners are

adjacent to each other, because the K-map can be
wrapped around in both vertical and horizontal direc-
tions. Encircling the four corners results in BD. The
final equation is
Y= A+BD
CcD
AB

cb| co cp |cD
-

= N
AB 1/ 1 1 \1

Al |1 |1 1 A
AB

AB]| 1 K_} __
| Four corners = BD

Fig. 6.22 Solution for Problem 6.18.

R

6.19 Simplify the following equation using the K-
mapping procedure.
X = ABD + ACD + ABC + ABCD + ABCD
Solution:
End-around wrapping of the top corners produces B D.
The group of fours forms BC. You may be tempted to



_ N _
ABl[1 ] 1 | A BD
| ——>BC
|
a1 || 1)
AB| 1
B

Redundancy j

Fig. 6.23

Solution for Problem 6.19.

encircle CD group of fours as shown by the dotted line,
but that would be redundant because each of these 1’s
is already contained within an existing circle. There-
fore, the final equation is
X= BD+BC
6.20 Map a four-variable function from the given
truth table and simplify.

Solution:
D c B A E=fA B-C D)
0 0 0 0 0
0 0 0 1 1
0 0 1 0 0
0 0 1 1 0
0 1 0 0 1
0 1 0 1 1
0 1 1 0 1
0 1 1 1 1
1 0 0 0 0
1 0 0 1 1
1 0 1 0 0
1 0 1 1 0
1 1 0 0 1
1 1 0 1 1
1 1 1 0 1
1 1 1 1 1
Fig. 6.24 Solution for Problem 6.20.
AB O 1 1,0
DC 0 0 1 1
O
00 1

01 (1 1 1 1]
11 L1 1 1 1J

o

Fig. 6.25 Solution for Problem 6.20

Mapping the function and drawing loops in the usual
way immediately obtains the function in its simplest
form:

X= AB+C
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DON’T CARE CONDITIONS

There are applications where certain combinations of
input variables never occur. As a result, we don’t care
what the function output is to be for these combinations
of the variables because they are guaranteed never to
occur. These don’t care conditions can be used on a
map to provide further simplification of the function.
To distinguish the don’t care conditions from 1’s and
0’s an X is used. The X’s may be assumed to be either 0
or 1, whichever gives the simplest expression. In addi-
tion, an X need not be used at all if it does not contrib-
ute to covering a larger area. In each case, the choice
depends only on the simplification that can be achieved.

6.21 From the table given draw the Karnaugh map
with don’t cares. Use don’t cares to simplify
the function. Implement the simplified function
(Fig. 6.26).

A B C D Y
0 0 0 0 0
0 0 0 1 0
0 0 1 0 0
0 0 1 1 0
0 1 0 0 0
0 1 0 1 0
0 1 1 0 0
0 1 1 1 0
1 0 0 0 0
1 0 0 1 1
1 0 1 0 X
1 0 1 1 X
1 1 0 0 X
1 1 0 1 X
1 1 1 0 X
1 1 1 1 X

Fig. 6.26

Solution:

The output is LOW for all input entries from 0000 to
1000, HIGH for input entry 1001, and an X for 1010
through 1111. These don’t cares are like trump cards
because you can use them wherever you feel conve-
nient (Fig. 6.27a).

ch CD cD c¢cbD CD CD ¢cD c¢CbD

ABl 0 | 0 |0 0 AB| 0 |0 |oO 0
AB| 0 | 0 |0 0 AB| 0 | 0 |oO 0
AB| x X X X AB | x

R

|
‘ }Y:AD

(c)
Fig. 6.27 Don’t Care Condition.
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Figure 6.27(b) shows the most efficient way to
encircle the 1. Notice that the I is included in a quad,
the largest group you can find if you visualise the X’s
as 1’s. After the 1 has been encircled, all the X’s outside
the quad are visualised as 0’s. In this way, the X’s are
all used to the best possible advantage. You are free to
do this because don’t cares correspond to input
conditions that never appear.

The quad of Fig. 6.27(b) results in Boolean equation
Y = AD. The logic circuit for this is an AND gate, Fig.
6.27(c).

6.22 Explain briefly the systematic procedure for
using don’t care conditions.

Solution:
Remember these ideas about don’t care conditions:

1. Given the truth table, draw a Karnaugh map with
0’s, I’s and don’t cares.

2. Encircle the actual 1’s on the Karnaugh map in
the largest groups you can find by treating the
don’t-cares as 1’s.

3. After the actual 1’s have been included in groups,
disregard the remaining don’t cares by visualising
them as 0’s.

6.23 Suppose the table in Fig. 6.26 has a HIGH out-
put for an input of 0000, LOW outputs for 0001
to 1001, and don’t cares for 1010 to 1111. What
is the simplest logic circuit with this truth table?

Solution:

The truth table has a 1 output only for the input condi-
tion 0000. The corresponding fundamental product is
ABCD. Figure 6.28(a) shows the Karnaugh map with a
1 for the fundamental product, 0’s for inputs 0001 to
1001, and X’s for inputs 1010 to 1111. In this case, the
don’t cares are of no help. The best we can do is to
encircle the isolated 1, while treating the don’t-cares
as 0’s. So, the Boolean equation is

Y= ABCD
Figure 6.28(b) shows the logic circuit. The four-input

AND gate produces a HIGH output only for the input
condition A=0, B=0, C=0,and D = 0.

CO ChDh CD CD ABCD
AB| D |0 |0 |o |
AB| 0 |0 |0 0 X

AB | x X X X

:D—Y:Z\EEB
AB| O 0 X X

(a) (b)
Fig. 6.28 Solution for Problem 6.23. Decoding 0000.

6.24 A truth table has LOW outputs for inputs of
0000 to 0110, a HIGH output for 0111, LOW
outputs for 1000 to 1001, and don’t-cares for

1010 to 1111. Show the simplest logic circuit
for this truth table.

Solution:

Figure 6.29(a) is the Karnaugh map. The most efficient
encircling is to group the 1’s into a pair using the
don’t care as shown. Since this is the largest group
possible, all remaining don’t cares are treated as zeros.
The equation for the pair is ¥ = BCD and Fig. 6.29(b)
is the logic circuit.

This three-input AND gate produces a HIGH output
only for an input of A=0, B=1, C=1,and D =1
because the input possibilities range only from 0000 to
1001.

CO CD CD CD ABCD

AB 0 |o |
selo Lo (1] D reeco
AB X X

>
@
o
o
X

X
(a) (b)
Fig. 6.29 Solution for Problem 6.24. Decoding 0111.

6.25 Simplify the Boolean function
FWX,Y,Z)=Xn(,3,7,11, 15)
and the don’t-care conditions
dw, X, Y, Z) = Zm(0, 2, 5)

Solution:

The minterms of F are the variable combinations that
make the function equal to 1. The minterms of d are the
don’t—care combinations known never to occur. The
minimisation is shown in Fig. 6.30. The minterms of F
are marked by 1’s, those of d are marked by X’s and
the remaining squares are filled with 0’s. In (a), the 1’s
and X’s are combined in any convenient manner so as
to enclose the maximum number of adjacent cells. It is
not necessary to enclose any or all of the X’s, but only
those useful for simplifying a term. One combination
that gives a minimum function encloses one X and leaves
two out. This results in a simplified sum-of-products
function:

F=WZ+YZ
YZ YZ YZ YZ YZ YZ YZ YZ
wx | x (1_ 711\ % wx | x| 1 1 |(x |
wx| o | |1 0 WX | 0 || x 110
wxl o | o |1 0 wx | (0]] 0) | 1 0
wx!| o 0 NIARO W)?_ LO OJ 1 0 |
(a) Combinigg 1’s and X’s, (b) Combiningo’s and X's,
F=WZ + YZ F=ZW +Y)
Fig. 6.30 Solution for Problem 6.25 with Don’t—care
Conditions.



In (b), the 0’s Problem are combined with any X’s
convenient to simplify the complement of the function.
The best results are obtained if we enclose the two X’s
as shown. The complement function is simplified to

F'=Z+WyY
Complementing again, we get a simplified product-of-
sums function:

F=Z(W+Y)

The two expressions obtained in Problem 6.25 give
two functions which can be shown to be algebraically
equal. This is not always the case when don’t-care
conditions are involved. As a matter of fact, if an X is
used as 1 when combining the 1’s and again as a 0
when combining the 0’s, the two resulting functions
will not yield algebraically equal answers.

FROM TRUTH TABLE TO KARNAUGH MAP

Sometimes even the unsimplified equation of a given
function is not available, but a truth table is given. It
might appear that it would be necessary to derive an
equation from the truth table before inserting it in the
Karnaugh map for simplification, but fortunately this is
not the case.

It is fairly obvious that since the truth table and
Karnaugh map show all possible combinations of vari-
ables, a Karnaugh map can be considered as simply
another way of writing a truth table. Data can thus be
transferred directly from a truth table to a Karnaugh
map, and the equation is obtained straight from the map
in its simplest minterm form.

For example, consider a four-variable function con-
taining the term A - B - C - D. This would be entered
on the Karnaugh map as a 1 in the appropriate cell. In
the truth table this term is represented by the input code
1011 (i.e., a 1 in input column D, a 0 in input column
C, a 1 in input column B, and a 1 in input column A),
and if this term exists in the function a 1 appears in the
output column. This means that where a I appears in
the output column of a truth table a 1 is entered in the
Karnaugh map in the cell that corresponds to that in-
put code. This procedure can be greatly simplified if,
instead of writing the actual terms at the ends of the
rows and columns, the combination of logic states that
they can assume are written instead (see Fig. 6.31)

B0 1 1 0
DC 0 0 1 1

00 0000 [0001 {0011|0010

01 0100 (0101 {0111|0110

11 1100|1101 {1111 1110
s N

10 1000|1001 11011(1010
N A

DCBA
Fig. 6.31 Transferring Data from Truth Table to the Map.
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Care must be taken when transferring data from the
truth table to the map for several reasons. Firstly, the
terms in a Karnaugh map change by only one bit from
cell to cell, whereas the input codes of truth tables are
commonly written down in a binary sequence, which
can change by more than one bit from one code to the
next. This means that the terms in the truth table do not
appear in the same order as they do in the map.

Secondly, the maps so far considered have had the
variables written down in alphabetical order (A, B, C,
D, ...) since that is how terms are generally written in
equations. However, in truth tables codes are generally
written in the form (... D, C, B, A) since that is the way
binary numbers are normally written.

PRODUCT-OF-SUMS METHOD

With the sum-of-products method we start with a truth
table that summarises the desired input-output condi-
tions. The next step is to convert the truth table into an
equivalent sum-of-product equation. The final step is to
draw the AND-OR network or its equivalent NAND-
NAND network.

The product-of-sums method is also similar. Given a
truth table, you identify the fundamental sums needed
for a logic design. Then by ANDing these sums, you get
the product-of-sums equation corresponding to the truth
table. But there are some differences between the two
approaches. With the sum-of-products method, the fun-
damental product produces an output 1 for the corre-
sponding input condition. But with the product-of-sums
method, the fundamental sum produces an output 0 for
the corresponding input condition.

6.26 Obtain the product-of-sums equation from the
given truth table.

A B C X
0 0 0 0—->A+B+C
0 0 1 1
0 1 0 1 o
0 1 1 0->A+ B+C
1 0 0 1
1 0 1 1 o
1 1 0 0—- A+B+C
1 1 1 1

Fig. 6.32

Solution:

Locate each output 0 in the truth table and write down its
fundamental sum. The first output O appears for A =0,
B =0, and C = 0. The fundamental sum for these inputs
is A + B + C, because this produces an output 0 for the
corresponding input conditions.
X=A+B+C=0+0+0=0

The second output O appears for the input condition
of A=0, B=1, and C = 1. The fundamental sum for
this is A + B + C. Notice that B and C are comple-
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mented because this is the only way to get a logical sum
of 0 for the given input conditions:

X=A+B+C=0+1+1=0
Similarly, the third output O occurs for A =1, B =1,
and C = 0, therefore, its fundamental sum is A+ B +
C=0:
X=A+B+C=14+1+0=0+0+0=0

Notice that each variable is complemented when the
corresponding input variable is a 1; the variable is
uncomplemented when the corresponding input variable

is a 0. To get the product—of-sums equation, all you
have to do is AND the fundamental sums:

=(A+B+C)A+ B+ C)A+ B+0C)

This is the product—of-sums equation for the given truth
table.

SIMPLIFICATION

You can simplify with Boolean algebra. Alternatively,
you may prefer simplification based on the Karnaugh
map. There are several ways of using the Karnaugh map.

6.27 Draw the K-map for the truth table in Fig. 6.33.
Obtain the sum-of-products equation. Show the
corresponding NAND-NAND circuit. Draw a
complemented map. Obtain the corresponding
product-of-sums NOR-NOR circuit using
DeMorgan’s theorem.

cCh CD ¢cD CcD -

ABI[T [T 1 [1]|5
AB[ 0 |0 0
—— | A—
AT 1 [T |1]]| 58— %—}Y
AB| 0 |0 |lU |1 A_DDI
Cc —

(a) (b)

A B C D Y
0 0 0 0 1
0 0 0 1 1
0 0 1 0 1
0 0 1 1 1
0 1 0 0 0
0 1 0 1 0
0 1 1 0 0
0 1 1 1 0
1 0 0 0 0
1 0 0 1 0
1 0 1 0 1
1 0 1 1 1
1 1 0 0 1
1 1 0 1 1
1 1 1 0 1
1 1 1 1 1

Fig. 6.33

Solution:

Draw the K-map in the usual way, Fig. 6.34(a). The
encircled groups allow us to write a sum—of—products
equation:
Y= AB + AB + AC

Figure 6.34(b) shows the corresponding NAND-NAND
circuits.

To get a product—of-sums circuit, begin by comple-
menting each 0 and 1 on the K-map, Fig. 6.35(a). The

Fig. 6.34 (a) Karnaugh map. (b) Sum-of-products
circuit for Y.

encircled 1’s allow us to write the following sum-of-
products equation from the complemented map:

Y =AB + ABC
Complementing the K-map is the same as complementing
the output of the truth table, which means the sum—of-
products equation for Fig. 6.35(a) is for Y instead of Y,
the complement of the desired output (Fig. 6.35(b)).

L
T

Ch CD CcD CD
AB| O |0 |0 |O
ABl A |1 |1 0)
AB| O |0 |0 |O A
AB|G [ 1|0 |o g:

(a) (b)

Fig. 6.35 (a) Complemented Map for Fig. 6.34(a).
(b) Sum—of-products Circuit for Y.

D

A

NAND gates can be replaced by bubbled OR gates;
therefore, we can replace Fig. 6.35(b) by Fig. 6.36(a).
A bus with each variable and its complement is usually
available in a digital system. So instead of connecting
A and B to a bubbled OR gate, we connect A and B to
an OR gate, as shown in Fig. 6.36(b). In a similar man-
ner A, B, and C are connected to an OR gate. In short
Fig. 6.35(b) is equivalent to Fig. 6.36(a).

The next step is to slide the bubbles to the left from
the output gate to the input gates. This changes the
input OR gate to NOR gates. The final step is to use a
NOR gate on the output to produce Y instead of Y, as
shown in Fig. 6.36(d).

a A
B é
A Z
B B
c C
(a)
; AD—L
B B
v ) >

QLR N
QWX

(c)

Fig. 6.36 Deriving the Product-of-sums Circuit.




DUALITY THEOREM

You don’t have to go through every step in changing a
complementary NAND-NAND circuit to an equivalent
NOR-NOR circuit. Instead you can apply the duality
theorem. Given a logic circuit, we can find its dual as
follows:

1. Change each AND gate to an OR gate.

2. Change each OR gate to an AND gate.

3. Complement all input-output signals.

Compare the NOR-NOR circuit of Fig. 6.36(d) with
the NAND-NAND circuit of Fig. 6.35(b).

6.28 Use Karnaugh maps to simplify the following
equations:

(a) D=AC+ AC+ C
(b) D= ABC + ABC + BC + ABC + ABC
Solution:

AB
CD\AB AB |AB | AB

AB
cD AB |AB | AB

AB
colt |1 |1 |1 5[1 1)
CLQ

colt |1 |1

CD |1 1 1 1

CD|1 1 1 1

Fig. 6.37

6.29 Use Karnaugh map to simplify the following
equations:
(a) E= ABC + BCD + AC + ABCD
(b) E=ABC + BCD + AC + BC

Solution:
A577 B _ A577 B _
CD\AB |AB |AB | AB CDN\AB |AB |AB |AB
CcD cD

CB( 1|1 q cb (1_1?T_1]
CDk 1|1 1) cD L1 1 1J

CcD cD

E=C E=AC+BC=C(A+B)
(@) (b)

(a) Solution for Problem 6.29(a).
(b) Solution for Problem 6.29(b).

Fig. 6.38

6.30 Simplify the given expression by K-mapping:
ABCD + ABCD + ABCD + ABCD + ABCD
+ ABCD + ABCD + ABCD + ABCD + ABCD
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Solution: A group of eight (octet) 1’s can be factored
as shown in Fig. 6.38, because the 1’s in the outer
columns are adjacent. A group of four (quad) 1’s is
formed by the wraparound adjacency of cells to pick
up the remaining two 1’s. The minimum form of the
original equation is: X = D + BC

The reduced equation requires one two-input AND
gate and one two-input OR gate for implementation.

CD CD  CD CD,

AB |1 L

AB | 1 1 _
BC

AB | 1 1

AB |1 ] (1 [

D

Fig. 6.39 Solution for Problem 6.30.

6.31 Design a circuit that can be built using an AOI
and inverter that will output a HIGH (1) when-
ever the four-bit hexadecimal input is an odd
number from 0 to 9.

Solution:

Table 6.1 Hex Truth Table Used to Determine the
Equation for Odd Numbers® from 0 to 9

D C B A DEC

0 0 0 0 0

0 0 0 1 1 « ABCD
0 0 1 0 2

0 0 1 1 3 « ABCD
0 1 0 0 4

0 1 0 1 5 « ABCD
0 1 1 0 6

0 1 1 1 7 « ABCD
1 0 0 0 8

1 0 0 1 9 « ABCD

40dd number = ABCD + ABCD + ABCD + ABCD + ABCD.
(a)
Ch CD CD CD

AB

AB
—= L
T a

AB G 1) h_

Odd Number = AD + ABC
where A = LSB

(b)
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S| ) —
; 14

for Odd
~ Numbers
J

74LS54(A0)

(c)

Fig. 6.40 (a) Hex Truth Table Used to Determine the
Equation for Odd Numbers® from 0 to 9.
(b) Simplified Equation Using K-Map.
(c) Implementation of the Odd-Number
Decoding Using an AOI

First build a truth table to identify which hex codes
from 0 to 9 produce odd numbers. Use the variable A to
represent 2% hex input, B for 2!, C for 22, and D for D.
Next, reduce this equation to its simplest form by using
a Karnaugh map. Finally, using an AOI with inverters,
the circuit can be constructed as shown.

6.32 A chemical plant needs a microprocessor-driven
alarm system to warn of critical conditions in
one of its chemical tanks. The tank has four
HIGH/LOW(1/0) switches that monitor tem-
perature (7), pressure (P), fluid level (L), and
weight (W). Design a system that will notify the
microprocessor to activate an alarm when any-
one of the following conditions arise:

1. High fluid level with high temperature and
high pressure.

2. Low fluid level with high temperature and
low weight.

3. Low fluid level with low temperature and
high pressure.

4. Low fluid level with high temperature and
low weight.

Solution:
First, write in Boolean equation form the conditions
that will activate the alarm:
Alarm = LTP + LTW + LTP + LWT

Next, factor the equation into its simplest form by
using a Karnaugh map, as shown in Fig. 6.41. Finally,
using AOI with inverters, the circuit can be constructed
as shown. (See Fig. 6.41)

THE QUINE-McCLUSKY METHOD

The obvious disadvantage of the K-map is that it is
essentially a trial-and-error procedure, which relies on
the ability of human user to recognise certain patterns.
For functions of six or more variables, it is difficult to

LW LW

P

iAlem

TP71111>

] |

Alarm = TP+ PL + TL
(a)

O

L —|>o——« 17 Microproce-
ssor Alarm
w—
R
74LS54(A0I)
(b)
Fig. 6.41 (a) Simplified Equation Derived from a

Karnaugh Map. (b) Implementation of the
Chemical Tank Using an AOL

be sure that the best selection has been made. The tabu-
lation method, also known as the Quine-McClusky
method overcomes this difficulty. It is a specific step-
by-step procedure that is guaranteed to produce a stan-
dard-form expression for a function. It can be applied
to problems with many variables and has the advantage
of being suitable for machine computation. However, it
is quite tedious for human use and is prone to mistakes.
The tabular method of simplification consists of two
parts. The first is to find by an exhaustive search all the
terms that are candidates for inclusion in the simplified
function. These are called prime implicants. The sec-
ond is to choose among the prime implicants those that
give an expression with the least number of literals.
The flow chart for the tabulation method of

minimisation is given in Fig. 6.42.

6.33 Find out the set of prime-implicants from the
switching function given below, obtain the mini-
mal expression using the Karnaugh map.

Jf, B, C,D)=2(0,1,2,5,7,8,9, 10, 13, 15)

Solution:

The location of minterms and a four-variable Karnaugh

map are given in Figs. 6.43 (a) and (b), respectively.
In the first step, adjacent minterms are combined to

form the following sub-cubes of two cells.

(0, 1), (0, 2), (0, 8), (1, 5), (1, 9), (2, 10), (5, 13),
(5, 7), (7, 15), (8,9), (8, 10), (9, 13), (13, 15)
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Assume 1
ds are 1’s Key
¢ Pl = Prime Implicant
Form all P/ EPI = Essential Prime Implicant 2
d = Don’t Care
T . Vinmize |
I Star all Distinguished |
: 1 Cells (Ignore |
| Distinguished d Cells) :
| |3
I |
|
| No Yes :
' |
I |
|
I Sum EPI :4
|
|
I | |
: Changes 1’s |
| in EPIto ds l's
|
I |
|
| No Sum Yes :
| Includes all |
: 1's? |
| Yes :
' |
I |
: Discard Smaller :6
| or Either or |
: Same Size |
| | |
|
| Any :
| Dominant |
| P2 |
I Discard : ’
I Dominated P/ |
: if Smaller |
| | :
I |
: Yes |
| |
I |
I ¥ s
: Label Remaining |
| Pl as Pl as PI, |
|
|
|
| 7 ¥ |
! Assume Pl Assume P, Assume P, |
: is Essential is Essential is Essential 19
|
: y v y |
|
: Minimize Minimize Minimize |
| [ I ] :
| : |
| | Select Set of Sums with Fewest Terms | :10
I |
| l |
| . . 111
| Choose Sum with Fewest Literals |
|
|
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Fig. 6.42 Flow Chart for the Tabulation Method of Minimisation Procedure.
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AB
00 01 11 10 CcDN\J00| 01 11 (10
N\ €
0 8 00 (o)l 4 s

(a) (b)
Fig. 6.43 (a) Location of Minterms (b) Karnaugh Map.

In the second step, the adjacent sub-cubes of two
cells, obtained in the first step, are combined to form
the following sub-cubes of four cells.

0, 1, 8,9), (0, 2, 8, 10), (1, 5,9, 13), (5, 7, 13, 15)

The sub-cubes of two cells (pairs), which become
included while forming the sub-cubes of four cells, thus
become redundant and therefore stand deleted from the
set of pairs obtained in the first step. On examining we
find that all the sub-cubes of two cells (pairs) obtained
in the first step are included in the sub-cubes of four
cells. Thus, all the pairs obtained become redundant
and stand deleted.

In the third step sub-cubes of four cells are combined,
if possible, to form a bigger sub-cube of eight cells.
This is not possible in this case. Thus, no bigger sub-
cube can be formed. Therefore, the sub-cubes of four
cells and the sub-cubes of two cells, which are not
deleted while forming the bigger sub-cubes, all stand
for the prime implicant of the given switching function.
The sub-cubes which are not deleted are

(0, 1, 8, 9) which indicates B C

(0, 2, 8, 10) which indicates B D

(1, 5,9, 13) which indicates CD
and (5, 7, 13, 15) which indicates BD

Now B D (0, 2, 8, 10) and BD(5, 7, 13, 15) are both
essential prime-implicants and one out of B C (0,1,8,9)
and CD (1, 5,9, 13) at a time can be taken as the third
BC as the
essential prime-implicant, then we must neglect CD
(1, 5,9, 13) because all 1, 5, 9, 13 are included in one
prime implicant or the other. Therefore, the minimal
expression is

f(A, B, C, D)= BC + BD + BD

AND now if take into account CD(1, 5, 9, 13) then
we must neglect BC (0, 1, 8, 9) because then all 1, 5, 9,
13 are included in one prime-implicant or the other.
Therefore, the second minimal expression is

flA, B, C, D)= CD + BD + BD
It is seen that the minimal expression obtained is not
unique.

essential prime-implicant. If we include

6.34 Find out the set of prime-implicants from the
switching function given below. Find out the
minimal expression using the Karnaugh map.

fA, B, C, D)=X(0, 1,2,3,4,6,8,9, 10, 11)
Solution:

Karnaugh map of the four-variable switching function
is shown below

AB
cDN\J00O 01] 11 10

1 11 |1
00 Kol 4 8

o1 |1 1

11 |1 1
10 12 ﬂ 110
|

Fig. 6.44 Karnaugh Map for (0,1, 2, 3,4, 6, 8, 9,
10, 11).

In the first step, the adjacent minterms are combined
to form the following sub-cubes of two ‘I’ cells to form
the pairs.

(0, 1), (0, 4), (0, 2), (0, 8), (1, 3), (1, 9), (2, 3), (2, 6),
(2, 10), (3, 11), (4, 6), (8, 9), (8, 10), (9, 11), (10, 11)

In the second step, the adjacent sub-cubes of two
cells obtained above in the first step, are combined to
form the following sub-cubes of four cells to yield quads
of ‘I’ cells.

0,1, 2,3), (0, 1, 8,9), (1, 3,9, 11), (0, 2, 4, 6),
(0,2, 8,10, (2, 3, 10, 11), (8, 9, 10, 11)

The sub-cubes of two cells (pairs), which are in-
cluded while forming the sub-cubes of four cells, thus
become redundant and therefore stand deleted from the
set of pairs obtained in the first step. On examination,
we find that all the sub-cubes of two cells (pairs)
obtained in the first step are included in the sub-cubes
of four cells. Thus, all the pairs become redundant and
stand deleted.

In the third step, the adjacent sub-cubes of four cells
are combined, if possible, to form the sub-cube of eight
cells (octet) given below.

0, 1,2,3,8,9,10, 11)

The quads, which become included while forming
the octets thus become redundant and, therefore, stand
deleted from the set of quads obtained in the second
step. On examination, we find that all the quads except
(0, 2, 4, 6) obtained in the second step are included in
the octet. Thus, all quads except (0, 2, 4, 6) become
redundant and stand deleted.



Since no bigger sub-cubes of 16 cells can be ob-
tained, therefore, the sub-cubes of eight cells (octets),
sub-cubes of four cells (quads), and the sub-cubes of
two cells, which are not deleted while forming the big-
ger sub-cubes, all stand for the prime-implicant of the
given switching function.

The sub-cubes which are not deleted are:

0, 1,2, 3,8,9, 10, 11) which indicates
B and (0, 2, 4, 6) which indicates A D.

The above two prime implicants are both essential
prime-implicants, because prime-implicant B contains
some minterms or ‘1’ cells viz. 1, 3, 8,9, 10, 11 which
are not included in any other prime-implicant. Similarly,
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the prime-implicant AD contains some minterms or ‘1’
cells viz. 4 and 6 which are not included in any other
prime-implicant.

Thus, the unique minimal expression is given by the
sum of these two essential prime implicants as

flA, B, C, D)= B + AD

6.35 Simplify the minimise the following four-vari-
able switching function using the Quine-
McClusky tabulation method.

fA, B, C, D)= X0, 1, 2,3,4,6,8,9, 10, 11)
Solution:

The problem is solved by constructing a table (Fig. 6.45)
in the three columns, as shown below:

Index Decimal First Column Second Column
No. No. Column 1 2 Reduction 3 Reduction
ABCD ABCD ABCD
0 0 0000V 0,1 000 - v 0,1, 2, 3) oo-—}/
1 000 1V 0,2y 00 -0 v (0,2,1,3) 0 0 — —
1 2 0010V 0,49 0 -00 v (0, 2, 4, 6) o-—o}
4 0100V (0,8 - 00 0 v (0,4,2,6) 0 — — 0
8 100 0V 1,3 00 - 1 vV (0,81,9 -0 0 - v
3 0011V (1,99 - 00 1 v (2,3,10,11)—00—}/
6 0110V 2,3 001 - v (2,10,3,11) - 0 1 -
2 9 100 1V (2,6) 0 -10 v 8,9,10,11) 1 0 — — }
10 1010V (2,100 = 01 0 v 8,10,9,11) 1 0 — — v
(4,6) 01 -0 v
89 100 - v
(8,10) 1 0 — 0 v
11 10 1 1 311) —0 1 1 v
3 (9,11) 1 0 - 0 v
(10,11)1 0 1 - Vv
Fig. 6.45

In column 1, the minterms are represented in binary
form and written in ascending order according to the
number of 1’s contained in them. The minterms have
been in four groups separated by horizontal lines. The
‘0’ group and contains 0 number of 1’s, first group one
1’s, second group two 1’s, third group three 1’s, and
the fourth group contains four 1’s, respectively. Their
equivalent decimal numbers are also written alongside.
Any two minterms differing from each other in one
variable only are combined together like (0, 1), (0, 2),
(0, 4), etc. When any two minterms are same in all bit
positions except one bit position, then a check (v) is
written towards the right side of both these minterms to
indicate that these minterms have been used. The pair
that results due to this combination is written along
with its decimal equivalent in column 2 of the table. A
variable which is eliminated as a result of this compari-
son and combination is replaced by a dash (-) in its
bit position. For example 0 (= 0000) combines with
1(= 0001) to give the pair (0, 1) = (000-) and minterm

0(= 0000) combines with 2 (= 0010) to form the pair
(0, 2) = (00-0) and so on.
Now all the terms in column 2 have three variables.
A ‘0’ under the variable indicates that this variable is
complemented. A ‘1’ under the variable indicates that
this variable is in uncomplemented form. A ( ) under
the variable indicates that the variable is not contained
in the term. The comparison and combination proce-
dure is repeated for the terms in column 2 to form the
terms in column 3. The process is again repeated for
the terms in column 3 to form the following terms:
1. (0,1, 2,3,8,9, 10, 11) resulting by combination
of (0, 1,2, 3) and (8, 9, 10, 11) or by combination
of (0, 8, 1,9) and (2, 3, 10, 11).
2. (0,2, 4,06)
The term (0, 1, 2, 3, 8,9, 10, 11)
=A B C D stands for B.
-0 - —
The term (0, 2, 4, 6) = A B C D stands for AD.
0--0
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The sum of these two essential prime-implicants gives
the minimal expression in SOP form as
fA, B, C, D)= B+ AD

6.36 Simplify and minimise the following four-vari-
able switching function using the Quine-
McClusky tabulation method.

WXY Z + WXY Z + WXYZ + WXYZ
+WXYZ + WXYZ + WXYZ + WXY Z
Solution:

Step 1 Convert the expression to its binary form. The
given expression becomes

1000 + 1100 + 0110 + 1101 + 0011 + 1001
+ 0001 + 0000

Step 2 Arrange the binary representations in a table
with a different number of 1’s in each section:

0000

0001

1000

1100

0110

0011

1001

1101
Step 3 Perform matches between table entries Two terms
match if they differ exactly in one position. A new term
is then formed with a dash (-) substituted in the posi-
tion where the two binary values differ. The new terms
are then arranged according to Step 2. Of these new
terms, a match occurs if two terms differ exactly in one
position and have a dash (-) in the same position. Again
a dash (-) is substituted in the position where the terms
differ, and this procedure is repeated until no more
matches are found. Terms involving matches are
checked. All possible matches must be considered. Re-
peated term need not be copied. Only terms in different
sections need be considered. The unchecked terms are
called prime implicants, or Pls.

v' 0000
v 0001 v 000-
v 1000 v~ —000 —00—
v 1100 00-1 1-0—
0110 v -001
v 0011 v 1-00
v 1001 v 100-
v 1101 v 110-
v 1-01
Fig. 6.46

Step 4 Construct a prime implicant table with all
minterms listed at the bottom and all prime implicants
from the match table along the side. Place X’s at the
intersections where a prime implicant matches the ca-

nonical term in each binary value; treat dashes as don’t
cares. If a prime implicant agrees with a minterm in
each binary position, the PI covers the minterm.

0110 x

00-1 x x

—00- X X X X

1-0- X X X X
O m— O © O™ «— —
OO0 O O ~r— O O
OO0 O ~ mO O +
OO ~ ~ OO  +

Fig. 6.47

Step 5 Choose a minimal set of prime implicants so that
each minterm is covered. The logical sum of these is
the minimal expression.

00-1 + 00— + 1-0— + 0110
or WXZ + XY + WY + WXYZ
6.37 Simplify and minimise the following four-vari-

able switching function using the Quine-
McClusky tabulation method.

fW, X, Y, Z) = WXYZ + WXYZ + WXYZ
+WXYZ + WXY Z + WXYZ

+WXYZ + WXYZ + WXYZ

Solution:

v 0000 v 000—

v 0001 v 00-0 00—— 901 x x

v 0010 v 00-1 -0 x x

v 0011  0-01 —101 x x

v 0101 v 001- 110- x ox

v 1100 —011 11-0 x x

v 1011 -101 00—-—| x x x x

v 1101 110- o o - -—o_-_-3%

v 1110 11-0 S8552252¢

SO0 OO0+~ + +—

(a) (b)

Fig. 6.48

1. Convert the expression to its binary form.

0000 + 0001 + 0010 + 1011 + 1100 + 0101
+ 0011 + 1101 + 1110
2. Arrange the binary expression with a different
number of 1’s in each section.
3. Perform matches between table entries.
Two terms match if they differ exactly in one
position.

Form new terms with a dash(-) substituted in
the position where the two binary values differ.
Arrange the new terms.

Perform matches between entries. A match
occurs if two terms differ exactly in one position
and have a dash (-) in the sample position.



A dash is substituted in the position where the
terms differ.
This procedure is repeated until no more matches
are found.
Terms involving matches are checked.
4. Construct a prime implicant table. Treat dashes as
don’t cares.
5. Choose a minimal set of prime implicants so that
each minterm is covered.

Choose  00——+ -011 + 11-0 + —-101
WX + XYZ +WXZ + XYZ

6.38 Simplify and minimise the four-variable prod-
uct-of-sums switching function using the Quine-
McClusky tabulation method.

f@a b c)=(a+b+c)+(@+b+c)(@+b+c)
(a+b+c)(a+b+c)
Solution:

To minimise a product—of-sums, first complement the
expression, then minimise, then complement the result.

f = abc + abc + abc + abe + abe
or OI1 + 110 + 100 + 001 + 111

v 100 1-0 | *

v 001 1-0 01 XX

v 011 0-1 11 x

v 110 11 - X X

v 111 11— e ———
OO ™ +—
~O O~ +

(a) (b)
Fig. 6.49

There is a choice of two minimal expressions:
(1-0) + (0-1) + (-11) or (1-0) + (0-1) + (11-)
f=a5+§c+bci or]?=aE+Ec+ab B
f=(@@+c)a+c)(b+c) orf=(a+c)(atc)(a+b)
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6.39 Simplify and minimise the following four-vari-
able switching function using the Karnaugh
map and Quine-McClusky tabulation method
of minimisation.

f(A, B, C,D)=%0,5,7,8,9, 10, 11, 14, 15)

Solution:
The location of ‘1’ cells on a four-variable Karnaugh
map for the given switching function is given in Fig. 6.50.

|, Uy L Nn

10 2 6 14[\_/19

Fig. 6.50 Karnaugh Map for {(A, B, C, D).

By combining the adjacent ‘1’ cells of minterms, the
following sub-cubes of two-cells (pairs) and four-cells
(quads) are obtained which are not included entirely in
any other bigger sub-cube.

(0, 8) which indicates BCD
5,7 which indicates ABD
(8,9, 10, 11) which indicates ~ AB
(10, 11, 14, 15)  which indicates AC

The sum of the above four product terms gives the
required minimal SOP expression for the given switch-
ing function as

flA, B, C, D) = BCD + ABD + AB + AC
The same problem is solved again by minimising the

given switching function represented by the sum of
minterms as

flA, B, C, D)=2%(0,5,7,8,9, 10, 11, 14, 15)

by using the Quine-McClusky tabular method. The table
is constructed, as shown, in three columns in Fig. 6.51.

Index Column 1 Column 2 Column 3
Decimal Binary Form Decimal  First Reduction Decimal ~ Second Reduction
Number A B CD Number A B CD Number A B CD
0 0 0000V 0,8 - 000® 8,9, 10, 11 10 - -W
1 8 1000 v 8,9 100 - v 10,11,14,15 1 — 1 - ©
8,10 10 -0V
2 5 0101V 57 01 - 1®
9 1001 Vv 9, 11 10 -1V
10 1010 Vv 10, 11 101 -V
10, 14 1-10V
3 7 0111 Vv 7,15 -1 11 W
11 1011V 11,15 1 -11 Vv
14 1110V 14, 15 111 -V
4 15 1111V

Fig. 6.51
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In column 1, the minterms are represented in binary
form and are written in ascending order according to the
index. The index indicates the number of I’s in the binary
form of the minterm. The minterms have been written
in four groups separated by horizontal lines. Their
equivalent decimal numbers are also written alongside.

Any two minterms differing from each other in one
variable are combined together. This results in forma-
tion of pairs (0, 8), (8, 9), (8, 10) etc. When any two
minterms are same in all bit positions but one, then a
check (¥') is written towards the right side of both these
minterms to indicate that these minterms have been used
to form the pairs. The pair which results due to this
combination is also written alongwith its decimal equiva-
lent in column 2 of the table. A variable which is ‘0’ in
one minterm and ‘I’ in the other is eliminated as a
result of this combination and replaced by a dash (-) in
its bit position.

Now all the terms in column 2 have three variables
and one dash (). Any two pairs of columns differing
from each other in one variable only are combined
together to form quads of four minterms. For example,
(8, 9) = (100-) is combined with pair (10, 11) = (101-),
as they differ only in one position. These combinations
result in formation of quads (8, 9, 10, 11) and (10, 11,
14, 15). A variable which is ‘0’ in one pair and ‘1’ in
the other is eliminated as a result of this combination
and is replaced by a dash (-) in its bit position. The
quads which result due to this combination are written
alongwith their decimal equivalent in column 3. Now
any two pairs which are the same in all bit positions but
one, are marked with a check (v') toward their right
side in column 2 to indicate that these pairs have been
used to form the quads shown in column 3. For (8, 9),
(10, 11) are combined (8, 10), (9, 11) are combined,
(10, 14) (11, 15) are combined (10, 11), (14, 15) are
also combined. The process of combining is repeated to
combine quads to form an octet, if any. The quads or
pairs which are not marked with check (v'), thus cannot
be combined and have been marked u, v, w, x, y, re-
spectively. Thus, the terms corresponding to u, v, w, X,
y represent the prime implicants.

Construct the prime implicant table to find the es-
sential prime-implicants of the function, out of the prime
implicants u, v, w, x, y found earlier. Construct a table
as shown in Fig. 6.52. Each column in this table has a
decimal number at the top. This decimal number corre-
sponds to one of the minterms in the canonical SOP
form of the given switching function. The columns of
the table are named by these decimal numbers in as-
cending order as shown. Each row of the table corre-
sponds to one of the prime implicants represented by u,
v, w, x, y on the left.

Prime Minterms
Implicants o 5 7 8 9 10 11 14 15

© o
®
®
®
®

RN
(i

A
Y

Fig. 6.52

Put a cross under each decimal number, which is a
term included in the prime implicant represented by
that row. For example, for prime implicant u which
includes 10, 11, 14, 15 we mark a cross under each of
these column numbers in that row of prime implicant u.
For prime implicant v, which includes 8, 9, 10, 11 mark
a cross under each of these numbers in that row, and
so on for prime implicants w, x, y, the process is re-
peated. Search all the columns which contain a single x
i.e. only one cross under them and mark a circle around
them. Also mark a circle around those prime implicants
shown at the left of each of these rows in which the
cross has been circled as shown around u, v, x, and y.
These prime implicants, which are circled, represent
the essential prime implicants.

Switching function f(A, B, C, D)
=U+V+X+7Y
= (1-1-) + (10--) + (01-1) + (-000)
=AC+AB+ ABD+ BCD
which is the same as that found by using Karnaugh map.

SUMMARY

EEEEEEE
> The canonical expressions are usually not the most economical implementation of the logic functions.
> Simplification means finding an expression with fewer terms or literals.
> Minimising means finding an expression that is best by some minimisation criteria.
> The graphical method gives quick and positive results.
> The Karnaugh map is also called the Veitch diagram.
> The permitted sizes of loops are any powers of two with the provision that the loop must either be

square or rectangular.

Y VYV

Don’t care conditions are guaranteed never to occur.
Don’t cares are like trump cards because you can use them wherever you feel convenient.
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> A pair eliminates one variable that changes form.

> A quad eliminates two variables and their complements.

> An octet eliminates three variables and their complements.

> End-around and four-corner loops are permitted.

> A Karnaugh map can be considered as another way of writing a truth table.

> Every Boolean equation has a dual form obtained by changing OR to AND and AND to OR (0 to 1 and
1 to 0).

> A sum-of-products equation always results in an AND-OR circuit or its equivalent NAND - NAND circuits.

> Karnaugh map is a trial-and-error procedure.

> The tabulation method can be applied to problems with many variables.

> Each of the basic gates (AND, OR, NAND, NOR) can be used to enable/disable the passage of an input

signals to its output.
EEEEEEN

Test your REVIEYW QUESTIONS

" understanding

1. Identify each expression as either SOP or POS:
(a) X=AB+ CD + EF
(b) X=(A+ B)(C+ D)E+ F),
(c) X= ABC+ ABC + ABC + ABC

2. Determine the logic gate required to implement each of the following terms:
(a) ABC, (b) A+ B+ C, (c) ABC (d A+B+C

3. Write the SOP expression for a circuit with four inputs and an output that is to be HIGH only when input A is
LOW at the same time that exactly two other inputs are LOW.

4. If the SOP expression in 3 is implemented using all NAND gates, how many gates are required?

5. A logic designer needs are INVERTER and all that is available is an XOR gate from a 7486 chip. Does he
need another chip?

6. Convert AB + C to minterms.

7. Convert AB+ CD + ABC to minterms.
8. Find the minterm designations for the following minterms:
(a) ABC, (b) ABCD, (c) ABCDE
9. How many gate inputs are required for the following equations?
(a) W=ABC+ AB+ ACD,
(b) X= RS +RTUV + RSTUV + TUV,
) Y=(A+B+OA+B+D)A+C)+(A+ B+ C+D)
10. Design an SOP circuit that will output a 1 any time the Gray codes 5 through 12, appear at the inputs and a 0
for all other cases.
11. Explain the terms: literal, product term, sum term, and normal term.
12. Draw the truth table for a three-input OR gate. Write the overall expression for the logic function as the sum
of minterms.
13. Using NAND gates involves what steps?
14. Draw a pair, a quad, and an octet on K-map.
15. Describe redundancy with the help of an illustration.
16. How many inverters could be formed using a 7400 quad NAND IC?
17. Draw the Karnaugh map for AND and OR functions.
18. What is a Don’t care condition?
19. Explain the term looping.
20. Briefly explain the simplification process in a K-map.
21. What is the difference in mapping a POS expression and an SOP expression?
22. What is the standard sum term for a 0 in cell 1011?
23. What is the standard product term for a 1 in cell 00107
24. What is a prime implicant?
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Test your SUPPLEMENTARY PROBLEMS

understanding

25. Suppose a truth table has a LOW output for the first three input conditions: 000, 001 and 010. If all other
outputs are HIGH, what is the POS circuit?

26. Draw the SOP circuit for the Karnaugh-map. (See Fig. 6.53)

27. Draw the POS circuit for the Karnaugh-map in problem 26. (See Fig. 6.54)

Cb Cb cpD CD Cb Cb cp CD
ool JGnnD
a8 |0 oo ”1] a8 b M 1J 0
ABﬁ 1] 1 QJ\ AB|lo|o|ofoO
AE& 111 ﬂ AB| O[O O0]oO

Fig. 6.53 Y = A + BCD. Fig. 6.54 Y = AB + AC + AD.

28. Draw the Karnaugh map for the given expression and make the groupings.
ABC + ABC + ABC + ABC + ABC + ABC
29. Draw the Karnaugh map for the given expression and make the groupings.
ABCD + ABCD + ABCD + ABCD + ABCD + ABCD + ABCD + ABCD

30. Chart on a truth table and map C = AB + AB
31. Chart and map the equation X = ABC + ABC + ABC.
32. Chart and map X = Zm(1, 2, 3, 4, 9, 11, 12, 13, 15).
33. Simplify the Boolean expression by K-mapping.
Y= ABCD + ABCD + ABCD + ABCD
34. Simplify the Boolean expression by K-mapping.
Y= ABCD + ABCD + ABCD + ABCD
35. Simplify the Boolean expression by K-mapping.
Y= ABCD + ABCD + ABCD + ABCD
36. Find out the minimal expression for the switching function given below by K-map.
f@ B, C D)=2(1,3,6,7,9, 13, 14, 15).
37. Obtain the minimal expression for the function by using the K-map. (Refer Fig. 6.55)

38. Obtain the minimal POS and SOP expressions for the switching function given below using a four-variable
K-map f(A, B, C, D) =113, 4, 6,7, 11, 12, 13, 14, 15) (Refer Fig. 6.56).

AB AB
C o0 o1 11 10 C 00 01 11, 10
A
(1 1 LO 1 ;J
00 0 4112 8 00 0 | L 8
] 1 1
01 _111 L1 5j13 L 01 ! il | L
11__1J3 7| 15 Q_ 11 @3 07 015 @11
(0 0
10 2 6 14| 10 10 2 I 6 \./14| 10
Fig. 6.55 Fig. 6.56

39. Find the minimal expression for the Boolean function
W, X, Y, 2)=2(0,1,2,3,4,7, 8, 11, 12, 14, 15)
40. Minimise the given function by K-mapping: f(A, B, C, D) =T1IM(0, 1, 2, 3, 4,7, 8, 11, 12, 14, 15)
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41. From the given truth table obtain the sum-of-products using K-map AND realise it using NAND gates (refer

Fig. 6.57).
A B C Y
0 0 0 0
0 0 1 0
0 1 0 0
0 1 1 1
1 0 0 0
1 0 1 1
1 1 0 1
1 1 1 1

Fig. 6.57

42. Determine the simplified Boolean equation from the truth table given in Fig. 6.58.

A B C D Y
0 0 0 0 1
0 0 0 1 1
0 0 1 0 X
0 0 1 1 X
0 1 0 0 1
0 1 0 1 1
0 1 1 0 X
0 1 1 1 X
1 0 0 0 X
1 0 0 1 X
1 0 1 0 X
1 0 1 1 X
1 1 0 0 1
1 1 0 1 1
1 1 1 0 X
1 1 1 1 X
Fig. 6.58
Test your OBJECT'VE -I—YDE QUESTIONS
understanding
Fill in the Blanks
43. Karnaugh mapping requires that you reduce the equationtoa _ format.
44. A Karnaugh map is similartoa
45. Karnaugh mapping is a graphical method of applylng thelawsof _ and absorption.
46. An n-variable requires _ cells.
47. Adjacent cells in a Karnaugh must not differby _ one variable.
48. The variablethat _ between the cells is dropped.
49. The permitted sizes of loops are any power of
50. The loops must be either rectangular or
51. The _ of two loops is allowed.
52. End-around and __ ]oops are permitted.
53. A larger loopisdefinedby _ variables.
54. Don’t care conditionsnever __ as long as the system is working properly.
55. Youcan’tleta _ condition either 1 OR 0.
56. A quad eliminates two variables and their
57. An octet eliminates _ variables and their complements
58. With the POS method, the _ sum produces an output O for the corresponding input condition.

59. Complementing the Karnaugh map is the same as complementingthe _ of the truth table.
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60.
61.
62.
63.
64.

NAND gates can be replaced by OR gates.

Karnaugh map depends on the ability of the human user to recognise certain .
A logic function can be expressed in two forms.

Simplifying an expression means finding an expression with terms or literals.
Don’t care conditions can be used on a map to provide further of the function.

True/False Questions

65.
66.
67.
68.
69.
70.
71.
72.

73.
74.
75.
76.
7.
78.
79.

80.
81.
82.

The process of unreducing a Boolean expression is called expansion.

The Karnaugh map method of simplification starts with converting the karnaugh map to a truth table.

Every Boolean equation has a dual form obtained by changing AND to OR, OR to AND, O to 1, and 1 to 0.
In a Karnaugh map you cannot eliminate the variable that changes form.

You can eliminate the variable that appears in both complemented and uncomplemented form.

A quad eliminates two variables and their complements.

An octet eliminates four variables and their complements.

System complexity and size are indirectly related to the complexity of the corresponding logic expressions
and equations.

Most common, for a large number of variables, is the K-map.

Adjacent cells represent minterms which differ by at least one variable.

The minterm represented by a cell is determined by the binary assignments of the variables for that cell.
Many logic gates combine two or more of the basic logic functions.

A single NAND gate performs an OR operation on its uncomplemented input terminals.

A single NOR gate performs an AND operation on its complemented input terminals.

The Quine-McClusky tabular method of minimisation is especially useful for functions with several variables
but it cannot be programmed for a computer.

Complex functions can be constructed by successively applying operators to functions.

Precedence rules are not needed to specify unambiguously the order in which operators should be applied.
The Quine-McClucky approach is algorithmic.

Multiple Choice Questions

83.

84.

85.

86.

87.

88.

Karnaugh map is used to

(a) minimise the number of £1ip-flops in a digital circuits

(b) to design gates

(c) to minimise the number of gates in only a digital circuit

(d) to minimise the number of gates and fan-in requirements of the gates in a digital circuit.

The SOP form of logical expression is most suitable for designing logic circuits using only

(a) XOR gates (b) NOR gates

(c) NAND gates (d) AND gates

The POS form of logical expression is most suitable for designing logic circuits using only

(a) XOR gates (b) NOR gates

(c) NAND gates (d) OR gates

Total number of cells in the Karnaugh map of a switching function (A, B, C) consisting of only three variables
is

(a) 4 (b) 8 (c) 10 (d) 12

The Karnaugh map method of minimisation of switching functions is very convenient and effective, if the
number of variables in the switching function is

(a) 8 (b) 4 (c) 5 (d) 6

The minimised expression for the given K-map is (See Fig. 6.59) AB

- ___ cD 00 01 11 10
(a) BCD+ BCD+CD

00| 1 1

(b) BD+CD
(c) ABCD + ABCD + ABC + ABC
(d) CD + ABC + ABCD + ABC

01| 1 1 1 1

11

10| 1 1

Fig. 6.59
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92.

93.
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The minimised expression for the given K-map is (See Fig. 6.60)

(a) ABCD + ACD + ABCD (b) ABCD + ACD + ABC

(c) BCD+CD + ABC (d) BCD+CD + BC

The minimised expression for the given K-map is (See Fig. 6.61)

(a) A-(A+ B) (b) A+ B (c) A-B (d) (A+B)YA+B)(A+ B)
AB AB

CDX\_00 01 11 10 CD\ 00 01 11 10

00 1 X 00| O 0 0
01 X 01| 0 0 0
1l |1 x| x 1) 0 0|0
10| 1 X X 10| O 0|0

Fig. 6.60 Fig. 6.61

The minimised expression for the given K-map is (See Fig. 6.62)

(a) (C+D)(C+D)(A+B)

b) (B+C+D)YA+B+C)A+B+C+ D)YA+B+C+ D)

() (B+C+D)YA+B+C+D)A+B+ C+ D)YA+B+C+ D)

(d (A+B+C)A+B+C+ D) A+B+C+D)(A+ B+ C+ D)

The number of cells in a six-variable K-map is

(a) 4 (b) 16 (c) 32 (d) 64

In the given K-map, the values of P, O, R, and § are, respectively (See Fig. 6.63).

(a) 10, 11, 10, 11 (b) 10, 11, 11,10 (c) 11,10, 10, 11 (d) 11,10, 11, 10

AB AB
CD\_00 01 11 10 CD\_00 01 P Q
00| x | O 0 X 00
01 0 X 01
1] 0 X 0 X R
10 X X S
Fig. 6.62 Fig. 6.63

In K-map simplification, a group of eight adjacent ones leads to a term with
(a) one literal less than the total number of variables

(b) two literals less than the total number of variables

(c) three literals less than the total number of variables

(d) four literals less than the total number of variables

ANSWERS

1.
2.
3.
4.
5.

(a) SOP, (b) POS, (c) SOP.

(a) 3-input AND, (b) 3-input OR, (c) 3-input NAND, (d) 3-input NOR.

ABCD + ABCD + ABCD .

Eight.

No. The available XOR gate can be used as an Inverter by connecting one of its inputs to a constant HIGH.
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6. ABC + ABC + ABC + ABC + ABC
7. ABCD + ABCD + ABCD + ABCD + ABCD + ABCD + ABCD + ABCD + ABCD

8. (a) 5, (b) 10, (c) 25.
9. (a) 11, (b) 18, (c) 16.
10. BC + BD + ACD
11. | Term Definition
Literal Variable or its complement (A, A, B, B, etc.)
Product term Series of literals related by AND, e.g., ABD, ACDE, etc.
Sum term Series of literals related by OR, e.g.; A+B+C+D+ E + F, etc.
Normal term Product or sum term in which no variable appears more than once.

12. (1) A minterm is generated for each column in which a 1 appears in the truth table.
(2) The minterm contains each input variable in turn; the input being non-inverted if it is a 1 in the truth table
and inverted if it is a 0.
13. Using NAND gates involves the following steps:

1. Start with a minterm (sum-of-products) Boolean expression.
2. Draw the AND-OR logic diagram using AND, OR, and NOT symbols.
3. Substitute NAND symbols for each AND and OR symbol, keeping all connections the same.
4. Substitute NAND symbols with all inputs tied together for each inverter.
5. Test the logic containing all NAND gates to determine if it generates the proper truth table.
14.
AB AB AB
cD 00 01 11 10 CD\_00 01 11 10 CcD 00 01 11 10
0/ oo o]0 00| 1 1 00 (1) (A
o1| o |(1 3 0 01 01| 1 1
1Mlo]o]o]o 11 i 1
100|000 10] 1 1 10 I
PAIR QUAD OCTET
Fig. 6.64 AB
. R . . CcD 00 01 11 10
15. While forming groups, overlapping of groups is al-
lowed i.e. two redundant (not allowed) groups can have 00
one or more 1’s in common. At the same time redun- 01 (1 ﬁ Not allowed
dancy is not allowed i.e. a group whose all 1’s are “
overlapped by other groups. (See Fig. 6.65) 11 @ J[1)
16. 4 ] QJ
17. (See Fig. 6.66) 0

18. An input condition for which there is no specific
required output condition i.e. we are free to make it 0

or 1. Fig. 6.65
AB AB
00 o1 11 10 00 01 11 10
1 1 1 1
AND function; A - B OR function; A+ B
A A
B 0 1 B 0 1
0 0 1
1 1 10 1 1
AND function; A - B OR function; A + B

Fig. 6.66 Solution for Problem 17.
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20.

21.

22.

23.
24.
25.
26.
217.
28.
29.

30.

31.
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The expression for output X can be simplified by properly combining those squares in the K-map which
contain 1’s. The process for combining these 1’s is called looping.
When a variable appears in both complemented and uncomplemented form within a loop, that variable is
eliminated from the expression. Variables that are the same for all squares of the loop must appear in the final

expression.

In mapping a POS expression, 0’s are placed in cells whose value makes the standard sum term zero, and in

mapping an SOP expression 1’s are placed in cells having the same values as the product terms.

0in 1011 cell: A+B+C+D.
1 in the 0010 cell: ABCD

A tabular reduced term incapable of being reduced further.

(See Fig. 6.67)
(See Fig. 6.68)
(See Fig. 6.69)
(See Fig. 6.70)
(See Fig. 6.71)

L

Sow

W DI

g

O > 0x» W>

O > O »

Omi» Q> Owx

o

)

X=(A+B+ C)(A+B+C)A+ B+ 0

Fig. 6.67 Solution for Problem 25

Do

Fig. 6.68 Solution for Problem 26.

X AB
00 01 11 10
ol o | [[1])] 1 f—Ac
¢ —— B
Y
— AC

Fig. 6.69 Solution for Problem 27.

AB

00 01 11 10 ABC

0 1To/ 0

o |1 |[|[1 1|-—A5D

([l | 4
———ACD

o |o |[1 o
——ABC

Fig. 6.70 Solution for Problem 28.

Fig. 6.71 Solution for Problem 29.

INPUTS OUTPUT B o 1
A B ¢ AB is my.
o 0 1 AB is m,. o110
0o 1 0 o
10 1 1 1|0
2 3

11 0

(a) Charting (b) Mapping

Fig. 6.72 Solution for Problem 30.
BC

INPUTS ~ OUTPUT 00 01 11 10
A B C X ojo [0 |0 |oO
0 0 O 1 ABCis m, 018 2
1 0 1 1 ABCis mg 111 1 1 0
1 0 0 1 ABC is m, . EE

(a) Charting (b) Mapping

Fig. 6.73 Solution for Problem 31.
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32. INPUTS OUTPUT
A B C D E
0 0 0 0 0
0 0 0 1 0
0 0 1 0 0
0 0 1 1 0
0 1 0 0 1
0 1 0 1 1 CD
0 1 1 0 1 AB 00 01 11 10
0 1 1 1 1
00| O 1 1 1
1 0 0 0 0 0 1 3 2
0 0 1 0 otf1 |0 |0 |o
1 0 1 0 0 4 5 7 6
1 0 1 1 0 11| © 1 1 0
1 1 0 0 0 8 9 11 10
1 1 0 1 0 1 1 1 0
1 1 1 0 1 10 12 13 15 14
1 1 1 1 0
(a) Charting (b) Mapping

Fig. 6.74 Solution for Problem 32.

33. The Karnaugh map is considered to be wrapped in a cylinder, with the left side adjacent to the right side. Also
notice the elimination of the A and A and C and C terms.

ch CD cD cD

Simplified Boolean Expression§~5 =Y
Fig. 6.75 Solution for Problem 33.

34. The K-map is considered to be a horizontal cylinder. In this way the four 1’s can be looped. (See Fig. 6.76)
35. The K-map is considered to be a ball. In this way, the 1’s at the four corners can be enclosed in a single loop.
(See Fig. 6.77).

CD\ CD CD /CD

implified Boolean E ion B-C=Y = =
Simplified Boolean Expression c Simplified Boolean ExpressionB-D =Y

Fig. 6.76 Solution for Problem 34. Fig. 6.77 Solution for Problem 35.




36. flA, B, C, D)= ABD + ACD + BC

37.
38.
39.
40.

41.

42.

43.
47.
51.
55.

AB
00 O1

11

10

c
00

o (1)
1 5

11QJ 1 _q
3 71 15

10 2 61
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Fig. 6.78 Solution for Problem 36.

f(A, B, C, D)= BC + BD

POS, f(A, B, C, D)= (A+B)B+D)(C+D);SOP, f(A, B, C, D) = BC + BD + ACD

WX
4 00 01 11 10
(1) 1 1
00 0 )4 12 ( 8

o1 |1
1 5

1

13 9

1113 s

15 11

&32 6

(]

Fig. 6.79 Solution for Problem 39.

SOP expression Y = AB + BC + AC
Y = AB+BC+AC

Y

Y

Y= AB+ BD + AB + CD

AB-BC-

A-BC-AC

Minimised expression

AB

c

copN\_00 01 11 10
o)1 [[1) %
01 |1 (1_ 1 X
11 | x & x || x
10 \x_J| x \>§J X

(a)

fW, X, Y, Z) = WX + XZ +WYZ + WXY + WXYZ (See Fig. 6.79)
flA, B, C, D)= (A + B) (C+ D)(C+D)(A+B+C)(See Fig. 6.80)

AB
cN\_00 01 11 10

=
0000040120;
01

[«)

0
13 9
ol SR QEED
0

2 6 U14 10

10 9

Fig. 6.80 Solution for Problem 40.

A

AB
cN\_00 01 11 10

[ T 1)
JNEOID

Fig. 6.81 Solution for Problem 41.

D

(b) NAND-NAND Realisation

Fig. 6.82 Solution for Problem 42.
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Chapter

7

Pulse and Switching

Devices

INTRODUCTION

Digital signals are composed of two well-defined voltage
levels. For most of the circuits these voltage levels will
be 0 V (GND) and +3 to +5V. These are called TTL
voltage levels because they are used with transistor-
transist or logic family of ICs. A TTL signal could be
generated manually by using a mechanical switch. One
problem with a mechanical switch is contact bounce.
To cure this problem mechanical switches are sometimes
debounced. Many of the mechanical logic switches are
debounced with latch circuits. Latches are sometimes
called flip-flops.

An electromechanical relay can also be used for
switching, accomplished by making and breaking a
connection between two electrical conductors. An
electro-mechanical relay has contacts like a manual
switch, but it is controlled by external voltage instead
of being operated manually.

Manual switches and electromechanical relays have
limited application in today’s digital electronic circuits.
Most digital systems are based on semiconductor
technology, which uses diodes and transistors. A diode
and a transistor can also operate as a simple ON/OFF
switch. Each device has its own limitations.

7.1 One problem with a mechanical switch is contact
bounce. How is it overcome?

Solution:

As the blade of the single-pole, double-throw (SPDT)
switch in Fig. 7.1(a) is moved up and down, it produces
the digital waveform shown at the right. At time period 7,
the voltage is O V, or LOW. At f,, the voltage is +5 V,
or HIGH. At t;, the voltage is again 0 V, or LOW, and
at t,, it is again +5 V, or HIGH.

+ HIGH oot
— | I—'OV(GND)

A
+5V
HIGH
Undefined Region
_____ 1OW_ _ __ GND
(b)
+ lHiGH _ O T B Y
5V — 7 o |Debouncing| _,_\_’_

N Latch | =————==———— GND

_I LOW

(c)

Fig. 7.1 (a) Generating a Digital Signal with a Switch.
(b) Waveform of Contact Bounce Caused by a
Mechanical Switch. (c) Adding a Debouncing
Latch to a Simple Switch to Condition the

Digital Signal.

One problem with a mechanical switch is contact
bounce. When the switch foggles from LOW to HIGH,
the waveform first goes directly from LOW to HIGH (see
A in Fig. 7.1(b)) but then, because of contact bounce,
drops to LOW and then back to HIGH again. Although
this happens in a very short time, digital circuits are
fast enough to see this as a LOW, HIGH, LOW, HIGH
waveform. There is actually a range of voltages that are
defined HIGH and LOW. The undefined region between
HIGH and LOW causes trouble in digital circuits and
should be avoided (see Fig. 7.1(b)).
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Mechanical switches are sometimes debounced. A
block diagram of a debounced logic switch is shown in
Fig. 7.1(c). The switch has been debounced with a latch
circuit (sometimes called £1ip-flop). The output of
the latch during time period ¢, is LOW but not quite O V.
During time t, the output of the latch is HIGH but not
quite +5 V. Likewise t3 is LOW and ¢, is HIGH. The
latch is also called a bistable multivibrator.

7.2 What type of signal does a push-button switch
generate?

Solution:

A push-button switch can be used to make a digital
signal. When the button is pressed a HIGH is generated
at the output, Fig. 7.2(a). When the push-button is
released, however, the voltage at the output is undefined.
There is an open-circuit between the power supply and
the output. This would not work properly as a logic
switch.

Pressed = HIGH

°o o OUTPUT
Released = ?

| +

5V

(a)

-]

———_-+5YV
o One-shot
+ Multivibrator —1L_ov (GND)
5V —
i (b)
Fig. 7.2 (a) A Push-Button Switch will not Generate a

Digital Signal. (b) Push-Button Switch Used to
Trigger a One-shot Multivibrator for a Single-
Pulse Digital Signal.

Figure 7.2(b) shows the push-button switch connected
to a one-shot multivibrator circuit. For each press of the
push-button, a single short, positive pulse is output from
the one-shot circuit. The pulse width of the output is
determined by the design of the multivibrator, and not
by how long you hold down the push-button. The one-
shot is also called a monostable multivibrator.

7.3 What is the significance of a free-running multi-
vibrator in digital logic circuits?

Solution:
A free-running multivibrator oscillates by itself without
the need for external switching or an external signal.
The block diagram of a free-running multivibrator,
also known as an astable multivibrator is shown in
Fig. 7.3. The free-running multivibrator (MV) generates
a continuous series of TTL level pulses. The output
alternately goes LOW and HIGH.

c —JOUTPUT—— == —————————- +5V
ree-running

Multivibrator _J___I_—,___J:,__- oV
+

5V— l
-1

Fig. 7.3 Free-Running Multivibrator Generates a String
of Digital Pulses.

PULSE WAVEFORMS

A single positive pulse is generated when the voltage
(or current) goes from its normally LOW level to HIGH
level and then back to its LOW (level). A single negative
pulse is generated when the voltage (or current) goes
from its normally HIGH level to its LOW level and
back to its HIGH level.

7.4 What are the characteristics of an ideal pulse?

Solution:

The pulse in Fig. 7.4 has two edges; a leading edge and
a trailing edge. For a positive pulse, the leading edge is
a positive-going transition (rising edge), and the trailing
edge is a negative-going transition (falling edge). The
pulses in Fig. 7.4 are ideal because the rising and falling
edges change instantaneously (in zero time). Actually,
these transitions never occur instantaneously. However,
for most digital work we can assume ideal pulses.

HIGH - HIGH
Leading Leading Edge N
Edge Trailing
g Trailing Edge Edge
LOW LOW —

(a) Positive Pulse (b) Negative Pulse

Fig. 7.4 Ideal Pulse Characteristics.

7.5 What are the characteristics of non-ideal pulses?

Solution:

A non-ideal pulse is shown in Fig. 7.5. The time required
for the pulse to go from its LOW level to its HIGH
level is called the rise time (t,). The time required for
the pulse to go from its HIGH level to its LOW level is
called the fall time (tp. It it common to measure rise
time from 10% of the pulse amplitude to 90% of the
pulse amplitude and to measure the fall time from 90%
to 10% of the pulse amplitude. This is because of

09V

Amplitude 1 V
05V

tW
Pulse Width

Base Line

|
|
|
< > Rise Time

g 7 Fall Time

Fig. 7.5  Non-Ideal Pulse Characteristics.



non-linerarities that commonly occur near the bottom
and top of the pulse, as illustrated in Fig. 7.5.

The pulse width (t,) is a measure of the duration of
the pulse and is defined as the time between 50% points
on the rising and falling edges, as indicated in Fig. 7.5.

7.6 Differentiate between periodic and non-periodic
pulses.

Solution:

A periodic pulse waveform is one that repeats itself at a
fixed time interval called the period (t,). The frequency
of the pulse is the rate at which it repeats itself and is
measured in pulses per second (pps) or Hertz (Hz).

f=1n,
t,=1f
An important characteristic of a periodic pulse

waveform is its duty cycle defined as the ratio of the pulse
width (7,,) to the period (7,) expressed as a percentage.

Duty cycle = (z,/t,) x 100

(pulse repetition rate)
(period)

A non-periodic pulse waveform does not repeat itself
at fixed intervals and may be composed of pulses of
differing pulse widths and/or differing time intervals bet-
ween the pulses. Both waveforms are shown in Fig. 7.6.

|

| | | |
|‘_ o e T~ T,
Petiod = Ty = Ty= To= Ty=Ty=...= T,

T, —

Frequency = 1
T

L

(a) Periodic (Square Wave)

J b Ul

(b) Non-periodic

Fig. 7.6 Periodic and Non-periodic Pulse Waveforms.

7.7 What is the frequency of a clock waveform whose
period is 2 macroseconds?

Solution:
1 1
f= =g
t, 2Uus
_ 10°

7.8 1If the frequency of a pulse waveform is 4.17 MHz,
what is its period?
Solution:
t,=1f
=1/4.17 x 10°
=0.240 ps.

7.9 Determine the duty cycle of the waveform in
Fig. 7.7.

Solution:
f,,= 1 msand 7, =10 ms

Ly
Duty cycle = . x 100 = 10%
P
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T |

|
1, |

ms)

0 1 10 11
Fig. 7.7 For P7.9.

CLOCK WAVEFORM TIMING

A free-running clock will generate a continuous series
of pulses. Most digital signals require precise timing.
Special clock and timing circuits are used to produce
clock waveforms to trigger the digital signals at precise
intervals. Astable, monostable, and bistable multi-
vibrators can all be wired using discrete components.
Because of their superior performance, ease of use, and
low cost, the integrated circuit (IC) form of these
components (Fig. 7.8) is preferred. A schematic diagram
for a practical free-running clock circuit is shown in
Fig. 7.8(a). This clock circuit produces a low-frequency
(10 to 20 Hz) TTL output. The heart of the circuit is a
common 555 timer IC. A typical breadboard wiring of
the circuit is sketched in Fig. 7.8(b). Pin 1 on the IC is
immediately counterclockwise from the notch or dot.

OUTPUT

= 555 Timer |o>
6

IC

(-)GND +5V

(b)

Fig. 7.8 (a) Schematic Diagram of a Free-running Clock
using a 555 Timer IC. (b) Wiring the Free-
running Clock Circuit on Solderless Breadboard.
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7.10 Sketch a timing diagram showing the bit
configuration 1010 as it would appear on an
oscilloscope.

Solution:

Figure 7.9 is a plot of voltage versus time showing the

bit configuration 1010 as it would appear on an

oscilloscope. The LSB comes first in time. In this case

the LSB is transmitted first. The MSB could have been

transmitted first as long as the system on the receiving

end knows which method is used.

> 1 1
S+5V
o
>
ov—> 9
LSB MSB
Time
Fig. 7.9  Typical Digital Signal.

SERIAL AND PARALLEL REPRESENTATION

Binary information can be transmitted from one location
to another either in serial or parallel format. The serial
format uses a single electrical conductor (and a common
ground) for the data to travel on, as shown in Fig 7.10.
The serial format is inexpensive because it requires only
a single line, but it is slow because each bit is transmitted
for one clock period. This technique is used by
computers to transmit data over telephone lines or from
one computer to another. The RS232 communication
standard 1s a very common scheme used for this purpose.

Computer
A

=] Serial data are
transmitted over a

single conductor

Fig. 7.10 Serial Communication Between Computers.

The parallel format uses a separate electrical
conductor for each bit to be transmitted (and a common
ground) for the data to travel on, as shown Fig. 7.11.
This tends to be expensive, but it is very fast because
all the bits are transmitted in one clock period. Inside a
computer, binary data are almost always transmitted on
parallel channels (collectively called the data bus). Two
parallel data techniques commonly used by computers
to communicate to external devices are the Centronics
printer interface and the I[EEE-488 instrumentation
interface.

Computer

alalolalalolo

o

i
HL

Parallel data are transmitted
to the printer on 8 conductors ,,'
simultaneously

—
——_
]

Printer

Fig. 7.11 Parallel Communication between a Computer
and a Printer.

7.11 Sketch the serial representation of the binary
number 01101100.

Solution:

The serial representation, S, is shown with respect to
some clock waveform, Cp, and its LSB is drawn first.
Each bit from the given binary number occupies a
separate clock period with the change from one bit to
the next occurring at the falling edge of C, (C, is drawn
just as reference).

o LI =L 5L [+ T3] [o] 7]
0 | |
301 LSB MSB
0 0 1 1 0 1 1 0

Fig. 7.12 Serial Representation of a Binary Number.

7.12 Sketch the parallel representation of the binary
number 01101100. Explain.

Solution:

Figure 7.13 represents the same number in parallel
representation. If the clock period were 2 us, it would
take 2 us X 8 = 16 Us to transmit the number in serial
and 2 us X 1 =2 us to transmit the same 8-bit number
in parallel. Thus when the speed is important, parallel
transmission is preferred over serial transmission.

7.13 Sketch the serial and parallel representation of
the 4-bit binary number 0111. If the clock
frequency is 5 MHz, find the time to transmit,
using each method.

Solution:
Figure 7.14 illustrates the representation of the 4-bit
number O111.
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Sketch the serial
data on a single

line relative to the s, 1 |_
clock reference 0
4 —
20
0

1

21
Sketch the same / 0
data in parallel
o

by using several { —
lines. \ 22
0

231

0

Fig. 7.13 Parallel Representation of a Binary Number.

1 1
t,= —= =0.2 us
P 5x100
fa =4 X 0.2 =08 s
fparaier = 1 X 0.2= 0.2 s

7.14 Sketch the serial and parallel representations
(least significant digit first) of the hexadecimal
number 4 A. Assume a 4-bit parallel system
and a clock frequency of 4 kHz. Also what is
the state of the serial line 1.2 ms into the

transmission?
Solution:
4A,, = 0100 1010,
= —L _ =025ms
4%x10°

Therefore, the incremental time of each falling edge
increases by 0.25 ms. Because each period is 0.25 ms,
1.2 ms, will occur within the 0 period of the number 4,
which on the §, line, is a 0 logic state. (See Fig. 7.15)

SWITCHES IN ELECTRONIC CIRCUITS

A switch is any mechanical device by which two (or
more) electrical conductors may be conveniently
connected or disconnected. The simplest form of switch
consists of two strips of spring metal on which electrical
contacts are mounted. A lever or push-button controls
whether the switch is open (contacts separated) or closed
(contacts touching).

7.15 Tllustrate and explain how switches can operate
as digital memory.

Fig. 7.14 Serial and Parallel Representation of a Binary

Number.
1
Coo _Jol [t J2[ s fo] [t ]2 [s
0.0 0.25 0.50 0.75 1.0 1.25 1.50 1.75 2.0(Time, ms)
;
S"o
A 4
201
0
211 ]
0
PO
22
0o —
231 1
0
Al 4

Fig. 7.15 Serial and Parallel Representation of the Hexa-
decimal Number 4A;, (0100 1010,).

Solution:

In fact, the basic digital circuit is a single pole double
through (SPDT) switch. By itself, the switch forms a
single bit of memory circuit. If the switch is in one
position, current is through one pole, and in the opposite
position through the other. The [ive pole indicates the
position of the switch, or to use digital jargon stores
the position.

By adding a battery to supply power and two pilot
bulbs to indicate which pole has the current, we arrive
at the circuit shown in Fig. 7.16(a). It would also be
possible to use two single pole single throw (SPST)
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1

° 1 1
A . [ Outgut A 0 0 5
0 oO——F——0
1 0
+ | +
oo 41 1
|
[
_ o
(a) (b) (c)
Fig. 7.16 (a) Basic Memory Circuit (b) Ganged SPST Switches (c) Digital Memory.

switches if they were ganged, Fig. 7.16(b), so that one
was open when the other was closed.

The pilot bulbs are not essential, they merely indicate
the switch position. When the switch is in the position
labelled, 1, the 1 bulb glows, when the switch is in
position labelled 0, the O bulb glows. The switch thus
operates as digital memory because when the switch is
set at one position, it remains in that position until it is
operated again. That is to say, it remembers its setting.
Toggle, or rocker, switches are widely used in digital
equipment to remember instructions from the operator
to the equipment.

ELECTROMECHANICAL RELAYS

Another switching device is the electromechanical relay.
An electromechanical relay has contacts like a manual
switch, but it is controlled by external voltage instead
of being operated manually. Figure 7.17 shows the
physical layout of an electromechanical relay. In Fig.
7.17(a) the magnetic coil is energised by placing a

Magnetic Attraction

Contacts
H o X,
— ' -0 X,
q
Coil ’
oil

+—7 o C,

-
q 362

Insulating Material
(a)
Magnetic Attraction
l l Cont‘_,acts o X,
— ° X,
q

b

Coil q D
c"") ° C,
q o C2

Insulating Material

(b)

Fig. 7.17 Physical Representation of an Electro-
mechanical Relay: (a) Normally Closed (NC)
Relay, (b) Normally Open (NO) Relay.

voltage across terminals C,-C,; this will cause the lower
contact to bend downward, opening the contact between
X, and X,. This relay is called a normally closed (NC)
relay because, at rest, the contacts are touching, or
closed. In Fig. 7.17(b), when the coil is energised, the
upper contact will be attracted downward, making a
connection between X and X,. This is called a normally
open (NO) relay because, at rest, the contacts are not
touching, or open.

7.16 Discuss the main features of electromechanical
relays.

Solution:

A relay provides fotal isolation between the triggering
source applied to C;-C, and the output X,-X,. This total
isolation is sometimes important in many digital
applications and it is a feature that certain semiconductor
switches (such as diodes, transistors, and integrated
circuits) cannot provide. Also rated currents of the
contacts are normally much higher than those for
semiconductor switches.

The position of the relay contacts when the coil is
not energised is known as the normal position. A relay
may have both normally open (NO) and normally closed
(NC)contacts as in Fig. 7.18(a). In Fig. 7.18(b) we have
a simple relay circuit for controlling a light bulb. The
light will be lit if relay A OR relay B is energised AND
relay Cis NOT energised.

B

NC
1
[ o [
|| Coil A QU] o c U
o o—1 B (| o1
c_

(a) (b)

Fig. 7.18 Typical Relay Symbols and Relay Logic
Circuit.



While relays are far too slow for use in the “main
frame” of a digital computer, they are still useful for
various auxiliary functions in peripheral equipment. The
bilateral nature of relay circuits gives rise to some
special problems.

Systems requiring complex relay switching schemes
are generally implemented using programmable logic
controllers (PLCs). PLCs are microprocessor based
systems that are programmed to perform complex logic
operations usually to control electrical processes in
manufacturing and industrial facilities. They use a
programming technique called ladder logic to monitor
and control several processes, eliminating the need for
individually wired relays. PLC® is a registered trademark
of Allen-Bradley Corporation.

7.17 Draw the timing diagram for the circuit shown
in Fig. 7.19 given the C, waveform.

+5V

Clock
Oscillator

Vout 1

Ry

I

Fig. 7.19

Solution:
When C, is LOW, the R, relay coil is de-energised,
the R, contacts are open, /; ;=0 A, Vo =0V, and
Voutl =5V.

When C, is HIGH, the R, coil is energised, the R,
contacts are closed, and V| = 0.

+5V

C, oV ] 0 | | 1 | | 2 | 3
+5V
out 1
oV
Fig. 7.20 Solution for Problem 7.17.

7.18 With the help of a diagram, discuss the use of
relay as a shorting switch in an electric circuit.

Solution:

The +5 V source is used to energise the relay coil and
the +12 V source is supplying the external electric
circuit. When the switch SW in Fig. 7.21(a) is closed,
the relay coil will become energised, causing the relay
contacts to open, which will make V_, ; change from
0V to 6 V with respect to ground. The voltage divider
equation is used to calculate V.

139
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12V x5kQ
out = AN 2~ T 6 V
S5kQ+5kQ
When the switch in Fig. 7.21(b) is closed, the relay
coil becomes energised, causing the relay contacts to
close, changing V,, , from 6 V to 0 V.

+12 'V

5 kQ

Vout 1

+5V o—/ . C X,
sw !
;/é’ﬂ

Contacts 5 ka
Coil
G, X5
(a) NC Relay B
+12V
5 kQ

+5V°_/ C1

SW
® T
Contacts

Vout 2

5 kQ
Coil
C X5
(b) NO Relay

Fig. 7.21 (a) NC Relay Used in a Circuit, (b) NO

Relay Used in a Circuit.

7.19 Replace the 5 V battery and switch in problem
7.18 with a clock oscillator and use a timing
diagram to analyse the results.

Solution:
+10V
Cp 5 kQ
Clock
Oscillator 1 Vout s
__|_ & D, Fs 5 kQ

Coil Contacts

Fig. 7.22 Relay used in a Digital Circuit.

The relay coil is friggered by the clock waveform C,.
The diode, D,, is placed across the relay coil to protect
it from arcing each time the relay coil is de-energised.
Timing diagrams are very useful for comparing
waveforms relative to time. When the clock goes HIGH
(1) the relay is energised, causing V, ; to go LOW(0).
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5V
6%V oL [l [z 51 [+]
5V
ooy L L L LI |
Fig. 7.23 Solution for Problem 7.19.

When C, goes LOW(0), the relay is de energised, causing
Vout 3 to g0 to 45 V (using voltage divider equation

10V x5kQ

= 7T 5V,
U3 T S KQ +5kQ )

7.20 Illustrate a basic inverter circuit using an
electromechanical relay.

Solution:

Gndo
Fig. 7.24

A Basic Inverter Circuit.

SWITCHING ACTION OF A DIODE

The semiconductor diode can be thought of as analogous
to a simple switch. In the forward direction, the diode
is ideally O ohms (€2) of resistance and in the reverse
direction, infinite resistance. A switch has similar
characteristics, 0 Q when closed and infinite resistance
when open. However, the diode is not an ideal device
in either the forward or reverse direction.

7.21 Describe the operation of a diode in both for-
ward and reverse directions. What would you
consider when selecting a diode for a particu-
lar application?

Solution:

In the forward-biased condition, as V, becomes more
positive, no current flows until a 0.7 V cut-in voltage is
reached. After that point, the voltage across the diode
(Vg) will remain approximately at 0.7 V, and [, will
flow, limited only by the external resistance of the
circuit and the 0.7 V internal voltage drop.

In the reverse-biased condition, a very small reverse
current flows. When the voltage goes sufficiently
negative, a phenomenon known as Zener breakdown
occurs, and the reverse current increases sharply. In
normal switching circuit applications, diodes are never
operated in the Zener range.

Diode characteristics can be ignored in many
applications. The device is assumed to have a constant
voltage drop Vy when forward biased and a constant

Closed
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(c) Approximate Characteristics
for a Silicon Diode

Fig. 7.25

(d) Reverse Characteristic

Diode Characteristics. Except for the Device
Forward Voltage Drop, the Approximate
Characteristics of a Diode are Similar to the
Characteristics of a Switch.

(temperature dependent) reverse leakage current /g when
reverse biased. To select a diode for a particular
application, it is necessary to determine the forward
current that must be passed, the power dissipation, the
reverse voltage and the maximum reverse leakage current
that can be tolerated. Another item that must be

considered is the required operating frequency of the
diode.

7.22 What happens when a diode is switched from

ON to OFF?
V I
Ve Applied Voltage '\ | Applied
|
v, | | Voltage
| |
| |
I | tf | VR
!
I Diode Current ! : —
Y N
s .| I\ I Diode
In=Ir F : : Current
1 | | +

|<_tﬂ -

(a) Ig with very Fast Reverse (b) /g Minimized by Making
Bias t>>t,

Fig. 7.26 A Diode Switching from ON to OFF Conducts
in Reverse for a Time Known as the Reverse
Recovery Time t.. If the Fall Time of the
Forward Current is Made Much Larger than
t,, the Reverse Current can be Minimised.



Solution:

The effect of a sudden change from forward bias to
reverse bias is illustrated in Fig. 7.26(a). Instead of
switching OFF sharply when the input becomes negative,
the diode initially conducts in reverse. The reverse
current I is at first equal to Ig; then it falls off to
reverse leakage current /. At the instant of reverse bias
there are charge carriers crossing the junction depletion
region, and these must be removed. This removal of
charge carriers constitutes the reverse current I;. The
reverse recovery time t,. is the time required for the
reverse current to fall to Ig. Typical values of t,. for
switching diodes range from 4 ns to 50 s.

If the diode forward current is reduced to a very
small level before the device is reverse biased, then the
initial level of reverse current will also be very small.
Even when there is a large forward current, the reverse
current can be kept very small if the forward current is
reduced slowly. This means that for minimum reverse
current, the fall time of forward current should be much
longer than the diode reverse recovery time. (see Fig.
7.26(b)).

When a diode is switched ON (from reverse bias to
forward bias), there is a finite turn-on time. However,
the turn-on time is so small as compared to the reverse
recovery time that it is usually neglected.

7.23 Determine if the silicon diodes shown in the
Fig. 7.27 are forward biased or reverse biased.

+5V
D,
D,
+5V Vi V,
1 kQ 1 kQ
+5V

+5 V o—Ppl—
Dy
0Vo—Ppl—3ov, 1kQ

Dy oV v,
1 kQ D,
L +5V

Fig. 7.27

Solution:

D, is forward biased.
D5 is forward biased.
D5 is forward biased.

7.24 Determine V,, V,, V3, and V, (with respect to

D, is reverse biased.
D, is reverse biased.
Dy is reverse biased.

ground) for the circuits in Fig. 7.27.
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Solution:

V,: D, is forward biased, dropping 0.7 V across its
terminals.

Therefore V, =(5.0-0.7) V=43V

V,: D, is reverse biased. No current will flow through
the 1 k€ resistance, so V, =0 V.

V5: Because D, is reverse biased (open), it has no effect
on the circuit. D5 is forward biased, dropping 0.7 V,
making V; =43 V.

V4 D 1s reverse biased (open), so it has no effect on
the circuit. D5 is forward biased, so it has 0.7 V on
its anode side, which is +0.7 V above the 0 V ground
level, making V, = +0.7 V.

SWITCHING ACTION OF A TRANSISTOR

The bipolar transistor is a very commonly used switch
in digital electronic circuits. It is a three-terminal semi-
conductor component that allows an input signal at one
of its terminals to cause the other two terminals to
become a short or an open circuit. The transistor is
most commonly made of silicon that has been altered
into an n-type material and p-type material.

Three distinct regions (Fig. 7.28) make up a bipolar
transistor, emitter, base and collector. They can be a
combination of p-n-p type material or n-p-n type material
bonded together as a three-terminal device.

E ()
L.N P N 02 EWC
B B
B

(b)
Fig. 7.28 Bipolar Transistor Symbols (a) npn (b) pnp.

In an electronic circuit, the input signal(1 or 0) is
usually applied to the base of the transistor, which causes
the collector-emitter junction to become a short or an
open circuit. The rules of transistor switching are:

1. In the n-p-n transistor, applying a positive voltage
from base to emitter causes the collector-to-emitter
junction to short. This is called turning the
transistor ON. Applying a negative voltage or 0 V
from base to emitter causes the collector-to-emitter
junction to open. This is called turning the
transistor OFF.

2. In a p-n-p transistor applying a negative voltage
from base to emitter turns it ON. Applying a positive
voltage or 0 V from base to emitter turns it OFF.

7.25 How can a transistor be used as a switch? Show
the current voltage relations in a common-
emitter circuit. What is the significance of the
load line?
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Solution:
The simplest way to use a transistor is as a swifch,
meaning that we operate it at either saturation or cut
off but nowhere else along the load line. When saturated,
the transistor is like a closed switch. When cut off, it’s
like an open switch. This is two-state operation, because
only two points on the load line are used.

In the figure below a common-emitter circuit is
shown. A simplified drawing of the same circuit is also
given.

+Vee

Rc
+V

out

(b) Simplified Drawing

(a) Common-emitter Circuit

Fig. 7.29 For P7.25.

The base current I is given by
Vio =V,
IB _ i BE
Ry

Because of the transistor’s current gain By, the collector
current is
IC = ﬁdc IB
The output voltage is
Vou = Vee = IcRc

The dc and ac load line is shown in Fig. 7.30. When
V., is zero, the transistor goes into cut off and the
operating point is at the lower end of the load line. To a
first approximation, the transistor is like an open switch
between the collector and the emitter. On the other hand,
when V,, is large, the transistor goes into saturation
and the operating point is at the upper end of the load
line. Ideally, the transistor is like a closed switch.

+ VCC + VCC
le
Closed Switch Rc Re
Vee
R,
¢ Open Switch o+Vou N ‘
ou
| Vee %C ¢
VCC IE E
(a) (b) (c)

Fig. 7.30 (a) Load Line (b) Cut Off (c) Saturation.

7.26 Illustrate, with example, the difference between
hard saturation and soft saturation.

Solution:

Hard saturation means the transistor has sufficient base
current to be saturated under all operating conditions.
To get hard saturation, the designer makes I,
approximately 10 times the value of Iy (. A ratio of
10 : 1 is low enough for almost any transistor to remain
saturated, despite temperature extremes, transistor
replacement, supply-voltage changes, etc.

+5V

1 kQ

out
10 kQ
Vin

(Oor+5V)

Fig. 7.31

For example, the input voltage, in the CE
configuration, may be either 0 V or +5 V. When V, is
zero, the transistor cuts off and V,, equals +5V. When
Vin is +5 V, the transistor goes into hard saturation and
Vour 18 approximately zero. I g, is ideally 5 mA.
Ignoring the Vy of the transistor, Iy, is approximately
0.5 mA. Therefore, the ratio of collector to base current
is approximately 10 : 1.

When the maximum input voltage equals the supply
voltage, you can get hard saturation by using a ratio of
approximately 10 : 1 for Rp/R.. For example, R =
10kQ and R = 1 kQ in the given circuit, the ratio
Rp/Rc is 10, so the transistor is in hard saturation.
Other values like Ry = 47 k€ and R. = 4.7 kQ also
produce hard saturation because Rp/R still equals 10.

Soft saturation means the transistor is barely
saturated, the base current is just enough to operate the
transistor at the upper end of the load line. Soft
saturation is not reliable in mass production because of
the variation in ;. (same as hpg). A circuit using soft
saturation can easily come out of saturation with
temperature change or transistor replacement.

TRANSISTOR SWITCHING TIMES

One very important characteristic of a switching
transistor is the speed with which it can be turned ON
and OFF. Consider Fig. 7.32 where the time relationship
between collector current and base current is shown.
When the inputs current [ is applied, the transistor
does not switch ON immediately. The time between
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Fig. 7.32 Transistor Switching Times.

application of the base current and commencement of
collector current is termed the delay time, t;. The delay
time is defined as the time required for /. to reach 10%
of its final value, after /; has commenced. Even when
the transistor begins to switch ON, a final time elapses
before /- reaches its maximum level. The rise time, t, is
defined as the time it takes for /- to go from 10% to
90% of its maximum level. The turn-on time, t, for the
transistor is the sum of ¢, and ¢,.
ton =1+ 1,

Similarly, a transistor cannot to switched OFF
instantaneously. The turn-off time t is composed of a
storage time 7 and a fall-time 75 The storage time results
from the fact that the collector-base junction is forward
biased when the transistor is in saturation. Charge
carriers crossing a forward biased junction are trapped
(stored) in the depletion region when the junction is
reverse biased. These charge carriers must be withdrawn
or made to recombine with charge carriers of an opposite
type before the collector current begins to fall. The
storage time ¢, is defined as the time between / switch-
off and /- falling to 90% of its maximum level. The fall
time 1, is the time required for /; to fall from 90% to
10% of its maximum. A further quantity, the decay time
t,1s sometimes included in the turn-off time. This is the
time required for /- to go from its 10% level to 4.
Usually, this is not an important quantity, since the
transistor is regarded as being OFF when /- falls to the
10% level. The turn-off time 7 of the transistor is the
sum of 7, and 5

logr = Iy + If

To conclude, saturating and then cutting off a
transistor cannot be done instantaneously. This problem
can be overcome by never allowing the transistor to go
into saturation. Emitter-coupled logic is biased so that
it is in the active region at all times and therefore has
very small propagation delay times.

Faster operation generally means greater computing
power, so there is a continual search for faster and faster
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logic circuits. The development of faster circuits is the
domain of electronic circuit engineer, not the logic
designer, and the actual speed of the electronics is of
only indirect interest to the logic designer. However,
the qualitative nature of the transitions and delays in
logic circuits plays an important role in the logic theory
of sequential circuits.

7.27 Describe in detail the switching action of a
transistor.

Solution:
Figure 7.33(a) illustrates a circuit incorporating a
conventional switch with mechanically operated
contacts.

Figure 7.33(b) shows a corresponding arrangement
in which the current through the load R; is controlled
by a transistor.

i
)

Switching
Signal
. o
(b) Current Control by a
Transistor

(a) Mechanically Operated
Switch.

Fig. 7.33 Suwitching Action of a Transistor.

With a reverse voltage applied to the base of the
transistor, only the very small collector to base leakage
current can flow through the transistor, and so there
will be almost zero load current, the full battery voltage
appearing across the transistor. If the base voltage is
made positive, the collector to emitter impedance will
fall and the load current can now flow through the
transistor and load resistance; the voltage across the
transistor falling to almost zero.

In practically all switching applications the transistor
is used in the common-emitter configuration since the
high current gain allows large collector current to be
switched by means of a relatively small base current.

In addition to the OFF state and the ON state, the
transition through which the transistor must pass, in
going from one to the other, is important. Consider the
circuit in Fig. 7.34(a) and the collector characteristics
of Fig. 7.34(b). The load line corresponding to the load
resistance R; is shown on the characteristics.

With the base current at zero, collector current will
be the collector to emitter leakage current I-g,. If a
reverse voltage is applied to the base, the collector
current is reduced to the collector to base leakage current
Icpo- This current is very small-with silicon planar
transistors, of the order of 1 nano ampere- giving an
OFF impedance above 1,000 MQ. When the base-emitter
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Fig. 7.34 Transistor Switching Characteristics.

Jjunction of the transistor is reverse biased the transistor
is said to be cut off and is then in the shaded region of
Fig. 7.34(b). With the load resistance R;, the operating
point will be at A.

As the base current is increased, the collector current
increases, and the operating point moves along the
loadline and eventually reaches point B. Then further
increase of base current will not result in any more
increase of collector current and the transistor is said
to be saturated or bottomed. The collector to emitter
voltage will have fallen to a very low value, known as
the collector saturation voltage Vg, In this condition
the resistance between the collector and emitter of the
transistor is very low-only a few ohms. As the collector
voltage falls to the low Vg, the collector junction
becomes forward biased. Thus in the ON condition
both junctions of the transistor are forward biased and
the current flowing through the load resistance will be
(Vee = Vegsay)/Ry or approximately Vio/R; which is
independent of the base current. The saturation region
is shown dotted in Fig. 7.34(b).

7.28 What happens during the transition when a
transistor is switched from the OFF state to
the ON state?

Solution:

Figure 7.35 illustrates what happens during the transition
from the OFF state to the ON state. As the base current
is increased, the collector current increases, and the
collector voltage falls. In the OFF state the collector
dissipation is very low. With a germanium transistor at
an ambient temperature of 55°C, the leakage current
may be about 30 HA, and with a V-, of 12 volts the
dissipation will be 0.36 mW, which is negligible.

25 1 Overload Region
Collector Power
/

20 1 Collector Voltage

Collector Current
15

10

Reverse Base 0 02 04 06
Voltage Base Current

Fig. 7.35 Transistor Characteristics.

As the collector current increases from the OFF state
the transistor dissipation increases as shown in Fig. 7.35.
It passes through a maximum point and falls to a low
value again as saturation is reached. At its maximum
value the power dissipation may be in excess of the
rating of the transistor and it would not be possible to
operate the transistor permanently in that condition. To
ensure the most satisfactory operation from the power
dissipation view point the base signal must be sufficient
to drive the transistor into saturation very quickly so
that the mean power dissipated is kept low. Referring
to Fig. 7.34, the base current should be larger than that
needed to take the operating point to B to ensure that
the transistor is driven into saturation. The effective
current gain will then be lower than the small signal
current gain. At the point P, Fig. 7.35, in the active
transistor region, the small gain may be near about 40.
If the base current is increased to the point Q to ensure
saturation, the effective gain will only be about 25.

7.29 Sketch the waveform at V , in the circuit
shown, given the input signal C,. (See Fig. 7.36)

Solution:
When C, =0V, the transistor is OFF and /o = 0 A.
Therefore,
Vour =5 V-(0AX2kQ)=5V
‘When Cp = +5 V, the transistor is ON and the
collector is shorted directly to ground.
Therefore, Vour =0 V.



Fig. 7.36
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7.31 One basic function of TTL (transistor-transistor
logic) integrated circuit is as a complementary
switch. Explain with the help of an example.

Solution:

One basic function of TTL is as an inverter. The inverter
is used to take a digital level at its input and complement
it to its opposite state at its output (I becomes 0, 0
becomes 1). Figure 7.40 illustrates how a common-
emitter connected transistor can be used to perform the
same function.

+5V

Fig. 7.37 Solution for Problem 7.29.

7.30 Sketch the waveform at V_, in the circuit
shown, given the input signal, C,,.

+5V

Fig. 7.38

Solution:

+5V

Cp

oV

+4.76 V
Voul oV

Fig. 7.39 Solution for Problem 7.30.

When C, = 0V, the transistor is OFF. From voltage
divider formula, we have

5V x20kQ
= e =476 V
20kQ +1kQ

‘When Cp = +5 V, the transistor is ON and the
collector is shorted to ground, making V= 0 V. Notice
the difference in V,, as compared to Problem 7.29 in
which there is no load resistor connected to V..

Fig. 7.40

When V,, equals 1 (+5 V), the transistor is ‘turned on’
(saturation), and V, equals 0 (0 V). When V,, equals 0
(0 V), the transistor is ‘turned off’ (cut off) and V
equals 1 (approximately 5 V), assuming that R; is much
greater than R-~(R; >> R).

7.32 In Problem 7.31 assume that R, = 1 kQ,
R; =10 kQ, and V;, = 0, calculate V ;. If R,
decreases to 1kQ by adding more loads in
parallel, calculate V , ,.

Solution:
5V x10kQ
Vosr1= —————— =455V
1kQ +10 kQ
5Vx1kQ
Vout2= ————— =25V
1kQ +1kQ

The decrease in V , (from 4.55 V to 2.5 V), by
adding more loads in parallel, is called loading effect.

THE SCHOTTKY DIODE

For some applications it may be desirable to arrange
that the transistor does not go into saturation. This can
be done either by limiting the value of the base current
drive, or by clamping. The arrangement is then called a
non-saturating switch, and care must be taken that the
power rating of the transistor is not exceeded. The
solution to this problem is the Schottky diode.

7.33 Explain the role played by charge storage in
switching diodes.

Solution:

When a small-signal diode is switched ON (forward
biased), electrons from the n-region diffuse across the
junction and travel into the p-region before recombi-
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nation occurs. Similarly holes from the p-region diffuse
across the junction and travel into the n-region before
recombination occurs.

The greater the life time, the farther the charge carriers
can travel before recombination occurs. The greater the
forward current, the larger the number of charges that
cross the junction. This temporary storage of free
electrons and holes is referred to as charge storage.

When you switch a diode from ON to OFF, charge
storage creates a problem. This is because if you
suddenly reverse bias a diode, the stored charges will
flow in the reverse direction for a while. The greater
the life time, the longer the stored charges can contribute
to reverse current.

The solution to this charge storage problem is a
special purpose device called a Schottky diode. This type
of diode uses a metal such as gold, silver, aluminium or
platinum on one side of the junction and doped silicon
(typically n-type) on the other side. Because of the metal
on one side of the junction, the Schottky diode has no
depletion layer. The lack of a depletion layer means
that there are no stored charges at the junction.

7.34 Explain the working of a Schottky diode and
Schottky transistor.

Solution:

When a Schottky diode is unbiased free electrons on
the n-side are in smaller orbits than are the free electrons
on the metal side. This difference in orbit size is called
the Schottky barrier, approximately 0.3 V. When the
diode is forward biased, free electrons on the n-side
can gain enough energy to travel in larger orbits.
Because of this, free electrons can cross the junction
and enter the metal, producing a large forward current.
Since the metal has no holes, there is no charge storage
and no reverse recovery time. Schottky diode, sometimes
called a hot-carrier diode, can switch off faster than an
ordinary diode. The symbol for Schottky diode is a
rectangular S as shown in Fig. 7.41.

c c

E

(a) Schottky
Diode Circuit
Symbol

Fig. 7.41 Schottky Diode and Transistor.

(b) Equivalent Circuit
of a Schottky
Transistor

(c) Circuit Symbol
for a Schottky
Transistor

The most important application of Schottky diodes is
in digital computers. The speed of computers depends
on how fast their diodes and transistors can turn on

and off’. This is where the Schottky diode comes in.
Because it has no charge storage, the Schottky diode
has become the backbone of low-power Schottky TTLs,
a group of widely used digital devices.

Schottky diodes have very low saturation voltages, of
the order of 0.3 V, compared with 0.6 V for diffused
diodes. When Schottky diodes are connected as shown in
Fig. 7.41, they form a Schottky transistor. During satu-
ration of a silicon transistor, the base is 0.7 V and the
collector at 0.1 V with respect to the emitter. By placing
the Schottky diode as shown, the collector cannot be
driven more than 0.3 V below the base. Thus, the trans-
istor is effectively prevented from going into saturation.

JUNCTION FIELD-EFFECT TRANSISTORS
(JFETS)

The bipolar transistor is the backbone of linear
electronics. Its operation relies on two types of charge
carriers holes and electrons. This is why it is called
bipolar. For most linear applications, the bipolar
transistor is the best choice.

There are some applications in which the unipolar
transistor is better suited. The operation of a unipolar
transistor depends on only one type of charge carrier,
either holes or electrons. The junction field-effect
transistor (JFET) is an example of a unipolar transistor.

7.35 Explain the working of a junction field-effect
transistor (JFET).

Solution:

Figure 7.42(a) shows part of a JFET. The lower end is
called the source and the upper end is the drain. The
piece of semiconductor between the source and the drain
is known as the channel. Since n-material is used for
the JFET in Fig. 7.42(a), the majority carriers are free

electrons.
Drain I

1 +
E —v,, o8P

66— [
Source

(a) (b)

Fig. 7.42 The Junction Field-effect Transistor: (a)
Normal; Bias Voltages (b) Depletion layer.

By doping two p regions in the sides of the channel,
we get the n-channel JFET of Fig. 7.42(b). Each of
these p regions is called a gate. When the manufacturer
connects a separate external lead to each gate, the device



is called a dual-gate JFET. If the gates are internally
connected by the manufacturer, the device is called a
single-gate JFET.

The normal polarities for biasing an n-channel JFET
are also shown in the illustration. The idea is to apply a
negative voltage between the gate and the source. Since
the gate is reverse biased, only a very small reverse
current flows in the gate lead. The more negative the
gate voltage is, the smaller the current.

The name field-effect is related to the depletion layers
around each p-n junction. Figure 7.42(b) shows these
depletion layers. Free electrons moving between the
source and the drain must flow through the narrow
channel between depletion layers. The size of these
depletion layers determines the width of the conducting
channel. The more negative the gate voltage is, the
narrower the conducting channel becomes, because the
depletion layers get closer to each other. Therefore, the
gate voltage controls the current that flows between the
source and the drain.

7.36 What is the difference between a JFET and a
bipolar transistor?

Solution:

The key difference between a JFET and a bipolar
transistor is that the gate of a JFET is reverse-biased,
whereas the base of a transistor is forward biased. This
crucial difference means the JFET is a voltage-
controlled device because the input voltage alone
controls the output current. The bipolar transistor is a
current-controlled device, because the input current
controls the output current.

7.37 (a) Draw the schematic symbols of a JFET.
(b) Draw the drain curves of an n-channel
JFET.

Solution:

(a) Figure 7.43(a) shows the schematic symbol of a
JFET. The thin vertical line in Figure 7.43(b) is
the channel. The source and drain connect to this
line. The gate arrow points towards the n-material
and away from the p-material. A p-channel JFET
is the complement of an n-channel JFET.

Channel Drain

Gate ! Gate

Drain

Source Source

(a) (b) (c)
Fig. 7.43

(b) Drain curves of a JFET (Fig. 7.44) resemble
collector curves of a bipolar transistor. The highest

147

Pulse and Switching Devices

Ip
VGS=O
10 mA - = —====
| '|
| I
' | Vgs = -1
5.62 mA |-/~
|
2.5 mA i Voo =72
o m ¢
Ve = — |- Vg =—-4
0.625 mA ! Ves=-8 <y
4 15 30 bs

Fig. 7.44 Drain Curves of an n-Channel JFET.

curve is for V¢ = 0. When the gate voltage is
zero, the gate is effectively shorted to the source.
This is called the shorted-gate condition. The
pinch-off voltage is the drain voltage above which
drain current becomes almost constant for the
shorted-gate condition. When the drain voltage
equals V,, the conducting channels almost touch
and further increases in drain voltage produce only
a very slight increase in drain current. In Fig. 7.44,
Vp = 4 V. The shorted-gate drain current, Ipgg
(Drain to Source with shorted gate), is a close
approximation for the drain current anywhere in
th active region for the shorted-gate condition. /5
is the maximum drain current with normal
operation of a JFET. All other gate voltages are
negative and result in less drain current. When
Vs = Vesorr) (Gate Source cut off voltage), the
depletion layers touch, cutting off the drain current.
In Fig. 7.44. V, =4V and V5o=-4 V.

Vp = _VGS(OFF)

The drain current rises rapidly in the saturation
region but then levels off in the active region.
Between voltages V), and Vg4 the drain current
is almost constant. When the drain voltage is too
large, the JFET breaks down. The active region is
along the almost horizontal part of the curve. In
this region the JFET acts like a constant-current
source. The main advantage of JFET amplifiers is
high input resistance, while the main disadvantage
is low voltage gain.

7.38 For the circuit given, determine the output
voltage (V,,) for the input voltage (V,,) of
(a) =5V, (b) 0 V. The output characteristics of
the JFET are given. (See Fig. 7.45)

Solution:
Load line for Vj;, = 20 V and R, = 5 k€ is drawn on
the output characteristics of the JFET as shown.

(a) When the input voltage V., = -5V, the JFET is

in
operating at point A, where I, = 0 and V,

=20 V. This corresponds to the switch in the OFF
state.

= Vop
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Fig. 7.45 Output Characteristics of an n-Channel JFET.

(b) When V,, =0V, the JFET is operating at point B,
where I, = 3.8 mA and V_ , = 1 V. This
corresponds to the switch in the ON szate.

12 05[]
//VG; -0V
10 ———
/// 05|
8 B
/ / 1.0
<
£ o -1.5
s

-2.5
5 Load Line -3.0
-3.5
—-4.0
0 A
0 5 10 15 20
Vps, V

Fig. 7.46 Solution for P7.38. Output Characteristics of
JFET.

SWITCHING ACTION OF JFETS

The analog switch is one of the main applications of a
JFET. An analog switch either transmits or blocks an
analog input voltage. This analog voltage may be as

simple as a sine wave or as complex as speech and
music. The idea behind a JFET analog switch is to use
only two points on the load line: cut off and saturation.
When the JFET is cut off it’s like an open switch. When
it is saturated, it’s like a closed switch.

7.39 Explain the switching action of a JFET.

Solution:

I I

(a) A Series Switch (b) A Shunt Switch

Fig. 7.47 Junction Field-effect Transistor as an Analog
Switch.

Figure 7.47(a) shows a JFET being used as a series
switch. When the device is turned ON, the resistance
between the input and output is small. Provided the
resistances of the source and destination are larger com-
pared with the ON resistance of the FET, the device
will resemble a short circuit.

When the device is turned OFF, the resistance
between the source and destination will be equal to the
OFF resistance of the FET. Provided this is large
compared with the resistance within the circuit, this
will represent an open circuit. Because of the many
orders of magnitude difference between the ON and
OFF resistances of the FET it is usually easy to satisfy
these conditions, allowing the FET to be used as a very
efficient switch.

Figure 7.47(b) shows an FET used as a shunt switch.
Here the series resistance R is chosen to be large
compared with Ry and small compared with Rygg. The
potential divider produces an output voltage close of V;,
when the device is turned OFF and close to zero when
it is turned ON.

Care must be taken to ensure that the operating
conditions of the device are correct. It is obviously
essential to ensure that breakdown voltage of the gate
is not exceeded. It is also necessary to ensure that the
gate is taken to an appropriate voltage to turn the device
either completely ON or completely OFF.

Both kinds of JFET switches are used in industry.
The series switch is used more often than the shunt
switch because it has a better on-off ratio. The series
switch either transmits or blocks an ac signal. The
switching is not perfect in a shunt switch. When the
switch is open, all the input voltage reaches the output.
But when the switch is closed, a small amount of the
input still reaches the output.



FET circuits in digital applications usually adopt a
two-state, or binary, arrangement in which all signals
are constrained to be within one of two voltage ranges,
one range representing one state (for example, the OFF
state), and the other representing a second state (for
example, the ON state). These ranges are often referred
to as ‘logical 0’ and ‘logical 1°.

MOSFETS

FETs are probably the simplest forms of transistor to
understand and are widely used in both analog and
digital applications. They are characterised by very high
input resistances, low power requirements and small
physical dimensions. These characteristics combine to
make them ideal for the construction of very high
density, such as that used in Very Large-Scale Integrated
(VLSI), circuits. There are two main forms of field-
effect transistors namely the junction-gate FET and the
insulated-gate FET, which is known by a variety of
names including the MOSFET.

The metal-oxide semiconductor FET or MOSFET,
has a source, gate, and drain. Unlike a JFET, however, the
gate is insulated from the channel. Because of this, we
can apply positive voltages as well as negative voltages
to the gate. In either case, negligible gate current flows.

7.40 Briefly describe the structure of a MOSFET.

Solution:

There is an n-region with a source and drain, Fig.
7.48(a). A positive voltage applied across the drain,
source terminals forces free electrons to flow from the
source to the drain. Unlike the JFET, the MOSFET has
a single p-region, Fig. 7.48(b), called the substrate. This
p-region reduces the channel between the source and
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n

Channel
4 p

]—OSubstrate
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n
IT'Source T'

(a) (b)

,_?_l ,_?_lDrain

7 7 n

p ]—o Gage_[ p ]—OSubstrate
4 n 4
S

n
S
S0, T, S0, T, Source
(c) (d)
Fig. 7.48 MOSFET Structure (a) n-Channel (b) Add-

ing the Substrate (c) Adding the Silicon Di-
oxide (5,0,) (d) Adding the Gate.
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the drain so that only a small passage remains at the left
side of Fig. 7.48(b). Free electrons flowing from the source
to the drain must pass through this narrow channel.

A thin layer of silicon dioxide (S;0,) is deposited
over the left side of the channel, as shown in Fig. 7.48(c).
This material acts as an insulator. Finally, a metallic
gate is deposited on the insulator, Fig. 7.48(d). Because
the gate is insulated from the channel, a MOSFET is
also known as an insulated-gate FET (IGFET).

7.41 Explain the operation of a depletion mode
MOSFET?

Solution:

In an n-channel MOSFET the gate voltage controls the
resistance of the n-channel. But since the gate is
insulated from the channel, we can apply either a positive
or a negative voltage to the gate. Figure 7.49(a) shows
a negative voltage. This voltage repels free electrons
and tries to push them back to the source. This means
that a negative voltage depletes the flow between the
source and the drain.

Drain Drain
7] n 7] n
+ +

Gate ) gVDD Gate P gVDD

— & n + 4 n
Ve = Ve =

* —‘7 \—EOUFCG B “' \—‘_Slource

(a) (b)

Fig. 7.49 (a) Negative Gate Voltage (Depletion Mode).

(b) Positive Gate Voltage (Enhancement
Mode).

The more negative the voltage is, the smaller the
current through the channel. Enough negative voltage
on the gate cuts off the current between the source and
the drain. Therefore, with negative gate voltage the
action of a MOSFET is similar to that of a JFET.
Because the action depends on depleting the charges in
the channel, negative gate operation is known as the
depletion mode.

A positive voltage applied to the gate enhances the
conductivity of the channel. The more positive the gate
voltage, the greater the conduction from source to drain.
Operating a MOSFET with a positive gate voltage is
known as the enhancement mode. This is shown in
Fig. 7.49(b).

Because of the insulating layer, negligible current
flows in either mode of operation. The input resistance
of the gate is incredibly high. The device in Fig. 7.49 is
an n-channel MOSFET. The complementary device is a
p-channel MOSFET.
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7.42 Draw the drain characteristics and symbols of
a depletion-type MOSFET.

Solution:
Figure 7.50 illustrates the drain curves of an n-channel
depletion-type MOSFET.

Yp
+2
+1
0
-1 Ves (off)
—2
Vs
(a)
Ip Ip
Depletion Enhancement Convenient
Mode | Mode Ipss <« Q Point
Dss
Vss . Vas
Vasioff) | |
(b) (c)
Fig. 7.50 Drain Characteristics of an n-channel

Depletion-type MOSFET.

Visiotr Tepresents the negative gate voltage that cuts
off the drain current. For V¢ less than zero, we get
depletion-mode operation. On the other hand, Vg
greater than zero gives emnhancement-mode operation.
Any MOSFET that can operate in either the depletion
or the enhancement mode is called a depletion-type
MOSFET. Since this type of MOSFET has drain current
with zero gate voltage, it is also called a normally on
MOSFET.

Figure 7.51 shows the schematic symbol for a
normally-on MOSFET. The gate appears like a capacitor

Drai
,i| ran Drain
7] n
Gate p =  Gate
o—[ :lgﬁbstrate Substrate
4 n
Source
|T,Source
(a)
Drain Drain
Gate Gate
Source Source
(b) (c)

Fig. 7.51 Depletion Type MOSFET Symbols: (a) n-
Channel with Substrate Lead (b) n-Channel
device (c) p-Channel Device.

plate. Just to the right of the gate is a thin vertical line
that represents the channel. The drain lead comes out
of the top of the channel and the source connects to the
bottom. The arrow on the substrate points to the n-
material. Therefore the device is an n-channel MOSFET.

7.43 Draw the structure, drain characteristics and
symbols of an enhancement-type MOSFET.

Solution:
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Flg. 7.52 Enhancement Type MOSFET: (a) Structure
(b) Normal Bias (c) Creation of Negative lons
(d) Creation of n-Type Inversion Layer.

Figure 7.52 (a) illustrates an enhancement-type MOSFET.
Notice that the substrate extends all the way to the
silicon dioxide. Because of this, there no longer is an n-
channel between the source and the drain. Figure 7.52(b)
shows the normal biasing polarities. When V¢ = 0, the
Vpp supply tries to force free electrons to flow from the
source to the drain, but the p-substrate has only a few
thermally produced free electrons. As a result, the cur-
rent between the source and drain is negligibly small.
For this reason, the enhancement-type MOSFET is a
normally off MOSFET.

To get drain current, we have to apply enough positive
voltage to the gate. The gate acts like a capacitor, the
silicon dioxide like a dielectric, and the p substrate like
the other plate of a capacitor. When the gate is positive
enough, it can create a thin layer of free electrons
stretching all the way from the source to the drain. The
created layer of free electrons is next to the silicon
dioxide layer. This layer no longer acts like a p-type
semiconductor. Instead, it appears like an n-type
semiconductor because of the induced free electrons.
This is why the layer of p-material touching the silicon
dioxide is called an n-type inversion layer, Figs. 7.52(c)
and (d).

The minimum gate-source voltage that creates the n-
type inversion layer is called the threshold voltage,
designated V). When the gate voltage is less than
this voltage, no current flows from the source to the



drain. But when the gate voltage is greater than this
voltage, an n-type inversion layer connects the source
to the drain, and we get a current.

Figure 7.53 shows a set of drain curves for an
enhancement type MOSFET. The lowest curve is the
Visany curve. When Vg is less than Vg, the drain
current is ideally zero and the MOSFET is OFF. When
Vs is greater than Vg, drain current appears. The
larger Vi is, the greater the drain current. The symbol
for enhancement type MOSFET, Fig. 7.54, has a broken
channel line to indicate the normally OFF (NO)
condition. In the case of a p-channel MOSFET, the
threshold voltage is negative and the current is in a
direction opposite to that of an n-channel device.
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Fig. 7.53 Drain Curves for an Enhancement Type

MOSFET.
Drain Drain
Gate _@ Gate _ﬁk
Source Source
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Fig. 7.54 For P7.43 Enhancement Type MOSFET
Symbols. (a) n-Channel (b) p-Channel.

SWITCHING ACTION OF A MOSFET

Computers use integrated circuits with thousands of
transistors. These integrated circuits work remarkably
well, despite transistor tolerances and changes in
temperature. This is because of two-state design, using
only two points on the load line of each transistor. When
used in this way, the transistor acts like a switch rather
than a current source. Circuits using transistor switches
are called switching circuits, digital circuits or logic
circuits. On the other hand, circuits using transistor
current sources are called linear circuits, analog circuits,
etc.

7.44 What is the significance of MOSFETs?

Solution:

The enhancement-type MOSFET has had its greatest
impact in digital circuits. One reason is its low power
consumption. Another is the small amount of space it
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takes on a chip (integrated circuit). A manufacturer can
put many more enhancement-type MOSFETS on a chip
than bipolar transistors. This is the reason enhancement-
type MOSFETs are used in large-scale integration (LSI)
for microprocessors, memories, and other devices
requiring thousands of devices on a chip.

7.45 Describe the difference between an active load
and a passive load.

Solution:

Figure 7.55(a) shows a MOSFET driver and a passive
load (resistor Rp). In this switching circuit when V,, is
LOW, the MOSFET is cut off and V_, equals the supply
voltage. On the other hand, when V,, is HIGH, the
MOSFET conducts heavily and V,, drops to a low value.
In this circuit, V. is either LOW or HIGH and the

1

MOSFET acts like a switch that is either ON or OFF.

+Vpp +Vop
Rp 0
1
Voul
Voul
Vin 02

(a) (b)

Fig. 7.55 MOSFET Driver: (a) Passive Load (b) Active
Load.

Resistors take up much more area than MOSFETS.
For this reason, resistors are rarely used in MOS
integrated circuits. Fig. 7.55 (b) shows another switching
circuit with a MOSFET driver Q, and an active load
Q,. Because of the drain-feedback bias, Q, is always
conducting. By deliberate design the upper MOSFET
has an ON resistance at least ten times greater than that
of the lower MOSFET. Q; acts like a resistor, and Q,
acts like a switch.

Using a MOS driver and MOS load leads to much
smaller integrated circuits because MOSFETs take less
room on a chip than resistors. This is why MOS
technology dominates in computer applications; it allows
you to get many more circuits on a chip.

7.46 Differentiate between an PMOS and an NMOS.

Solution:

One of the first semiconductor techniques used to build
digital ICs was p-channel MOS technology. In this
approach p-channel enhancement-type MOSFETS act
like switches and active loads. But p-channel MOS has
a big disadvantage; its carriers are holes instead of free
electrons. Holes move more slowly than free electrons,
which means that the switching speed of a p-channel
device is less than that of an n-channel device. Because
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of its greater speed, n-channel technology dominates in
memory and microprocessor applications. Circuits using
n-channel MOSFETS are often called NMOS circuits,
the letters being an abbreviation of N-channel Metal
Oxide Semiconductor. Similarly circuits based on p-
channel devices are referred to as PMOS circuits.

7.47 What type of protection is provided to
MOSFETs and why?

Solution:

MOSFETs are shipped with a wire ring around the leads.
The ring is removed only after the MOSFET is connected
in the circuit. The newer MOSFETs are protected by
build-in zener diodes in parallel with the gate and the
source. The zener voltage is less than Vi g,y rating. In
this way, the zener diode breaks down before any
damage occurs to the thin insulating layer. The
disadvantage of these built-in zener diodes is that they
reduce the MOSFET’s high input resistance.

CMOS

We can build complementary MOS (CMOS) circuits
with p-channel and n-channel MOSFETs. The key
advantage in using CMOS design is its extremely low
power consumption. Because both devices are in series,
the current is determined by the leakage in the OFF
device, which is typically in nanoamperes. This means
that the total power consumption of the circuit is in
nanowatts. This low power consumption is the main
reason why CMOS circuits are popular in pocket
calculators, digital wrist watches and satellites.

7.48 Explain the working of a CMOS inverter.
Solution:

Q, is a p-channel device and Q, an n-channel device.
This circuit (Fig. 7.56(a)) is analogous to the class-B

push-pull bipolar amplifier in Fig. 7.56(b). When one
device is ON, the other is OFF, and vice versa.
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D
Q, Q
n-channel

(a) (b)
Fig. 7.56 (a) CMOS Inverter (b) Bipolar Equivalent.

For instance, when V;, is LOW, O, is OFF but Q, is
ON. Therefore the output voltage is HIGH. On the other
hand, when V,, is HIGH, Q, is ON and @, is OFF.
Therefore, the output voltage is LOW. Since the phase
of the output voltage is always opposite to that of the

input voltage, the circuit behaves as an inverter.

SWITCHING ACTION OF CMOS

A CMOS switch has very small quiescent power
dissipation. Because of this CMOS switches have
become very popular in logic circuits known as the
transmission gate or bilateral switch, it acts essentially
as a single-pole, single-throw (SPST) switch controlled
by an input logic level. This transmission gate will pass
signals in both directions and is very useful in digital as
well as analog applications.

7.49 Describe the operation of a CMOS bilateral
switch (transmission gate). Draw the diagram
for a 4016 quad bilateral switch IC.

Solution:

Figure 7.57(a) is the basic arrangement for the bilateral
switch. It consists of a P-MOSFET and an N-MOSFET
inparallel so that both polarities of input voltage can be
switched. The CONTROL input and its inverse are used
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P +Vpp Closed (ON) IN/OUT, ;‘ -0 : OUT/IN,
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CONT, —T—___D,
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Fig. 7.57 (a) CMOS Bilateral Switch (Transmission Gate) (b) Symbol (c) The 4016/74HC4016 Quad Bilateral Switch.



to turn the switch on (closed) and off (open). When the
CONTROL is HIGH, both MOSFETSs are turned ON
and the switch is closed. When the CONTROL is LOW,
both MOSFETs are turned OFF and the switch is open.
Ideally, this circuit operates like an electromechanical
relay. In practice, it is not a perfect short circuit when
the switch is closed; the switch resistance R, is typically
200 Q. In the open state, the switch resistance R is
very large, typically 10'? Q, which for most purposes is
an open circuit. The symbol in Fig. 7.57(b) is used to
represent the bilateral switch.

This circuit is called a bilateral switch because the
input and output terminals can be interchanged. The
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signals applied to the switch inputs can be either digital
or analog signals, provided they stay within the limits
of 0 to Vpp volts.

Figure 7.57(c) shows the traditional logic diagram
for a 4016 quad bilateral switch IC, which is also
available in the 74HC series as a 74HC4016. The IC
contains four bilateral switches that operate as described
above. Each switch is independently controlled by its
own control input. For example, the ON/OFF status of
the top switch is controlled by input CONT . Since the
switches are bidirectional, either switch terminal can
serve as input or output, as the labeling indicates.

SUMMARY

YV V V V V

bottom and top of the pulse.

Most digital signals require precise timing.
Serial format is inexpensive but it is slow.
Parallel format is expensive but it is fast.

YV V VYV V V

A\

to communicate to external devices.

One problem with a mechanical switch is contact bounce.

Mechanical switches are sometimes debounced with a latch, called a £1ip-£flop.

The latch is also called a bistable multivibrator.

For a positive pulse the leading edge is a positive-going transition (rising edge).

In ideal pulses the transitions occur instantaneously.

In non-ideal pulses the transitions are not instantaneous because of nonlinearities that occur near the

Pulse width is a measure of the duration of the pulse.
Duty cycle is the ratio of the pulse width to the period expressed as a percentage.
A nonperiodic pulse waveform does not repeat itself at fixed intervals.

The RS232 communication standard is a very common scheme for serial transmission of data over
telephone lines or from one computer to another.
Centronics printer interface and IEEE-488 instrumentation interface are commonly used by computers

> The SPDT switch forms a single bit of memory circuit.
> An electromechanical relay has contacts like a manual switch, but it is controlled by external voltage

instead of being operated manually.

Y V V

functions in peripheral devices.

YV V V V V

conditions.

YV V.V V V V VYV V

A relay provides total isolation between the triggering source and the output.
The rated currents of relay contacts are normally much higher than those for semiconductor devices.
Relays are far too slow for use in the main frame of a computer; they are used for various auxiliary

Systems requiring complex relay switching schemes are generally implemented using PLCs.

The semiconductor diode is analogous to a simple switch.

In normal switching circuit applications, diodes are never operated in the Zener range.

When used as a switch, we operate the transistor at either saturation or cutoff.

Soft saturation means that the transistor is barely saturated; it is not reliable.

Hard saturation means the transistor has a sufficient base current to be saturated under all operating

The Schottky diode has no depletion layer, and hence no stored charges at the junction.

The Schottky diode forms the backbone of low-power Schottky TTLs.

The JFET is a unipolar device; it is also a voltage-controlled device.

The junction transistor is a bipolar device; it is a current-controlled device.

The JFET can be used either as a series switch or as a shunt switch.

JFET series switch is used more often; it has a better on-off ratio.

MOS technology dominates in computer applications; it allows you to get many more circuits on a chip.
Since CMOS switches are bilateral, either switch terminal can serve as input or output.
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Test your REVIEY QUESTIONS

understanding

What type of logic, positive or negative, is used in digital systems?
Which system requires more electrical conductors, serial or parallel?
Which system is faster, serial or parallel?

How does a mechanical switch differ from an electromechanical relay?
What is the range of reverse recovery time for switching diodes?

How can a transistor be operated as a switch?

Explain the disadvantage of using p-channel MOS.

What are the applications of CMOS?

Why does the MOS technology dominate the area of microprocessors, memory, and other LSI devices?
10. What is the key advantage of CMOS?

11. Explain the term active load.

12. What are complementary devices?

13. Why is a CMOS switch called bilateral?

14. What does a CMOS bilateral switch consist of?

15. Draw the symbol of a CMOS bilateral switch.

SUPPLEMENTARY PROBLEMS

e Al S

Test your
understanding

16. Determine the period of a clock waveform whose frequency is:

(a) 2 MHz (b) 500 kHz (c) 4.27 MHz (d) 17 MHz
17. Determine the frequency of a clock waveform whose period is:
(a) 2 us (b) 100 us (c¢) 0.75 ms (d) 1.5 pus

18. (a) How long will it take to transmit the 33,, in serial if the clock frequency is 3.7 MHz? Transmit the
number as an 8-bit binary number.
(b) Is the serial line HIGH or LOW at 1.21 us?
19. Draw the timing diagram for V_;, V., and V,

out!

5 in the given Fig. 7.58.

+8V +8V

10 kQ

10 kQ
R, R —— 10 kQ

Clock 0 Vour 1

Oscillator e Vout 2 s Vout s
10kQ —— Ry
10 kQ 10 kQ

Fig. 7.58 For Problem 19

20. Determine V,, V,, V5, V4, Vs, V¢ and V5 in the given circuit.
21. In Fig. 7.59, if the anodes of any of the diodes D;,, D;,, or D5 is connected to +5 V instead of 0 V, what
happens to V,?
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Fig.

Test your OBJECTIVE TYPE QUESTIONS

7.59 For Problem 20.

understanding

Fill in the Blanks

22. Digital signals respond to the digital and not the actual voltage levels.

23. To forward bias a diode the anode is made more __ than the cathode.

24. When the input current I, is applied, the transistor does not switch ON

25. The time between application of base current and commencement of collector current is termed as the

time.

26. The rise time is defined as the time it takes for /- to go from to 90% of its maximum level.

27 tyy=

28. A transistor cannot be switched on

29. The speed and delay problems are overcome by never allowing the transistor to go into

30. Faster operation generally means greater ___ power.

31. In the ON condition both junctions of the transistor are .

32. In the ON condition current flowing through the transistoris _ of base current.

33. In the OFF state the collector dissipation is

34. In the ON state the collector dissipation is

35. For satisfactory operation, from the power dissipation view point, the base signal must be to
drive the transistor into saturation.

36. If the transistor does not go into saturation, the arrangementis calleda — switch.

37. The greaterthe _ the farther the charge carriers can travel before recombination occurs.

38. The greater the forward current the number of charges that cross the junction.

39. The greater the life time the the stored charges contribute to the reverse current.

40. t,, is the time it takes for reverse currenttodrop __ of the forward current.

41. The Schottky diode hasno _ layer.

42. Thereisnocharge _ at the junction of a Schottky diode.

43. The Schottky barrier is approximately .

44. Schottky diode is sometimes calleda _ diode.

45. The symbol for Schottky diode is a
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46.
47.
48.
49.
50.
51.
52.
53.
54.
55.
56.
57.
58.
59.
60.
61.
62.
63.
64.
65.
66.
67.
68.

The Schottky diode has become the backbone of low-power

The JFET is a controlled device while a junction transistor is a controlled device.
A p-channel JFET is the of an n-channel JFET.

The gate of a MOSFET is from the channel.

A MOSFET is also known as FET.

With negative gate voltage the action of a MOSFET is similar to that of a

Negative gate operation of a MOSFET is known as the mode.

Operating a MOSFET with positive gate voltage is known as the mode.

For Vg less than zero, we get mode operation.

Vs greater than zero gives mode operation.

A type MOSFET can operate in either the depletion or the enhancement mode.

The minimum gate-source voltage that creates the n-type inversion layer is called the voltage.
MOSFETs are by built-in zener diodes.

Protection diode’s reduce the MOSFETS input resistance.

An FET switch either or blocks an analog input voltage.

When the JFET is cut off it is like an

When the JFET is it is like a closed sw1tch

The series switch is used more often than the shunt switch because it has a better ratio.
FET circuits in digital application adopt a arrangement.

Two-state design uses only two points on the of each transistor.

Circuits using transistor switches are called circuits.

Circuits using transistor current sources are called circuits.

Resistors are rarely used in integrated circuits.

True/False Questions

Say whether the following statements are True or False

69.
70.
71.
72.
73.
74.
75.
76.
77.
78.
79.
80.
81.
82.
83.
84.
85.
86.
87.
88.
89.
90.
91.
92.

A pulse has two edges: a leading edge and a lagging edge.

The pulse width is a measure of the duration of the pulse.

The serial format is expensive.

The diode is an ideal device in either direction.

A transistor can be operated in three configurations.

Schottky diodes are used to prevent saturation.

In practically all switching applications the transistor is used in CB configuration.

The speed and delay problems are overcome by allowing the transistor to go into saturation.

The JFET is a bipolar device.

Positive gate operation is known as depletion mode.

When a JFET is cut off, it is like a closed switch.

An ideal pulse waveform is the complement of a non-ideal pulse waveform.

The serial system requires more electrical conductors.

The range of reverse recovery time for switching diodes is from 4 to 50 ns.

When the manufacturer connects a separate external lead to each gate, the device is called a dual-gate JFET.
The drain current levels off in the active region and the JFET acts like a constant-current source.
FETs have moderate input resistance.

The key advantage of CMOS is its low power consumption.

MOSEFETs have low input resistance.

Zero bias works with enhancement type MOSFET.

Complementary devices are identical in every way except their supply and input voltage polarities.
PMOS is faster than NMOS.

The Schottky diode has no depletion layer.

The JFET can be operated only as a series switch.

Multiple Choice Questions

93.

94.

Active devices used in digital circuits generally operate as

(a) amplifiers (b) switches (c) rectifiers (d) waveform generators
The devices commonly used for making digital circuits are
(a) mechanical switches (b) relays

(c) vacuum tubes (d) semiconductor devices



95.

96.

97.

98.

99.

100.

101.

102.

103.

104.

105.

106.

107.

108.

109.
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The time required to switch a p-n junction from ON to OFF is equal to
(a) zero (b) storage time (c) switching time  (d) transition time
The storage time of a p-n junction

(a) decreases with increased reverse-bias storage

(b) decreases with increased forward-bias voltage

(c) increases with increased reverse-bias voltage

(d) increases with increased forward-bias voltage

Faster switching of a p-n junction requires

(a) a large current in the reverse direction

(b) zero current in the reverse direction

(c) reverse saturation current in the reverse direction

(d) none of the above

The maximum operating frequency of a diode used as a switch

(a) depends on the diode characteristics and switching voltages

(b) depends only on switching voltages

(c) depends only on diode characteristics

(d) none of the above

For fastest switching operation, it is preferred to use

(a) normal p-n junction diodes (b) vacuum diodes
(c) zener diodes (d) Schottky diodes
The Schottky diode is a

(a) metal-semiconductor junction (b) p-n junction
(c) MOS device (d) vacuum device

The switching speed of a Schottky diode

(a) 1is lower than that of a p-n junction diode.

(b) is the same as that of a p-n junction diode.

(c) is higher than that of a p-n junction diode.

(d) may be lower than or higher than that of a p-n junction diode.

The most commonly used configuration of a transistor used as a switch is

(a) CB (b) CC (c) CE (d) CB or CC
The delay in the switching mode operation of a p-n junction diode is mainly due to
(a) excess minority charge stored in the junction when forward biased.

(b) metallic contacts.

(c) different doping levels on the two sides of the junction.

(d) none of the above.

A junction transistor used as a switch, switches between

(a) cut-off and saturation regions. (b) cut-off and active regions.

(c) active and saturation regions. (d) none of the above.

A BJT with hgp =200, Iz = 10 pA and /-~ = 4 mA is operating in

(a) active region (b) cut-off region (c) saturation region (d) (a) or (c)

n-p-n transistors are preferred over p-n-p transistors for digital applications because
(a) they consume less power.

(b) of the requirements of positive logic system.

(c) the mobility of electrons is higher than that of holes.

(d) none of the above.

In switching applications CE configuration is preferred because

(a) it requires low voltage or low current. (b) it requires only one power supply.
(c) it has negligible /-zp. (d) it is easy to understand.

When a BJT is turned OFF, the transistor comes to the OFF state

(a) as soon as the input signal is reversed.

(b) as soon as the power is switched OFF.

(c) after excess charge stored in the base region is removed.

(d) as soon as the input signal is removed.

When used as a switch, a Schottky transistor switches between

(a) cut-off and active regions. (b) cut-off and saturation regions.

(c) active and saturation regions. (d) different operating points in the active region.
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110.

111.

112.

113.

114.

Schottky transistors are preferred over normal transistors in digital applications because of their
(a) higher propagation delay (b) lower propagation delay

(c) higher power dissipation (d) lower power dissipation

Higher switching speed is possible in Schottky transistors over normal transistors because

(a) the transistor is not allowed to go to cut-off.

(b) the transistor is not allowed to go to saturation.

(c) the transistor operates in cut-off and saturation regions.

(d) the transistor operates in active and saturation regions.

For an n-channel enhancement mode MOSFET, the drain current

(a) decreases with increase in drain voltage (b) decreases with decrease in drain voltage

(c) increases with increase in gate voltage (d) decreases with increase in gate voltage
For a MOSFET, the gate current

(a) is dependent on drain current (b) is negligibly small

(c) is independent of gate voltage (d) increases with increase in gate voltage

n-channel MOS devices are preferred over p-channel MOS devices for digital applications because of
(a) higher mobility of electrons than that of holes

(b) lower power dissipation

(c) higher power dissipation

(d) none of the above

ANSWERS

— e = = e = =
00 1O\ WL B~ WM

19.

_
O E LD =

Positive logic is preferred

Parallel

Parallel

An electromechanical relay is controlled by external voltage instead of being operated manually.
4 ns to 50 ns

By operating it at either saturation or cut off but no where else along the load line.

The switching speed of a p-channel device is less than that of an n-channel device

Pocket calculators, digital wrist watches and satellites

It takes less space on a chip and allows you to get many more circuits on a chip.

Extremely low power consumption

. An active load is a transistor that acts as a load for another transistor.

. p-MOS and n-MOS are complementary devices

. Because it passes signals in both directions.

. A p-MOSFET and an n-MOSFET in parallel with a control input and its inverse.

. See text

. (a) 0.5 us (b) 2 us (c) 0.234 us (d) 58.8 ns

. (a) 500 kHz (b) 10 kHz (c) 1.33 kHz (d) 0.667 MHz
. (a) 2.16 ps (b) LOW

c, -
Vouﬁ —|

B
v
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Vout2 —|
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Fig. 7.60 Solution For Problem 19.
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Vi=0V,V,=43V

V=43V, V, =0V, Vs=43V
Ve=50V,V, =0V

The diode will conduct raising V; to 4.3 V (OR)

state 23. positive
10% 27. t;+ t,
computing 31. forward biased
low 35. sufficient
larger 39. longer
storage 43. 03V
Schottky TTL 47. voltage; current
insulated-gate 51. JFET
depletion 55. enhancement
protected 59. high
saturated 63. ON-OFF
digital 67. analog

Ture 71. False

Ture 75. False

False 79. False

Ture 83. Ture

Ture 87. False

False 91. Ture
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Pulse and Switching Devices
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instantaneously
independent
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hot-carrier
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threshold
open
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False
False
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(©)

(a)

(b)

159



Chapter

8

Wave Shaping

INTRODUCTION

The waveforms obtained from digital circuits using ac-
tive devices are called primary waveforms. The process
of a obtaining a desired waveform from a given wave-
form by suitable operations is called wave-shaping and
the circuits used for this purpose are called wave-shap-
ing circuits.

Wave shaping can be classified as linear wave shap-
ing and non-linear wave shaping. In linear wave shap-
ing the signal passes through linear systems and circuits
like integrators and differentiators (named for the math-
ematical operations of integration and differentiation).
In non-linear wave shaping the signal passes through
non-linear systems and circuits like clippers, clampers
etc. (rejection of positive or negative spikes or both).

CAPACITOR CHARGE AND DISCHARGE
RATES

When a capacitor is charged from a d.c. voltage source
through a resistor, the instantaneous level of capacitor
voltage may be calculated at any given time. There is a
definite relationship between the time constant of an
RC circuit and the time required for the capacitor to
charge to approximately 63% and 99% of the input
voltage. Also, an important relationship exists between
the time constant of a circuit and the rise time of the
output voltage from the circuit. Depending on the ar-
rangement of the RC circuit, it may be employed as an
integrator or a differentiator.

8.1 Establish the relation between charge and dis-
charge of a capacitor through a resistor. What
is the significance of CR time constant?

Solution:

In the circuit in Fig. 8.1, the capacitor C is uncharged.
The circuit conditions immediately after the switch S is
closed in position 1, are Q =0, V=0, Vp = E, and the

charging current is I- = %(maximum value).

1 Vg
o AN
+
E ) C —
—_ T Q
Ip
¢ —— Ve

Fig. 8.1  Charge and Discharge of a Capacitor Through

a Resistor.

Q is the charge, measured in coulombs, that initially
must be zero because a capacitor can neither charge nor
discharge instantaneously. Since no voltage can appear
across the capacitor until time has elapsed after the
switch is closed in position 1, the capacitor must ini-
tially behave as a short circuit. The time constant of
the circuit is CR seconds where C is measured in farads
and R in ohms. After a time interval of CR seconds
from the instant S is closed in position 1, the circuit
conditions, as shown in Fig. 8.2, are

0 = 63.2% of CE coulombs
Ve=632% of E
Vip=36.8% of E

Io=36.8% of £
R



Transient State
E - —— Steady
State
0.632 x E —+
E/R
0.368 x E
0.368 x E/R
Time
O CR 2CR 3CR 4CR 5CR Seconds

Fig. 8.2 Charging a Capacitor Through a Resistor.

You can find the order of time constant value from
Table 8.1. Following an interval of 2CR seconds from
the instant S is closed in position 1, the capacitor has
acquired 86.5% of its final charge, CE coulombs, and
the voltage across the capacitor is 0.865E. After 3CR
and 4CR seconds, the charge percentages are respectively
95.0% and 98.2%. After 5 CR seconds, the circuit is
assumed to have reached its steady state conditions
which are 9 =CE, Vo= E, V=0, and I-= 0. The fully
charged capacitor behaves as an open circuit.

Table 8.1 CR Time Constants

€ R Time Constant CR

farads ohms seconds

UF ohms microseconds

UF kQ milliseconds

UF MQ seconds

pF ohms picoseconds

pF kQ nanoseconds

pF MQ microseconds

8.2 Express the mathematical relations during charg-
ing and discharging of the capacitor during tran-
sient state.

Solution:
The following equations refer to the charging of the
capacitor during the transient state.

Q — CE(I _ e—t/CR)’ VC — E(l _ e—l‘/CR)

8.1

¢ 'R and V, = E /R

where e = 2.7183 and is the base of natural logarithms.
If S is now switched to position 2, Fig. 8.1, the initial
conditions are

Q=CE, Vo=E, Vp=-E,
and the discharging current I, = —%.

The negative signs for the values of Vj and I, indicate
that the polarity of the voltage drop across the resistor,
Vg, has reversed because the discharge current, /), is in
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the opposite direction to the previous charging current,
Ic; I and Vi are therefore shown below the time axis
in Fig. 8.3. After an interval equal to one time constant
(CR seconds), the conditions are

0 = 36.8% of CE
Ve =36.8% of E

Vy = 36.8% of (-E)
I,, = 36.8% of (-E/R)

0.368 x E

5CR Time
T

Seconds

ZCRI 3CR |

0

0.368 x (-E/R) +

0.368 x (-E)
-E/IR -

_E +

Fig. 8.3

Following an interval of 2CR seconds from the instant
S is switched to position 2, the capacitor’s charge has
fallen to 13.5% of CE coulombs; the capacitor there-
fore has lost 86.5% of its initial charge. After 3CR
seconds, the percentages for the capacitor’s remaining
charge are respectively 5.0% and 1.8%. The equations
for the transient discharge state are

Q — CEe_t/CR, VC — Ee—l‘/CR

E _ -
E iR and v, = e R

Discharge of a Capacitor Through a Resistor.

(8.2)
I,=-

After 5CR seconds, the capacitor is assumed to have
fully discharged, and all circuit quantities are zero. The
capacitor is now completely discharged. Q = 0 C,
Ve=Ve=0V,I,=0A.

8.3 Differentiate between short RC, medium RC, and
long RC.

Solution:
When the time constant of a network has a value very
much less than the duration of the input pulse, the ca-
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pacitor will be charged to the supply voltage a long
time before the pulse ends. The network is said to have
a short RC. If the pulse duration is 772 seconds, for
short time constant

CR < T/20 seconds.

When the input signal is a repetitive waveform, its peri-
odicity is

T = 1/f seconds and CR = 1/20 f seconds (Fig. 8.4b).

When the time constant of a network has a value
equal to the duration of the input pulse, the capacitor
will be charged to approximately 63% of the supply
voltage at the end of the pulse period. The network is
said to have a medium RC. For a medium time constant.

CR = T/2 seconds.
For a repetitive waveform
CR = 1/2 f seconds (Fig. 8.4c¢).

When the time constant of a network has a value very
much greater than the duration of the input pulse, the
potential difference across the capacitor will reach only
a very small fraction of the supply voltage by the time
the pulse ends. The network is said to have a long RC.
For a long time constant

CR > 10 T/2 seconds.
For a repetitive waveform
CR = 10/2 f seconds (Fig. 8.4d).

Figure 8.4 illustrates the potential difference across the
resistor R when the CR length is changed in value.

Vg Vg Vg
Short Medium Long

(b) (c) (d)
Fig. 8.4 (a) Effect of CR Length on Output Waveform.

INTEGRATORS

An integrator is used as a wave shaper in many special
applications. The integrator has a long time constant
and the output is taken across a capacitor. Integrated
waveforms are shown in Fig. 8.5.

Input 0 I[\ {\ ojlzlzl;

Output 0 0

(c) (d)

Fig. 8.5 Integrated Waveforms.

8.4 Describe the operation of an integrator with a
square wave input.

Solution:

Integration is a summation of area. An integrator pro-
duces an output voltage which is proportional to the
area enclosed by the input waveform. Figure 8.6 shows
an RC circuit with a square wave input and with the
output voltage taken across the capacitor. The shape of
the output (capacitor) voltage is dependent upon the
relationship between the time constant (RC) and the
pulse width (PW).

AN

E C_—~ €

Fig. 8.6 Integrating Circuit with Square Wave Input.

1. When RC < PW/10 the capacitor is charged to
99.3% of the input voltage after time t =5 RC.
Let RC = PW/10, then e, = E at t = PW/2.

In this case, the output voltage roughly approxi-
mates the square wave input. If RC is made smaller
than one-tenth of PW, then the output even closely
resembles the square wave input. This is shown in
Fig. 8.7(a).

2. When RC = PW, the settled waveform has an
amplitude which is less than 63.2% of the input
voltage after time # = RC. Under these conditions,
the waveform of the capacitor voltage begins to
approach a triangular shape. This is shown in
Fig. 8.7(b).



1
a) e, for RC= — PW
(a) ec 10
t=5 RC \
PW
(b) e, for RC = PW
PW
€ct
€0 \\\\\
(c) e, for RC =10 PW T T
0 t1 t2

Fig. 8.7 Output Waveforms for Various RC and PW
Relationships. The Circuit behaves as an
Integrator only when RC is Equal to or Greater
than 10 PW.

3. When RC = 10 PW, the RC circuit, as arranged in
Fig. 8.6 is referred to as an integrator. The ca-
pacitor voltage waveform is shown in Fig. 8.7(c).
To understand how the circuit integrates, it is nec-
essary to calculate the voltage output levels in re-
lation to time.

e, = E— EeV' (at time 1)) = 0.1 E
e.; = E— Ee’'" (at time ¢;) = 0.05 E
This result shows that after time ¢, e,; = 0.05 E, and
after time t, = 2¢, e, = 0.1 E = 2e,,. The capacitor
voltage increases almost linearly. It is observed from
Fig. 8.7(c) that
(a) When the pulse width is doubled, the output volt-
age is doubled.
(b) The charging rate is linear for RC = 10 PW.
(c) The output amplitude is directly proportional to
the pulse width.
(d) The charging rate increases in proportion to the
input voltage.
(e) The output voltage is proportional to the pulse
area (PA).
e, PA x PW
An integrating circuit is an RC circuit with the output
taken across the capacitor and RC = 10 PW.

8.5 Calculate the levels of capacitor voltage e, in the
circuit given in Fig. 8.8 at 2 ms intervals from the
instant the switch S is closed. Plot a graph of ¢,
versus time. £ = 10 V, C =4 pF, and R = 1 kQ.
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C_ T 4yuF

Fig. 8.8

Solution:
Since E, = 0, equation e, = E(1 — ¢°) may be used to
calculate e,.

10 1(11 —
9
\ '/0/4 7 8
_— 5 6
BERR b
\|12 y 4 e, = Capacitor Voltage
ic € 6 .\ 3 | |
(mA) (V) ) )
\ |13 i, = Charging Current
X4
2 LS
~ od5
~U6 |17
0 1 P —o— -01—8—019
2 4 6 8 10 12 14 16 ms
—

Fig. 8.9 Capacitor Voltage and Current Plotted Versus
Time for an RC Circuit.

Charging current i, is initially a maximum when the
capacitor voltage e, is zero. As e, increases exponen-
tially, i. decreases exponentially.

At t=0, e,=E1-¢%=0V Point 1
At t=2ms, e, =10V [ — g 2ms(1 K2x4ub)
=393V Point 2
At t=4ms, e, =10V [1 — g ms(l kx4 uby
=632V Point 3
At t=6 ms, e.=17T1V Point 4
At t= 8 ms, e, =865V Point 5
At t=10 ms, e,=918V Point 6
At t=12 ms, e,=95V Point 7
At t=14 ms, e.=97V Point 8
At t=16 ms, e, =982V Point 9

8.6 Determine the instantaneous levels of charging
current in the circuit shown in Fig. 8.8 at 2 ms
time intervals from the instant that switch S is
closed. Plot a graph showing i, versus time.

Solution:
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- 10V-0
At =0, = "o
393V
10V -3.93V
¢ 1kQ
= 6.07 mA
=632V
10V -6.32V
¢ 1kQ
3.68 mA
=771V
10V =777V
¢ 1kQ
=2.23 mA
8.65V
10V -8.65V
¢ 1kQ
=135 mA
=9.18V
10V-9.18V
T 1kQ
= 0.82 mA
At t=12ms, e.=95V
- 10V-95V
T TkQ
= 0.5 mA
e, =97V
10V-9.7V
T IkQ
=0.3 mA
e.=9.82
10V =982V
T KkQ
=0.18 mA Point 19

8.7 What is the significance of normalised charge
and discharge curves for an RC circuit. How will
you use these curves for circuit calculations?

=10 mA Point 11

At =2 ms, e

Point 12
At t=4 ms, e

Point 13

At =6 ms, e

Point 14
At t=8 ms, e

Point 15
At =10 ms, e

Point 16

Point 17
At t=14 ms,

i

Point 18
At  t=16 ms,

Solution:

Normalised charge and discharge curves are drawn in
Fig. 8.10. These curves can be employed to graphically
solve many problems. The normalised curves are plot-
ted forthe case of E=1V, C=1F,and R =1 Q. For
these values, the capacitor voltage can be determined
at any given time t after commencement of charge or
discharge.

E(volts)

1.0

0.8

' Discharge
- ¥
0.2

0 1 2 3 4 5

CR(Seconds)

Fig. 8.10 Normalised Charge and Discharge Curves for
an RC Circuit.

When the supply voltage is not 1 V, the capacitor
voltage at any given time can be found simply by multi-
plying the voltage from the graph by the value of E. For
example, when ¢ = 2 s, on the charge curve, e, = 0.86
V. If, instead of 1 V, E =5V, then

e, =086 x5V=43V
Similarly, when C and R are not 1 F and 1 Q, respec-

tively, the time at any instant is multiplied by RC. For
example, if C =1 pFand R =1 kQ when e, = 0.5 V
t=07x1kQx1uF=0.7 ms
8.8 Using the normalised charge and discharge
curves in Fig. 8.10, determine
(a) e, at 1 ms starting from e, = 0 V, when
R=1kQ,C=1pF,and E=10 V.
(b) e, at 6 ms from full charge when R = 20 kQ,
C=0.1pF,and E =12 V.
Solution:
(a) Each second on the time scale becomes
t=RC=1kQx1uF=1ms
Each volt on the voltage scale becomes
e=Ex1V=10V
At r= 1.5 ms (point a on the charge curve),
e, =10V x0.78
=78V
(b) Each second on the time scale becomes
t=RC=20kQ x0.1 uF =2 ms
Each volt on the voltage scale becomes
e=Ex1V=12V
At t= 6 ms (point b on the discharge curve)
e, =12V x0.05=06V



8.9 The circuit shown in Fig. 8.11 has the following
pulse inputs applied:
(a) E=10V,PW =1ms; (b) E =10, PW = 2 ms;
(c) E=20V,PW =1 ms.
Calculate the level of e, at the end of each pulse.
The initial charge on C is assumed to be zero.
Show that e, «< PA X PW.

10 kQ
MW
R

Fig. 8.11

Solution:
(@) e.= E — (E - Ey)e"RC
ey = 10V - (10 VvV — O)e—lms/(lo kQ x 20 uF)
=50 mV
This is shown as output (a) in Fig. 8.12.
(b) ety = 10V - (10 VvV — O)e—ZmS/(IO kQ x 20 uF)
=100 mV
This is shown as output (b) in Fig. 8.12.
(C) Ce) = 20V — (20 V-0 V)e—lms/lo kQ x 20 uF)
=100 mV
This is shown as output (c) in Fig. 8.12.
+
10 \T
Input (a) — l

<1 ms >

> | — 50 mv

t

Output (a)

+

10
Input (b) —

Area = 2 [Area of (a)] -

|—<—

<« 2ms ——>

— 100 mv

Output (b) —>
Output = 2 [Output of (a)] + T

Input (c) —=
Area = 2 [Area of (a)]

"1 ms—>
r100 mv

Output (c)
Output = 2 [Output of (a)] g T

Fig. 8.12 Integration of Pulses with Different Amplitudes
and Widths. In All Cases the Final Output
Voltage (Capacitor Voltage) is Directly
Proportional to the Area Under the Pulse.
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Alternate Solution Since the charging current remains
constant during the input pulse width, this problem can
also be solved as

L l_E 1
¢ C R C
10V x1ms
@ €= ——————= =50mV
10kQ x 20 uF
10V x 2ms
= = =100 mV
10kQ x 20 uF
20V X 1ms
=100 mV

€)= T A Ao
10kQ X 20 uF

1. When the pulse width is doubled, the output volt-
age is doubled.

2. When the pulse amplitude is doubled, the output
voltage is doubled.

3. The output voltage is proportional to the pulse
area i.e.,

e, o< PW x PA. (8.3)

8.10 Illustrate the steps involved in the integration
of a sine wave.

Solution:

The integrator output is zero when the sine wave input
is at its peak level. Therefore, although a sine wave
commences at zero and goes positive, the instant at
which the peak level commences to decrease (shown as
t. in Fig. 8.14) is taken as the starting point to deter-
mine the output waveform.

—>

e

7CQT Output

Input

Fig. 8.13 Integrator with a Sine Wave Input.

The sine wave input is divided into sections of equal
widths. The height of each section corresponds approxi-
mately to the instantaneous sine wave amplitude. Thus,
the sine wave is represented by a series of pulses of
varying amplitudes.

The first pulse causes a linear increase in capacitor
voltage from ¢, to #,. This produces output voltage Ae;.
The second pulse, from ¢, to f, also produces a linear
increase in capacitor voltage. However, the pulse am-
plitude is now smaller, so the rate of increase in ca-
pacitor voltage is reduced. Thus Ae,, is less than Ae,,.
Similarly, the third and fourth pulses produce linear
voltage increases at decreasing rates. Since pulse five
is negative, it causes the capacitor voltage to decrease
by a small amount. Pulses five and four are equal in
amplitude, so the decrease in amplitude of e, due to



166 2000 Solved Problems in Digital Electronics

Sine Wave Input

AR AN
Y

S| 678
——Time—p ™~
0 b b bty by b5 g & g Ig Lolygtyp
Ae, Aey \\
Ae,
A% Cosine Wave
/ Output
) \
/ \
A N

/./ AN

Fig. 8.14 Sine Wave Divided into Equal-Width Pulses
to Show How it is Integrated to Give a Nega-
tive Cosine Waveform.

five is equal to the increase Ae., produced by pulse
four. Negative pulses six, seven and eight linearly de-
crease the capacitor voltage.

We see that

1. Integration of the sine wave input produces a nega-
tive cosine wave output.

2. The integrator output voltage amplitude is inversely
proportional to the sine wave input frequency. The
capacitor impedance decreases as the frequency
increases, and thus e, falls off.

DIFFERENTIATORS

Differentiation is a measure of rate of change. A differ-
entiating circuit produces an output voltage which is
proportional to the rate of change of the input. When
the output from an RC circuit is taken across R, the
output voltage is the differential of the input. A
differentiator is used to produce a peaked waveform for
timing or synchronizing purposes using a square or rect-
angular shaped input. The differentiator has a short
time constant and the output is taken across a resistor.
Differentiated waveforms are shown in Fig. 8.15.

8.11 Describe the operation a differentiator with a
square wave input.

Solution:

Figure 8.16 shows an RC circuit with a square wave
input and with the output voltage taken across the resis-
tor. The shape of the output (resistor) voltage is depen-

o [Hn

Ouput O 0

Fig. 8.16 Differentiating Circuit with a Square Wave
Input.

dent upon the relationship between the time constant
(RC) and the pulse width (PW).

1. When RC = 10 PW, the capacitor charges very
little during the pulse time, and the charging cur-
rent falls only a small amount from its initial level.
This is shown in Fig. 8.17(a). ep remains almost
constant, the capacitor is discharged and i, is a
negative quantity. The resistor voltage is now
negative and remains nearly constant during the
discharge time.

2. When RC = PW, the capacitor is charged to ap-
proximately 60% of the input voltage during the
pulse time. Consequently, the charging current falls
by about 60% of its initial value, giving an output
waveform with a pronounced tilt. This is shown
in Fig. 8.17(b).

Space
~ Width >

(a) egfor RC = 10 PW
- PW >

Space
~Wwidth

/

Space
~— Width -

(b) (=75 for RC = PW - PW ]

1
for RC= — PW - —>
(c) eg for RC m PW

Fig. 8.17 Output Waveforms for Various RC and PW
Relationships. The Circuit behaves as a
Differentiator only when RC is Less than or
equal to 10 PW.



3. When RC < 1/10 PW, the capacitor is charged
very rapidly. Only a brief pulse of current is nec-
essary to charge and discharge the capacitor at the
beginning and end of the pulse period.

The resultant waveform of resistor voltage is a series
of positive and negative spikes at the leading and lagging
edges, respectively, of the pulse. This is shown in
Fig. 8.17(c). At the leading edge of the input pulse, the
input voltage is changing rapidly in a positive direction.
At the trailing edge of the input pulse, the input voltage
is changing rapidly in a negative direction. During both
the pulse width and space width, the input voltage does
not change at all. Thus, the positive and negative spikes
indeed represent a differentiated square wave.

8.12 What happens when a ramp voltage is applied
to the input of a differentiator circuit?

Solution:
C
+ —
——
T 1uF ig¥| © T
E
1kQsRpeg 1

Fig. 8.18 Ramp Voltage Applied to the Input of a
Differentiating Circuit.

When a ramp voltage is applied to the input of a differ-
entiating circuit the resultant output is a constant d.c.
voltage level.

Input (a) — E=10V

J_ 100 ms
—

Output (a) — T ]

0.1V

Input (b)

Output (b)

T

Fig. 8.19 Differentiation of Ramp Voltages with Different
Rates of Change. In Each Case the Circuit
Output (Resistor) Voltage is Directly Propor-
tional to the Rate of Change of the Ramp
Voltage.
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While the input voltage continuously increases, the
capacitor cannot become completely charged. Hence,
the instantaneous capacitor voltage is always slightly
less than the instantaneous input voltage. This small
difference in E and e, is developed across R, giving a
constant level of charging current, and thus a constant
level of eg,. While the ramp increases positively, the
capacitor is charged with the polarity, positive on the
left, negative on the right, and i. produces a positive
level of ej. When the ramp goes negative, i is re-
versed, and consequently e, is negative.

8.13 For input waveforms, (a) and (b) in Fig. 8.19,
calculate the levels of the outputs from the dif-
ferentiating circuits.

Solution:
At the end of the input ramp, e, = E_,.. Since the
charging current is constant
(a) For the 10 V ramp.
CE,. [luFx10V
I= = =0.1 mA

t  100ms
and e =IXR=01mA x1kQ=01V

This is the output (a), as shown in Fig. 8.19.
(b) For the 20 V ramp.

CEp 1HFx20V
t  100ms

and e =IXR=02mA x1kQ=02V

This is the output(b), as shown in Fig. 8.19.

The rate of change of the 10 V ramp is 10 V/100 m:s,
that is 0.1 V/ms. For the 20 V ramp, the rate of change
is 0.2 V/ms. Thus, the differentiated output doubles when
the rate of change of input voltage is doubled.

I = =0.2 mA

8.14 Explain the steps involved in the differentia-
tion of a sine wave.

Solution:

9]

Input %ER eRAUL Output

Fig. 8.20 Differentiator with a Sine Wave Input.

Although the input sine wave commences at zero volts
and goes positive, the output waveform is investigated
by starting at the positive peak of the input at time ¢,.
At the peak of the sine wave, the rate of change of
the voltage is zero. Thus, the differentiated output volt-
age is zero. At time ¢, the sine wave amplitude is de-
creasing, producing a negative rate of change.
Consequently, the differentiated output voltage is —e;.
At times f, and f;, the negative rate of charge increases
and finally becomes maximum at 7, The differentiated
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Fig. 8.21 When a Sine Wave is Differentiated, Each
Instantaneous Output Level is Directly Pro-
portional to the Instantaneous Rate of Change
of the input. This Results in a Cosine Wave

Output.

output, therefore, increases negatively through —e, and
—e5 to —e4. Beyond 1, the negative rate of change de-
creases progressively to zero at f5. Extending the wave-
form shows the differential of a sine wave to be a cosine
wave. The differentiator output voltage is proportional
to the input sine wave frequency. The capacitor imped-
ance decreases as the input frequency increases, and
thus e, grows.

CLIPPERS

Clippers are limiter circuits which limit the travel of a
waveform in either positive or negative direction, or
both positive and negative directions. Clipping action is
illustrated in Fig. 8.22.

+10 +10

0 Positive
Limiter

0
-10 —10/_\/

Fig. 8.22 Clipper Action.

8.15 Describe the working of a series diode positive-
alternation limiter.

Solution:
Series limiters may be used to limit either the positive
or negative excursion of the waveform. A typical cir-

Fig. 8.23 Series Diode Positive-alternation Limiter.

cuit used to limit the positive half-cycle of the wave-
form is shown in Fig. 8.23.

Diode D, is connected in series between the input
and output, with R, serving as the load resistor. When a
positive input is applied between D, cathode and ground,
the cathode is made more positive than the anode, and
the diode does not conduct. The reverse resistance of
the diode will not allow any signal to pass to the load.
When the input signal is negative, the cathode is more
negative than the anode and the diode conducts. The
polarity of the voltage developed across R, is negative
with respect to ground.

The amount of current flow and the resistance value
determine the output voltage produced. Since the for-
ward resistance of the diode is in series with R; to
ground, together they form a voltage divider, and with
the output voltage taken across R, always less than the
input voltage. Also, since the load resistor is not fre-
quency selective the output waveform has the same
phase as the original signal.

8.16 Describe the working of a series diode biased
positive alternation limiter.

Solution:

The amount of clipping of the input waveform can be
selected by using a diode which has the proper value of
reverse resistance, or by placing a negative potential
(bias) in series with R;, as shown in Fig. 8.24. In this
case, the diode will not conduct until the input signal is
more negative than the applied bias, E. The complete
positive lobe is eliminated. The voltage divider action
still remains. The total negative signal amplitude is re-
duced by the amount of forward voltage drop and the
effective negative bias.

D

1
T«

0 ‘QU— l

’T}

Fig. 8.24 For Problem 8.16 Series Diode Biased
Positive Atternation Limiter.

MW——9

Ry
- 0=~ ~E

The same circuit can be used for negative clipping
by reversing the polarity of the diode, and also of the
bias voltage (if used).



8.17 Describe the operation of a parallel, positive-
diode limiter.

Solution:

Similar to their series counterparts, parallel limiters
may be used to limit (or clip) either the negative or
positive half-cycle of the input waveform.

R,

O‘QU— D, 3

L

0~

Fig. 8.25 Parallel Limiter.

A parallel, positive diode limiter is shown in Fig.
8.25. Diode D, conducts only during the positive por-
tion of the input signal. Since R, >> R, practically the
entire input voltage drops across R,;, while compara-
tively a very small voltage drops across D;. When the
input signal goes negative, the diode does not conduct.
A small reverse current still flows through D,, and a
small portion of the input voltage is dropped across R;.
The amount of reverse resistance depends on the char-
acteristics of the diode selected.

8.18 Describe the operation of a parallel biased posi-
tive-peak limiter.

Solution:

A parallel, biased positive diode limiter is shown in
Fig. 8.26. Diode D, conducts only during the positive
portion of the input signal. Since the value of R, is very
large compared to the forward resistance of the diode,
practically the entire value of the input voltage drops
across R, while comparatively a very small voltage drops
across D,. When the input signal goes negative, the diode
does not conduct. A small reverse current still flows
through D, and a small portion of the input voltage is
dropped across R,. The amount of reverse resistance of
the diode depends on the characteristics of the diode
selected.

Ry

Fig. 8.26 Parallel, Biased Positive-peak Limiter.

A parallel, positive peak limiter may also be used to
limit only the peaks of the positive waveform, while
allowing a given value of the positive signal to pass
through the circuit to the output. This may be achieved
by applying a biasing voltage, having a value equal to
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the value of the positive signal to be passed by the
circuit, to the cathode of the diode, as shown in Fig.
8.26. When connected in this manner, with the cathode
of D, connected to the positive terminal of the d.c. bias
source, the cathode of the diode is held more positive
than the anode by the value of E. As long as the posi-
tive half cycles of the input voltage remain less positive
than E, the diode remains cut off because its cathode is
positive with respect to the anode and the output voltage
is equal to the input voltage minus the voltage devel-
oped by the reverse resistance of the diode. Since all of
the negative half cycles of the input voltage are less
positive than E, these also cause the diode to remain cut
off. When the input signal increases to a value which
exceeds E, the anode becomes positive with respect to
the cathode, and the diode begins to conduct, and
continues conducting as long as the input remains more
positive than E.

8.19 Explain the working of a biased, double-diode
positive and negative peak limiter.

Solution:
The parallel, double-diode limiter is used when it is
necessary to limit a portion of both the positive and
negative half-cycles of the waveform, and allow the
remainder of the signal to pass without modification.
This limiter is used to square off the peaks of an ap-
plied signal, to obtain a rectangular waveform from a
sine wave signal, or to eliminate the negative or posi-
tive portion of a waveform and clip the other portion.
The circuit of a parallel, biased, double-diode
negative- and positive-peak limiter is shown in Fig. 8.27.
Diode D, limits the positive half-cycle of the input and
diode D, limits the negative half-cycle. Separate supplies
E, and E, bias their respective diodes. Resistor R, is
the input load. E, and E, voltages reverse bias the
diodes. Therefore, when no signal is applied at the input,
they do not conduct.

- i :

Fig. 8.27 Biased, Double-Diode Positive and Negative
Peak Limiter.

As the sine wave signal is applied at the input and
begins increasing in a positive direction, both diodes
remain cut off due to the bias, and the positive half of
the reproduced ramp at the output begins. The output
continues to follow the input signal until a point is
reached where the signal becomes more positive than
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the positive bias applied to the cathode of D;. At this
point, D, anode becomes more positive than the cath-
ode, and D, conducts. When D, conducts, it provides a
low resistance path for forward current to ground, and
shunts the output through the diode, instead of the ex-
ternal load. It is at this point that the waveform is flat-
tened. The output voltage is slightly higher than the
diode bias.

As the input signal reaches its positive peak and
begins decreasing towards zero, it again reaches a level
which is less than E,, diode D, again cuts off and the
input is again faithfully reproduced at the output
(negative going ramp). The input signal swing continues
in the negative direction, and when its amplitude
becomes more negative than E,, the cathode of E, is
made more negative than its anode, and D, conducts,
repeating the action which occurred on the positive half-
cycle (flattened bottom). The input then reaches the
negative peak and begins decreasing toward zero. As it
becomes less negative than E,, D, ceases conducting,
and the remainder of the input signal is reproduced at
the output.

The amount of clipping which takes place at the out-
put is dependent to a certain extent on the ftype of di-
odes selected, but primarily upon the value of bias. As
E, is made more positive, less clipping occurs on the
positive half-cycle, and as it is made less positive, more
clipping occurs. By the same token, as E, is made more
negative, less clipping occurs on the negative half-cycle,
and as it becomes less negative, more clipping occurs.

8.20 Describe the operation of a common-base
limiter.

Solution:

A common-base limiter is used in semiconductor cir-
cuits when it is desired to limit the amplitude of a rela-
tively small input signal to a definite negative and
positive output level. The common-base limiter is es-
sentially a transistor amplifier which is operated at a
level which allows it to be cut off and saturated at
certain positive and negative amplitudes of the input
signal. By using a specific emitter-to-base voltage, a
specific emitter current is obtained. This emitter current
determines what signal level is required to cut off and
saturate the limiter. These cut off and saturation values
are the limiting levels.

C, and R, Fig. 8.28, form a network that couples the
signal to transistor Q,. Bias supply Vg, determines the
emitter-base bias voltage.

The value of R; in conjunction with the bias sup-
plied by Vjp determines the emitter current. Collector
load resistor R, and collector supply V- establish the
collector current. Capacitor C, couples the output of O,
to the following stage.

Qi
0 Jv
VEE

[ I

Fig. 8.28 Common-base Limiter.

For a positive incoming signal, a positive output volt-
age is obtained and it is semi-square upto cut off. For
any further increase in signal voltage, beyond cut off,
there is no change in output voltage and it stays con-
stant for any variation of input signal voltage well be-
yond cut off.

For a megative incoming signal, a negative output
voltage is obtained, and it is semi-square upto satura-
tion. Any further increase in signal voltage does not
affect the collector current or voltage at the collector,
since the transistor has already attained saturation.

It is at these levels of saturation and cut off that the
output voltage is limited. To achieve limiting it is nec-
essary to supply a large-amplitude signal. Between the
limits of cut off and saturation, the circuit acts as a
conventional amplifier. Beyond these limits the peaks
are cut off and the waveform is effectively squared off.

CLAMPERS

Clampers, also referred to as d.c. restorers and base
line stabilizers, are used in electronic circuits to hold
either amplitude extreme of a waveform to a given ref-
erence level. Clamping action is illustrated in Fig. 8.29.
The clamper does not affect the shape of the waveform.

+
Reference —————|— e -—= -—
Positive
Clamping
Signal
Without
Clamping Negative
Clamping
(a) (b) (c)
Fig. 8.29 Clamping Action.
8.21 Describe the operation of an unbiased negative
clamper.
Solution:

To effect clamping, the semiconductor diode is oper-
ated as a switch controlled by the polarity of the input
waveform. In the direction of forward conduction, it



passes the signal, but in the direction of reverse con-
duction it is in effect an open circuit and blocks the
signal. In addition to the inherent disadvantage of a
relatively low reverse resistance, the semiconductor di-
ode also has a capacitive effect which varies with ap-
plied voltage. When a semiconductor diode is used as a
d.c. restorer at video and higher frequencies, the shunt-
ing capacitance may affect the waveform of the signal.

Since the diode may be connected to operate on
positive or negative signals and may also be biased posi-
tively or negatively, four basic circuit variations of the
diode clamp exist. Operation of these four basic con-
figurations is practically identical, the major differences
being in the polarities of the diode and the bias supplies.

The unbiased diode clamper is usually employed as
a shunt across the resistor portion of an RC coupling
circuit. By providing a low resistance path during con-
duction periods and a high resistance path during non-
conduction periods, the diode provides different charge
and discharge times for the coupling capacitor. When
the positive portion of the input waveform causes the
diode to conduct, clamping is produced.

The schematic of a basic unbiased negative clamp is
shown in Fig. 8.30. C, is the coupling capacitor of an
RC coupling network. R, is the input resistor of the
network and determines the long time constant of the

0

Fig. 8.30 Negative Clamper-unbiased.

circuit. Clamping diode D, connected in shunt with R,
determines the short time constant of the circuit. When
a positive-going input signal is applied, it causes D, to
conduct, and C, is quickly charged to the input poten-
tial. Since the output is taken across R,, which is effec-
tively shorted by the conducting diode, little or no output
appears for the positive portion of any applied signal.
During the negative-going portion of the input signal
(the trailing edge falling to zero), D, does not conduct;
consequently, the negative portion of the input signal
appears as the output across R;. This circuit acts to
effectively shift the entire waveform in a negative di-
rection by holding the positive peak of the input signal
to the zero level. Therefore, the input waveform can
only appear as a negative output. The positive portion
is eliminated by the clamping diode. If the circuit is to
be used as a positive clamp, the polarities of the diode
and the output waveform are reversed.
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8.22 Describe the working of a negative-biased
negative-clamper.

Solution:

In Fig. 831 C, and R, form an RC coupling network
and determine the long time constant associated with
the circuit. Diode D), during the period of its conduc-
tion, together with C,, determines the short time con-
stant associated with the circuit. The bias supply alters
the reference level from zero to a level equal to the
bias.

—| M |<—

Fig. 8.31 Negative-biased Negative-clamper.

When the circuit is initially energised, with no signal
applied to the input, the diode begins conducting be-
cause of the negative potential applied to its cathode.
As D, conducts, C, begins charging, and when its charge
is equal to the bias supply, the diode cuts off, since its
anode and cathode potentials are not equal. The voltage
at the output at this time is equal to the bias voltage, E.

When a signal is applied, the voltage increases al-
most instantly. Capacitor C; cannot change its charge
immediately and the anode of D, suddenly becomes
more positive than its cathode and D, begins conduct-
ing. Because C, cannot change its charge immediately,
the entire input voltage is developed across the diode.
The output, taken across the diode, increases in a posi-
tive direction. The conducting state of D; provides a
very short time constant for the capacitor, and C, rap-
idly charges to the new voltage. As C; charges, the
voltage drop across D, decreases, and reaches the ref-
erence level, when C, is fully charged.

The output remains at this voltage until the input
swings negative. Again, C, cannot change its charge
immediately, but this time the diode cannot conduct,
because its anode is negative with respect to its cath-
ode. The entire input voltage, therefore, is developed
across R, and the output voltage swings in a negative
direction from reference level. Because the diode is not
conducting, R; provides a long time constant for C,
and the capacitor begins charging very slowly to the
input signal level.

At this time, the input again swings positive, bring-
ing D, into conduction. This sudden rise also produces
an increase in the output. Because of the short time
constant provided by D,, the capacitor quickly charges
again to the reference level and remains there until the
input swings negative, when the cycle repeats.
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By reversing the diode, the circuit can be converted
into a negatively biased positive diode clamper. The
entire output waveform will then be clamped above the
negative bias voltage level instead of below it as in the
negative clamper in Fig. 8.31.

SWEEP CIRCUITS

A linear time-base generator is one that provides an
output waveform, a portion of which exhibits a linear
variation of voltage or current with time. An applica-
tion of first importance of such a waveform is in con-
nection with a cathode ray oscilloscope. The display on
the screen of oscilloscope, of the variation with respect
to time of an arbitrary waveform, requires that there be
applied to one set of deflecting plates a voltage which
varies linearly with time. Since this waveform is used
to sweep the electron beam horizontally across the
screen, it is called a sweep voltage.

8.23 Differentiate between a sweep voltage and a
sawtooth voltage.

Solution:

The typical form of a time-base voltage is shown in
Fig. 8.31. Here it appears that the voltage starting from
some initial value, increases linearly with time to a maxi-
mum value, after which it refurns again to its initial
value. The time required for the return to the initial
value is called the return time, the restoration time, or
the flyback time.

Fig. 8.32 A General Sweep Voltage. The Sweep Time
is T, and the Return Time is T,

In some cases, a restoration time is desired which is
very short in comparison with the time occupied by the
linear portion of the waveform. If it should happen that
the restoration time is extremely short and that a new
linear voltage is initiated at the instant the previous one
is terminated, then the waveform will appear as in
Fig. 8.32.

Fig. 8.33 A Sawtooth Voltage Waveform.

This figure suggests the designation sawtooth gen-
erator or ramp generator. It is customary to refer to
waveforms of the type shown in Figs 8.31 and 8.32 as
sweep waveforms even in applications not involving the
deflection of an electron beam.

8.24 Express deviations from linearity in sweep
voltages and the correlations among them.

Solution:

Generators of time-base signals do not provide sweep
voltages that are precisely linear. Moreover, a nomi-
nally linear sweep may be distorted in the course of
transmission through a coupling network. The three most
useful ways of expressing the deviation from linearity,
and the correlations among them, are as follows:

1. The Slope or Sweep-Speed Error, ey In case of a
general-purpose cathode ray oscillograph, an im-
portant requirement of the sweep is that sweep
speed must be constant. A reasonable definition
of the deviation from linearity is

difference in slope at beginning and end of sweep

initial value of slope

2. The Displacement Error e, In connection with
other timing applications, a more important crite-
rion of linearity is the maximum difference be-
tween the actual sweep voltage and linear sweep
which passes through the beginning and end points
of the actual sweep, as in Fig. 8.34.

v Vg— V{

I

0 t

A

Fig. 8.34 Relating to the Definition of Displacement
Error.

Here we may define
(vy — ;) max
vy

3. The Transmission Error, e, If a ramp voltage is

transmitted through a high-pass RC network, the
output falls away from the input as indicated in
Fig. 8.35.

The transmission error is defined as the difference
between the input and output divided by the input. Thus,
with reference to Fig. 8.35, we have (at time = T,)

Vs,_Vs
€= 7

vy

ed:



0 T, t

Fig. 8.35 Relating to the Definition of Transmission
Error.

If the deviation in linearity is small, so that the sweep
voltage may be approximated by the sum of a linear
and quadratic term in ¢, then

1 1
o €=

87 4

ed= el‘
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MILLER INTEGRATORS AND BOOT STRAP
RAMP GENERATORS

Miller integrators and bootstrap ramp generators pro-
duce nearly linear output ramps

8.25 Describe the operation of a Miller integrator.

Solution:

The Miller integrator utilizes the Miller effect to gener-
ate a linear ramp. In the circuit of Fig. 8.36(a), a square
wave input supplies charging current, alternatively posi-
tive and negative, to C,. The non-inverting input termi-
nal of the op-amp is grounded by a resistance R, (equal
to resistance R,). Because the non-inverting terminal is
grounded, the inverting input terminal is always very
close to ground level. Thus the input voltage appears
across R, and the input current is simply V/R,, which
remains constant.

|||—|

0 —Vie

T Output
Output \/

(a) Miller Integrator Circuit

(b) C; Charged by +V;,

Vi

[
—E
b

1

Ry
— o AWA—

/
Vv, 1 Ay
+

(c) C; Charged by -V,

Input
+
Vi
Lt 1
Output
Vo

(d) Input and Output Waveforms

Fig. 8.36 Miller Integrator Circuit. A Symmetrical Square Wave Input Charges the Capacitor Linearly, First with One
Polarity and then with Reverse Polarity. This Produces a Triangular Wave Output.
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If the input current /; is much greater than the input
bias current of the amplifier, then /; will not flow into
the amplifier. Instead, effectively all of 7, flows through
capacitor C. For a positive input voltage, I; flows into
C,, charging it positively on the left side and negatively
on the right side, Fig. 8.36(b). In this case, the output
voltage becomes negative, because the positive termi-
nal, that is, the left terminal, of the capacitor is held at
the virtual ground level of the inverting input terminal.
A negative input voltage produces a flow of current out
of C,, Fig. 8.36(c). Thus, the capacitor is charged nega-
tively on the left side and positively on the right side.
Now the output becomes positive, because the negative
terminal of the capacitor is held at virtual ground.

Since I, is a constant quantity (+ or —), and since
effectively all of I; flows through the capacitor, C, is
charged linearly. Thus, the output voltage changes lin-
early, providing either a positive or negative ramp.
When the input voltage is positive, the output is a nega-
tive going ramp. When the input voltage is negative,
the output is a positive going ramp. When the input is a
square wave, the output waveform is triangular.

To minimise the output voltage drift, a large resis-
tance R; is connected between the output and inverting
input terminals. The effect of this resistance is to cut
down the d.c. gain of the amplifier. When R;/R, = 20,
for example, the output drift will only be 20 times the
input voltage difference. A ratio of 20 : 1 is typical for
R5/R,.

8.26 Design a Miller integrator circuit to produce a
triangular waveform output with a peak-to-
peak amplitude of 4 V. The input is a 10 V
square wave with a frequency of 250 Hz. Use a
741 operational amplifier with a supply of +15
V. Calculate the lowest operating frequency for
the integrator.

Solution:
The circuit is shown in Fig. 8.36(a).
From Appendix
Ip(max) = 500 nA
Il > IB(max)
For convenient calculations, select /; = 1 mA.

Vi
R = V10V
I, 1mA
=10 kQ
Select Ry =20 R, =200 kQ

(use 180 kQ standard value)
R, = R5llIR, = 10 kQ
The ramp length is equal to one-half of the time period
of the input, which is 1/(2 f), or

The ramp amplitude is equal to the peak-to-peak volt-
age output, which is 4 V. Therefore,

Ir _1mAX2ms

CITAvT T v
=0.5 uF
The lowest operating frequency is: f= _20
2nC Ry
_ 20
/= 27 x 0.5 uF x 180 kQ

=35 Hz

8.27 Describe the operation of a transistor bootstrap
ramp generator.

Solution:

The circuit of a transistor bootstrap ramp generator is
shown in Fig. 8.37(a). The ramp is generated across
capacitor C;, which is charged via resistance R;. The
discharge transistor Q; holds the capacitor voltage V,
down to Vg, until a negative input pulse is applied.
Transistor Q, is an emitter follower that provides a low
output impedance. Emitter resistor Ry is connected to a
negative supply level, rather than to ground. This is to
ensure that O, remains conducting when its base volt-
age V, is close to ground. Capacitor C;, known as the
bootstrapping capacitor, has a mush higher capacitance
than C,. The function of Cj, as will be shown, is to
maintain a constant voltage across R;, and thus main-
tain the charging current constant.

To understand the operation of the bootstrap ramp
generator, first consider the dc voltage levels before an
input signal is applied. Transistor Q, is on; its voltage
18 Vg Which is typically 0.2 V. This level is indi-
cated as point A on the graph of voltage V, in Fig.
8.37(b). The emitter of Q, is not at (V; Vpy,), which is
also the output voltage, V, (point B on the V, graph).
At this time, the voltage at the cathode of diode D, is
Vi =Vee— Vpy, where Vpy, is the diode forward voltage
drop. The voltage V- — Vp, is shown at point C on the
graph of Vj (Fig 8.37(b)). The voltage across capacitor
C; is the difference between Vi and V,.

When Q, is switched off by a negative-going input
pulse, C, starts to charge via R;. Voltage V, now in-
creases, and the emitter voltage V, of O, (the emitter
follower) also increases. Thus, as V, grows, V, also
grows, remaining only Vp, below V. [See Fig. 8.37(b)].
As V, increases, the lower terminal of Csis pulled up.
Because C; has a high capacitance, it retains its charge,
and, as V, increases, the voltage at the upper terminal
of C; also increases. Thus, Vi increases as V, increases,
and Vi remains V3 volts above V. (In fact, Vi goes
above the level of V., causing D, to be reverse bi-
ased.) The constant voltage across C; maintains the volt-
age Vp, constant across R,;. Therefore, the charging
current through R, is held constant, and consequently,
C, charges linearly, giving a linear output ramp.
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(a) Bootstrap Ramp Generator
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VD1—¢
f | Perfectly Linear
Output
Vee
L Actual Output has
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Some Nonlinearity

Input
Pulse

(b) Waveforms at Various Points in the Circuit.

Fig. 8.37 A Transistor Bootstrap Ramp Generator is Basically a Simple RC Ramp Generator (as in Figure 8.37) with
the Addition of Emitter Follower Q,, Diode D;, and Bootstrapping Capacitor Cs;. These Components
maintain a Constant Voltage Across R; and thus Produce a linear Output Ramp.

During the ramp time, D, is reverse biased as al-
ready explained, and the charging current through R, is
provided by capacitor C5. If C; has a very high capaci-
tance, and /; is small, then C; will discharge by only a
very small amount. When the input pulse is removed
and C, is discharged rapidly by Q;, V, drops to its
initial level. Also, Vj drops, allowing D, to become
forward biased. At this time, a current pulse through D,
replaces the small charge lost from C;. The circuit is
then ready to generate another output ramp.

In addition to producing a very linear output ramp,
another advantage of the bootstrap generator is that the
amplitude of the ramp can approach the level of the
supply voltage. Note that the output ramp amplitude
may be made adjustable over a fixed time period by
making R, adjustable.

The broken line on the graph of output voltage [Fig.
8.36(b)] shows that, instead of being perfectly linear,
the output may be slightly nonlinear. If the difference

between the actual output and the ideal output is 1% of
the output peak voltage, then the ramp may be said to
have 1% nonlinearity. Some nonlinearity results from
the slight discharge of C; that occurs during the ramp
time. Another source of nonlinearity is the Q, base cur-
rent Ig,. As the capacitor voltage grows, I, increases.
Since Ip, is part of I, the capacitor charging current
decreases slightly as I, increases. Thus, the charging
current does not remain perfectly constant, and conse-
quently, the ramp is not perfectly linear. The design of
a bootstrap ramp generator begins with a specification
of ramp linearity. This dictates the charging current
and the capacitance of C;. The percentage of nonlinearity
usually is allocated in equal parts to Alp, and AV 5.

Note that the preceding reasoning about ramp linearity
assumes that there is no significant leakage current
through the capacitors. This requires that the capacitors
not be electrolytic.

SUMMARY

> The process of obtaining a desired waveform from a given waveform by suitable operations is called

waveshaping.

> In linear waveshaping the signal passes through linear systems and circuits like integrators and

differentiators.

> In non-linear waveshaping the signal passes through non-linear systems and circuits like clippers and

clampers.

> The time constant of a circuit is CR seconds (C is in Farads and R in ohms).

A\

After 5 time constants, the circuit is assumed to have reached its steady state conditions.

> An integrator has a long time constant and the output is taken across a capacitor.
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> A differentiator has a short time constant and the output is taken across a resistor.

> Clippers are limiter circuits which limit the travel of a waveform in either positive or negative directions,
or both positive and negative directions.

> Clampers, also referred to as d.c. restorers, are used in electronic circuits to hold the amplitude of a
waveform to a given reference level.

> Miller integrators and bootstrap ramp generators produce nearly ramps output linear.

Test your REVIEY QUESTIONS

understanding

How can an RC circuit be employed?

What is the time constant equal to?

How does a fully charged capacitor behave?

What is the use of normalised charge and discharge curves?
In an integrating circuit, RC is equal to what?

What is the application of a parallel double-diode limiter?
Where is a common-base limiter used?

What is the speciality of clampers?

Give one application of sweep circuits.

List the deviations from linearity.

—— SUPPLEMENTARY PROBLEMS

understanding

11.

12.

13.

14.

15.

The capacitor in Fig. 8.38 is initially discharged. How long after the switch is moved from position 2 to
position 1 will it take the capacitor to reach 4 V?

Assume that the capacitor in Fig. 8.38 is initially charged to 4 V. How long after the switch is moved from
position 2 to position 3 will it take for the voltage to drop to 2 V?

1 R 100 kQ

/\N\/\v
¥y

m

470 pF

Fig. 8.38 For Problem 12.

A capacitor of 10 UF capacitance is charged through a 1 MQ non-inductive resistance by a battery of EMF
10 volts. Find the time constant of the circuit and the time taken for the capacitor to charge to 90% of its
supplied voltage.

The negative series clipping circuit is to have an input of £ = =50 V. The output current from the circuit is to
be /; = 20 mA and the negative output voltage is not to exceed —0.5 V. Calculate the value of R, and specify
the diode in terms of forward current, power dissipation, and peak inverse voltage. The reverse leakage
current can be taken as 5 UA. (See Fig. 8.39)

A negative shunt clipper is to have an output voltage of 9 V and an output current of approximately 1 mA. If
the input voltage is £10 V, calculate the value of R, and the diode forward current. (See Fig. 8.40)
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Fig. 8.39 For Problem 14. Fig. 8.40 For Problem 15.

—— OBJECTIVE TYPE QUESTIONS

understanding

Fill in the Blanks

16.

17.
18.
19.
20.
21.
22.

23.
24.
25.
26.
27.
28.
29.
30.

The voltage on a charging capacitor will increase _ (faster/slower) if its series resistance is
increased.

The output of an integrator is taken across a

The differentiatorhasa _ time constant.

Clampers hold either amplitude __ of a waveform to a given reference level.

The capacitor charges atan _ rate toward the value of E source.

A discharging capacitor can be thought of as chargingtoa _ voltage.

The rise time is defined as the time taken for the potential difference torise from _ of the applied
signal voltage.

Integrationisa — of area.

When RC = PW, the waveform of capacitor voltage begins to approacha _ shape.
IfRCis__ than or equal to 10 PW, the RC circuit is referred to as an

If the output of an RC circuit is taken from across the resistor the RC circuit is referredtoasa .
A differentiating circuit produces an output voltage which is proportional tothe — of the input.
The parallel double-diode limiter isusedto — the peaks of an applied voltage.

The clamper is also known as a

Follow-the-leader action is called

True/False Questions

Say whether the following statements are True or False

31.

32.
33.
34.
35.
36.
37.
38.
39.

40.
41.
42.

A1 uF capacitor with a 10 kQ resistor will have the same charging rate as a 10 pUF with a 1 kQ series
resistor.

The integrator has a short time constant.

The output of a differentiator is taken across a capacitor.

Clippers are limiter circuits which limit the travel of a waveform in either or both directions.

A capacitor is 99% charged after a time equal to 4 RC.

Depending on the arrangement of the RC circuit, it may be employed as a differentiator or an integrator.

If RC is made greater than one-tenth of PW, then the output closely resembles the square-wave input.

If the output of an RC circuit is taken from across the capacitor the RC circuit is referred to as a differentiator.
A negative limiter can be changed to a positive limiter by changing the polarity of the bias voltage but not
that of the diode.

It is more important to keep R/R; large in the bootstrapping circuit than in the Miller circuit.

Pulse transformers are used to change the impedance level of a pulse.

Pulse transformers are used to integrate a pulse.

Multiple Choice Questions

43.

An integrator is a
(a) low-pass RC circuit with a large time constant
(b) high-pass RC circuit with a large time constant
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44.

(c) low-pass RC circuit with a short time constant
(d) high-pass RC circuit with a large time constant
A differentiator is a

(a) high-pass RC circuit with a large time constant
(b) low-pass RC circuit with a short time constant
(c) low-pass RC circuit with a large time constant
(d) high-pass RC circuit with a short time constant

45. A square wave can be generated from a sinusoidal wave by using a
(a) double-diode clamper (b) double-diode clipper
(c) transistor clipper (d) none of the above
46. A clamping circuit is also called a
(a) limiter (b) dc restorer (c) stabiliser (d) amplitude selector
47. The amplifier used in the Miller voltage sweep should have a gain of
(a) —oo (b) +1 (c) oo (d) -1
48. The amplifier used in the bootstrap voltage sweep should have a gain of
(a) +1 (b) oo (c) -1 (d) —ee
ANSWERS
1. Depending on the arrangement of the RC circuit, it may be employed as an integrator or a differentiator.
2. CR seconds
3. as an open circuit.
4. The capacitor voltage can be determined at any given time ¢ after commencement of charge or discharge.
5. RC 210 PW
6. It is used to square off the peaks of an applied signal.
7. It is used to limit the amplitude of a relatively small input signal to a definite negative or positive output level.
8. Clampers do not affect the shape of the waveform.
9. To sweep the beam horizontally across the screen of a scope.
10. 1. Slope or sweep-speed error.
2. Displacement error 3. Transmission error.
11. 75.6 ps 12. 32.6 ps 13. 10s;23 s
14. R, = 100 kQ; I =20.5 mA; Py = 2.5 mW; Py, = 14.35 mW; PIV = -50 V.
15. Ry =1kQ; [z =93 mA 16. slower 17. capacitor 18. short
19. extreme 20. exponential 21. lower 22. 10% to 90%
23. summation 24. triangular 25. integrator 26. differentiator
27. rate of change 28. square off 29. d.c. restorer 30. bootstrapping
31. True 32. False 33. False 34. True
35. False 36. True 37. False 38. False
39. False 40. False 41. True 42. False
43. (a) 44. (d) 45. (b) 46. (b)
47. (a) 48. (¢)
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9

Logic Families

INTRODUCTION

The various approaches to digital logic design are called
logic families. Many different types of logic families
exist and depending on the application, circuits in a
particular piece of equipment may be selected from one
or more of these families.

Integrated-circuit logic gates (small-scale integration,
SSI), combinational logic circuits (medium-scale
integration, MSI), and microprocessor systems (large-
scale integration and very large scale integration, LS/
and VLSI) are readily available from several
manufacturers through distributors and electronic parts
suppliers. Basically, there are three commonly used
families of digital IC logic: transistor-transistor logic
(TTL), Complementary metal oxide semiconductor
(CMOS) and emitter-coupled logic (ECL). Within each
family, several subfamilies (or series) of logic types are
available with different ratings.

9.1 Describe the numbering system for digital ICs.

Solution:

Fortunately, the different manufactures of digital ICs
have standardised a numbering scheme so that basic
part numbers will be the same regardless of the
manufacturer. The prefix of the part number, however,
will differ because it is the manufacturer’s abbreviation.
For example, a typical TTL part number might be
S74FO8N. The 7408 is the basic number used by all
manufacturers for a quad AND gate. The F stands for
the FAST TTL subfamily and the S prefix is the
manufacturer’s code for Signetics, National
Semiconductor uses the prefix DM, and Texas
Instruments uses the prefix SN. The N suffix at the end

of the part number is used to specify the package type.
N is used for the plastic dual-in-line (DIP), W is used
for ceramic flatpack, D is used for the surface mounted
SO plastic package. The best sources of information on
available package styles and their dimensions are the
manufacturers data manuals.

9.2 Briefly describe the characteristics of TTL and
CMOS.

Solution:

The most important characteristics of TTI and CMOS
are that TTL gates switch very fast, while CMOS has
very low power dissipation. Other characteristics of logic
gates are supply voltage, input and output voltage levels,
input and output current levels, noise immunity and the
number of gate inputs that can be supplied by one gate
output. Usually, a single type of logic gate is used
throughout a logic system, but sometimes different types
of logic gates have to be interfaced.

9.3 Draw the logic family tree. What are the pri-
mary circuit differences?

Solution:

Figure 9.1 is a family tree of the most common logic
families and their derivatives, complete with circuit de-
tails, showing how they differ. Bipolar devices are junc-
tion devices in which the majority current flow is across
the junction: as with diodes and transistor. MOS metal
oxide silicon-devices operate in a different way, depen-
dent upon the field effect, and the majority current flow
stays within the different semiconductor types, apart
from minute leakage currents. Of the two major logic
types, TTL is more widely used, because it is much
more tolerant towards the handler; special precautions
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Fig. 9.1 Logic Family Tree and Primary Circuit Differences.

must be taken when handling MOS devices to prevent 9.4 Describe data sheet parameters.
damaging them by stray electrostatic fields. The par-
ticular advantage of the latter type is its low power
consumption, and wide supply voltage tolerance.

Solution:
Parameters of the data sheet are given below:
1. Vgei The dc voltage that supplies power to the

LOGIC SPECIFICATIONS devi.ce. Below the specified minimum, reliablej op-
eration cannot be guaranteed. Above the specified

Specific information about the operating characteristics maximum, damage to the device may occur.

of a particular IC family can be obtained from data 2. I,y The maximum output current that the gate

sheets published by the manufacturer. A typical data sheet can source to a load and operate reliably when the

is divided into three main sections: (1) recommended output is at HIGH level. By convention, the cur-

operating conditions; (2) electrical characteristics; and rent out of a terminal is assigned a negative value.

(3) switching characteristics. Figure 9.2(a) illustrates this parameter.
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Fig. 9.2 Illustrating Data Sheet Parameters.

3. Iy;: The minimum output current that the gate can
sink and operate reliably when the output is at
LOW level. By convention, current into a termi-
nal is assigned a positive value. Figure 9.2(b)
illustrates this parameter.

4. V,y: The value of input voltage that can be ac-
cepted as a HIGH level by the gate.

5. V;: The value of input voltage that can be ac-
cepted as a LOW level by the gate.

6. Vyy: The value of HIGH level output voltage that
the gate produces.

7. Vor: The value of LOW level output voltage that
the gate produces.

8. Iy The value of input current for a HIGH level
input voltage, Fig. 9.2(c).

9. I;;: The value of input current for a LOW level
input voltage, Fig. 9.2(d).

10. I,g: The output current when the gate output is
shorted to ground and with input conditions that
establish a HIGH level output, Fig. 9.2(e).

11. Iy The total current from the V- supply when
all gate outputs are at the HIGH level.

12. Ic¢;: The total current from the V- supply when
all gate outputs are at the LOW level.

PROPAGATION DELAY TIME

This parameter is a result of the limitation on switching
speed or frequency at which a logic gate can operate.
The terms low speed and high speed, applied to logic
circuits refer to the propagation delay time. The shorter
the propagation delay, the higher the speed of the cir-
cuit and the higher the frequency at which it can oper-
ate.

9.5 What is the significance of propagation delay
time, ,?

Solution:
Propagation delay time, f,, of a logic gate is the time
interval between the application of an input pulse and
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the occurrence of the resulting output pulse. There are
two different measurements of propagation delay time
associated with a logic gate that apply to all the types
of basic gates:

tpyr: the time between a specified reference point on
the input pulse and a corresponding reference point on
the resulting output pulse, with the output changing from
the HIGH level to the LOW level (HL).

tp g the time between a specified reference point on
the input pulse and a corresponding reference point on
the resulting output pulse, with the output changing from
the LOW level to the HIGH level (LH).

9.6 Show the propagation delay times of the inverter
in Fig. 9.3(a).

Solution:

The propagation delay times tpy; and fp;; are indicated
in Fig. 9.3(b). In this case, the delays are measured
between the 50% points of the corresponding edges of
the input and output pulses. The values of tpy; and tp;
are not necessarily equal but in many cases they are
the same. The propagation delay time specified on the
logic gate data sheets is usually the average of tpy; and

IpLH-

Fig. 9.3(b) Solution for Problem 9.6.

9.7 Illustrate and explain ‘input and output’ volt-
ages and ‘input and output’ currents.

Solution:
ViH(min) 1 the minimum high-input voltage regarded as
the minimum voltage required to represent a logic 1
input level. If, for example, an input of 2 V or higher
will cause the output of a given type of gate to change
state, but any level less than 2 V may not change the
output, then (in this case) Viymin) = 2 V. In Fig. 9.4(a)
Vitiminy = Vae + Iin Rp

where input current [y is large enough to drive the
transistor into saturation.

ViL(max) 18 the maximum low-input voltage regarded
as the maximum voltage required to represent a logic 0
input level. For the circuit of Fig. 9.4(a) Vj/y,y,) must
be much less than Vj, level that biases the transistor

ON. With silicon transistors, Vi, might be around
0.2 V.
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Fig. 9.4 Logic Gate Input Voltage and Current Levels.

I}y is the minimum input current when the input volt-
age is HIGH. In Fig. 9.4(a), I,;; must be high enough to
cause the transistor to saturate. This might typically be
1 mA or more. In Fig. 9.4(b) I;; is the leakage current
of the reverse-biased diode, which is likely to be less
than 1 UA.

I;; is the maximum input current when the input volt-
age is LOW. In Fig. 9.4(a), I;; occurs when Q, is OFF.
Thus, it is a junction leakage current with a level less
than 1 pA. In Fig. 9.4(b), I, is the current through a
forward-biased diode, so it might typically be 1 mA.
This current actually flows out of the input terminal. In
data sheets it will be listed as a negative quantity.

VoH(miny 18 the minimum high-output voltage from a
gate, or logic 1 output level. In Fig. 9.5(a)

Vo= Vec = lon Re

where [y is the output current, Vi, must be larger
than Vg yin)-

VoL(may 18 the maximum low-output voltage from a gate,
or logic 0 output level. In Fig. 9.5(b), Vpmay Would
equal the transistor saturation voltage, which is typically
around 0.2 V. For any given type of logic gate driving
another similar gate, the maximum logic O output voltage
must be equal to or less than the maximum logic O
input voltage.

——O0 +VCC

Positive
Source

3 Re Current
2

«@f Vor
{

(a) High Level Output Voltage Vg, and High Level Output
Current o

Load

—o + VCC
Negative Sink
Current

-

On Vor

1

(b) Low level output voltage V,,, and low level output current I,

Load

Fig. 9.5 Logic Gate Output Voltage and Current Levels.

Iy is the high-level output current when the gate
output voltage is HIGH. It is a positive quantity; the
current flows out of the gate output terminal, as shown
in Fig. 9.5(a). In this case, the gate is said to source the
output current, and the gate output may be termed a
current source.

I, is the low-level output current when the gate
output voltage is LOW. It is a negative quantity; the
current flows info the output terminal, as shown in Fig.
9.5(b). In this case, the gate is said to sink this current,
and the gate output may be termed a current sink.

NOISE IMMUNITY

With careful design, digital systems can be made nearly
noise-free. Few of the components in digital systems
are intrinsically noisy enough to produce erroneous
transitions from HIGH to LOW and LOW to HIGH.
The principal hazards are capacitive couplings to other
digital waveforms that might switch suddenly (a specific
problem in closely packed circuits), improperly shielded
power-line transients, or transmission-line effects in
which pulses are “reflected” from the input of one gate
and can return to the output of a previous gate to induce
a transition. In TTL logic, where the current pulses
during a gate transition can be large, it is possible for
the small resistance in the bus wires used to distribute
power to cause a momentary drop in the local power
supply voltage, thereby causing an error. It is



recommended, therefore, that capacitors between the
supply and ground be distributed throughout digital
circuits to provide local reservoirs of stored energy
that can supply the transient switching circuits.

9.8 Explain in detail the significance of noise mar-
gins of a gate.

Solution:
The region between Vi .y and Vg, 18 identified as
an indeterminate range. This is shown in Fig. 9.6. If
any voltage between these two levels is applied as an
input to a gate, the output of the gate is unpredictable.
The difference between Vi) and  Vippay) 18
referred to as the low-state noise margin for the gate.
The difference between Vs and Vg iy, is referred
to as the high-state noise margin. Both of these noise
margins are illustrated in Fig. 9.6.

Minimum 1
o Output
Minimum 1 < Voumin) < Level
Output Vik(min) High State Noise Margin
Level
Indeterminate
R
Maximum ange
O Input > V) may
Level Low State Noise Margin
~— Vo (max) < Maximum
0 Output
Level
L
Fig. 9.6  Each Logic Gate has a Maximum Logic 0

Input Voltage and a Minimum Logic 1 Input
Voltage. Any voltage that Falls within the
Indeterminate Range between These Two
Levels Might Produce Unwanted Gate
Triggering.

Noise spikes with amplitudes greater than either noise
margin may drive a gate into the indeterminate range,
possibly producing unwanted triggering.

Clearly, many factors are involved in the noise im-
munity for a given type of logic gate. Instead of trying
to rate the noise immunity of each type of gate in terms
of voltage levels, switching time, and impedance, noise
immunity is usually described as poor, fair, good, or
excellent.

Vve = Vormin) = Vikgmin and Vy, = ViLmax) = Yormax)

9.9 The propagation delay times for a 741.S08 AND
gate (Fig. 9.7) are tp; y = 15 ns, tpy; = 20 ns and
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for a 7402 NOR gate they are Lp; ; = 22 ns, tpy;
= 15 ns. Sketch V,; and V, showing the ef-
fects of propagation delay. Assume 0 ns for rise
and fall times.

Vout 1

Vout 2

Fig. 9.7

Solution: v, I. 1 [

| I
v 15 ns 1 <= |
out 1 1

[ =200
Vou 2 —E—_l_|_l<T
15 ns = = 22 ns
Fig. 9.8 Solution for Problem 9.9.

SUPPLY VOLTAGE AND POWER
DISSIPATION

Most integrated circuit logic gates are designed to oper-
ate with a supply of 5 V. Some types of a gates use a
higher supply voltage and one type (CMOS) can oper-
ate with a supply voltage as low as 1 V. Where a V. of
5 V is specified, the actual voltage must usually be
within +0.25 to 5 V for reliable gate operation.

Where a logic circuit is to operate with a battery
power supply, it must use gates with the lowest pos-
sible power dissipation to minimise the current drain on
the battery. Current drain is less important for a logic
system with ac power supply, but even in this case the
heat generated by a large number of gates can present a
problem. In general, high power dissipation is accepted
with gates that must switch very fast. Typical power
dissipations range from 10 to 25 mW per gate, depend-
ing upon the gate circuitry.

SPEED/POWER PRODUCT

The speed power product is sometimes specified by the
manufacturer as a figure of merit of a logic circuit based
on the product of the propagation delay time and the
power dissipation at a specified frequency.
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9.10 Tllustrate TTL and CMOS logic levels.

Solution:
Input Output
5V IH(max) 5V OH(min)
V,
Vi< Logic 1 " Logic 1
(HIGH) (HIGH)
24V Vor(max)
~2V Vi(min)
Unallowed Unallowed
VIL(max)
0.8V Logic 0
V,
v,L| (LOW) y { 0.4V OL(max)
oL Logic 0 (LOW
ov IL(min) ov[o9 ( ) Vor(max)
Fig. 9.9 TTL Logic Levels.
Input Output 3V Input Output
5V Vou 5V Logic 1 (HIGH) Vor(min) . 33V Vortmin
_ 4.4V . Von Logic 1
Vi Logic 1 Vi Logic 1 (HIGH)
(HIGH) (HIGH) 2.4V
3.5V Vi (min) 2V Vitimin)
Unallowed Unallowed Unallowed Unallowed
15V Vit(max) 0.8V Vit(max)
i i 4V
v, Logic 0 v, Logic 0 0
(Low) (Low) v vV,
v 0.33 V Vor(max) oL Logic 0 OL(max)
oV oL oV Logic 0 (LOW) oV oV (LOW)
(a) +5 V CMOS (b) +3.3 V CMOS
Fig. 9.10 CMOS Logic Levels.

9.11 Determine the HIGH-level and LOW-level noise margins for TTL and CMOS by using the information

in Figs 9.9 and 9.10.

Solution:
For TTL

For 5 V CMOS

V[H(min) =2V

VOH(min) =24V
Vg = VOH(min) - V[H(min)
VNL = V[L(max) - VOL(max)

V[L(max) =08V

VOL(max) =04V
=24-2V=04V
=08V-04V
=04V

V[H(mln) = 3.5 V V[L(max) = 1.5 V
Vosmin = 44 V Vorma = 0.33 V

Vg = VOH(min) - V[H(min) =44V -35V
=09V

VNL = V[L(max) - VOL(max) =15V-033V
=117V

A TTL gate is immune to upto 0.4 'V of noise for both the HIGH and LOW input states.



9.12 Illustrate the effects of input noise on gate
operation.

Solution:

If, for example, noise voltage causes the input of a
5V .CMOS gate to drop below 3.5 V in the HIGH state,
the input is in the unallowed region and operations is
unpredictable. Thus, the gate may interpret the
fluctuation below 3.5 V as a LOW level, as illustrated
in Fig. 9.11(a). Similarly, if noise causes a gate input to
go above 1.5 V in the LOW state, an uncertain condi-
tion is created, as illustrated in Fig. 9.11(b).

Noise Riding on V, Level

Unallowed
Region

If Excessive Noise Causes Input to go below
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9.13 A certain gate has a propagation delay of 5 ns,
Iccp=1mA and I = 2.5 mA with a de supply
of 5 V. Determine the speed-power product.

Solution:
Po= Vec ("] s V(lmMSmA)
2 2
=8.75 mW
SPP = (5 ns) (8.75 mW)
=43.75 pJ

|

Potential Response to
Excessive Noise Spike
on Input

Virminy, the Gate my “Think” that there is a
LOW on its Input and Respond Accordingly.

(a)

If Excessive Noise Causes Input to go above
ViL(max) the Gate may “Think” that there is a
HIGH on its Input and Respond Accordingly.

Unallowed
Region

V%%

Noise Riding on V,, Level

(b)

Potential Response to
Excessive Noise Spike
on Input

| —

+ |

VOL

Fig. 9.11 [llustration of the Effects of Input Noise on Gate Operation.

FAN-IN AND FAN-OUT

Fan-in and fan-out are terms that are used when gates
are connected together into a gate circuit. The fan-in of
a gate is equal to the maximum number of gate outputs
which can be connected to it and used as inputs. A gate
with a fan-in of three, for example, could be connected
so that upto three gate outputs provide its input volt-
ages. Another way of saying this is that three gates
could be used to drive this gate. In any logic configura-
tion, the number N of inputs is called the fan-in. This is
shown in Fig. 9.12.

The fan-out of a gate is a much more important quan-
tity, equal to the maximum number of inputs that can
be connected to the output of a gate. A gate with a fan-
out of 10, for example, means that up to 10 inputs of
other gates could be connected to the one output, and
reliable operation still obtained. In any logic configura-

tion, the number M of outputs is called the fan-out.
This is shown in Fig. 9.12.

12V
Fafn-in_ *—»—o o
of 3 Y 0o
° Fan-out
1 ° of 4
L— o

0P

_Q Q
15K &
100Kf L

-12V

Fig. 9.12 Fan-in and Fan-out.
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9.14 Elaborate the term unit load. Give examples.

Solution:

Fan-out is specified in terms of unit loads. A unit
load for a logic gate equals one input to a like circuit.
For example, a unit load for a 7400 NAND gate equals
one input to another logic gate in the standard 7400
series (not necessarily a NAND gate).

Driving Gate Load Gate

T r—T—T—
D

B,

Fig. 9.13 The LS TTL Gate Output Fans Out to a Maxi-
mum of 20 LS TTL Gate Inputs.

log 1oy 400pA 16 mA

Iy Iy 40pA  1.6mA
= 10 For Standard 74 series

A standard 74 series TTL gate can drive 10 unit

loads. Most of the other TTL series, such as the LS, can
drive 20 unit loads (see Fig. 9.13).

9.15 What are the limits on the fan-out of a gate?

Unit loads (fan-out)

Solution:

If more gate inputs than specified by the fan-out are
connected to the output of a gate, the gate may not
function correctly. Indeed, even when the fan-out is not
exceeded, each additional load at a gate tends to in-
crease the switching time of the gate. For high-speed
operation, IC manufacturers usually recommend a maxi-
mum loading factor which is less than the dc fan-out
capability of the gate.

The limits on the fan-out of a gate are caused by the
currents which flow when the inputs have to be held at
one level, usually 0. For example, if each input needs to
sink a current of 1.6 mA at logic 0, meaning that 1.6 mA
must be passed from each input to earth, then for an
output to maintain 10 inputs at logic O will mean that
the output must be able to pass 16 mA to earth, without
allowing the voltage at the output to rise above logic 0.
The figure for fan-out always assumes a standard input
current to earth at logic 0, so that the fan-out figure
may be greater or (more usually) lower if non-standard
inputs currents are involved. Designers of gate circuits
have, over the years, evolved circuits which require
lower input current levels, so as to make it possible to
operate with larger amounts of fan-out. The type of
logic circuits known as CMOS, for example, can have
fan-out figures of 50 or more, though using the circuits

with large amounts of fan-out will have the effect of
limiting the speed with which gates can be operated.
CMOS means Complementary Metal Oxide Semicon-
ductor—a variety of field-effect transistor integrated
circuit.

9.16 What does the term logic family signify? Ex-
plain resistor-transistor logic (RTL)

Solution:

Digital ICs are categorised according to how their gates
are interconnected. They may be placed in logic fami-
lies, each logic family having in common a certain type
of interconnection and consisting of similar logic func-
tions, such as simple logic gates, inverters, registers,
flip-flops etc.

The resistor-transistor logic (RTL) was the first to
be introduced. An RTL NOR gate is shown in Fig. 9.14.
The logic element is a transistor, and resistors connect
it to preceding gates.

+VCC
A o—AW— —_—
A+B+C
o 5
C o—\WW— c
= A+B+C
(b)
—Vag
(a)
Power Supply Voltage Vee 3.8 volts
Propagation Delay t, 12 nsec
Power Dissipation Py 30 — 100 mw
Noise Margin Vi 0.2 volts
Fan Out FO 4

(c)

Fig. 9.14 RTL-NOR gate: (a) Schematic, (b) Symbol,
(c) Specifications.

Because of the few components required, RTL cir-
cuits are simple and reliable. Also, these circuits have
relatively low power consumption and are inexpensive.
Disadvantages of the RTL family are: their slow switch-
ing speeds because of their tendency to be driven deep
into saturation, and their poor drive capability compared
to other logic families.

A positive input at A, OR B, OR C will drive the
transistor into conduction, increasing the voltage drop
across the collector resistor and decreasing the positive
output voltage. The transistor in this gate is driven by a
heavy base current when any input is a logic-1 (positive
voltage). In fact, it is made to operate in the saturation
mode, where further increases in collector voltage would



produce no further increase in collector current. Ordi-
narily, the gate would be made to drive other gates. The
number of gates it drives in a given application is the
fan-out. There is a limit to the fan-out, since the more
the gates that must be driven, the more the current that
must be supplied. The fan-out is an important specifica-
tion of digital ICs. For a given load, a gate with a fan-
out of five can drive five circuits with a fan-in load of
one, or one circuit with a fan-in load of five.

9.17 Explain diode-transistor logic. Give its specifi-
cations.

Solution:
The next logic family that was introduced was diode-
transistor logic (DTL). The purpose of the input resis-
tors in Fig. 9.14 is to isolate the inputs from one another.
If diodes are used instead of resistors, we have DTL,
Fig. 9.15.

+ VCC

B— AB
c— C
(b)
Power Supply Voltage Vee +5 volts
Power Dissipation Py 60 mw
Propagation Delay tp 30 ncec
Noise Margin Vm 0.7 volts
Fan Out FO 8

Fig. 9.15 DTL NAND Gate; (a) Schematic; (b) Symbol

The circuit shown is essentially a diode AND circuit
with a transistor inverter to provide the NAND function.
The diodes provide much better input isolation than
resistors. Although the gates in the DTL family can
switch states faster than the gates in the RTL family,
the diodes place a limit on the switching speed due to
the charge stored in their junctions. A logic family
designed to get around this problem is TTL (transistor-
transistor logic) family.

Diode-transistor logic can be purchased with either 6
or 2 kQ load resistors. This allows the designer to vary
his power dissipation. However, lower power dissipa-
tion using the 6 kQ resistor also introduces greater
propagation delays. DTL was the first development in
custom-made logic devices; for most purposes it has
been superseded by TTL.

The DTL family is probably the easiest logic to use,
and is also the cheapest form of logic available for
medium-speed applications.
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9.18 Briefly explain high-threshold logic. Give its
specifications.

Solution:

There are occasions where digital circuits must operate
in an environment which produces very high noise sig-
nals. For operation in such surroundings, there is avail-
able a type of DTL gate which possesses a high
threshold to noise immunity. This type of gate is called
a high-threshold logic (HTL) gate, Fig. 9.16.

Voo =15V
[+

%151@

Power Supply Voltage Vee +15 V
Power Dissipation Pp 50 mw
Propagation Delay tp 120 ns
Noise Margin Vi 75V
Fan Out FO 10

Fig. 9.16 High Threshold Logic (HTL).

In order for output transistor Q, to conduct, the emit-
ter of O, must rise to a potential of one Vg drop plus
the fixed zener voltage of 6.9 V, for a total of about
7.5 V. The low level for the gate remains at 0.2 V, but
the high level is about 15 V. With the input of 0.2 V,
the base of Q, is at 0.9 V and Q, is off. The noise
signal must be greater than 7.5 V to change the state of
Q,. With all inputs at 15 V, output transistor Q, is
saturated. The noise signal must be greater than 7.5 V
(in the negative direction) to turn the transistor off.
Thus, the noise margin is 7.5 V for both voltage levels.

9.19 Explain direct-coupled transistor logic.

Solution:

Logic gates can be made by direct interconnection of
transistors. This type of logic is called direct-coupled
transistor logic (DCTL) and was one of the first types of
logic made into integrated circuits. Typical NAND and
NOR gates using DCTL circuits are shown in Fig. 9.17.
The DCTL gate is simple to make, needing few parts,
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DCTL NAND Gate
+V

-v

A F A F

B B :
—)

DCTL NOR Gate

D
B — F B

Fig. 9.17 Direct-Coupled Transistor Logic (DCTL).

and is easy to produce in IC form. Also, DCTL requires
only a single low-voltage power supply.

Typically, DCTL circuits provide a voltage swing on
the order of several volts when operating from a +3 V
power supply. Because of the lack of the turn-off bias
for the transistor and because of the small voltage
swings, the noise immunity of DCTL circuits is poor.
In their off states, the transistors in DCTL circuits oper-
ate very near the edge of conduction. For this reason,
very good grounding is required; otherwise, locally gen-
erated noise is apt to cause spurious outputs, which can
trigger subsequent logic gates.

Another problem with DCTL is current hogging,
which results when the bases of two or more transistors
are driven directly from the collector of a single driver
stage. If one transistor happens to turn ‘on’ earlier than
the others, the output transistor might be clamped to a
value that is insufficient to turn ‘on’ the other transistors.
Because of this current hogging characteristic, the drive
capability of DCTL is quite limited. Also, in order to
minimise current hogging, transistors must be carefully
selected to have very nearly identical turn-on voltages.

9.20 Explain resistor-capacitor-transistor logic
(RCTL).

Solution:

The RTL transistor switching circuits suffer from slow
switching speeds because of their tendency to draw ex-
cessive base current. This base current drives the transis-
tor into the saturation region, resulting in an accumulation
of stored charge. The time required to remove the stored
charge as the transistor attempts to change states is called
the storage delay time. One method of reducing storage
delay time is to add up a speed-up capacitor in parallel
with the base resistor, as shown in Fig. 9.18. The speed-
up capacitor stores the charge instead of the transistor,
thus allowing the transistor to switch out of saturation
faster. When a resistor and capacitor are used in this
manner, the resulting logic circuit is called resistor-
capacitor-transistor logic (RCTL).

+V

wo Lo F

v

o]

T4

Fig. 9.18 Resistor-Capacitor-Transistor Logic (RCTL).

One disadvantage to RCTL is that the addition of the
capacitor in the base circuit makes the transistor highly
susceptible to noise spikes that will be coupled directly
to the base of the transistor. Also capacitors require
relatively large areas in integrated circuits; thus RCTL
is not the most convenient or popular form of logic for
IC fabrication.

9.21 Determine the fan-out for the DTL. NAND gate
shown in Fig. 9.19. Assume that transistors 0,
and 0, have hppm,, = 20 and that all diodes
and transistors are silicon.

I S— Gate 1

Fig. 9.19 One Diode Transistor Logic (DTL) NAND Gate
Driving Another Similar Gate. The Gate Fan-
out may be Calculated from a Knowledge of
the Low-level Input and Output Currents, I;

and ly;.
Solution:
Vv 0.7V
L=-2EL " — 140 pA
R, 5kQ

Va=Ve+ Vis+ Vpp,y
=07V+07V+07V
=21V



Vee =Va  SV-21V

I = = 1.45 mA
R 2kQ

Iy=1,— I, = 1.45 mA — 140 pA

= 1.31 mA
Igy = hyp Iy = 20 x 1.31 mA

=262 mA

Vee ~Vepwy 5V-02V
L= <& E& = 0.8 mA
R, 6kQ

The maximum low-level output current is
lop =10 — 13 =262 mA - 0.8 mA =254 mA
With Q, off, the unit load is
Vee =Vre S5V-07V

Iy =

R, 2kQ
=2.15 mA
I 25.4 mA 118
LT 2 15mA
Iy
Fan-out = 11

9.22 What is the function of an expander gate?

Solution:

Lead C is Fig. 9.20(a) is called an expander circuit. If
lead E of Fig. 9.20(b) is connected to lead C, the gate
will become a six-input gate. This allows a great deal
of versatility in design.

_____________ E-o—m—

C
Fo—i¢—
A —]
D G o—i¢—
B —
H o—i¢—¢
(a) Logic Symbol | O_H_.

(b) Expander Gate

Fig. 9.20 Expander Gate.

TRANSISTOR-TRANSISTOR LOGIC
(T2L OR TTL)

Diode-transistor logic was used in early small-scale in-
tegration SSI components. The next stage in the
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development of logic circuits was to introduce a new
kind of multi-emitter transistor thereby minimising the
number of chip interconnections, saving space, and
simplifying the manufacturing requirements. Because
the input diodes were replaced by transistors, these
devices became to be known as transistor-transistor logic
(TTL or T?L)

9.23 What is the significance of TTL? Give the speci-
fications of TTL.

Solution:

By far, the most widely used digital logic family today
is the TTL, familiar to us in the form of the 7400 series
devices. The basic 7400 series encompasses just about
all levels of integration—small-scale integration SSI
gates, expanders, flip-flops; medium-scale
integration MSI counters, registers, decoders; and to an
extent, large-scale integration LS/ in some of the memory
circuits. Pioneered by Texas Instruments, the 7400 TTL
line is now available from virtually all manufacturers of
digital logic.

Power Supply Vee +5 volts
Power Dissipation P, 100 mw

Propagation Delay [ 15 nsec
Noise Margin Vv 0.4 volts
Fan Out FO 10

The list of available functions numbers about 300
and is still expanding. This is perhaps the biggest virtue
of the 7400 logic—the large number of functions avail-
able. A second virtue is the fact that a great many of
them are also available in low power, high speed, the
super-high speed Schottky and low-power Schottky ver-
sions. This allows one to optimise a particular perfor-
mance parameter with a minimum of change merely by
substituting an equivalent device for high speed or low
power. All 7400 families can be intermixed if loading
considerations are taken into account.

9.24 Describe the basic circuitry of a three-input
TTL gate.

Solution:

In TTL logic, the input signals are applied directly to
transistor emitters. In Fig. 9.21(a), the output transistor
0, is controlled by the voltage at the collector terminal

oVee

Input
Terminal ~E

(b) Q4 Replaced with Diode Equivalent of its Junctions

(c) TTL 3-Input NAND Gate

Fig. 9.21 Basic Circuitry of a TTL Gate Signal-inputs are Applied to the Emitter Terminals of a Saturated Transistor.
The Junctions of this Transistor behave like two Diodes in DTL Gate. A Multiemitter Transistor is

employed to Provide Several Input Terminals.
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of transistor Q;. When the input terminal is grounded,
sufficient base current I flows to keep Q; in satura-
tion. The collector voltage of O is Vg, above ground.
Typically Vg 18 0.2 V, which is not high enough to
bias O, on. Therefore, when the input voltage is LOW,
Q, is off and the output level is HIGH.

If a positive voltage is applied to the input terminal,
Q, remains in saturation (I is still large enough) and
Q, collector voltage goes to V; + Vg, Depending
upon the actual level of input voltage, sufficient base
current can be supplied to Q, to drive it into saturation,
causing the output to switch LOW. Figure 9.21(b) shows
Q, replaced by diodes representing the base-emitter and
collector-base junctions. This arrangement is similar to
that of a DTL circuit. The input voltage could easily be
made large enough to reverse bias the base-emitter junc-
tion of Q,. When this occurs, the collector-base junc-
tions of O, remains forward biased, and current /; flows
to saturate the output transistor.

Figure 9.21(c) shows a basic three-input TTL circuit.
Q, is seen to be a transistor with three emitter termi-
nals. This is fabricated easily in intergrated circuit form.
The three emitters are the input terminals to the gate.
For Q, collector to rise above Vi g, input A AND
input B AND input C must be HIGH positive levels.
Because of this, and because the output level goes from
HIGH to LOW, the circuit is a NAND gate.

9.25 Describe how the problem of a variable load is
overcome by the totem-pole arrangement.

Solution:

+5V

vy 5VxR,
T TR ¥R,
Vin=0 R,
Transistor
Cutoff
+5V
Vout = 0 (R, is Shorted
by the Transistor)
Vin =1

Transistor
Saturated

Fig. 9.22 Common-emitter Calculations.

The 1-level output of an inverter is very dependent on
the size of the load resistor, R;, which can typically
vary by a factor of 10. This is only for the case when
the transistor is cut-off (V= 1), but when the transistor
is saturated (V,, = 0), the transistor collector current
will be excessive if R is very small (I =35 V/R). This
is shown in Fig. 9.22.

Therefore, it seems that when the transistor is cut-off
we want R, to be small to ensure that V , is close to
5 V. But when the transistor is saturated, we want R
to be large to avoid excessive collector current. This
idea of needing a variable R resistance is
accommodated by the TTL integrated circuit, Fig. 9.23.
It uses another transistor, Q,, in place of R to act like
a variable resistance. Q,, is cut-off (acts like a high R ;)
when the output transistor, (s, is saturated, and when
Q, is saturated (acts like a low R.) then Q5 is cut-off.
In other words, when one transistor is ON, the other is
OFF. This combination of Q5 and Q, is often referred
to as fotem-pole arrangement.

+VCC
+5V?Q

|

|

Ryl < 1.61
4k£2:§ kQ |
|

[e]

|
|
|
|
o

Fig. 9.23 Totem-pole Arrangement in a TTL Integrated
Circuit.

9.26 Discuss and illustrate TTL ratings.

Solution:

By diffusing a number of separate emitter n-types into
the base p-type of the input transistor shown as Q) in
Fig. 9.24, the same logic inputs can be derived within a
single transistor. The diode D, is a distributed diode
but it is shown as a separate diode in this circuit in
order that the operation may be better understood. This
figure shows input C connected to 0 V, and therefore at
logic 0, and the inputs A and B connected to +5 V, and
therefore at logic 1. Only a negligible leakage current
flows into A and B since these are reverse-biased diodes,
but current [, flows out of the emitter connected to
input C. This current is derived from the base current
plus the larger current /,, flowing through R, and D, .
The input transistor bottoms as a result of this current
and the collector of Q is at about 0.2 V, i.e. the saturation
level for the collector-emitter.



+5V
I, 5
R, R, R,
4k 1.6 k 30 Q

o™ 14 400 ma

—_—— ]
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D2 max
Q=1
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24V

1KU 1 Ov_l

Fig. 9.24 A TTL Gate with One Input LOW.

This condition cuts-off Q, and allows current /- to
flow through R,, so biasing Q5 into conduction, and
allowing the larger emitter current I, to flow through
D, and out at Q. This causes Q to be HIGH, i.e. at
logic 1. The characteristics of the standard 7400 series
of TTL gate specifies that the maximum HIGH level
current which can be drawn from the output (/) is
400 pA. Since the maximum HIGH level input current
(I;y) for any gate connected to an output is specified at
40 pA, this allows up to 10 input gates to be connected
to an output. The output voltage level in the HIGH
state (Vp) is specified as 2.4 V minimum, which means
that a logic 1 output should always be equal to or
greater than this voltage.

Figure 9.25 shows the same gate with all inputs
HIGH. Now no current flows out of the emitters of Q,,

» +5V
)

‘ R |j Ry
Qs
D,

K/b Veesat Q=0

ly
16 mA T
I max
0.4V
ax

1, Q
R3|;| \V Vegay M

A TTL Gate with all Inputs HIGH.

Fig. 9.25

and the current /, diverts to form the base current of
Q,. Emitter current [,, comprising both [, and current
drawn through Q, collector, flows as base current I,
through Q,. This causes Q, to switch hard on, and cur-
rent I, flows into the output Q. The transistor bottoms
to give an output equal to Vg, for Oy, thereby pro-
ducing a logic 0. With O, bottomed in this condition,
diode D, ensures that Q5 is cut-off.

The characteristics of the 7400 series gates in this
condition specify that the maximum LOW level output
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current (/,;) is 16 mA. Since the maximum LOW level
input current (/;;) for any gates connected to an output
is 1.6 mA, this allows upto 10 gates to be connected to
any output. Thus, for any logic conditions, this series
of devices allows a fan out of 10, i.e. 10 inputs may be
connected to any output. The specifications also state
that the maximum low level output voltage (V) shall
be +0.4 V.

9.27 Discuss TTL noise margins.

Solution:

In order to provide safety margins within the specifica-
tions, the input requirements are made to overlap the
output guaranteed levels to provide a noise margin of
at least 0.4 V. Figure 9.26 depicts TTL noise margins.

+5V

Typical

logic 1 \ —Logic 1 Margin
83V ——— -

Vo —2.4v _ _
v —High State Noise
H 2.0v Margin = 0.4 V

AV Minimum Voltage
Typical Difference = 1.2 V
Logic 0
v, 0.8V /X } —Low State Noise
Margin = 0.4 V
v 0.4V N
OL gy ——————————————~ —Logic 0 Margin
oV
Fig. 9.26 TTL Noise Margins.

The output HIGH level is guaranteed to be at least
+2.4 V, but input gates accept a logic 1 above +2.0 V
to provide a HIGH state noise margin of 0.4 V. The
output LOW level is guaranteed to be +0.4 V or less,
but input gates accept a logic 0 below + 0.8 V, again
ensuring a LOW state noise margin of 0.4 V. The mini-
mum voltage difference between logic states must there-
fore be at least 1.2 V, and typical logic 1 and logic 0
levels are +3.3 V and +0.2 'V, respectively.

9.28 How will you connect unused gate inputs and
outputs?

Solution:

Whilst multiemitter transistors provide a load for each
emitter in the HIGH state, they do not do so in the
LOW state. Thus, if several inputs to the same logic
gate are tied together, they only appear as a single LOW
level load to the driving gate, since the current flowing
out of the inputs is simply shared between the various
emitters.

In the HIGH state each separate junction contributes
its own leakage current. Unused inputs on gates can
often be conveniently tied to neighbouring inputs. All
inputs should be taken either HIGH or LOW.

Unused inputs on AND and NAND gates should be
tied HIGH, and on OR and NOR gates should be tied to
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ground. Also the outputs of unused gates on an IC should
be forced HIGH to reduce the I supply current and
thus reduce power dissipation. To do this, tie AND and
OR inputs HIGH, and tie NAND and NOR inputs LOW.

9.29 Is there any alternative to the totem-pole ar-
rangement in the output stage of a TTL gate?

Solution:

Instead of using a totem-pole arrangement in the output
stage of a TTL gate, yet another arrangement, called
the open-collector (OC) output is available. With the
totem-pole output stage, for a LOW output the lower
transistor is ON and the upper transistor is OFF, and
vice versa for a HIGH output. With the open-collector
output the upper transistor is removed, as shown in
Fig. 9.27. Now the output will be LOW when Q, is ON
and the output will float (not HIGH or LOW) when Q,
is OFF. This means that an open-collector output can
sink current, but it cannot source current.

© Qutput

Fig. 9.27 TTL NAND with an Open-collector Output.

To get an OC output to produce a HIGH, an external
resistor, called a pull-up resistor, must be used, as shown
in Fig. 9.28. Now when Q, is OFF (open) the output is
approximately 5 V (HIGH) and when Q, is ON (short)
the output is approximately 0 V (LOW).

The optimum size for a pull-up resistor depends on
the size of the output’s load and the leakage current
through Q, (1) which is OFF. Usually a good size for
a pull-up resistor is 10 kQ, 10 kQ is not too small to
allow excessive current to flow when Q, is ON and it is
not too large to cause an excessive voltage drop across
itself when Q, is OFF.

Open-collector buffer/driver ICs are available for
output loads requiring large sink currents, such as dis-
plays, relays, or motors. The term buffer/driver signi-
fies the ability to provide high output currents to drive
heavy loads. Typical ICs of this type are the 7406 OC
inverter buffer/driver and the 7407 OC buffer/driver.
They are each capable of sinking upto 40 mA, which
is10 times greater than the 4 mA capability of the stan-
dard 7404 inverter.

+5V +5V
oull up 10 kQ
A
B oC Output Q, Vour =0V
ON
+5V =
0 kQ
Voul =5V
___ Q,
OFF

Fig. 9.28 Using a Pull-up Resistor with Open-collector
Output.

9.30 When and where do we use open-collector op-
eration?

Solution:
The main use of the open-collector gates is when the
outputs from two or more gates or other devices have to
be tied together. Using the regular totem-pole output
gates, if a gate having a HIGH output (5 V) is con-
nected to another gate having a LOW output (0 V), you
would have a direct short circuit causing either or both
gates to burn out.

Using open-collector gates, outputs can be connected
without worrying about 5-0 V conflict. When connected,
they form wired-AND logic as shown in Fig. 9.29. The

+5V
7405 Hex OC
Inverter R

X=A-B-C-D-E-F
= A+B+C+D+E+F

YYYYYY

X
(c)

TMOOw™
~
mmooOw>

(b)

Fig. 9.29 (a) Wired-AND Connections to a Hex OC In-
verter to form a Six-input NOR Gate; (b) AND
Gate Representation; (c) Alternative NOR Gate

Representation.



7405 IC has six open-collector inverters in a single pack-
age. By tying their outputs together, as shown in Fig.
9.29(a), we have in effect ANDed all the inverters. The
outputs of all six inverters must be floating (all inputs
must be LOW) to get a HIGH output (X =1if A =0
AND B =0 AND C =0, and so on). If any of the inverter
output transistors (Q,) turn ‘on’, the output will go
LOW. The result of this wired-AND connection in the
six-input NOR function is shown in Fig. 9.29(c). The
advantage of the wired-AND arrangement available with
open-collector TTL is that it can be substituted in place
of a logic gate.

9.31 Write the Boolean equation at the output of

Fig. 9.30(a).

Solution:

The outputs of all three gates in either circuit must be
floating in order to get a HIGH output at X. Using Fig.
9.30(b)

X= AB-(C +D)-EF

Vee Vee

é:‘? ;R
AT e
B 7433 ol X B 7433 oc — X
5 l0)ed -

>

D — ocC D ocC
E 7400 E
F — ocC F_7409 oC

(a) (b)

Fig. 9.30 Wired-ANDing of Open-collector Gates
(a) Original Circuit, (b) Alternative Gate
representations used for Clarity.

9.32 A wired-AND circuit is to drive the inputs of
five TTL gates. Determine a suitable pull-up
resistor.

Solution:
When the output is LOW, the maximum input current
to each driven gate is

I[L(max) = 1.6 mA
Total load (input) current

=8 mA
Assuming only one wired-AND gate is ‘on’

=8 mA
=46V
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R Ve _ 46V
I, 8mA

=575 Q (use 680 Q standard value)
TRISTATE LOGIC

Conventional logic gates have two possible output states,
namely O and 1. Under some circumstances it is conve-
nient to have a third state corresponding to a high
impedance condition, when the output is allowed to
float. Under these circumstances the voltage at the out-
put will be determined by whatever circuitry is con-
nected to it. Circuits with this property are called
three-state logic gates. The output of the gate is ‘en-
abled’ or ‘disabled’ by a control input, which is usu-
ally given the symbol C on simple gates. In more
complicated circuits this control signal is often referred
to as the output enable line.

9.33 Describe tristate logic (TSL). Draw and explain
the circuit of a TS NAND gate.

Solution:

Figure 9.31 shows how three-state function is repre-
sented in a circuit symbol. Figure 9.31(a) shows a non-
inverting buffer with an active-high control input (i.e., the
output is enabled if C = 1); Fig. 9.31(b) shows the symbol
for a similar gate with an active-low control input (i.e.
the output is enabled if C = 0). The first of these could
represent one of the gates in a 74126, and the second
gate in a 74125. Both devices contain six such gates.

A X A X
C C
X=Aif C=1 X=AifC=0

Output is Off if C=0
(a) Active High Control

Output is Off if C =1
(b) Active Low Control

Fig. 9.31 Symbolic Representation of three-state Logic
Gates.

The output circuit of a three-state gate resembles that
of a totem-pole device with the addition of extra com-
ponents to turn both output transistors OFF to disable
the output. This allows the output to float, independent
of the other gate inputs. Since, when enabled, the out-
put resembles the conventional totem-pole arrangement,
the use of three-state techniques does not incur the speed
penalty associated with open collector circuits.

Figure 9.32 shows the circuit arrangement and logic
symbol for a TSL NAND gate. Note that the control
input terminal goes to an inverter. The output of the
inverter is connected to one emitter on transistor Q,
and to the base of Q5 via a diode.
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Vee

g ° / ( %01 Q Q;
c YD, ¥D, output
Q,
Inverter
Control =
Input
(a) TSL Circuit
A— |
B—H Output
C —_—
Control
(b) Logic Symbol
Fig. 9.32 Tristate TTL (TSL) Circuits have a third Out-

put State. In Addition to being HIGH or LOW,
the Output may be Placed in a High-imped-
ance State. This is Accomplished by Setting
Transistors Q3 and Qg in an OFF Condition.

When the control input is LOW, the inverter output
is HIGH. This reverse biases D, and provides a HIGH
input to the connected emitter of Q,. In this condition
the NAND gate functions normally; when all the gate
inputs are HIGH, the output is LOW; when one or more
inputs are LOW, the output is HIGH.

With a HIGH input applied to the control terminal, the
inverter output goes LOW, forward biasing D, and the
connected emitter of Q;. Now Q, is held in a LOW state,
regardless of the level of the other gate input terminals.
Thus, O, and Q, are OFF. In addition, the base of Q5 is
held in a LOW state by (forward-biased) diode D,.
Consequently, Q5 is OFF. Both output transistors Q5 and
Q, are OFF, and the output terminal offers a high impe-
dance to all circuits connected to it. This condition is the
third state of the TSL circuit: the output of a TSL gate
may be HIGH or LOW, or have a high output impedance.

TSL gates are used in logic systems where the out-
put of several gates are connected in parallel to a single
input of another circuit. All gates are usually main-
tained in the high output impedance state and are
sampled, or switched on briefly, one at a time, by the
control signals applied in sequence. This avoids the
possibility of the output of one gate short-circuiting
another gate output.

Yet another aspect of the TSL gate is that circuit
input impedance also becomes HIGH when the gate is
placed in its HIGH output impedance state.

Tristate logic is used in circumstances where a num-
ber of gates share a common output line. This tech-
nique is common in computers and other digital systems
where data from several sources has to be routed via a
single data highway or bus.

9.34 Tllustrate the three-output conditions of tristate?

Solution:
The three possible output conditions of tristate are shown
in Fig. 9.33.

HIGH HIGH LOW

OE =1
Enabled
(a) (b)

Enabled

OE=0
Disabled

(c)

Fig. 9.33 The Three Possible Output Conditions of
Tristate.

9.35 Give an example of 54-74 TTL series numbering.
Solution: (See Fig. 9.34 next page)

EMITTER-COUPLED LOGIC (ECL)

One major limitation on the switching speed of logic
circuits is the storage time of the saturated transistors.
The storage time is the time required to drive a transis-
tor out of saturation, that is, to reverse the forward bias
on a collector-base junction. In emitter-coupled logic,
also called the current-mode logic, the transistors are
maintained in an unsaturated condition. This eliminates
the transistor storage time and results in logic gates
which switch very fast indeed.

9.36 How does emitter-coupled logic operate? What
are its specifications?

Solution:

In Fig. 9.35, causing A to go HIGH will drive the Q,
collector LOW, causing both the base and emitter of Q,;
to go LOW, outputting a LOW on the NOR lead. At
the same time, the Q, emitter will go HIGH, tending to
cut it off, and the Q5 base will go HIGH as will the Qs
emitter, and, consequently, the OR output. D, and D,



Logic Families 195

Example: Typical Short form
(Texas gy 74 LS 241 N 74LS2471 (Assumes DIL
Instruments) —— P R T Plastic Encapsulation)
Prefix Family Package
Function
Code (2/3 T = Flat Pack
digits) W = Ceramic Flat Pack
J = Ceramic DIL
Circuit N = Plastic DIL
Type
Power |Prop. | Max.
delay | Freq.
—LS = Low Power Schottky Clamped == [> nw (9.5 ns | 45 MHz
[ L = Low Power 1mW [33ns | 3 MHz
Temperature —ij:gcgottkyst(ila;npded 7 [19mw [3ns 125 MHz
Range — No ? € = standar 10 mW [10 ns | 35 MHz
—H = High Speed/Power Product 25 MW 16 ns 50 MHz
— 54 = -55 to 125°C
L 74 =0to + 70°C

— RSN Radiation Hardened

|~ SN Standard Texas Instruments
—Military Codes

Other
Manufacturers

—AM = Advanced Micro Devices
I Blank = Fairchild

—H = Harris

— IM = Intersil

I~ P or C = Intel (Package Type)
I MM = Monolithic Memories

— MC = Motorola
I— DM = National
—N = Signetics

Fig. 9.34 Example of 54/74 Series Numbering.

NOR OR
C D VCC

; ¢ T

A
) e
315 B

3002 NOR

A
Q Qs Q, ) Dy OR
D (b) Symbols
2

15Kz 224K 2Kz 243K Power Supply Vee -5.2 volts
Power Dissipation Py 100 mw/pkg
e S $ Propagation Delay tp 1 ns
A B Vg Fan Out FO 16
(a) Schematic (c) Specifications

Fig. 9.35 Emitter-coupled Logic (ECL).
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provide a constant voltage supply to the Q4 base and,
therefore a constant voltage to the Q, base so that it can
operate as a common base amplifier.

Output levels are —0.8 V for a logical 1 and —1.8 V
for a logical 0.

9.37 Briefly describe the advantages and disadvan-
tages of ECL.

Solution:

Advantages: Since ECL is a non-saturated digital logic,
transistors do not saturate. It is possible to achieve propa-
gation delays as low as 1-2 ns. This logic family has
the lowest propagation delay of any family and is used
mostly in systems requiring very high-speed operation.
ECL performs an OR function. A side benefit of ECL
operation is that the complementary NOR output is also
available.

Disadvantages:The noise immunity and power dissipa-
tion of ECL, however, are the worst of all the logic
families available. In the absence of storage time asso-
ciated with saturated transistors, the input and output
logic levels are not the same. This makes it impossible
to connect the output of one gate into the input of the
next. Yet another disadvantage of ECL is its relatively
high power dissipation, resulting in a great deal of
wasted heat which must be removed to prevent the cir-
cuits from overheating. This in turn tends to limit the
amount of circuitry that can be integrated into a single
chip, increasing system size and cost.

CMOS LOGIC

CMOS ICs are based on complementary pairs of field-
effect transistors (P-type and N-type MOSFETs). CMOS
logic circuits have the advantages of low power con-
sumption, wide supply voltage range and high noise
immunity, but suffers from such disadvantages as low
output current drive capability and susceptibility to
damage by static charge during handling. Propagation
delays of CMOS are also longer than those of TTL,
typically 50 ns depending on supply voltage.

9.38 With the help of suitable illustrations, describe
the working of NMOS NAND and NOR gates.

Solution:

The circuits for NMOS NAND and NOR gates are shown
in Fig. 9.36. Note that Q, has a channel resistance (or
Rp(on) Value) of around 100 k€2, while the R, value
for each of Q, and Q5 is on the order of 1 kQ. Also, in
both cases, the gate of Q, is biased to its drain terminal.
When the source terminal of Q, is lower than V,,,, the
gate is positive with respect to the source. This is the
condition necessary to bias Q; ON. Consequently, Q, is
always in the ON condition, and its Rp,,, acts as a
load resistor for Q, and Q5

Q
I .
v, a, AB Q, o
lf f

§ [

(b) N-MOS NOR Gate

(a) N-MOS NAND Gate

Fig. 9.36 NMOS NAND and NOR Gate Circuits. Tran-
sistor Q; in each Circuit is Biased ON. For
the NAND Gate, Q, and Q3 must both be
Switched ON to Produce a LOW OQutput.
For the NOR Circuit, Switching Either Q, or
Q3 Causes the Output to go LOW .

Consider the circuit of Fig. 9.36(a). When input A
and input B are LOW (near ground) transistors O, and
Q5 are both OFF. No drain current flows, and there is
no voltage drop across Q,. The output voltage at this
time is a HIGH level close of +V,,. When HIGH
(positive) input is applied to the gate of O, Q5 tends to
switch ON. However, with the gate of Q, still held near
ground, O, remains an open circuit and the output re-
mains at its HIGH level. When HIGH inputs are
applied to the gates of Q, and Q;, both transistors are
switched ON, and current flows through the channels
of all three transistors. The total Rp, of O, and Qs
adds up to about 2 k€, while that of Q, is around 100
kQ. Therefore, the voltage drop across O, and Q5 is
much smaller than that across Q,, and the output voltage
is now at a LOW level.

It is seen that the circuit performs as a NAND gate.
When any one of the inputs is LOW, the output is HIGH.
When input A AND input B are HIGH, the output volt-
age is LOW. As already stated, a PMOS NAND gate is
exactly similar to the circuit in Fig. 9.36(a), except that
Vpp must be negative and P-channel devices are used.

An NMOS NOR gate circuit is shown in Fig. 9.36(b).
When both input levels are LOW, Q, and Q5 are OFF.
At this time the voltage drop across Q; is almost zero
and the output voltage is HIGH, close to V,,. When a
HIGH (positive) input is applied to terminals A OR
terminal B, Q, or Q5 switches ON, causing current to
flow through Q,. The voltage drop across either Q, or
Q5 (or both) is much smaller than that across Q,;, since
the Rpp Of Oy is around 100 kQ, while R, for O,
and Q5 is approximately 1 kQ. Therefore, when a HIGH
input is applied to terminal A OR terminal B, the output



voltage goes to a LOW level. A PMOS NOR gate is
exactly similar to the circuit of Fig. 9.36(b), except that
Vpp must be a negative quantity and P-channel devices
are used.

9.39 Discuss the specifications of PMOS, NMOS, and
CMOS logic gates.

Solution:

PMOS and NMOS logic gates typically use a supply of
10 V, but can operate with lower or higher supply volt-
ages. Using a 5 V supply, power dissipation is
approximately 0.25 mW per gate, and noise margin is
1.5 V. Because there is no input current to MOSFET
devices, there should be no limit to dc fan-out for PMOS
and NMOS logic gates. But gate inputs do have capaci-
tance, and each additional gate input connected as a
gate output terminal slows down the switching speed of
the gate. A fan-out of 50 is considered a normal maxi-
mum. Propagation delay time is around 50 ns for NMOS
and 100 ns for PMOS. The relatively large switching
time is due to the high output resistance, approximately
2 kQ, which is 20 times the typical R, of 100 Q for
TTL. For a given load capacitance (typically, 15 pF is
used when testing for z,), an NMOS gate will be 20
times slower than TTL.

Although the integrated circuit fabrication process
for CMOS is more complicated than that for PMOS or
NMOS, CMOS has the very important advantage that
its power dissipation per gate is much less than that for
any other logic family. (integrated injection logic can
be an exception to this). Other advantages are: (1) op-
eration from supply voltages as low as 1 V, (2) fan-out
in excess of 50, and (3) excellent noise immunity.

9.40 Explain the working of CMOS NAND and NOR
gates. Give its specifications.

Solution:

Consider the CMOS NAND gate shown in Fig. 9.37(a).
The parallel-connected transistors Q; and Q, are P-
channel MOSFETs and the series-connected devices Qs
and Q, are N-channel MOSFETs. When input termi-
nals A and B are grounded, the gates of O, and Q, are
negative with respect to the source terminals. There-
fore, O, and Q, are biased ON. Also the gates of Qs
and Q, are at the same potential as the device source
terminals, and consequently Q5 and Q, are OFF. De-
pending on the actual load current and the values of
Rp(on)> there will be a small voltage drop along the chan-
nels of O, and Q,. Thus, the output voltage V, is close
to the level of the supply voltage.

When a HIGH positive input voltage (equal to 0.7
Vpp or greater) is applied to terminal B, Q, is biased
ON and Q, is biased OFF. However, with terminal A
still grounded, Q5 remains OFF, Q, is still ON, and the
output voltage remains at V, =V,,. When HIGH inputs
are applied to terminal A AND terminal B, both
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o0—
01—| 02 01

'} JEQS V, T o
] B JEQ‘* Yo Vg J'_,;J Q,
L+ it

i
1l

(a) CMOS NAND Gate (b) CMOS NOR Gate

Power Supply Voo 3-15 volts
Power Dissipation Py 10 nw
Propagation Delay ty 25 ns
Noise Margin Vum 45% of Vpp
Fan Out FO >50

Fig. 9.37 CMOS, NAND and NOR gate circuits.

P-channel devices (Q, and Q,) are biased OFF, and
both N-channel MOSFETs (Q5 and Q,) are biased ON.
The output now goes to V, = 0 V.

The circuit of a CMOS NOR gate is shown in Fig.
9.34(b). Once again two P-channel devices (Q; and Q,)
and two N-channel devices (Q; and Q,) are employed.
When both inputs are at ground level, Q5 and Q, are
biased OFF, and Q, and Q, are ON. In this condition
there is about a 10 mV drop from drain to source termi-
nals in P-channel transistors, and V, is very close to
Vpp- When terminal A has a HIGH positive input, Q,
switches OFF and Q5 switches ON. The series combi-
nation of Q; and Q, is now open circuited, and the
output is shorted to ground via Q5. Similarly, if termi-
nal A remains grounded, and terminal B has a HIGH
input applied, Q, switches OFF and Q, switches ON.
Again, the output goes to ground level.

9.41 What are the advantages of CMOS logic?

Solution:

The main advantage of integrated circuit CMOS logic
over all other logic systems is its extremely low power
dissipation. At a maximum of 10 nW per gate, the low
dissipation allows greater circuit density within a given
size of IC package. The resultant low supply current
demand also makes CMOS ideal for battery-operated
instruments. Typical supply voltages employed for
CMOS are 5-10 V; however, operation with a supply
of 1-18 V is possible. The circuitry is immune to noise
levels as high as 30% of the supply voltage. The ex-
tremely high input resistance of MOSFETs gives CMOS
gates typical input resistances of 10° Q, and this makes
it possible to have fan-outs greater than 50. Typical
propagation delay time for CMOS 1is 25 ns. As in the
case of NMOS and PMOS, the relatively low switching
time is due to the high output resistance.
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The logic 0 and logic 1 levels for CMOS are typically
30 and 70% of V), respectively. With a 5 V supply,
this gives Viymin) = 3.5 V and Vi ay) = 1.5 V. CMOS
gates draw virtually zero input current. Therefore, even
with a large number of gate inputs connected to one
output, the output voltages are Vipminy = Vpp, and

VOL(max) =~ 0.
9.42 What precautions are necessary for handling
MOS devices?

Solution:
The silicon dioxide layer, which isolates the gate from
the substrate, is so thin that is very susceptible to burn-
through from electrostatic charges. You must be very
careful and use the following guidelines when handling
MOS devices:
1. Store the integrated circuits in a conductive foam
or leave them in their original container.
2. Work on a conductive surface (for example, a
metal table top) that is properly grounded.
3. Ground test equipment and soldering irons.
4. Wear a wrist strap to connect your wrist to ground
with a length of wire and a 1 MQ series resistor.
5. Do not connect signals to the inputs while the
device power supply is OFF.
6. Connect all unused inputs to Vpp or ground.
7. Do not wear electrostatic-prone clothing such as
wool, silk, or synthetic fibers.

8. Do not remove or insert an IC with the power ON.

9.43 Give an example of CMOS series numbering.

Solution:
CD 4000 A E
Example: (RCA) "|' T T
PREFIX
PACKAGE
FUNCTION
CODE
RCA = CD —
SERIES
Other
Manufacturers
— D= Ceramic DIL
General Instruments = MEM — Lo
Motorola = MC1 __|Standard=A_| | —F = Ceramic Frit-seal
otorola = High DIL
National = MM 1 y/5jtage = B— [ E = Plastic DIL
Solitron = CM — L_k=cC ic Flat-nack
Texas Instruments = TP —] = Leramic Fat-pac
SGS = HBF —|
Signetics = N —

Solid State Scientific = SCL —|
Stewert Warner = SW —

Fig. 9.38 Example of CMOS Series Numbering.
INTEGRATED INJECTION LOGIC (I2L)

Integrated circuit logic systems are compared in terms
of switching speed, power dissipation, fan-out and noise

margin. Two other very important factors are physical
size and cost of manufacture. Individual °L gates re-
quire a fraction of the area of other logic types, i.e., the
circuit density is much greater. Also power dissipation
per gate can be comparable with CMOS logic, very fast
switching 1is possible, and fabrication techniques are
simple and inexpensive. These improvements are due
to two factors: elimination of resistors and what is
termed merging of transistors.

Integrated-injection logic is the most recent logic fam-
ily to be introduced commercially. Its main advantage
is the high packing density of gates that can be achieved
in a given area of a semiconductor chip. This allows
more circuits to be placed in the chip to form complex
digital functions. As a consequence this family is used
mostly for LSI functions. It is not available in SSI pack-
ages containing individual gates.

9.44 Briefly explain integrated injection logic.

Solution:

In this system Q, and Qs act as current sources to the
bases of O, and Q,, respectively. If input A goes LOW,
the current to the base of Q, will be shorted to ground,
preventing the transistor from conducting. In a similar
manner, input B controls Q,. Thus, if either point A OR
B is HIGH, the output will be LOW, a NOR function.

Current Source
01 02

. oC

Ao——— ——

Current Source
Qg Q,

Bo——

(a) Schematic

=) >

(b) Logic Diagram

Fig. 9.39 Integrated Injection Logic (I°L).

The collector of O, is made of the same material as
the base of (Q,, making it possible to be the same
physical elements. This greatly improves the density
that a given chip can contain. There are no resistors,
further reducing the size of the gate. Therefore, I°L is
used in large scale functions, where bipolar devices are
required. It is slightly faster (10 ns) than TTL.



9.45 Give a comparison of logic families in tabular form.

Solution:

Table 9.1 Comparison of IC Logic Types

Logic Families
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TTL N-MOS
and
DTL RTL  HTL 74 74H  74L 74S  74AS 74LS 74ALS ECL P-MOS  CMOS PL
Propagation 10
delay time 50 to to
(ns) 30 12 119 10 6 33 3 1.5 9 4 2 100 25 250
Power
dissipation 6 nW
per gate to
(mW) 15 15 50 10 22.5 1 20 20 2 1 25 0.25 10 nW 70 uW
Noise
margin (V) 1.4 0.7 7.5 0.4 0.4 04 04 0.4 0.4 0.4 025 2 03 Vpp 0.25
Noise
immunity
rating good poor excellent good good good good good good good fair excellent excellent fair
Fan-out 8 5 10 10 10 10 10 10 10 10 25 >50 >50 “depends
upon
injection
current

ANEEEEN SUMMARY

A\

Y V V V

All logic devices are similar in nature but very much different regarding the details of their character-
istics.

Digital logic may be implemented in a number of ways.

Each logic family has different characteristics which makes each of them especially suitable for a
particular application.

Important considerations are physical size, voltage requirements, current-carrying capabilities, switch-
ing speed, noise immunity, and power dissipation.

Usually a single type of logic gate is used throughout a logic system, but sometimes different types of
logic gates have to be interfaced.

The shorter the propagation delay, the higher the speed of the circuit and the higher the frequency at
which it can operate.

With careful design, digital systems can be made nearly noise free.

The speed power product is sometimes specified as a figure of merit.

In any logic configuration, the number N of inputs is called the fan-in and the number M of outputs is
called the fan-out.

TTL is the most widely used digital family.

The main use of the open-collector gates is when the outputs of two or more gates or other devices
have to be tied together.

Under some circumstances it is convenient to have a third state corresponding to a higher impedance
condition when the output is allowed to float.

With ECL, logic gates switch very fast.

CMOS has low power consumption.

Handling precautions are necessary for MOS devices.

The main advantage of I°L is high packing density.
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Test your REVIEYW QUESTIONS

understanding

1. What is a logic family?

2. How will you categorise the integration level of digital devices?

3. Explain the term load factor.

4. Write the expression for fan-out.

5. How are digital ICs categorised?

6. What is the difference between RTL and DTL?

7. What are the advantages gained by the use of multi-emitter transistors in logic circuits?
8. Explain the significance of an expander circuit.

9. List the names and abbreviations of the four input and output currents of a digital IC.

10. What is meant by fan-out?

11. What is the difference between sink and source current?

12. Describe the function of a pull-up resistor when it is used with an open-collector TTL output.
13. In which TTL state does the largest amount of current flow?

14. Which TTL series is the best at high frequencies?

15. What are the two accepted ways to handle unused inputs to an AND gate?

16. What are the three possible output states of a tri-state IC?

17. Why ECL is faster than TTL?

18. Why are CMOS devices shipped in conductive foam?

19. What type of MOS technology is predominant is LSI devices such as microprocessors?
20. What determines the fan-out limitations of MOS logic?

21. What is the main advantage of I°L?

Test your SUPPLEMENTARY PROBLEMS

understanding

22. Determine the maximum value of the pull-up resistance for an open-collector TTL gate to achieve a fan-out of
10 given that I5y = 40 mA. The leakage current flowing through the collector of TTL output transistor is
50 mA and Vipmin) = 2.4 V. (See Fig. 9.40)

23. For the circuit given in Fig. 9.41 identify the logic function performed by it. Also determine the high level
fan-out, if Rp (pull-up resistor) = 10 k€. Compute the maximum value of R, for a fan-out of 5. Assume that
the input diodes have a leakage current of 100 uA, V; (cut-in value of diode) = 0.7 V, V), (forward voltage
drop) = 0.8 V, Vg (cut-in) = 0.5 V, Vg, = 0.2 V, and transistor leakage current is negligible.

Fig. 9.40 Fig. 9.41
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24. Given below are the specifications of a low-power Schottky TTL NOR gate. Calculate its propagation delay,
power dissipation, fan-out, fan-in, noise margin, and also find its figure of merit.

Parameter Value

Vee 5V

Iy (high level supply current) 1.6 mA (feeding 4 gates)
I (Iow level supply current) 2.8 mA (feeding 4 gates)
V, (min) 27V

V,; (min) 04 V

Viy (max) 20V

V;, (max) 08 V

1,y (max) 4.0 mA (out)

1,; (max) 8.0 mA (in)

I}y (max) 0.02 mA (in)

I;; (max) 0.4 mA (in)

Lorl 10 ns

tHL 10 ns

25. In Fig. 9.23 for Problem 9.25, when the output is HIGH, how do you account for the input voltage being only
about 3.4 V instead of 5 V?

26. Calculate the static fan-out for the circuit of Fig. 9.42. Assume that the NOR output voltage can drop from its
nominal (HIGH) value of —0.7 V by AV =50 mV. Use 8= 100.

— Vs = Vo — AV

Req
270 Q<§’
C1 03
A B I | s IBL,
Qia Qi Ves v 5 Veg=-1.11V
leo| 25 1
Ve l %RES -
2 kQ
~Vgg=-52V Ia.
—
N — 1 Identical °
Loads .

Fig. 9.42

27. Two identical RTL gates are wire-ANDed. Each gate has a fan-out of 5. Calculate the fan-out of the combined
gate. What operation is performed by this gate?

+Vee +Vee |

7y

= = Load Gates

Fig. 9.43
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28. Explain the operation of the DCTL gate shown in Fig. 9.44. What logic function does it perform?
29. Explain the operation of the DTL gate in Fig. 9.45. What logic function does it perform?

%+ VCC +VCC
R ' R
¢ | ¢ IVcc (5 V) !
y o |
! - G, o : Vee (5 V)
I 1 hy |
| =
+V, R (5 kQ) Rg (2.2 kQ |
[ % | Vo o @2 k) |
B | c |
| - A |
| q G, |
| e =
| : c |
| +Vee |
: Re = : Dy P D, D,
- |
| Gy |
| |~ Load Gates —>
| =
:<— Load Gates —>
Fig. 9.44 Fig. 9.45
30. Find V, and I, using the following specifications (Fig. 9.46):
Iy =-1.6mA, V; =08 V..
IOL = 16 mA, VOL = 0.2 Vtyp’
Iy =40 uA, Vg =2.0 Vi,
Loy =-400 pA, Vo =34V,
+5V
10 kQ
Va
) 5V v
ov LI in
) e T e
(a) (b)
5V —
v )P ov 45V )
0 v—'1 5V ’ ()
[: 10 kQ

(c)

(d)

Fig. 9.46
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31. The output of an inverter is modeled under static conditions by a voltage source of approximately 5 V in
series with a resistance of 2 k€ at logic HIGH, and a source of approximately 0.9 V in series with a resistance
of 500 Q at logic LOW. If the input currents drawn by the inverter are zero at logic LOW and 2.25 uA at
logic HIGH, calculate the fan-out. Explain the difference between static and dynamic fan-out. (Fig. 9.47)

|
|
|
Ro=2kQ |
|
|

Driver Inverter

N Load Inverters

Fig. 9.47

32. Determine the range of R in Fig. 9.48(a) if two open-collector gates are wire-ANDed and the output is used
to drive three identical gates of open-collector family. It is required that the output must not drop below 4 V
at logic HIGH. Use 8, = 0.4 and S = 50 for all the transistors in the gates. Each gate has the configuration as
shown in Fig. 9.48(b).

+ VCC

Qs

r

Y= A-B-C-D

(a) Wire-anDed Output using Open-collector Gates (b) Open-collector TTL NAND Gate

Fig. 9.48 for 9.32.

33. For an open-collector TTL gate the specifications are:
Vou=24V; Vor =04 V; Iy =250 UA;
Iop =16 mA; I;; =40 pA; I;; = -1.6 mA
If five such gates are wire-ANDed, and are loaded by similar six gates, calculate the value of collector
resistance R required (Fig. 9.49). Assume V- =5 V.
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VCC = 5 V
Re
— Iy
/}
= .
"l_ Y — I
o
" —
_— 3
—> Iy
low

IIL

> Iy
D N
—_— 3
—> Iy
low
) > Iy
I — — Iy

TYTYYY

Fig. 9.49
—— OBJECTIVE TYPE QUESTIONS

Fill in the Blanks

34.
35.
36.
37.
38.
39.
40.

41.
42.
43.
44.
45.

46.
47.
48.

49.

50.
51.

52.
53.
54.

There is no single, ideal set of that fulfils all requirements.
Two major integrated circuit types are and

TTL gates switch .

CMOS has power dissipation.

Usually a of logic gate is used throughout a logic system.
Sometimes different logic families have to be

Where a V. of +5 V is specified, the actual voltage must usually be within +0.25 of 5 V for
gate operation.

The minimum high-input voltage is the minimum voltage required to represent a input level.
The maximum low-input voltage is the level acceptable as a logic O input.

The low level input current is a quantity.

The low-level output current is a quantity.

The minimum logic 1 output voltage should be equal to or greater than the logic 1 input
voltage.

The maximum logic 0 output voltage must be equal to or the maximum logic O input voltage.
The fan-in of a gate is equal to the number of which can be connected to it and used as inputs.
The fan-out of a gate is equal to the maximum number of inputs that can be connected to the of
each gate.

Using circuits with large amounts of fan-out will have the effect of limiting the with which
gates can be operated.

The switching speed of a logic gate is defined in terms of its time.

The propagation delay time specified on the logic gate data sheets is usually the of tp;y and
Iphy-

The noise immunity of a logic gate does not depend solely on

A gate that switches slowly is less sensitive to fast noise spikes than one that has a very short time.
Noise immunity is usually described as
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72.
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74.
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76.
77.
78.
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DTL circuits are essentially diode gates followed by transistor stages.

A transistor provides means of a term.

A transistor provides a , enabling more inputs to be connected to an output.

By providing all gate outputs with a transistor stage, it gives a wider between logic levels.
The diodes place a limit on the due to the charge stored in their junctions.

HTL is much more immune to than DTL.

The input signal to a TTL NAND gate travels through three stages of internal circuitry: input, control and

A forward-biased NPN transistor will have approximately volts across its base-emitter junction.
A forward-biased NPN transistor will have approximately volts across its collector-emitter
junction.

The letters L and H in the abbreviation ,; refer to the transition in the signal.

Open inputs degrade ac noise immunity as well as the of a circuit.

Unused inputs on AND and NAND gates should be tied

Unused inputs on OR and NOR gates should be tied to .
Decoupling capacitors tend to hold the V. level at each IC

Reducing all the internal resistance values of the standard TTL series increases but it reduces
propagation delay.

The 74HXX series has almost the propagation delay but almost double the power consumption
of the standard TTL series.

The 74LXX series has almost the propagation delay but almost half the power consumption of

the standard TTL series.
The lower the speed-power product the

The oxide isolation process is used by and series.

Oxide isolation has reduced the propagation delay in the 74FXX series to almost
Emitter-coupled logic provides the highest ICs.

The drawback of ECL is its very high

Two very important factors of integrated circuit loglc are and cost of manufacture.
The main advantage of I’L is high

I’L is used mostly for functions.

Eliminating the resistors reduces the capacitance and improves the of integrated injection logic.
IL is also known as

Typical switching times for I°’L range from to

I’L can operate from or supply voltages.

Power dissipation per gate for I’L can be anywhere from to

The speed-power product is a type of .

The operating frequency for CMOS is for determining power dissipation.

Where speed is important, any of the families except 74L may be suitable.

Where speed is important, or may be chosen.

ECL has a fan-out of
TTL has a fan-out of .
CMOSis__ than TTL.

CMOS has noise immunity.

In situations where low power dissipation and/or large fan-out are required __is the only choice.
I’L is suitable for applications where low ______is important.

I’L is suitable for applications where high ___ s important.

The HC/HCT series consumes _ depending on frequency.

The HC/HCTis — with the TTL family.

The HC/HCT isalso — voltage-level compatible with the TTL family.

The HC/HCT series offers greater

The HC/HCT series offers greater voltage and temperature operating

BiCMOS combinesthe _ of bipolar transistors and CMOS transistors.
BiCMOS forms anextremely _ power, _ speed family of digital logic.
The BiCMOS seriesismostly _ to microprocess or bus interface logic.

The BiCMOS logic is mainly availablein _ configuration.
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105.
106.
107.
108.

109.

The actual power dissipation of BICMOS depends on how often the IC is

The actual power dissipation of BICMOS depends on the HIGH/LOW when it is active.

The 74LV series has been developed to meet the extremely requirements of battery-powered,
hand-held devices.

The power consumption of CMOS logic ICs decreases approximately with the of the power
supply voltage.

CMOS technology is for low-power and low-voltage applications.

True/False Questions

110.
111.
112.
113.
114.

115.
116.
117.
118.
119.
120.
121.
122.
123.
124.
125.
126.
127.
128.

The part number for a basic logic gate varies from manufacturer to manufacturer.

The rise time is the length of time required for a digital signal to travel from 0 V to its HIGH level.

A TTL output acts as a current sink in the LOW state.

If a logic circuit has fan-out of five, the circuit has five outputs.

A logic with Ipp,,) = 12 ns and Pp ) = 15 mW has a greater speed-power product than one which 8 ns and
30 mW.

When NAND gate inputs are tied together, they are always treated as a single load on the signal source.
The HIGH-state noise margin is the difference between Vpqyin) and Ve

The high speed of ECL ICs is achieved by fully saturating the ON transistor.

CMOS power drain increases with operating frequency.

Unused CMOS inputs can be left unconnected.

TTL is better suited than CMOS in high-noise environments.

CMOS switching speed increases with frequency.

CMOS switching speed increases with the supply voltage.

I’L is not available in SSI packages containing individual gates.

Integrated circuit resistors can easily occupy 10 times the area of a transistor.

The 4000B CMOS has severe output current limitations.

The voltage and current levels of all gates involved in interfacing need not to be looked into.

In general, a pull-up resistor is not always required when interfacing TTL to CMOS.

A pull-up resistor takes up valuable room on a printed-circuit board.

Multiple Choice Questions

129.

130.

131.

132.

133.

134.

135.

If a logic circuit has a fan-out of 4, then the circuit

(a) has 4 inputs (b) can drive a maximum of 4 inputs
(c) has 4 outputs (d) gives output 4 times the input
RTL consists of

(a) resistors, transistors and inductors

(b) resistors and transistors

(c) resistors, diodes and bipolar junction transistors

(d) resistors, capacitors and diodes

Which of the following logic families has the least propagation delay?

(a) RTL (b) CMOS (c) DTL (d) I’L
Which of the following logic families dissipates minimum power?
(a) CMOS (b) DTL (c) ECL (d) TTL

In general, the propagation delay time of MOS devices

(a) is of the same order as bipolar transistors

(b) is less than that of bipolar transistors

(c) is more than that of bipolar transistors

(d) may be more or less than that of bipolar devices

The propagation delay time of a non-saturated bipolar logic family
(a) is less than that of a saturated bipolar logic family

(b) is the same as that of a saturated bipolar logic family

(c) is more than that of a saturated bipolar logic family

(d) is more than that for NMOS logic family

Bipolar logic families employ

(a) junction field-effect transistors (b) p-n junctions
(c) n-p-n transistors (d) MOSFETs
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136. The logic family with highest noise margin is

(a) T°L (b) TTL (c) HTL (d) CMOS
137. The figure of merit has minimum value for
(a) I°L (b) TTL (c) NMOS (d) ECL
138. Recommended fan-out for TTL gate is
(a) 10 (b) 20 (c) 4 (d) 50
139. Current hogging is a serious drawback in
(a) DTL (b) TTL (c) DCTL (d) ECL
140. The main advantages of TTL with totem-pole output as compared to other TTL types are
(a) higher fan-in and fan-out (b) fast switching and low power dissipation
(c) higher noise margin and low cost (d) none of these
141. The main disadvantage of TTL with totem-pole output is
(a) high power dissipation (b) low fan-out

(c) that wire-ANDing operation is not allowed
(d) low noise margin
142. Which of the following logic families has complementary output?

(a) DTL (b) TTL (c) I’L (d) ECL
143. Which of the following logic families has maximum fan-out?
(a) CMOS (b) PMOS (c) ECL (d) 'L

144. Which of the following series is a TTL-IC family, designed to operate satisfactorily in the temperature range
from —55 to +125°C for military applications?

(a) 5300 series (b) 5400 series (c) 7300 series (d) 7400 series
145. MOSFET is also known as
(a) UJT (b) CMOS (c) IGFET (d) bipolar junction transistor
146. The logic family suitable for making LSI is
(a) TTL (b) DTL (c) I’L (d) RTL
147. The speed at which Schottky TTL can operate is
(a) lower than that of standard TTL (b) equal to that of standard TTL
(c) higher than that of standard TTL (d) lower than or equal to that of standard TTL
148. I°L is a modified version of
(a) RTL (b) DTL (c) TTL (d) DCTL
149. The figure of merit of a logic family is given by
(a) gain X band width (b) propagation delay time X power dissipation
(c) fan-out X propagation delay time (d) noise margin X power dissipation
150. The figures of merit of some logic families are given below. Select the logic family with the best figure of
merit.
(a) 1pJ (b) 100 pJ (c) 135 pJ (d) 300 pJ

151. The Schottky TTL consists of
(a) bipolar junction transistors
(b) bipolar junction transistors and resistors
(c) bipolar junction transistors, diodes and resistors
(d) Schottky transistors, diodes and resistors
152. Schottky low power TTL devices are preferred over standard TTL devices because of

(a) their lowest value of figure of merit (b) their lowest propagation delay time

(c) their lowest power dissipation (d) their lowest supply voltage requirement
153. ECL is

(a) a non-saturated bipolar logic family (b) a saturated bipolar logic family

(c) a unipolar logic family (d) none of the above

154. The switching speed of ECL is very high because
(a) the transistors are switched between cut-off and saturation regions
(b) the transistors are switched between active and saturation regions
(c) the transistors are switched between active and cut-off regions
(d) the transistors may operate in any of the three regions
155. The speed of operation of a TTL circuit is
(a) same as that of a DTL circuit (b) less than that of a DTL circuit
(c) equal to or higher than that of a DTL circuit (d) definitely higher than that of a DTL circuit
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156.

157.

158.

159.

160.

161.

162.

163.

164.

165.

166.

167.

168.

169.

170.

171.

172.

173.

When a logic gate is driving another logic gate, the condition which must be satisfied for proper operation is
(@) Vog > Vigyand Vo >V (b) Vogy< Viyand Vo, >V,

(¢) Vog< Vigand Vo <V (d) Vog>Vyand Vo, <V

An open input terminal of a TTL gate

(a) will assume a very high voltage

(b) will behave as if it is connected to logic 0 level

(c) will behave as if it is connected to logic 1 level

(d) will assume some voltage between logic 0 and 1 levels

TTL circuits with active pull-up are preferred because of their suitability for

(a) wired-AND operation (b) bus operated system

(c) wired logic operation (d) reasonable dissipation and speed of operation
For I°L, the logic levels corresponding to 0 and 1, respectively are

(@) Oand 5V (b) 0.2and 5V (c) 0.2 and 0.8 V (d) 0.8 and 5V

I’L consists basically of

(a) normal bipolar junction transistors (b) multiple collector transistors

(c) multiple emitter transistors (d) one multiple emitter and some normal transistors
Wired logic is not possible in

(a) ECL (b) TTL with active pull-up

(c) open-collector TTL (d) TTL with passive pull-up

The TTL logic family with minimum value of figure of merit is

(a) Schottky TTL (b) low power TTL

(c) high power TTL (d) low power Schottky TTL

ECL circuits have higher fan-out because of their

(a) high input impedance (b) low output impedance

(c) high input impedance and low output impedance
(d) complementary outputs
Tristate logic has

(a) only two output states; 0 and 1 (b) three output states; 0, 1, and high impedance
(c) logic O output when tristated (d) logic 1 output when tristated

Tristate logic is used for

(a) improving the figure of merit (b) increasing the fan-out

(c) bus oriented systems (d) improving the speed of operation

The most commonly used logic for LSI is

(a) TTL (b) HTL (c) RTL (d) NMOS

MOS logic circuit consists of

(a) only MOS devices (b) MOS devices and resistors

(c) MOS devices and diodes (d) MOS and bipolar devices

CMOS logic consists of

(a) only n-channel MOS devices (b) only p-channel MOS devices

(c) MOS devices and capacitors (d) p-channel and n-channel MOS devices
The logic family best suited for high noise level industrial environment is

(a) TTL (b) HTL (c) MOS (d) ECL

In ECL negative supply voltage is used because of

(a) reduction in noise at the output (b) saving in power

(c) ease of wired-OR operation (d) increase in speed of operation

The most popular logic family for SSI and MSI digital ICs is

(a) I’L (b) NMOS () TTL (d) DTL

An open input terminal of MOS logic

(a) will assume a very high voltage which can damage the device
(b) will behave as if it is connected to logic 0 level

(c) will behave as if it is connected to logic 1 level

(d) will assume some voltage between logic 0 and logic 1 level
An open input terminal of ECL gate

(a) will behave as if it is connected to logic O level

(b) will behave as if it is connected to logic 1 level
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(c) will assume a very high voltage which can damage the device

(d) will assume some voltage between logic 0 and logic 1 levels

MOS devices are used for VLSI because of

(a) their higher propagation delay (b) lower silicon chip area required
(c) availability of p-channel and n-channel devices

(d) availability of enhancement and depletion mode MOSFETs

175. A CMOS inverter consists of
(a) an n-channel MOSFET and a resistor (b) a p-channel MOSFET and a resistor
(c) n-channel and p-channel MOSFETs (d) n-channel and p-channel MOSFETSs and resistors
176. The supply voltage permissible for CMOS devices is
(a) +5V (b) 5V (c) 3-15 V (d) 12V
177. Standard TTL is a
(a) current source logic (b) current sink logic
(c) non-saturated bipolar logic (d) unipolar logic
178. Schottky TTL is a
(a) non-saturated bipolar logic (b) saturated bipolar logic
(c) current source logic (d) high threshold logic
179. The logic family with lowest propagation time (or highest speed) is
(a) CMOS (b) NMOS (c) TTL (d) ECL
180. The logic swing of a gate is about 0.8 V. This gate belongs to the logic family
(a) TTL (b) NMOS (c) CMOS (d) ECL
181. The logic swing is maximum for the logic family
(a) I’L (b) ECL (c) CMOS (d) TTL
182. The logic levels for ECL are taken as
(a) ‘0’=-1.8Vand ‘I’=-08V (b) ‘0O=0Vand ‘I"’=1V
(c) ‘0’=02Vand ‘1I’=5V (d) none of these
ANSWERS
1. The various approaches to digital design are called logic families.
2. The integration level of digital devices is categorised by the number of standard gates they contain.
3. The maximum number of similar gate inputs that any one gate output can drive is termed the loading factor of

Nk

(o]

10.

11.

12.
13.
15.
16.
17.
18.

the gate.

Fan-out = IOL(max)/I[L(max)'

According to how their gates are interconnected.

The input resistors in RTL are replaced by diodes in DTL.

(a) Minimum number of chip interconnections,

(b) Space saving, (c) Simple manufacturing requirements.

It provides a buffer, enabling more inputs to be connected to an output.

Input current HIGH condition, /;; Input current LOW condition, /;;

Output current HIGH condition, /,; Output current LOW condition, /.

It is the number of gates of the same subfamily that can be connected to a single output without exceeding the
current rating of the gate.

Sink current flows into the gate and goes to ground. Source current flows out of the gate and supplies other

gates.
It pulls the output of the gate upto 5 V when the output transistor is off.
LOW. 14. 74AS.

Connect to +V through a 1 kQ resistor; connect to another used input.
HIGH, LOW, Hi-Z.

Because of the unsaturated state of the ON transistor.

To prevent static charge build up. 19. NMOS.
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20. Gate input capacitances that cause an increase in load capacitance for each additional load.

21. High packing density of gates.

22. 58 kQ 23. Three-input AND; fan-out = 2 (2.9); Rp =58 kQ

24. 1, = 10 ns; Pp, = 2.75 mW; fan-out = 20 fan-in = 20

25. There is a 0.2 V drop across the 1.6 k€, 0.7 V across Vgp,, 0.7 V across D,, leaving 3.4 V at the output

terminal.

26. N =550 27. 10; Four-input NOR gate 28. NOR

29. NAND

30. (@) V,=34 V. 1,=120 uA )V, =406V, V,, =LOW, I, =20 uA,,
© V,=Vo, =02V, I,=32mA (d) Vg=Vou =34V, 1, =360 HA

31. N =537, If the input signal is changing slowly, the fan-out is called the static or dc fan-out; if the input signal
is switching at a fast rate, the fan-out is called the dynamic fan-out. Dynamic fan-out is significantly lower
than static fan-out.

32. 27T Q< R-<1235 Q

+VCC +VCC
/ l % l.‘?l %
R Rc Rc
low Iy N
S —TNON R
- / I_ _/’ — / I_ _/, /
/ High / *E Low /
SO L e
. . . l . . . - .
— ) <o — ) — ) OFE - \
I N )

N Drivers L Loads N Drivers L Loads

(a) (b)

Fig. 9.50 Solution for Problem 32.

Wired-AND gates driving loads. (a) Logic HIGH output (b) Logic LOW output.
33. For Y =1 (HIGH), R- = 1.74 kQ; For Y = 0 (LOW), R = 0.72 kQ

34. logic circuit 35. TTL, CMOS 36. very fast 37. very low

38. single type 39. interfaced 40. reliable 41. logic 1

42. highest 43. negative quantity 44. positive quantity ~ 45. minimum

46. less than 47. gate outputs 48. output 49. speed

50. propagation delay 51. average 52. noise margin 53. propagation delay

54. poor, fair, good, or excellent 55. inverter 56. complementing 57. buffer

58. voltage swing 59. switching speed  60. noise spikes 61. totem-pole output

62. 0.7 63. 0.3 64. output 65. switching speed

66. HIGH 67. ground 68. constant 69. power consumption
70. half 71. double 72. better 73. T4ALSXX and 74FXX
74. 2.7 ns 75. speed 76. power consumption 77. physical size

78. packing density 79. very fast switching 80. switching speed  81. merged transistor logic
82. 10 ns, 250 ns 83. LOW, HIGH. 84. 6 uW, 70 uWw 85. Figure of merit

86. critical 87. TTL 88. ECL or Schottky TTL (74 S or 74 AS)

89. 25 90. 10 91. faster 92. excellent

93. CMOS 94. power 95. gate density 96. less power

97. pin compatible 98. input/output 99. noise immunity  100. ranges

101. best features 102. low, high 103. limited 104. octal (8-bit)

105. inactive 106. duty cycle 107. low power design 108. square

109. tailored 110. False 111. False 112. True
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113. False 114. False 115. False 116. False
117. False 118. True 119. False 120. False
121. False 122. True 123. True 124. True
125. True 126. False 127. False 128. True
129. (¢) 130. (¢) 131. (d) 132. (a)
133. (¢) 134. (¢) 135. (¢) 136. (b)
137. (a) 138. (a) 139. (¢) 140. (b)
141. (¢) 142. (d) 143. (a) 144. (b)
145. (¢) 146. (¢) 147. (¢) 148. (d)
149. (b) 150. (a) 151. (d) 152. (a)
153. (a) 154. (¢) 155. (d) 156. (d)
157. (¢) 158. (d) 159. (¢) 160. (b)
161. (b) 162. (d) 163. (¢) 164. (b)
165. (¢) 166. (d) 167. (a) 168. (d)
169. (b) 170. (a) 171. (¢) 172. (a)
173. (b) 174. (b) 175. (¢) 176. (¢)
177. (b) 178. (a) 179. (d) 180. (d)

181. (c) 182. (a)
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10

Arithmetic Circuits

INTRODUCTION

A range of devices is available for performing binary
arithmetic functions. Their usefulness and cost-
effectiveness is thrown into some doubt these days due to
the low cost and availability of the microprocessor. They
will always have a place where the arithmetic require-
ment is very simple or basic, or where a simple arithmetic
procedure is a small part of a much more complex func-
tion best performed by discrete hardware. Complicated
arithmetic calls for complicated circuits, and it is in these
circumstances that the designer should really consider
whether a microprocessor might be a better solution.

ADDITION AND SUBTRACTION

In binary arithmetic we must not only add the digit of
equivalent significance of the two numbers to be
summed but also the carry bit (in case it is present) of
the next lower significant digit. This operation may be
carried out in two steps: first add the two bits corre-
sponding to the 2% digit, and then add the resultant to
the carry from the 2¥! bit. When you subtract several
columns of binary digits, you must take into account
the borrowing and should also keep track of the differ-
ences and borrows.

10.1 Explain the general form of binary addition in
the least significant and more significant
columns.

Solution:

The general form of binary addition in the least signifi-

cant column can be written as:

Ag+ By=Z%2y+ C 10.1

The sum output is given by the summation symbol (X)

called sigma, and the carry-out is given by C,,. The

out

out*

truth table in Table 10.1 shows the four possible condi-
tions when adding two binary digits.

Table 10.1 Truth Table for Addition of two Binary
Digits in the Least Significant Column

AO BO Z‘0 C{ml
0 0 0 0
0 1 1 0
1 0 1 0
1 1 0 1

If a carry out is produced, it must be added to the
next-more-significant column as a carry-in (Cj,).
Figure 10.1 shows this operation and truth table. In the
truth table, the C,, term comes from the value of
C,y, from the previous addition. Now, with three
p03ssible inputs there are eight combinations of outputs
(27 =8).

//// N
e——
y y~ N |
C., C., : | Al By | G| |21 Cou
|
Al Ao: | 0 0 0 0 0
B B 1 0 0 1 1 0
+ 1 o, 1| o 1 0 1 0
>, T, >, | ' 0 1 1 0 1
it o o[ o
+ o 1 0 1 0 1
Cgut Cout | : 1 1 0 0 1
N s\ 1 1 1 1 1
\\ /
\\ //

Fig. 10.1 Addition in the More Significant Columns
Requires Including C,, with A; + B;



In order to perform binary addition, we represent all
binary numbers in groups of 8 or 16, because that is
the standard used for arithmetic in most digital com-
puters today.

10.2 Explain the general form of binary subtraction
in the least significant and more significant col-
umns.

Solution:
The general form of binary subtraction in the least sig-
nificant column can be written as:

Ay—By= Ry + B, 10.2
The difference, or remainder, from the subtraction is
Ry, and if a borrow is required, B is 1. The truth table
in Table 10.2 shows the four possible conditions when
subtracting two binary digits.

Table 10.2 Truth Table for Subtraction of Two Binary
Digits in the Least Significant Column

AO BO RO Boul

0 0 0 0 Borrow required
0 1 1 l/because Ay < By
1 0 1 0

1 1 0 0

If a borrow is required, A, must borrow from A, in
the next more-significant column. When A, borrows
from its left, A, increases by 2 (just as in decimal sub-
traction where the number increases by 10).

10.3 Elaborate on binary subtraction in the second
and more significant columns.

Solution:

The second column and all more significant columns
first have to determine if A was borrowed-from before
subtracting A — B. Therefore, they have three input con-
ditions, for a total of eight different possible combina-
tions, as illustrated in Fig. 10.2.

—~ ~

~ ~
/ Yy TN \\ Ay | By | Bin| |R1 | Bout
|
B, By | : 0jo0jo0f|o0 0/ Borrow (B,,)
A Ay 00| 1|1 ]| 1% required
- B By | : 0|1|0][[1]| 1 because B,
R, R, | (| O 1] 1]/0| 1 needsto
+ + : I 1 10| 0]||1]| 0 borrow from
B B | 110 1]/0] 0 A, whichis
o \Om } : 1]11]0[/0]| 0 zero.
AN T A T A T AT A
~ e

Fig. 10.2 Subtraction in the More Significant Columns.
10.4 Subtract 4 — 1 (0100, — 0001,).

Solution:
49 Ay Ay AL A
-1y -B; B, B, B

(=]
O © = o
— O ™™~
J ol

=39
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To subtract 0100 — 0001, A, must borrow from Aj;
but A, is zero. Therefore, A; must first borrow from A,,
making A, a 0. Now A, is a 2. A, borrows from A,
making A, a 1 and A, a 2. Now we can subtract to get
0011 (3;p).

10.5 What is the most widely used method of repre-
senting binary numbers and performing arith-
metic in computer systems?

Solution:

The most widely used method of representing binary
numbers and performing arithmetic in computer sys-
tems is by using the two’s-complement method. With
this method both positive and negative numbers can be
represented using the same format, and binary subtrac-
tion is greatly simplified.

Most computer systems are based on 8-bit or 16-bit
numbers. In an 8-bit system, the total number of differ-
ent combinations of bits is 256 (2%); in a 16-bit system
the number is 65,536 (2!9).

To be able to represent both positive and negative
numbers, the two’s complement format uses the
most significant bit (MSB) of the 8-or 16-bit number to
signify whether the number is positive or negative.
The MSB is therefore called the sign bit and is defined
as 0 for positive numbers and 1 for negative numbers.
Signed two’s complement numbers are shown in
Fig. 10.3.

D, Dy Ds D, Dy D, DD,
Sign bit

L
(a)

D15 D14 D13 D12 D11 D1O D9 D8 D7 D6 D5 D4 D3 D2 D1 DO

‘F Sign bit

(b)

Fig. 10.3 Two’s Complement Numbers: (a) 8-bit Num-
ber; (b) 16-bit Number.

The range of positive numbers in an 8-bit system is
0000 0000 to 0111 1111 (O to 127). The range of
negative numbers in an 8-bit system is 1111 1111 to
1000 0000 (-1 to —128). In general, the maximum
positive number is equal to (2¥' — 1), and the maximum
negative number is —(2"¥') where N is the number of
bits in the number including the sign bit.

10.6 Convert 35,, to two’s complement.

Solution:
If the decimal number is positive, the two’s comple-
ment number is the true binary equivalent of the deci-
mal number.
True binary = 0010 0011
Two’s complement = 0010 0011
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10.7 Convert -35,, to two’s complement.

Solution:
If the decimal number is negative, the two’s comple-
ment number is found by: (a) Complementing each bit
of the true binary equivalent of the decimal number
(this is called the one’s complement); (b) Adding I to
the one’s complement number to get the magnitude bits
(the sign bit will always end up being 1).

True binary = 0010 0011

One’s complement = 1101 1100

Add 1 = +1

Two’s complement = 1101 1101

10.8 Convert 1011 0010 from two’s complement form
to decimal.

Solution:

The sign bit is 1, so the decimal result will be negative.

Two’s complement = 1011 0010
Complement = 0100 1101
Add 1 = +1
True binary = 0100 1110
Decimal equivalent = -78

10.9 Briefly explain the advantages of two’s comple-
ment method.

Solution:

The same digital circuitry can be used for addition and
subtraction, and there is no need to always subtract the
smaller number from the larger number. We must be
careful, however, not to exceed the maximum range of
the two’s complement number: +127 to —128 for 8-bit
systems and +32,767 to -32,768 for 16-bit systems
(+2M 1~ 1 to 2.

10.10 Perform the following subtractions using 8-bit
two’s complement arithmetic: (a) 18 — 7;
(b) 21 - 13; (c) 118 - 54, (d) 59 - 96.

Solution:
(a) 18 — 7 is the same 18 + (-7), so just add 18 to
negative 7.
+18 = 0001 0010
-7 = 1111 1001
Sum 0000 1011 =11,

The carry-out of the MSB is ignored. It will al-
ways occur for positive sums. The 8-bit answer is

0000 1011.
(b) +21 = 0001 0101
~13 = 1111 0011

Sum = 0000 1000 =8
(©) +118 = 0111 0110
54 = 1100 1010

Sum = 0100 0000 = 64
) +59 = 0011 1011
96 = 1010 0000

Sum = 1101 1011 =-37,

10.11 Why is hexadecimal notation popularly used?

Solution:

Hexadecimal representation is a method of representing
groups of 4 bits as a single digit. Hexadecimal notation
has been widely adopted by manufacturers of comput-
ers and microprocessors because it simplifies the docu-
mentation and use of their equipment. Eight-and 16-bit
computer system data, program instructions, and ad-
dresses use hexadecimal to make them easier fto inter-
pret and work with, than their binary equivalents.

Hexadecimal is a base 16 numbering system.

10.12 Add 4F + 2D in hexadecimal.

Solution:
4F = 0100 1111,
+2D — +0010 1101,
0111 1100 =7C

10.13 Subtract AO5C - 24CA in hexadecimal.

Solution: C —A =12 — 10 = 2. 5 borrows from 0, which
borrows from ‘A’ (5 + 16 =21);21 - ‘C’=21-12=09.
0 borrowed from the A, but it was also borrowed from,
so it now becomes 15; 15 — 4 = 11, which is ‘B’. ‘A’
was borrowed from so it isnow 9; 9 -2 =7
Therefore, AO05C — 24CA =7B92

10.14 Explain binary coded decimal; the 4-bit code.

Solution: If human beings had 16 fingers and toes, we
probably would have adopted hexadecimal as our pri-
mary numbering system instead of decimal, and dealing
with microprocessor-generated numbers would have
been so much easier. But, unfortunately, we normally
deal in base 10 decimal numbers. Digital electronics
naturally works in binary, and we have to group four
binary digits together to get enough combinations to
represent the 10 different decimal digits. This 4-bit code
is called binary-coded decimal (BCD).

So what we have is a 4-bit code that is used to repre-
sent the decimal digits that we need while reading a
display on calculators or computer output. The problem
arises when we try to add or subtract these BCD num-
bers. The range of valid BCD numbers is from 0000 to
1001. Therefore, when adding BCD numbers we have
to build extra circuitry to check the result to be certain
that each group of 4-bits is a valid BCD number.

Addition is the most important operation because sub-
traction, multiplication and division can be done by a
series of additions or two’s complement additions.

10.15 Convert the following decimal numbers to
BCD and add them. Convert the result back to
decimal to check your answer.

(a) 8 +7 (b)9+9
Solution:
(a) 8 = 1000
+7 = 0111




Sum = 1111 (invalid BCD number)
Add 6 = 0110
\
= 1510
() 9 = 1001
+9 = 1001
Sum = 10010 (invalid because of carry)
carry
Add 6= 0110
11000 = 0001 1000gcp
AN
= 1810

10.16 Convert the following decimal numbers to
BCD and add them. Convert the result back
to decimal to check your answer.

(a) 52 + 63 (b) 78 + 69
Solution:
(a) 52 = 0101 0010
+63 =0110 0011
Sum = 10110101
Add 6 =0110 invalid BCD number
1 0001 0101 = 0001 0001 O0101gqp
AN
= 115
(b) 78 =0111 1000 |Both groups of 4 BCD
+69 =0110 1001Jbits are invalid
Sum =1110 0001
carry
Add 6 = 0110
1110 0111
Add 6 = 0110
10100 0111 =0001 0100 O111gcp
Nt 7
= 147
ADDERS/SUBTRACTORS

A half-adder is a basic adder circuit. By itself it cannot
perform addition of numbers of more than 1 bit. It lacks
provision for carries from preceding bits. Full-adders
for binary numbers must receive carries as well as the
addend and augend as inputs. A carry input, C,, is the
carry output, C,, of the preceding addition. A full-adder
may be constructed from two half-adders and an OR
gate. During a subtraction, we first need to take the 2’s
complement of the subtrahend. Then we can add the
complemented subtrahend to obtain the answer. With a
controlled inverter, we can produce the 1’s complement.

10.17 Explain the addition of two 2-bit binary
numbers with the help of truth tables.

Solution:
All arithmetic operations and procedures can be
implemented using adders formed from the basic logic
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gates. For a large number of digits we can use medium-
scale-integration (MSI) circuits, which actually have
several adders within a single integrated package.

By reviewing the truth table in Fig. 10.4, we can
determine the input conditions that produce each
combination of sum and carry output bits. Figure 10.4
shows the addition of two 2-bit numbers. This could
easily be expanded to cover 4-8-or 16-bit addition.
Notice that addition in the least significant bit column
requires analysing only two inputs (A, plus B,) to
determine the sum (X)) and carry (C,,). But any more
significant columns (2! column and above) require the
inclusion of a third input, which is the carry (C;,) from
the column to its right. For example, the carry-out (C,,,)
of the 2° column becomes the carry-in (C;,) to the 2!
column. Figure 10.4(c) shows the inclusion of a third
input for the truth table of the more significant column
additions.

Ve _ N
» f/ ~~ N \I 5 ) 5
inputs outputs
Cn  Ci L 2 i
Aq As : Ao B, X, Cout
+ By By L
| 0 0 0 0
4 P P!
" " | : 0 1 1 0
Coul Coul /I | 1 0 1 0
\
\ |
. NI 1 1 0 1
N ~__ _ - 4
(a) (b)
3 inputs 2 outputs
A1 BI Cin 21 Cout
0 0 0 0 0
0 0 1 1 0
0 1 0 1 0
0 1 1 0 1
1 0 0 1 0
1 0 1 0 1
1 1 0 0 1
1 1 1 1 1

(c)

Fig. 10.4 (a) Addition of Two 2-bit Binary numbers
(b) Truth Table for the LSB Addition; (c) Truth

Table for the More Significant Column.

10.18 With the help of a suitable sketch, describe
the working of a half-adder.

Solution:

Designing logic circuits to automatically implement the
desired outputs for a truth table is simple. For the LSB
truth table; for what input conditions is the ¥ bit HIGH?
The answer is A OR B HIGH but not both (exclusive-
OR function). For what inputs condition is the C_, bit
HIGH? The answer is A AND B HIGH (AND function).
Therefore, the circuit design to perform addition in the
LSB column can be implemented using an exclusive-
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OR and an AND gate. That circuit is called a half-adder
and is shown in Fig. 10.5. If the exclusive-OR function
in Fig. 10.5 is implemented using an AND-NOR-NOR
configuration, we can tap off the AND gate for the carry,
as shown in Fig. 10.6. The AND-NOR-NOR configuration
is an Ex-OR. A combinational logic circuit used to add
two binary digits is known as a half adder.

Ao

B DSO = AoBy + AyB,
0
}Coul = AsB,

Fig. 10.5 Half-adder Circuit, using Ex-OR and AND
Gates for Addition in the LSB Column.

Ao

Cout = AoBo

To= AgBy + AyBo

By

Fig. 10.6 Alternative Half-adder Circuit Built from an
AND-NOR-NOR Configuration.

10.19 With the help of a suitable sketch describe the
working of a full adder.

Solution:

As shown in Fig. 10.4, addition in the 2' (or higher)
column requires three inputs to produce the sum (X))
and carry (C,,) outputs. In the truth table Fig. 10.4(c);
for what input conditions is the sum output (£,) HIGH?
The answer is that the X, bit is HIGH whenever the
three inputs (A, B;, C;,) are odd. An even-parity
generator produces a HIGH output whenever the sum
of the inputs is odd. Therefore we can use an even-
parity generator to generate X; output bit, as shown in
Fig. 10.7.

—
B,

¥, =1 for odd number
Cin

7 of HIGH inputs

Fig. 10.7 The Sum (X;) Function of the Full-adder is
Generated from an Even-parity Generator.
What inputs conditions produce a HIGH at C,? The
answer is that C,, is HIGH whenever any two of the
inputs are HIGH. Therefore, we can take care of C
with three ANDs and an OR, as shown in Fig. 10.8.
The two parts of the full-adder circuit shown in Figs
10.7 and 10.8 can be combined to form the complete
full-adder circuit shown in Fig. 10.9. In the figure the
X, function is produced using the same logic as that in
Fig. 10.7 (an Ex-OR feeding an Ex-OR). The C
function comes from AB; or C;, (A;B,+ A;B)). A

out

Cout = 1 for any Two
Inputs HIGH

Fig. 10.8 Carry-out (C,,) Function of the Full-adder.

A1B;

Coul

B, L) _ _
Cin (A1B; + A1By)

o ) D=

Fig. 10.9 Logic Diagram of a Full-adder.

combinational logic circuit used to add three binary
digits is known as a full-adder.

10.20 Apply the following input bits to the adder of
Fig. 10.9 to verify its operation (4, =0, B, =1,
Ci,=D.

Solution:

The full-adder operation is shown in Fig. 10.10.

0
I
1
) X ; C€< =1
0
1

By =1 1 Correct

Answer

\ 0 /
) = -0

Fig. 10.10 Full-adder Operation for Problem 10.20.

10.21 Draw and explain the block diagram of a 4 bit
binary adder.

Solution:

We can simplify the representation of half-adder and
full-adder circuits by drawing only a box with the input
and output lines, as shown in Fig. 10.11. When drawing
multibit adders, a block diagram is used to represent
the addition in each column.

LI L1
A B ABC;

HA FA
CO > Co *
[ [
(a) (b)

Fig. 10.11 Block Diagram of (a) Half-adder; (b) Full-
adder.




For example, in case of a 4-bit adder, the 29 column
needs only a half-adder, because there will be no carry-
in. Each of the more significant columns requires a
full-adder as shown in Fig. 10.12.
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Note that the LSB half-adder has no carry-in. The
carry-out (C,,) of the LSB becomes the carry-in (Cj,)
to the next full-adder to its left. The carry out (C,) of
the MSB full-adder is actually the highest-order sum
output (X,).

(MSB)
Az By Ay By
4-Bit Addition: A B G A B C;
bit representations
As A A A FA FA

+ By B, B, B,
T, Ip I, I, 3

"L Co X Co X

3, I, %,

(LSB)

A, B, A, B

A B C A B
FA HA

C, = C, =

Z1 Z0

Fig. 10.12 Block Diagram of a 4-bit Binary Adder.

10.22 Explain the 7483, 4-bit full adder. Give a brief
description of available MSI adder ICs.

Solution:

Medium-Scale-Integration (MSI) ICs are available with
four full-adders in a single package. Table 10.3 lists the
most popular adder ICs. Each adder in the table contains
four full-adders, and all are functionally equivalent;
however their pin layouts differ (refer to data manual
for pin layouts). Each of them will add two 4-bit binary
words plus one incoming carry. The binary sum appears
on the sum outputs (Z; to X,) and the outgoing carry.

Table 10.3 MSI Adder ICs

Device Family Description

7483 TTL 4-Bit binary full-adder, fast carry
74HC283 CMOS 4-Bit binary full-adder, fast carry
4008 CMOS 4-Bit binary full-adder, fast carry

Figure 10.13 shows the functional diagram and the
logic diagram for the 7483. In the figure the least
significant binary inputs (2°) come into the A B,
terminals, and the most significant (2*) come into the
A,B, terminals.

10.23 Show the external connections to two 4-bit
adder ICs to form an 8-bit adder capable of
performing the following addition:

Solution:

We can choose any of the IC adders listed in Table
10.3 for our design. Let’s choose 74HC283, which is
the high-speed CMOS version of the 4-bit adder (it has
the same logic symbol as the 7483). The two 8-bit

Fast-look-ahead ~
Carry “out
Most Significant A
Binary Inputs | FA, %,
23 4 C;
C
A FA, %,
By C
Ae /—gﬁ b3
B, 2 2
Least Cl
Significant {A1 ,__A’
Binary Inputs (B4 c 21
20 |'
Cin 7483

Fig. 10.13 The 7483, 4-Bit Full-adder.

numbers are brought into the A,B;-to-A,B, inputs of
each chip, Fig. 10.14, and the sum output comes out of
the X, to X, outputs of each chip.

The C;, of the least significant addition (A, + B,) is
grounded (0) because there is no carry-in (it acts like a
half-adder), and if it were left floating, the IC would
not know whether to assume a 1 state or a O state.

The carry-out (C,,) from the addition of A; + Bj
must be connected to the carry-in (C;,) of the A, + B,
addition, as shown. The fast-look-ahead carry circuit
ensures that the carry-out (C,,) signal from the low-
order addition is provided in the carry-in (C;,) of the
high-order addition within a very short period of time
so that the A, + B, addition can take place without
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8 bit Inputs
A
~ ™
A, A, As Bg A By A, B, Ay B, A, B, A B, A, B,
I N T O N N O I
A, B, Ay By A, B, A B A, B, Ay By A, B, A B
Cout 74HC283 Cn Cout 74HC283 Cn
z, z, z, %, %, DN % %4 _-|=-
Tq 3, Ts T %, bR %, %, %,
— (High-Order) (Low-Order) v
—
Sum Output

Fig. 10.14 8-Bit Binary Adder using two 74HC283 ICs.

having to wait for all the internal carriers to propagate
through all four of the low-order additions first.

10.24 Compare and contrast parallel and serial
adders.

Solution:

Parallel adders require more circuits than serial adders
but allow all inputs to be presented at once instead of
sequentially. The advantage of adding serially is that
just one adder is needed. A parallel adder consists of
full-adders connected in cascade, with the output carry
from one full-adder connected to the input carry of the
next full-adder. The inputs to the serial adder are two
series of signals for the addend and the augend. The
output § is a series of signals for the sum. The carry
output C is delayed one clock pulse by a f1ip-£flop
and fed back as a carry input C,. Basically, a serial
adder adds magnitudes. We need a circuit to fest the

carries into and out of the sign bit if the numbers to be
added are in two’s complement. Using one’s complement
we not only have to test sign bit carries but also have to
provide an end-around carry.

10.25 With the help of a diagram describe a parallel-
adder using NAND gates.

Solution:

Parallel addition of two numbers can be carried out by
having a full-adder for each pair of bits that must be
added, except for the least significant bits, which require
only a half adder. To add two 8-bit numbers in parallel
would require seven full adders plus a half adder.

In adder circuit using NAND gates, Fig. 10.15, it is
apparent that the construction of a parallel 8-bit adder
would be quite complicated. N-bit adders are available
as integrated circuits, but once constructed, a parallel
adder is limited to the size of numbers it can handle.
An 8-bit adder cannot handle 9-bit numbers.

© Sum

(b)

Fig. 10.15 Adder Circuit using NAND Gates: (a) Half Adder (b) Full Adder.

10.26 Describe serial addition.

Solution:

In serial addition the two numbers are added one bit at
a time, just as they would be added manually. This can
be done by using two shift registers, a full-adder and a
flip-£flop as shown in Fig. 10.16.

The two first bits are taken from the serial outputs of
the shift registers and added. The sum is fed back to the
serial input of one shift register (register A in this
example) while the carry is stored in the £1ip-flop.
This procedure continues until all bits of the two
numbers have been added, when the sum will be stored



—_C Register A A J
SHE .
Azzlelar
—C  Register B B C,
C
§8888888 [
Load B
Clock Q J _i
] _ Oo—
—a «

Fig. 10.16 Circuit Diagram for Serial Addition.

in the first shift register. If required, a further number
may be loaded into the second shift register and added
to the sum.

10.27 Implement a full-adder using Karnaugh maps.

Solution:

Figure 10.17 shows an arrangement for adding two 4-
bit binary numbers A; A, A; Ay and B; B, B B to give
a 5-bit result X, X5 X, X, X,, where A, B;, and X,
represent the most significant bits, and A,, B, and X,
represent the least significant bits. It is common practice
to number the bits of binary numbers from the right and
to start from 0. Thus an n-bit number has digits from 0
to n-1.

X4 X3 X2 X1 XO
C, |S lc,|S (AL Co| S
Full Full Full Half
Adder Adder Adder Adder
(MSB) C; ‘ C; ‘ C; ‘ (LSB)
A Ay A Ao
(MSB)  Bs B, B, By (LSB)

Fig. 10.17 An Arrangement to Add Two 4-bit Numbers.

It can be seen that each full-adder has three inputs
(A, B, and the carry input C;) and two outputs (the sum
S, and the carry output C,). The function of the full-
adder is described by the truth table of Fig. 10.18.

Boolean expressions can be obtained directly from
this truth table and simplified using algebraic
manipulation. Alternatively, the data can be represented
using Karnaugh maps, as shown in Fig. 10.19.
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A B clc s
¢, s 0 0 0|0 O
0O 0 1 0 1
Full 0O 1 O 0 1
Adder 0 1 1 1 0
1 0 O 0 1
1 0o 1 1 0
| | | 11 0|1 o
A B C 1 1 1 1 1
(a) (b)
Fig. 10.18 A Full-adder.
c, AB s AB

00 01 11 10 00 01 11 10

0| o OT]O ol o| 1]o0 1
c c
10[1[1_]1] 11101 o0

Fig. 10.19 Representation of a Full-adder using

Karnaugh Maps.
From either method of simplification we find that
C,=AB + AC; + BC; 10.3
and S = ABC; + ABC; + ABC; + ABC; 10.4

These functions can be implemented directly, as

shown in Fig. 10.20.
e

_\Acf_r\ c
-/ °

—\ B
L

e
[

T\ &G,
4

ABC,

ABC;

1

[\ 4BC,
-

Fig. 10.20 Implementation of a Full-adder.

10.28 Describe a n-bit binary ripple-carry adder
showing typical carry propagation delays.

Solution:
The parallel adder performs additions at a relatively
high speed, since it adds the bits from each position
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simultaneously. However, its speed is [imited by an
effect called carry propagation or carry ripple, which
can best be explained by considering the following
addition:

+

SO ==
SO ==
O | = =

Addition of the LSB position produces a carry into
the second position. This carry when added to the bits
of the second position, produces a carry into the third
position. The latter carry, when added to the bits of the
third position, produces a carry into the last position.
The key thing to notice is that the sum bit generated in
the last position (MSB) depends on the carry that was
generated by the addition in the first position (LSB).

The parallel adders covered so far are ripple-carry
types in which the carry output of each full-adder stage
is connected to the carry input of the next higher-order
stage. The sum and carry outputs of any stage cannot
be produced until the input carry occurs; this leads to
a time delay in the addition process, as illustrated in
Fig. 10.21. The carry propagation delay for each full-
adder is the time from the application of the input carry
until the output carry occurs, assuming that the P and Q
inputs are present.

11 10 10 10
]
| | @ | | © | | @ | | N
a1 [P I re |
P 0}9 | Q}gl | Ci/Cl | P 3/0/
’ | 2 | ’ | /
ozl i ozl 1 o)y b+
" [ 1 [ 1 [ B
@'__ MSB| T~ T T~ LSB
4 3 2 1
~ 8ns 8 ns 8 ns 8 ns
32 ns
Fig. 10.21 A Four-bit Parallel Binary Ripple Carry

Adder Showing Typical Carry Propagation
Delays.

The input carry to the least significant stage has to
ripple through all of the adders before a final sum is
produced. A cumulative delay through all of the adder
stages is a worst-case addition time. The total delay
can vary depending on the carries produced by each
stage. If two numbers are added such that no carries
occur between stages, the add time is simply the
propagation time through a single full-adder from the
application of the data bits on the inputs to the
occurrence of a sum output.

10.29 Describe in details ‘look-ahead carry’.

Solution:

One method of speeding up the addition process, by
eliminating this ripple carry delay, is called look-ahead-
carry addition. This method is based on two functions
of the full-adder, called the carry generate (CG) and
carry propagate (CP) functions.

The CG function indicates when an output carry is
generated by the full-adder. A carry is generated only
when both inputs bits are Is. This condition is expressed
as the AND function of the two inputs bits P and Q:

CG = PQ 10.5

A carry input may be propagated by the full-adder
when either or both of the input bits are Is. This
condition is expressed as the OR function of the input
bits P and Q:

CP=P+Q 10.6

The carry generate and carry propagate conditions
are illustrated in Fig. 10.22.

P Q CI P Q Cl P Q CI P Q cI
» » » »
e e e e
e e e e
cO > CcO > C > co >
Carry Carry Carry Carry
Generated Propagated Propagated Propagated

Fig. 10.22 [llustration of Carry Generate and Carry
Propagate Conditions.

How can the carry output of a full-adder be expressed
in terms of the carry generate (CG) and the carry
propagate (CP)? The output carry (CO) is a 1 if the
carry generate is a 1 OR if the carry propagate is a 1
AND the input carry (CI) is a 1. In other words, we get
an output carry of 1 if it is generated by the full-adder
(P =1 AND Q = 1) or if the adder can propagate the
input carry (P =1 OR Q =1) and C;, = 1. This
relationship is expressed as

CO=CG+CP-CI 10.7

10.30 How will you form a BCD adder using the
integrated circuit 4-bit binary adders?

Solution:
BCD adders can also be formed using the integrated
circuit 4-bit binary adders. The problem is that when



the sum of any group-of-four BCD exceeds 9, or when
there is a carry-out, the number is invalid and must be
corrected by adding 6 to the invalid answer to get the
correct BCD answer. (The valid range of BCD numbers
is 0000 to 1001).

For example, adding O111gcp + 0110gcp (7 + 6)
gives us an invalid result:
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0111
+ 0110
1101 invalid
+ 0110 add 6 to correct

1 0011
carry to next BCD digit

The corrected answer is 0001 0011ycp, which equals
13.

BCD Input (AgAxAAg + B3B,B,By)

A
r h)
A; By, A, B, A, B, A, B,
0 ‘ 0‘ 11 1 10 1 11 0 ‘
A, B, A; B, A, B, A, B,
Cout B 7'4?-\3dd C, l«——Carry from Next Lower Digit,
asic Adaer if any (Equals 0 if LSD)
%, T4 %, 5,
1 1 0 1
28 22 o1 20
Carry to next Higher Digit
(or use as MSD) 1
0
| S —
Error Correction ol 11 1lo o] 1 l
(add 6) A,B, A;B; A, B, A, B, =
Not c 7483 c
used out  Correction Adder in
%, T4 , 3 =
0 0 1 1
— N ,
MSD =1 v

Corrected LSD BCD Sum = 3

Fig. 10.23 BCD Adder lllustrating the Addition 7 + 6 = 13 (0111 + 0110 = 0001 0011gcp).

10.31 Explain binary subtraction.

Solution:

The process of binary subtraction can be tackled in a
manner similar to that of addition. We can construct a
half-subtractor, as shown in Fig. 10.24(a), with a truth
table as given in Fig. 10.24(b).

Since we are now concerned with subtraction rather
than addition, we have difference (D) and borrow (B)
outputs rather than sum and carry. It is also necessary
to differentiate between the two inputs A and B to
determine which one is subtracted from which. In the
example shown the output is equal to (A-B).

From the truth table we can see that

B,=A-B 10.11
and D=AB+AB=A®B 10.12

It can be seen that D is identical to S for a half-
adder, but that the borrow output is not the same as the
carry.

D

B,

A B
(a) Block Diagram

+

(b) Truth Table

Fig. 10.24 A Half-subtractor.

10.32 Explain multiple-bit binary subtraction.

Solution:
In order to perform multiple-bit subtraction we again
need to consider the effect of one stage on the next.
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Figure 10.25 shows a 4-bit subtractor using four full-
subtractors. This circuit can be cascaded to allow larger
numbers to be used.

B, Dy D, D, Dy
e e ey B - _I
B, B, B, B, |
|
|
Full Full Full Full |
Subtractor Subtractor Subtractor :
|

L B, Jr B, L B, |
As A, A, A
BS BZ B1 BO
Fig. 10.25 A 4-bit Subtractor.

Figure 10.26 shows the truth table for a full-
subtractor. The outputs can be represented by the
Boolean expressions

B,= AB + AB, + BB, 10.13
and D= ABB,+ ABB,+ ABB, + ABB, 10.14
B, D A B B B, D
0 0 0 [0 O
00 1 |1 1
0o 1 0 |1 1
Full o1 1|1 o0
Subtractor 1 0 o0 |0 1
. 10 1]0 o0
1 1 0]0 o0
‘ ‘ 111 (1
A B B
(a) (b)
Fig. 10.26 A Full-subtractor.

These functions can be implemented directly, or
constructed from two half-subtractors as shown in Fig.
10.27.

The subtractor circuits described above work as we
would expect, provided that the result is not negative.

10.33 Explain the working of a two’s complement
adder/subtractor.

Solution:

Often in binary arithmetic circuits we need to have a
device that completes an entire binary string when told
to do so by some control signal. Figure 10.28 shows a
controlled inverter. When INVERT is LOW, it transmits
the 8-bit input to the output; when INVERT is HIGH, it
transmits the /’s complement. For instance, if the input
number is

D,...D,=0110 1110

D
A
I I
I I
I I
I I
| |
! Half |
: Subtractor |
I I
| + - '
| I
I I
I I
I I
| Half |
: Subtractor |
I I
| + - '
L__“____‘ _____ ____I

A B B;

Fig. 10.27 Constructing a Full-subtractor from Two

Half-subtractors.

a LOW INVERT produces
X;...X,=0110 1110

But a HIGH INVERT results in
X, ... X,= 1001 0001

The controlled inverter is important because it is very
helpful in subtraction. During a subtraction, we first
need to take the 2’s complement of the subtrahend.
Then we can add the complemented subtrahend to obtain
the answer. With a controlled inverter, we can produce
the 1’s complement. There is an easy way to get the 2’s
complement.

Figure 10.28 can be used to provide the
complementing function. If the INVERT (C) is HIGH,
each of the data bits is complemented at the output. If
the INVERT (C) is LOW, the data bits pass through to
the output uncomplemented. Two 7486 quad Ex-OR ICs
could be used to implement this design.

Positive two’s-complement numbers are exactly the
same as regular true binary numbers and can be added
using regular binary addition. Also, subtraction in two’s-
complement arithmetic is performed by converting the
number to be subtracted to a negative number in the
two’s-complement form and then using regular binary
addition. Therefore, once our numbers are in two’s-
complement form, we can use a binary adder to get the
answer whether we are adding or subtracting.

For example, to perform the subtraction 18 — 9, we
would first convert 9 to a negative two’s-complement
number by complementing each bit and then adding 1.
We would then add 18 + (-9).

Two’s complement of 18 = 0001 0010

+ Two’s complement of -9 = 1111 0111

Sum = 0000 1001 =9,
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o, —) io 3
D, :) x;
8-Bit gj '_:)D—\ X, i ifCcogtl;oll)e(d Ol_,utpDut
Input Ds l_:)D_l ))Z it C = 0. xZ: ; ; DE:;
I
7 | X7

Complementing
Control Signal (C)

Fig. 10.28 Controlled Inverter (Complementing) Circuit.

All we need for a combination adder/subtractor circuit
is an input switch or signal to signify addition or
subtraction so that we will know whether to form a
positive or a negative two’s-complement of the second
number. Then we will just use a binary adder to get the
final result.

To form negative two’s complement, we can use the
controlled inverter circuit of Fig. 10.28 and add 1 to its
output.

10.34 Illustrate the subtraction 42 — 23 = 19 using
the CMOS 4008.

Solution:
The 4008 are CMOS 4-bit binary adders. The 8-bit
number on the A inputs (A, to A,) is brought directly

A, B, AsB; AsBs A,B,
ol [o o/ [o 1] o o] |1

A; By

1

into the adders. The other 8-bit binary number comes in
on the B; to By lines. If the B number is to be subtracted,
the complementing switch will be in the up (1) position,
causing each bit in the number to be complemented
(one’s complement). At the same time, the low-order
C,, receives a 1, which has the effect of adding a 1 to
the already complemented number B, making it a
negative two’s complement number.

Now the 4008s perform a regular binary addition. If
the complementing switch is up, the number on the B
input is subtracted from the number on the A inputs. If
it is down, the sum is taken. The C,, of the MSB is
ignored. The result can range from 0111 1111 (+127)
to 1000 0000 (-128).

Complementing
Switch

/07 1 (Subtract)

Ay By Ay By A By
0 o] [+ 1| (1 0o 1

ABAREARES

\BAREAREARDS

O—— 0 (Add)

1 1 1 0 1 0 0 0
A, B, A, B, A, B, A B A, B, Ay By A, B, A B
—1Cout 4008 Cin Cout 4008 Cin
%, PR %, %, %, %, %, 5
27 26 25 24 28 22 2! 20

Fig. 10.29 Eight-bit Two’s-Complement Adder/Subtractor, Illustrating the Subtraction 42 — 23 = 19.
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MULTIPLICATION/DIVISION

Since we can subtract by complementing the subtrahend
and adding, we do not need separate circuits for
subtraction. All multiplication can be performed as
repeated addition, but binary multiplication is
particularly easy to perform as repeated addition. Since
binary arithmetic uses just two digits there are just two
rules for multiplying one multiple-bit binary number by
a single binary bit. If the multipliplier bit is 1, the
multiplicand is copied as a partial product. If the
multiplier bit is 0, the partial product is O.

Division 1is the most complex binary arithmetic
operation. There are two basic methods for binary
division: restoring division and non-restoring division.

10.35 What operations must a computer perform for
multiplication?

Solution:
A computer must perform three types of operations for
multiplication.

1. It must determine whether a multiplier is 1 or 0 so
that it can designate the partial product as
multiplicand or 0.

2. It must shift partial products.

3. It must add partial products.

These operations are illustrated in Fig. 10.30. We
need not wait until all partial products are formed before
summing them. We can sum them up as soon as they
are formed, two at a time.

Accumulator A Shift Multiplier Y
Shift Right
Right_>A3 A | Ay |Ag Ys| Yo | Ye Yo
Control Circuit
Samples
Adder| | | | I
Multiplicand
X X3 | Xo | Xy |Xo

Fig. 10.30 Multiplier with Single-length Registers and

Adders.
10.36 Perform the multiplication 13,, X 11,, in 8-Bit
binary.
Solution:
Decimal Binary
13 0000 1101 (Multiplicand)
x 11 x 0000 1011 (Multiplier)
13 0000 1101
13 00001 101 | Partial products
143 000000 00
+ 0000110 1

0001000 1111 (Product)
8-bit answer = 10001111 = 143,

10.37 Describe the procedure, and give the flowchart
for restoring division.

Solution:
Restoring division is done as follows:

1. Place the divisor below the dividend with leftmost
bits aligned.

2. Subtract the divisor from the dividend (or partial
dividend).

3. Check the result. If it is positive or zero, the
quotient bit just above the rightmost position of
the divisor is 1. If the result is negative, the
quotient bit is 0. Add the divisor back to the
dividend to restore the original dividend.

4. Check to see if the quotient has the desired number
of bits. If it has, the division is complete. Otherwise,
shift the divisor one place to the right and repeat
from step 2 onwards.

These operations are illustrated in the flowchart in

Fig. 10.31.
( Start )

Align Leftmost
Bits of Divisor
and Dividend

Subtract
Divisor from
Dividend

Result
Negative
?

No Yes

Quotient Bit is
0; Add Divisor
to Dividend

Quotient
Bit is 1

Division Shift Divisor
Complete Right one
Position

Fig. 10.31 Flowchart for Restoring Division.



10.38 Illustrate the division of 1001 by 1101 by the
method of restoring division.

Solution:
000_10,030 4
0.10 11
1101/ 1001 .00 00
-1 101 Subtract
-0 100 Negative, Q5 =0
+1 1 01 Restore
+1 0010
-1101 Shift and subtract
+1 01 0 Positive, Q_; =1
-1 101 Shift and subtract
0011 Negative, 0 , =0
+1 10 1 Restore
+1 0100 Shift and subtract
-110 1 Positive, 0 5 =1
+01 11 0 Shift and subtract
-110 1 Positive, 0 , =1

+1 Remainder = 1

The binary point is at the right of the numbers. We
extend the dividend with Os as desired—for example,
1001.0000. We number the quotient digits with
subscripts showing the exponent of 2 for each position.
0 =2% 0, =2"=1/2, etc. We show addition and
positive results with plus signs and subtraction and
negative results with minus signs.

10.39 Describe the procedure, and give the flowchart
for non-restoring division.

Solution:
Non-restoring division is done as follows:

1. Place the divisor below the dividend with left most
bits aligned.

2. Subtract the divisor from the dividend.

3. Check to see if the result is negative. If it is positive
or zero, the quotient bit just above the rightmost
bit of the divisor is 1. Shift the divisor to the right
and subtract the divisor from the dividend. Go to
step 4. If the result is negative, the quotient bit
just above the rightmost bit of the divisor is 0.
Shift the divisor one place to the right and add to
the dividend.

4. Check to see if the quotient has the desired number
of bits. If it has, the division is complete.
Otherwise, repeat step 3.

These operations are illustrated in the flowchart in

Fig. 10.32.

10.40 Illustrate the division of 1001 by 1101 by the
method of non-restoring division.
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Align Leftmost
Bits of Divisor
and Dividend

Subtract
Divisor

No Result Yes
Negative
?

Quotient Bitis 1;
Shift Divisor

Quotient Bit is 0;
Shift Divisor Right
Right one Position One Position Add

Subtract Divisor Divisor

Division
Complete
?

No

Fig. 10.32 Flowchart for Non-restoring Division.

Solution:
Q0.1 0,030,
0.1 0 1 1
1101} 1 0 0 1 0 O O O Subtract
-1 1 01 Negative, Q5 =0
-01 0 0O Shift and add
+1 1 0 1 Positive, 0_; =1
+1 0 1 0 Shift and subtract
-1 1 01 Negative, O , =0
-0 0110 Shift and add
+1 1 0 1 Positive, 0 5 =1
+1 1 1 0 Shift and subtract
-1 1 0 1 Positive, Q ,=1

+ 1 Remainder = 1

10.41 Explain how binary multiplication and division
is done.

Solution:

Although it is possible to construct circuits to perform
multiplication and division using simple logic gates, it
is fairly unusual as the complexity of the circuits makes
them impractical. It is more common to perform these
functions using dedicated logic circuits containing a
large number of gates, or to use a microprocessor.
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Typical 8-bit microprocessors, like the 6502 and the
8085 use software multiplication and division. In other
words, multiplication is done with addition instructions
and division with subtraction instructions. Therefore,
an adder/subtractor is all that is needed for addition,
subtraction, multiplication and division.

ARITHMETIC AND LOGIC UNIT (ALU)

The ALU is the number crunching part of the computer.
This means not only logic operations but logic as well.
The arithmetic operations performed by the ALU are
the basic four, i.e. binary addition, subtraction,
multiplication and division. The ALU also implements
several logic operations. The simplest operations are
the basic logic functions of AND, OR and NOT. The
ALU can also shift numbers in several different ways.
The ALU can also compare two numbers to determine
equality and inequality relationships. Several
comparators implement these comparisons. The ALU
also detects simple errors by error detecting circuits.

Inputs Outputs
A
A
AL a,
Fo —r
A,
F £
— B, F
— g Fs
B B 74181 Carry-Out
- |P2 Chia o— —
——B; (Cnia)
Cairy-in A=B Equality
(Cy) —9C
Mode G Generate
Control M
P Propagate
Function | | S,
Select | | S,
—1s,

(a)

10.42 What is the significance of ALUs? How do
they work? Describe a typical ALU.

Solution:

Arithmetic and logic units (ALUs) are available in large-
scale integrated circuit packages (LSI). Typically, an
ALU is a multipurpose device capable of providing
several different arithmetic and logic operations. The
specific operation to be performed is chosen by the
user by placing a specific binary code on the mode
select inputs. Microprocessors may also have ALUSs built
in as one of their many operational units. In such cases,
the specific operation to be performed is chosen by
software instructions.

The 74181 (TTL) or 74HC181 (CMOS) is a 4-bit
ALU that provides 16 arithmetic plus 16 logic
operations. Its logic symbol and function table are given
in Fig. 10.33. The mode control input (M) is used to set
the mode of operation as either logic (M = H) or
arithmetic (M = L). When M is HIGH, all internal carries
are disabled, and the device performs logic operations

M=1
M=H Arithmetic Operations

Selection Logic C, =H

S; S, S; S, | Functions (no Carry)

L L L L |F=A F=A

L L L H| F=A+B | F=A+B

L L H L | F= AB F=A+ B

L L H H F=0 F = minus 1 (2's comp.)

L H L L | F= AB F= Aplus AB

L H L H|F=8B F=(A+ B) plus AB

L H H L F=A®B F = A minus B minus 1

L H H H| F=AB F= AB minus 1

H L L L |F=A+B | F=Aplus AB

H L L H| F=A®B | F=Aplus B

H L H L | F=8B F=(A+ B) plus AB

H L H H| F=AB F = AB minus 1

H H L L | F=1 F=Aplus A

H H L H|F=A+B | F=(A+B)plus A

H H H L | F=A+B | F=(A+ B)plus A

H H H HI|F=A F = A minus 1

"Each bit is shifted to the next-more-significant position.
(b)

Fig. 10.33 The 74181 ALU (a) Logic Symbol, (b) Function Table.

on the individual bits (4, to A, B, to B;), as indicated
in the ‘function table.’

When M is LOW, the internal carries are enabled
and the device performs arithmetic operations on the
two 4-bit binary inputs. Ripple carry output is provided
at Cy.,4, and fast-look-ahead carry is provided at G and
P for high-speed arithmetic operations. The carry-in and
carry-out terminals are each active-LOW (as signified
by the bubble), which means that a O signifies a carry.

Once the mode control (M) is set you have 16 choices
with either the logic or arithmetic categories. The
specific function you want is selected by applying the
appropriate binary code to the function select inputs (S5
to Sy).

For example, with M = H and S5 S, S; Sy = LLLL,
the F outputs will be equal to the complement of A (see
the function table). This means that F, = Ay, F| = 4,

F,= Ay, and F; = A;. Yet another example is with M =



H and $55,5,S, = HHHL; the F outputs will be equal to
A + B (A OR B). This means that Fjy = Ay + B, I, = A,
+ B, Fy,=A,+ B,, and F; = A; + B;.

From the function table we can see that other logic
operations (AND, NAND, NOR, Ex-OR, Ex-NOR, and
several others) are available. The function table in
Fig. 10.33(b) also shows the result of the 16 different
arithmetic operations available when M = L. Note that
the results listed are with carry-in (Cy ) equal to H (no
carry). For Cy = L, just add 1 to all results. All results
produced by the device are in the two’s-complement
notation. Also, in the function table, note that the +sign
means [ogical OR and the word PLUS means arithmetic
sum.

For example, to subtract B from A (A;A,A A, —
B3B,B|B), set M = L and $35,5,S, = LHHL. The result
at the F outputs will be the two’s-complement of A
minus B minus 1; therefore, to get just A minus B, we
need to add for 1. (This can be done automatically by
setting Cy = 0). Also, as discussed earlier for two’s
complement subtraction, a carry-out (borrow) is

generated (Cy,4 =0) when the result is positive or
zero. Just ignore it.

Read through the function table to see the other 5
arithmetic operations that are available.

10.43 Show the external connections to a 74181 to
form a 4-bit subtracter. Label the input and
output pins with the binary states that occur
when subtracting 13— 7 (A =13, B = 7).

Solution:

The 4-bit subtractor is shown in Fig. 10.34. The ALU is
set in the subtract mode by setting M = 0 and 555,55,
= 0110 (LHHL). 13 (1101) is input at A and 7 (0111) is
input at B.

Inputs Outputs
1 20
0 1
13 { 1 A, Fy 0
1 Az F, 1 6
1 Fs 1
B, - :
741 B, s
(1) B, 74181 Cnua O0——0
B,
A=B 0
0——-QCcCy
0 M G 0
0 s, P 0
1 S,
1 S,
0 S,

Fig. 10.34 Four-bit Binary Subtractor using the 74181
ALU to Subtract (13 - 7).
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By setting Cy = 0, the output at F, F, F,, F5 will be
A minus B instead of A minus B minus 1 as shown in
the function table, Fig. 10.33(b). The result of the
subtraction is a positive 6(0110) with a carry-out (Cy,4
= 0). With 2’s complement subtraction, there is a carry-
out for any positive or zero answer, which is ignored.

COMPARATORS

The output of a voltage comparator changes rapidly
from one level to another when the input arrives at a
predetermined voltage. The change in output level
occurs at the instant that the two input voltages become
equal. The input voltages are compared hence the name
comparator.

The equality comparison is the easiest to implement
and can be done with a two-level circuit. Inequality
comparisons are more difficult and can be implemented
either in series or in parallel.

10.44 Discuss basic comparator operation. Draw the
diagram and explain the working of a binary
comparator for comparing two 4-bit binary
strings.

Solution:

Often in the evaluation of digital information it is
important to compare two binary strings (or binary
words) to determine if they are exactly equal. This com-
parison process is performed by a digital comparator.

The basic digital comparator evaluates two binary
strings bit by bit and outputs a 1 if they are exactly
equal. An Ex-NOR gate is the easiest way to compare
the equality of bits. If both bits are equal (0-0 or 1-1),
the Ex-NOR puts out a 1.

In order to compare binary numbers containing more
than just 2 bits, we need additional Ex-NORs, and the
output of all of them must be 1. For example, to design
a comparator to evaluate two 4-bit numbers, we need
four Ex-NORs. To determine total equality connect all
four outputs into an AND gate. That way, if all four
outputs are 1’s, the AND gate puts out a 1. Figure 10.35
shows a comparator circuit built from Ex-NORs and an

AND gate.
0 Indicates the 4 Indicates the
0 DO Input Bits are D1 Input Bits are
Equal. not Equal.
Indicates the Indicates the
0@71 Input Bits are 1 DO Input Bits
1 not Equal. 1 are Equal.

Fig. 10.35 Basic Comparator Operation (Ex-OR Gates).

In Fig. 10.36, if A, & B, are equal, 1-1 or 0-0, the
top Ex-NOR will output a 1. The same holds true for the
second, third, and fourth Ex-NOR gates. If all of them
output a 1, the AND gate outputs a 1, indicating equality.
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Out =1 if

A, Ao = By
B, A= B
A, =B,
As = Bg

S
BS
Fig. 10.36 Binary Comparator for Comparing two 4-
bit Binary Strings.

10.45 Referring to Fig. 10.36 determine if the
following pairs of input binary numbers will
output a 1.

(a) A;AA/Ap=1011
B:B,BiBy=1011
(b) A;A,A1A,=0110
B:B,BiBy=0111

Solution:

(a) When the A and B numbers are applied to the
inputs, each of the four Ex-NORs will output 1’s,
so the output of the AND gate willl be 1 (equality).

(b) For this case, the first three Ex-NORs will output
1’s, but the last Ex-NOR will output a 0 because it
inputs are not equal. The AND gate will output a 0
(inequality).

10.46 Apply each of the following sets of binary
numbers to comparator inputs, and determine
the output by following the logic levels through
the cirucuit.

(a) 10 and 10 (b)

Solution:
(a) The output is 1 for inputs 10 and 10, as shown in
Fig. 10.37(a).
(b) The output is O for inputs 11 and 10, as shown in
Fig. 10.37(b).

10.47 Give the pin configuration and logic symbol
for the 7485. Explain.

Solution:

Integrated-circuit magnitude comparators are available
in both the TTL and CMOS families. A magnitude
comparator not only determines if A equals B, but also
if A is greater than or less than B.

The 7485 is a TTL 4-bit magnitude comparator. The
pin configuration and logic symbol for the 7485 are
given in Fig. 10.38. The 7485 can be used just like the
basic comparator of Fig. 10.36 by using the A inputs, B
inputs, and the equality output (A = B). The 7485 has
the additional feature of telling which number is larger

11 and 10

Py
0 1
o)) et
0
P,
1 1
a))
|
(a)
PO
|
al) et
0
P1
1@ 1
o) e
(b)

Fig. 10.37

}1 — equal

equal

if the equality is not met. The A > B output is 1 if A is
larger than B, and the A < B output is 1 if B is larger
than A.

The basic comparator circuit can be expanded to any
number of bits. The AND gate sets the condition that all
corresponding bits of the two numbers must be equal if
the two numbers themselves are equal.

The expansion inputs 1, < B, and I, > B are used for
expansion to a system capable of comparisons greater
than 4 bits. For example, to set up a circuit capable of
comparing two 8-bit words, two 7485s are required.
The A > B, A= B, and A < B outputs of the low-order
(least significant) comparator are connected to the
expansion inputs of the high-order comparator. That
way, the comparators act together comparing two entire
8-bit words and outputting the result from the high-
order comparator outputs.

For proper operation, the expansion inputs to the low-
order comparator should be tied as follows: I, > B =
LOW, I, = B =HIGH, I, < B = LOW. Expansion to
greater than 8 bits using multiple 7485s is also possible.
Figure 10.39 shows the connections for magnitude
comparison of two 8-bit binary strings. If the high-order
A inputs are equal to the high-order B inputs, then the
expansion inputs are used as a tie breaker.

ERROR DETECTORS

Errors can be detected by checking the parity of a
computer word or of subsets of bits of the word. Even
parity is an even number of 1’s. Odd parity is an odd
number of 1’s. Parity generators add one or more bits
to make the parity of the extended word either even or
odd as desired.
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JE— A3
Bs |1 16 Vee A,
A Input A,
I,<B|2 15 | A; — 1A,
I,b=B|3 14 | B,
B,
A —B. —
Iy>B |4 13 2 B Input > A< B
— B; A= B — ¢ Ouptuts
A>B|5 12 | A —1B A>B[——
A=B |6 11 | B
—I,<B
A<B|7 10 | Ao Expansion { ——/,= B
Inputs
—l4> B
GND | 8 9 |Bg

(a)

(b)

Fig. 10.38 The 7485 Four-bit Magnitude Comparator: (a) Pin Configuration, (b) Logic Symbols.

[ A3  — A3 ( A7 A3
Ay —A, Ag —— Az
Ay — A, Ay —— A,
Ay — Ao A, —A,
Low-order High-order
Inputs < Inputs <
By — B, A<B By — B, A<B— 8-Bit
> B, A=B Be B A= B}——  Comparison
By —{pg, 7485 Bs B, 7485 A= Outputs
\BO—BO A>B \ B, By A>Br——
In< B Iy< B
1—I,=B =B
Iy> B Iy> B

Fig. 10.39 Magnitude Comparison of Two 8-bit Binary Strings (or Binary Words).

10.48 Describe a simple parity generator/checker
system.

Solution:
Parity systems are defined as either odd parity or even
parity. The parity system adds an extra bit to the digital
information being transmitted. A 4-bit system will
require a fifth bit, an 8-bit system will require a ninth
bit, and so on.

In a 4-bit system such as BCD or hexadecimal, the
fifth bit is the parity bit and will be a 1 or 0, depending
on what the other 4-bits are. In an odd-parity system,

the parity bit that is added must make the sum of all 5-
bits odd. In an even-parity system, the parity bit makes
the sum of all 5 bits even.

The parity generator is the circuit that creates the
parity bit. On the receiving end, a parity checker
determines if the 5-bit result is of the right parity. The
type of system (odd or even) must be decided before
hand so that the parity checker knows what to look for
(this is called protocol). Also, the parity bit can be
placed next to the MSB or LSB as long as the device
on the receiving end knows which bit is parity and
which bit is data.
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10.49 Give an example of transmitting a BCD
number in an odd-parity system.

Solution:
Let us say the BCD number 5 (0101) is to be transmitted
in an odd-parity system. Refer to Fig. 10.40.

0 0
B B
1 1
c 0 0 c
D 1 1 D
| L 1 _\J —
T, |(Parity [T T T
| Parity 1 Bit) CEartky | |, Error
IGenerator R Indicator

Transmitting Device

Fig. 10.40 Odd-parity Generator/Checker System.

Receiving Device

As shown in Fig. 10.40, the transmitting device puts
a 0101 on the BCD lines. The parity generator puts a 1
on the parity-bit line, making the sum of bits odd (0 + 1
+ 0 + 1 + 1 = 3). The parity checker at the receiving
end checks to see that the 5 bits are odd and, if so,
assumes that the BCD information is valid. This scheme
detects only errors that occur to [ bit. If 2-bits were
changed, the parity checker would think everything is
okay. However, the likelihood of 2 bits being affected
is highly unusual. For that matter even an error
occurring to even 1 bit is unusual.

10.50 Give one example each of an even-and an odd-
parity generator.

Solution:

The parity generator and checker can be constructed
from Ex-OR gates. Figure 10.41 shows the construction
to form a 4-bit even and a 4-bit odd parity generator.

21 20

\L(LL1

23 22

\ISJJ

21 20

L)

28 22

L

—_
—_

1

Parity Bit
(Even)

Parity Bit = 1
(Odd)

Fig. 10.41 Even-and Odd-parity Generators.

The odd-parity generator has the BCD number 5
(0101) at its inputs. If you follow the logic through
with these bits, you will see that the parity bit will be a
1, just what is required. Computer systems generally
transmit 8 or 16 bits of parallel data at a time.

27 26 25 o* 28 22 21 20

-

Parity Bit
(Even)

Fig. 10.42 8-bit Even-parity Generator.

An 8-bit even-parity gemerator can be constructed
by adding more gates, as shown in Fig. 10.42.

10.51 Construct a parity checker.

Solution:
A parity checker is constructed in the same way as a
parity generator except that in a 4-bit system there must
be five inputs (including the parity bit), and the output
is used as the error indicator (1 = error condition).
Figure 10.43 shows a 5-bit even-parity checker. The
BCD 6 with even parity is input. Following the logic
through the diagram, it can be seen that the output will
be 0, meaning no error.

Parity
bit 23 22

U

21 20

[P

0

Error Indicator
(0 = No Error 1 = Error)

Fig. 10.43 Five-Bit Even-parity Checker.
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ENEEEEN SUMMARY

When adding you must take care of the carries.

When subtracting you must take care of the borrows.

A half-adder is a basic adder circuit. By itself it cannot perform addition of numbers of more than 1 bit.
Full-adders may be constructed from two half-adders and an OR gate.

Multiplication can be performed as repeated addition.

Division can be performed as repeated subtraction.

The ALU is the number crunching part of the computer. It provides several different arithmetic and
logic operations.

The equality comparison is the easiest to implement.

Inequality comparisons are more difficult and can be implemented either in series or in parallel.
Errors can be detected by checking the parity of a computer word or of subsets of bits of the word.
The parity generator is the circuit that creates the parity bit.

YV V V V V V

Y V V V

Test your REVIEYW QUESTIONS

understanding

1. Binary addition in the least significant column deals with how many inputs and how many outputs?
2.
3. Are the following two’s-complement numbers positive or negative?

Which bit in an 8-bit two’s complement number is used as the sign bit?

(a) 1010 0011 (b) 0010 1101

(c) 1000 0000

Which of the following decimal numbers cannot be converted to 8-bit two’s-complement notation?
(a) 89 (b) 135 (c) -107 (d) -144

Why is hexadecimal commonly used when working with 8-, 16-, and 32-bit computer systems?
What procedure is used to correct the result of a BCD addition if the sum is greater than 9.

Name the inputs and outputs of a half-adder.

Why are the input requirements of a full-adder different from those of a half-adder?

What input conditions to a full-adder produce a 1 at the carry-out (C,,)?

All the adders in the 7483 4-bit adders are full-adders. What is done with the carry-in (C;,) to make the first
adder act like a half-adder?

. What is the purpose of the fast-look-ahead carry in the 7483 IC?

How many inputs does a full-adder have? How many outputs?

. For what input conditions is the X, bit HIGH?
. For what input conditions is the C_, bit HIGH?

out

. For what input conditions is the sum output (X£,) HIGH?

. What input conditions produce a HIGH at C,,?

. What is the purpose of the AND and OR gates in the BCD adder circuit of Fig. 10.23?

. The complementary switch in Fig. 10.29 is placed in the 1 position to subtract B from A. Explain how this

position converts the binary number on the B inputs into a signed two’s-complement number.

. What is the purpose of the mode control input to the 7481 arithmetic/logic unit?

. If all the inputs to a 7485 comparator are LOW except for the /, < B input, what will the output be?

. How can you tell when a correction is needed in BCD addition?

. What are the three basic parts of a BCD adder circuit?

. Describe how the BCD adder circuit detects the need for a correction and executes it.

. Draw the block diagram of a half-subtractor. Label inputs and outputs.

. Draw a truth table for a half subtractor.

. Draw the block diagram of a full subtractor. Label inputs and outputs.

. Draw the truth table for a full subtractor.

. Calculate the sum of the 2’s complement numbers 1110 and 1101. Give the answer in 2’s complement and in

decimal.
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29.

30.

Test your SUPPLEMENTARY PROBLEMS

understanding

31.
32.
33.
34.
35.
36.
37.
38.
39.
40.
41.

42.
43.
44.
45.

Test your

Calculate the sum of the 2°s complement numbers 0110 and 1100. Give the answer in 2’s complement and in
decimal.
Using odd parity, what bit would be transmitted with the 7-bit ASCII code 1011000 as a parity bit.

Explain a 4-bit parallel adder.

Explain the working of a carry anticipation circuit.

[llustrate and explain a 4-bit parallel binary subtractor.

Realise a full-subtractor using NAND gates only.

Draw a 6-bit binary adder using two 7483 4-bit adders.

Draw a 16-bit binary adder using four 4008 CMOS 4-bit adders.

Draw the block diagram of a 4-bit sequential multiplier and explain.

Design a BCD adder stage to provide decimal adjustment.

Draw the block diagram of a bit-parallel, digit-serial BCD adder and explain.

Design a 3-bit ripple comparator implementing X,X,X, > Y,Y Y.

Design a parallel binary comparator that compares the 4-bit binary string A to the 4-bit binary string B. If the
strings are exactly equal, provide a HIGH-level output to drive a warning buzzer.

Draw the logic symbol and function table for the 74280 4-bit parity generator/checker.

[llustrate a two’s-complement subtractor using parallel addition to perform subtraction.

Show a serial adder constructed from a full adder and an RS £1ip-£flop with inputs 0011 and 0001.
Ilustrate a parity generator/checker system used in an 8-bit, even-parity computer configuration.

OBJECTIVE TYPE QUESTIONS

understanding

Fill in the Blanks

46.

47.

48.
49.
50.
51.

52.
53.
54.
55.
56.
57.

58.
59.

60.
61.
62.
63.
64.

When adding two hex digits, if the sum is greaterthan (9, 15, 16), the result will be a two-digit

answer.

When subtracting hex digits, if the least significant digit borrows from its left, its value increases by
(10, 16).

When adding two BCD digits, the sum is invalid and needs correction, if it is or if

The half-adderisa _ adder circuit.

The half-adder sums the inputs

While a half-adder performs the basic binary add1t10n it cannot by itself perform the addition of numbers of
more than

The sum output (¥) of a full adder is 1 if the sum of its three inputsis _ (odd, even).

Adders are formed from basic

MSI adder circuits have adders withina _ integrated package.

Wecanusean _ generator to generate X; output bit.

When drawing multibit adders,a _ is used to represent the addition in each column.

The carry-out (C,,) from each full-adderis ___ connected to the carry-in (C;,) of the next full-
adder.

The time taken for the output to change as a result of a change in an input signal is termed the

Logical depth is the maximum numberof _ through which the signal will pass between the 1nput
and output.

An 8-bit adder cannot handle _ numbers.

The parallel adder performs addition at a relatively high

The serial adderadds _ at a time.

The sum and carry outputs of any stage cannot be produced until the occurs.

The input carry to the least significant stage has to _ all of the adders before a final sum is

produced.



65.
66.
67.
68.
69.
70.
71.
72.
73.
74.

75.
76.
77.
78.
79.
80.
81.
82.
83.
84.
85.
86.
87.
88.
89.
90.
91.
92.
93.

94.

95.

96.

97.
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One method of the addition process is called look-ahead-carry addition.

In a binary subtractor we have a and outputs rather than the sum and carry.
When the INVERT is LOW, in a controlled inverter, it the input to the output.

When the INVERT is HIGH, in a controlled inverter, it transmits the .

The basic comparator circuit can be to any number of bits.

A magnitude comparator not only determines if A equals B, but also if A BorifAis B.
Parallel adders are (combinational, sequential) logic circuits.

The 7483 IC contains a 4-bit binary .

Two 7483 ICs can be to form an 8-bit parallel binary adder.

An adder such as the 7483 IC does not have a memory device, such as a latch, built into the IC and is
classified as a (combinational, sequential) logic device.

The (74LS32, 74LS181) is a more complex IC that performs many of the same operations (such
as add, subtract, shift, compare, AND, OR, etc.) as the ALU of a microprocessor or microcontroller.

A widely used technique for multiplying using digital circuits is the method.

Most elementary 8-bit microprocessors (do, do not) have a multiply instruction.

When microprocessors process both positive and negative numbers, representations are used.
The 2’s complement number 0111 represents in binary and in decimal.

The 2’s complement number 1111 represents in decimal.

In 2’s complement representation, the MSB is the bit. If the MSB is 0 the number is

(negative, positive) whereas if the MSB is 1, the number is (negative, positive).

The decimal number —6 equals in 2’s complement 4-bit representation.

The decimal number +5 equals in 2’s complement 4-bit representation.

Decimal 90 equals in binary and in 2°s complement.

Decimal —90 equals in 2’s complement.

Adding 0111 1111 (2’s ¢) and 1111 0000 (2’s c) yields in 2’s complement or in
decimal.

Adding 1000 0000 (2’s ¢) and 0000 1111 (2’s ¢) yields in 2’s complement or in
decimal.

Subtracting 0001 0000 (2’s c¢) from 1110 0000 (2’s c) yields in 2’s complement or

in decimal.

Subtracting 1111 1111 (2’s ¢) from 0011 0000 (2’s c) yields in 2’s complement or

in decimal.

The ALU carries out arithmetic and operations (OR, AND, NOT, etc). It processes

numbers rather than decimal numbers.

A half adder adds bits. A full adder adds bits, producing a SUM and a
A binary adder is a logic circuit that can add binary numbers at a time. The 7483 is a TTL
binary adder. It can add two binary numbers.

With signed binary numbers, also known as sign-magnitude numbers, the leading bit stands for the

and the remaining bits for the

Signed binary numbers require too much hardware This has led to the use of complements to
represent negative numbers. To get the 2’s complement of binary number, you first take the

complement, then add

If you take the 2’s complement tw1ce you get the original binary number back because of this property,
takingthe ~ complement of a binary number is equivalent to changingthe ~ of a
decimal number.

In a microcomputer positive numbers are represented in sign-magnitude form and negative numbers in 2’s
complement form. The leading bit still represents the .

The maximum positive number in an N-bit system is equal to _  and the maximum negative
number is where N is the number of bits including the sign-bit (2’s complement form).

True/False Questions

State whether the following statements are True (T) or False (F).

98.

In binary subtraction, the borrow-out of the least significant column becomes the borrow-in of the next more
significant column.
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99.
100.

101.
102.
103.
104.
105.

106.
107.

Binary multiplication and division are performed by a series of additions and subtractions.

The procedure for subtracting numbers in two’s complement notation is exactly the same as for adding
numbers.

When subtracting a smaller number from a larger number in two’s complement, there will always be a carry-
out of the MSB, which will be ignored.

If M=Hand S;, S,, 8, Sy=L, L, H H on the 74181 then F;, F,, F|, Fywillbe setto L, L, L, L.

More than one output of the 7485 comparator can be simultaneously HIGH.

Whenever the sum of two signed binary numbers has a sign bit of 1, the magnitude of the sum is in 2’s-
complement form.

When the adder/subtractor circuit is used for subtraction, the 2’s complement of the subtrahend appears at the
input of the adder.

The 4-bit subtractor based on 1’s complement end-around-carry is an impractical circuit because of inaccuracy.
Signed binary numbers require too less hardware.

Multiple Choice Questions

108. Which of the following is known as a half adder:
(a) XOR gate (b) XNOR gate
(c) NAND gate (d) NOR gate
109. The logic network shown in Fig. 10.44 is a
(a) half adder (b) half subtractor
(c) full adder (d) full subtractor
: B
H/A X
B o—
H/A
c ©° oY
Fig. 10.44
110. For the logic network shown in Fig. 10.44, the outputs X and Y are given by
(a) X=(AB+ AB)C (b) X=(A®B)C+ AB
Y=B®OA+ BC Y=A®B®C
(c) X=AB + BC + AC (d) none of these
Y=A®B)C
111. In digital systems subtraction is performed by using
(a) half adders (b) half subtractors

112.

113.

114.

115.

116.

(c) adders with 1’s complement representation of negative numbers
(d) none of the above

The difference bit output of a half subtractor is the same as

(a) difference bit output of a full subtractor

(b) sum bit output of a half adder

(c) sum bit output of a full adder

(d) carry bit output of a half adder

How many inputs and outputs does a full adder have?

(a) two inputs; two outputs (b) two inputs; one output

(c) three inputs; two outputs (d) two inputs; three outputs
How many inputs and outputs does a full subtractor have?

(a) two inputs; one output (b) two inputs; two outputs

(c) two inputs; three outputs (d) three inputs; two outputs

A full adder can be realised using

(a) one half adder, two OR gates (b) two half adders, one OR gate
(c) two half adders, two OR gates (d) none of these

For checking the parity of a digital word, it is preferable to use

(a) AND gates (b) NAND gates

(c) EX-OR gates (d) NOR gates



117.

118.

Arithmetic Circuits

The most suitable gates to check whether the number of ones in a digital word is even or odd is
(a) Ex-OR (b) NAND

(c) NOR (d) AND, OR and NOT

In BCD addition, 0110 is required to be added to the sum for getting the correct result, if

(a) the sum of two BCD numbers is not a valid BCD number

(b) the sum of the two BCD numbers is not a valid BCD number or a carry is produced

(c) a carry is produced

(d) none of the above is true

235

119. BCD subtraction is performed by using
(a) 1’s complement representation (b) 2’s complement representation
(c) 5’s complement representation (d) 9’s complement representation
120. The ALU is used to perform
(a) only logic operations (b) only arithmetic operations
(c) arithmetic and logic operations (d) control operations
ANSWERS
1. 2 inputs, 2 outputs
2. D,
3. (a) negative, (b) positive, (c) negative
4. b, d
5. Because it simplifies the documentation and use of equipment
6. Add 6 (0110)
7. Inputs: A, By; Outputs: X, C,
8. Because it needs a carry-in from the previous adder.
9. When any two of the inputs are HIGH
10. Connect it to zero
11. To speed up the arithmetic process
12. three; two
13. A OR B HIGH, but not both
14. A AND B HIGH
15. The %, bit is HIGH whenever the three inputs (A,, B, C;,) are odd.
16. C,, is HIGH whenever any two of the inputs are HIGH
17. They check for a sum greater than 9 to provide a C_,
18. It provides a Cj,, and it puts a 1 on the inputs of the XOR gates which inverts B.
19. It sets the mode of operation for either arithmetic or logic.
20 A<B=1
21. The sum of at least one decimal digit position is greater than 1001(9)
22. Two 4-bit adders and correction logic
23. The correction logic detects a sum greater than 9 and then causes a 0110 to be added to the sum.
24. 25.
A B D B
A s | P 0 0 0 0
B— —B 0 1 1 1
1 0 1 0
1 1 0 0
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26.
Bin — ——D
A— FS
B — —— B
28. 1011, -5 29. 0010, +2
31. 0101 XXX, X,
0111 Y.Y,Y\Y,
1100 535,8,8,
End-around
Carry
e TP I I
G G o G
Full Full Full Full
Adder Adder Adder Adder
Carry Out | |Co Co Co Co
or 1 1
Overflow
Ss S, Sy So

27.
A B B, D B
0 0 0 0 0
0 0 1 1 1
0 1 0 1 1
0 1 1 0 1
1 0 0 1 0
1 0 1 0 0
1 1 0 0 0
1 1 1 1 1
30. 0
33.
A; B, A, B, A B A, B,
Borrow F/S F/S F/S H/S
Dy D, D, Dy

Fig. 10.45 4-bit Parallel Adder.

32. Ci
X3 X X4 Xo
+ Y,V Y,
S35, 8 S

(a) Addition with Look-ahead Carry

Addend
Augend

Sum

Inputs Output

X 1 Y1 X 0 YO C12
0 0 0 0 0
0 0 0 1 0
0 0 1 0 0
0 0 1 1 0
0 1 0 0 0
0 1 0 1 0
0 1 1 0 0
0 1 1 1 1

1 0 0 0 0
1 0 0 1 0
1 0 1 0 0
1 0 1 1 1

1 1 0 0 1

1 1 0 1 1

1 1 1 0 1

1 1 1 1 1

(b) Truth Table for Anticipated Carry in C,,

Fig. 10.47 4-bit Parallel Binary Subtractor.

XoYo
X, Y, 00 01 11 10

00 | O 0

o
o

01 0 0 1 0

11 1 1 1 1

10 0 0 1 0

Cp=X1Yy + XiXoYo + YiXoYo
(c) Karnaugh Map

) O\ Ce
—

(d) Logic Circuit

Fig. 10.46 Carry Anticipation Circuit.
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34.
Ao—
Bo— 1
bi
Ao
Bo— 2 6 d
b, o— -
Ao
Bo_}
b
A o—
Bo— 4 7 b,
b; ©
Ao—]
5
B o—
Fig. 10.48 Full-subtractor using NAND Gates Only.
35.
J=- NC NC As Bs A4 B, As By Ay By, Ay By Ay B
A, B, A; By A, B, A B A, B, Ay By A, B, A, B
NC — Cout 7483 Cin Cout 7483 Cin _-|-
Zy Z3 Z, %4 Z4 Z3 Zp Z =
NC e s %, bR =, bR 20
Fig. 10.49 Six-bit Binary Adder using Two 7483 4-bit Adders.
36. A, B, A By As Bs A, B, A; By Ay, B, A B, Ay B,
A, B, Ay By A, B, A, B A, B, Ay By A, B, A B,
Cout 4008 Cin Cout 4008 Cin j
s, bR =, 2, %, bR =, %, L
T, DA s L, bR %, 2, %0
A15 B15 A14B14 A1SB13 A1ZB12 A11 B11 A1OB1O A9 BQ A8 BB
A, B, Ay By A, B, A, B, A, B, A; By A, B, A, B
Cout 4008 Cin Cout 4008 Cn [
2, b =, B z, bR %, bR
z“16 215 214 213 212 211 210 z“9 2“8

Fig. 10.50 Sixteen-bit Binary Adder using Four 4008 CMOS 4-bit Adders.
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37.

|

Accumulator ACC Multiplier Register MQ

4-bit Parallel Adder

Multiplicand Register MD

Fig. 10.51 4-bit Sequential Multiplier.

38.
X3 Cos Carry to Succeeding
Ys Full BCD Adder
Cp I_ Adder |S;
Half |S
Xz Cor Adder %
Y, Full
é Adder S,
2 ,_ | c

C Full
X = :[>— Adder |S
Full %

a Adder |St ¢
n l_ C
c Half |S
@ Adder 4
Full

Adder |So

Xo
Yo

Carry from Preceding
BCD Adder

Fig. 10.52 BCD Adder Stage to Provide Decimal Adjustment.

39. 40.
Carry Xo N\ %> Yo
I_ DQ J Y, —o J XoX1Xo > YaY1Yy
X
XZ o B X5 @Xg =Y,
X, —— caQ Y, L
Xo ™
BCD Z, Xy — N\ Xi> Y,
— Z Y, — J
Adder | — 7 '
— Z -
Y, 0 X X, =Y,
Yo — Y
Yy —
v — %o yeen )
Y, —<

Fig. 10.53 Bit-parallel, Digit-serial Fig. 10.54 Three-bit Ripple Comparator Implementing X,X;X, >
BCD Adder. Y,oY;Y,.
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41.
A
) ° Ao
Binary A, )
String ) >
A A, B, 7
A
3 A1 \D
B, Warning
Buzzer
A, \
B
0 %)Z>‘H 1ifA=B
Binary B B, 0if A= B
Strin
5o B A\
Bs \ﬁ)
B,
Fig. 10.55 Parallel Binary Comparator.
42. 8 9 1011 12 13 1 2 4
Function Table
lo I b I Iy Is I b I Sum Output
Number of HIGH
Data Inputs (ly—lg) X 2o
Even HIGH LOW
X X0 \
Odd LOW HIGH > = LOWif [+ I,
+...+ lg=Even
5 6
Voo = Pin 14
GND = Pin 7

Fig. 10.56 Logic Symbol and Function Table for the 74280 9-bit Parity Generator/Checker.

43. - 44.
X= XXX X Y=YV, Y,Y,
S Q
Clock
~I>O—R Q
Carry Cy | 4-Bit Binary < Cc -1
Disregarded Parallel Adder °

0110

0011 X

S$=5;5,5,5, 0001 Y

0011

Full
Adder

S 0100

Fig. 10.57 Two’s Complement Subtractor using
Parallel Addition to Perform
Subtraction.

Fig. 10.58 Serial Adder.
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45.
9-bit
Transmission
Cable
8-bit : | 8-bit
Digital : : Digital
Computer 1 | Receiver
—
N
L1, {1l
L/ L
s Lo
;74280 | |Parity ks 74280 Error Indicator
l: *o Bit ;4 To—> 1= Igr:::ro
lg 5 0 = no Error)
I, ls
l8 l7
L :
Fig. 10.59 Parity Generator/Checker System used in an 8-bit Even-parity Computer Configuration.
46. 15 47. 16 48. greater than 9; there is a carry-out of the MSB
49. basic 50. arithmetically 51. 1 bit 52. odd
53. logic gates 54. several; single 55. even parity 56. block diagram
57. internally 58. propagation delay time 59. simple gates
60. 9-bit 61. speed 62. one-bit 63. input carry
64. ripple through 65. speeding up 66. difference (D); borrow (B)
67. transmits 68. 1’s complement  69. expanded 70. greater than; less than
71. combinational 72. adder 73. cascaded 74. combinational
75. 74LS181 76. add and shift 77. do not 78. 2’s complement
79. 0111; +7 80. -1 81. sign, positive, negative
82. 1010 83. 0101 84. 0101 1010, 0101 1010
85. 1010 0110 86. 0110 1111, +1111 87. 1000 1111, -113  88. 1101 0000, —48
89. 0011 0001, +49 90. logic, binary 91. two, three, carry  92. two, 4-bit
93. sign, magnitude 94. 2’s, I’s, 1 95. 2’s, sign 96. sign-magnitude, sign
97. %' - 1), - 2" 98. True 99. True 100. True
101. True 102. True 103. False 104. True
105. False 106. True 107. False 108. (a)
109. (c) 110. (b) 111. (¢) 112. (b)
113. (c¢) 114. (d) 115. (b) 116. (c)
117. (a) 118. (b) 119. (b) 120. (¢)
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11

Combinational Logic

Circuits

INTRODUCTION

The purpose of Boolean function simplification is to
obtain an algebraic expression that, when implemented,
results in a low-cost circuit. However, the criteria that
determines a low-cost circuit or system must be defined
if we are to evaluate the success of the achieved
simplification. The design procedure of combinational
circuits minimises the number of gates required to
implement a given function. This classical procedure
assumes that, given two circuits that perform the same
function, the one that requires fewer gates is preferable
because it will cost less. This is not necessarily true
when integrated circuits are used.

Since several IC gates are used in a single IC package,
it becomes economical fo use as many of the gates from
an already used package, even if by doing so, we
increase the total number of gates. Moreover, some of
the interconnections among gates in many ICs are
internal to the chip and it is more economical to use as
many internal interconnections as possible in order to
minimise the number of wires between external pins.
With integrated circuits it is not the count of gates that
determines the cost but the number and type of ICs
employed and the number of external interconnections
needed to implement the given functions.

The first question that must be answered before going
through a detailed design of a combinational circuit is
whether the function is already available in an IC
package. Numerous MSI devices are available
commercially. These devices perform specific digital
functions commonly employed in the design of digital
computer system. If an MSI device cannot be found to
produce exactly the function needed, a resourceful

designer may be able to formulate a method so as to
incorporate an MSI device in his circuit. The selection
of MSI components in preference to SSI gates is
extremely important, since it would invariably result in
a considerable reduction of IC packages and
interconnecting wires.

LOGIC NETWORKS

Logic functions can be performed with essentially two
types of logic circuits or networks. These approaches are:

Combinational Logic: A network of several gates that
are connected to generate a specific output with no
storage involved. This type of network combines the
input variables in such a way that the output is always
dependent on the combination of inputs. A combina-
tional lock with several dials, (Fig. 11.1a), which is often
used in bicycles, is an example of combinational logic.

0
O,
20 10

15

(b)

Fig. 11.1 Examples of Locks with Combinational Logic
(a) and Sequential Logic (b).

Sequential Logic: Logic operations with this type of
network occur in a definite sequence, providing the
ability to store or delay signals. A combination lock
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with just one dial that must be turned to several numbers

in sequence (Fig. 11.1b) is an example of sequential

logic.

11.1 Draw the block diagram of a combinational
circuit and explain.

Solution:
n-nput 1" Combinational |——> M-output
Variables Logic Variables
System

Fig. 11.2 Block Diagram of a Combinational Circuit.

A block diagram of a combinational circuit is shown in
Fig. 11.2. Then input variables come from an external
source; the m-output variables go to an external
destination. In many applications the source and/or
destination are storage registers located either in the
vicinity of the combinational circuit or in a remote
external device. By definition, an external register does
not influence the behavior of the combinational circuit
because, if it does, the total system becomes a sequential
circuit.

For n-input variables, there are 2"-possible
combinations of binary input values. For each possible
input combination, there is one and only one possible
output combination. A combinational circuit can be
described by m Boolean functions, one for each output
variable. Each output function is expressed in terms of
the n input variables.

Each input variable to a combinational circuit may
have one or two wires. When only one wire is available,
it may represent the variable either in the
uncomplemented (normal) form or complemented
(inverted) form. It is necessary to provide an inverter
for each literal not available in the input wire. On the
other hand, an input variable may appear in two wires,
supplying both the normal and complemented forms to
the input of the circuit. If so, it is unnecessary to include
inverters for the inputs (the type of binary cells used in
most digital systems are £11ip-£flop circuits that have
outputs for both the normal and complemented form of
the stored binary variable).

DECODERS/ENCODERS

Most decoders accept an input code and produce a HIGH
(or LOW) at one and only one output line. In other
words, we can say that a decoder identifies, recognises,
or detects a particular code. The opposite of this
decoding process is called encoding and is performed
by a logic circuit called an encoder. An encoder has a
number of inputs lines, only one of which is activated
at a given time and produces an output code, depending
on which input is activated.

11.2 Describe the working of the basic binary
decoder.

Solution:

The basic function of a decoder is to detect the presence
of a specified combination of bits (code) on its inputs
and to indicate that presence by a specified output level.
In its general form, a decoder has n input lines to handle
n bits from 1 to 2" output lines to indicate the presence
of one or more n-bit combinations.

Suppose we wish to determine when a binary 1001
occurs on the inputs of a digital circuit. An AND gate
can be used as the basic decoding element because it
produces a HIGH output only when all of its inputs are
HIGH. Therefore, we must ensure that all of the inputs
to the AND gate are HIGH when the binary number
1001, occurs. This can be done by inverting the two
middle bits (0’s), as shown in Fig. 11.3.

(LSB)
[P A

0 1 B B B i
L:% L_:D; -
oﬁbj1 Cﬁ’bcj

11— D

(MSB)
(a) (b)

Fig. 11.3 Decoding Logic for 1001, with an Active-
HIGH Output.

The logic equation for the decoder of Fig. 11.3(a) is
developed as illustrated in Fig. 11.3(b). The output
function is zero except when A =1, B=0, C =0, and
D =1 are applied to the inputs. A is the LSB and D is
the MSB. In the representation of a binary number or
other weighted code, the LSB is always the right most
bit in a horizontal arrangement, and the top-most bit in
a vertical arrangement, unless specified otherwise.

If a NAND gate is used in place of the AND gate, as
shown in Fig. 11.4, a LOW output will indicate the
presence of the proper binary code.

- L,

Fig. 11.4 Decoding Logic for 1001, with an Active-LOW
Output.



11.3 Determine the logic required to decode the
binary number 1011, by producing a HIGH
indication on the output.

Solution:
The decoding function can be formed by complementing
only the variables that appear as 0 in the binary number
as follows: -
X=DCBA

This function can be implemented by connecting the
true (uncomplemented) variables directly to the input
of an AND gate, and inverting the variable C before
applying it to the AND gate input. The decoding logic is
shown in Fig. 11.5.

2 - I_}X:DCBA
|

Fig. 11.5 Decoding Logic for Producing a HIGH Output
when 1011, is on the Inputs.

11.4 Design a system that reads a four-bit BCD code
and converts it to its appropriate decimal num-
ber by turning ‘on’ a decimal indicating lamp.

Solution:

Figure 11.6 illustrates such a system. This decoder is
made up of a combination of logic gates that produces
a HIGH at one of the 10 outputs, based on the levels at
the four inputs.

§— @
BCD Decoder
Input 1 —®
MSB
0

® ~Selected

—

Fig. 11.6 A BCD Decoder Selects the Correct Decimal-
Indicating Lamp Based on the BCD Input.

Decimal
Output

11.5 Design a three-bit binary-to-octal decoder.

Solution:

To design a decoder, it is useful first to make a truth
table of all possible input/output combinations. An octal
decoder must provide eight outputs, one for each of the

eight different combinations of inputs shown in
Table 11.1.
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Table 11.1 Truth Tables for an Octal Decoder.

(a) Active-HIGH Outputs
Input Output
2 20 22 o 1 2 3 4 5 6 7
0 0 0 1 0 0 0 0 0 0 0
0 0 1 0 1 0 0 0 0 0 0
0 1 0 0 0 1 0 0 0 0 0
0 1 1 0 0 0 1 0 0 0 0
1 0 0 0 0 0 0 1 0 0 0
1 0 1 0 0 0 0 0 1 0 0
1 1 0 0 0 0 0 0 0 1 0
1 1 1 0 0 0 0 0 0 0 1
(b) Active-LOW Outputs
Input Output
2 20 22 o 1 2 3 4 5 6 7
0 0 0 0 1 1 1 1 1 1 1
0 0 1 1 0 1 1 1 1 1 1
0 1 0 1 1 0 1 1 1 1 1
0 1 1 1 1 1 0 1 1 1 1
1 0 0 1 1 1 1 0 1 1 1
1 0 1 1 1 1 1 1 0 1 1
1 1 0 1 1 1 1 1 1 0 1
1 1 1 1 1 1 1 1 1 1 0

Before the design is made, we must decide if we
want an active-HIGH-level output or an active-LOW-
level output to indicate the value selected. For example,
the active-HIGH truth table in Table 11.1(a) shows us
that, for input 011(3), output 3 is HIGH, and all other
outputs are LOW. The active-LOW output is just the
opposite (output 3 is LOW, all other outputs are HIGH).

Therefore, we have to know whether the indicating
lamp (or other receiving device) requires a HIGH level
to activate or a LOW level. Most of the devices used in
digital electronics are designed to activate from a LOW-
level signal, so most decoder designers use active-LOW
outputs, as shown in Table 11.1(b). The combinational
logic requirements to produce a LOW at output 3 for an
input of 011 are shown in Fig. 11.7.

22 _0_
l\ 272
V 1
1 ! 1 02 5150
2 3 Output = 2°2'2
[: o 1 (active-LOW)
20 !
L

Fig. 11.7 Logic Requirements to Produce a LOW at
Output 3 for a 011 Input.
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11.6 Design a complete octal decoder.

Solution:
To design the complete octal decoder, we need a sepa-
rate NAND gate for each of the eight outputs. The input
connections for each of the NAND gates can be deter-
mined by referring to Table 11.1(b).

For example, the NAND gate five inputs are con-

2 T 0. . .
nected to the 2°_2 _ 2" inputs lines. NAND gate 6 is con-

nected to the 22_21_ 20 inputs lines and so on. The
complete circuit is shown in Fig. 11.8. Each NAND gate
in Fig. 11.8 is wired so that its output goes LOW when
the correct combination of input levels is present at its
input. BCD and hexadecimal decoders can be designed
in a similar manner.

1 >¢272
2 @
20 L>3

Fig. 11.8 Complete Circuit for an Active-low Output
Octal (1-0f-8) Decoder.

The octal decoder is sometimes referred to as /-of-8
decoder because, based on the input code, one of the
eight outputs will be active. It is also known as a
3-line-to-8-line-decoder, because it has three input lines
and eight output lines.

11.7 Briefly describe some of the more popular TTL
decoder ICs.

Solution:

Integrated-circuit decoder chips provide basic decoding
as well as several other useful functions. Manufacturers’
data books list several decoders and give function tables
illustrating the input/output operation and special
functions. Rather than designing decoders using
combinational logic, it is much more important to be
able to use a data book to find the decoder that you
need and to determine the proper pin connections and
operating procedure to perform a specific decoding task.
Table 11.2 lists some of the more popular TTL decoder
ICs. Equivalent CMOS ICs are also available.

Table 11.2 Decoder ICs

Device Number Function
74138 1-of-8 octal decoder (3-line-to-8-line)
7442 1-0f-10 BCD decoder (4-line-to-10-line)
74154 1-to-16 hex decoder (4-line-to-16-line)
7447 BCD-to-seven-segment decoder

11.8 Give the (a) pin configuration and (b) logic
symbol of octal decoder IC 74138. Explain
briefly.

Solution:

EIVCC
5] 0

A

ol

[=] [ o] [o] [=] [<] [] []
o] B B Bl 8] [3]

[}

(a)

456
1 2 3

E1E2E3
A, A A E

15 14 13 12 11 10
Vee = Pin 16
GND = Pin 8

(b)

Fig. 11.9 The 74138 Octal Decoder (a) Pin Configura-
tion and (b) Logic Symbol.

The 74138 is an octal decoder capable of decoding
the eight possible codes into eight separate active-LOW
outputs. It also has three enable inputs for additional
Slexibility.

Just by looking at the logic symbol, Fig. 11.9(b), we
can figure out the complete operation of the IC chip.

1. The inversion bubbles on the decoded outputs in-

dicate active-LOW operation.



2. The three inputs E, E,, and E; are used to enable
the chip.

3. The chip is disabled (all outputs HIGH) unless
E, =LOW, and E, = LOW and E; = HIGH.

4. The enables are useful for go/no-go operation of
the chip based on some external control signal.

5. When the chip is disabled, the X’s in the binary
output columns A, A, and A, indicate don’t-care
levels, meaning the outputs will all be HIGH no
matter at what level Ay, A}, and A, are.

6. When the chip is enabled, the binary inputs A,
A,, and A, are used to select which output goes
LOW. In this case, A is the LSB input.

11.9 Draw the (a) pin configuration and (b) logic
symbol of the 7442 BCD-to-decimal decoder IC.

Solution:
The 7442 is a BCD-to-decimal decoder. It has four
pins for the BCD input bits (0000 to 1001) and 10
active-LOW outputs for the decoded decimal numbers.
Figure 11.10 gives the pin configuration and logic
symbol.

o [1] 16] Voo
2 [3] 14] A,
3 [4] 13] A,
i [5] 12] A,
5 [6] 1] 8
6 [7] 0] 8
GND IE EI 7
(a)
15 14 13 12
I I I I
AO A1 A2 A3
0 1 2 3 45 6 7 8 9
T 7977979797 °Y% 7%
1 2 3 45 6 7 9 10 11
Voo = Pin 16
GND = Pin 8

(b)

Fig. 11.10 The 7442 BCD-to-Decimal Decoder: (a) Pin
Configuration and (b) Logic Symbol.

11.10 Describe the hexadecimal 1-of-16 decoder
IC 74154.

Solution:
The 74154 is a 1-of-16 decoder. 1t accepts a four-bit
binary input (0000 to 1111), decodes it, and provides
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an active-LOW output to one of the 16 output pins. It
also has a two-input active-LOW enable gate for
disabling the outputs. If either enable input (E, or E;)
is made HIGH, the outputs are forced HIGH regardless
of the A, to A; inputs. The operational information for
the 74154 is given in Fig. 11.11.
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012
7YY
123
VCC = Pin 24
GND = Pin 12
(b)
Fig. 11.11 The 74154 Hexa Decimal 1-of-6 Decoder
IC: (a) Pin Configuration and (b) Logic
Symbol.

The inverted-input AND gate is used in the circuit to
disable all output NAND gates if either K, or E; is made
HIGH.

DIGITAL DISPLAYS

There are many occasions when digital data from vari-
ous portions of a system are displayed. Sometimes the
data is displayed in raw binary format, but more often it
is converted to some type of decimal display so that
operators can more readily interpret the results being
displayed. It is not unusual for a digital display to rep-
resent the end result of an entire set of computations
and logic operations. Some examples of equipments
where this is the case are counters, digital voltmeters,
and electronic calculators.
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The red light associated with the power switch on a
piece of test equipment is the simplest form of a digital
display. There is no universal lamp type which is used
everywhere. The type of lamp used is a function of the
particular application. Some lamp types found in digi-
tal systems are incandescent, neon, fluorescent, and light-
emitting diodes.

11.11 Describe the operation of a seven-segment dis-
play format.

Solution:

A very common output device used to display decimal
numbers is the seven-segment display, Fig. 11.12. The
seven segments of the display are labeled ‘a’ through
‘g’ in Fig. 11.12(a). The displays representing decimal
digits O through 9 are shown in Fig. 11.12(b). For ex-
ample, if segments a, b, and ¢ are lit, a decimal 7 is
displayed. If, however, all segments ‘a’ through ‘g’ are
lit, a decimal 8 is displayed.

d

|
T

Fig. 11.12 Seven-Segment Display: (a) Display and
(b) Numbers in a Seven-segment Display.

11.12 Briefly explain the available seven-segment
display packages.

Solution:

Several seven-segment display packages are shown in
Fig. 11.13. The seven-segment LED display in Fig.
11.13(a) fits a regular 14-pin DIP IC socket. Another
single-digit seven-segment LED display is shown in Fig.
11.13(b). This display fits crosswise into a wider DIP
IC socket. The unit in Fig. 11.13(c) is a multidigit LED
display widely used in digital clocks.

B69EEEYELEYEEEE
" wd

) (-)
( [ =0
() (b) (c)

Fig. 11.13 (a) DIP Seven-Segment LED Display
(b) A Common 10-pin Single-digit Package
(c) A Multidigit Package.

11.13 How seven-segment displays operate?
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Solution:
The seven-segment display may be constructed with each
of the segments being a thin filament that glows. This

type of unit is called an incandescent display and is
similar to a regular lamp. Another type of display is
gas-discharge tube, which operates at high voltages. It
gives off an orange glow. The modern vacuum fluores-
cent (VF) display gives off a blue-green glow when lit
and operates at low voltages. The newer liquid-crystal
display (LCD) creates numbers in a black or silvery
colour. The common LED display gives off a character-
istic reddish glow when lit.

11.14 Explain the construction and working of a
light emitting diode.

Solution:

Light emitting diodes are specially doped pn junctions
which emit light on proper biasing. When a pn junction
is forward biased, the electrons from the n-type mate-
rial move across the junction and enter the p-type mate-
rial. These electrons combine with the holes. This
recombination results in a net decrease in the energy of
the electrons. This energy is given off in the form of
heat or light or both. The colour of the light emitted
depends upon the semiconductor material used in the
LED. Semiconductor materials used in LEDs are:

1. Gallium arsenide  (invisible infrared light)

2. Gallium-arsenide-phosphide (visible red light)

3. Gallium phosphide (visible green light)

The LED, like a pn junction, conducts current when
forward-biased and blocks the current when reverse-
biased. LEDs are not reverse-biased because with more
than a few volts of reverse bias, the LED is damaged.
The light output of LED increases with increasing
current until the junction gets too hot and burns out. A
resistor is, therefore, invariably used in series with LED
to limit the current.

The LED, Fig. 11.14, has four basic parts, viz; the
diode chip, the frame for leads, the wire band and the
encapsulation. The diode chip is mounted on the cath-
ode lead. The wire band, usually a small gold wire,
connects the diode chip to the anode lead. The assem-
bly is then encapsulated in a clear or coloured epoxy.

Vs Encapsulation

—— Diode Chip
«—+— Wire Bond

Lead Frame

A

4

Cathode (-)

Fig. 11.14 Light Emitting Diode (LED) (a) Configura-
tion and (b) Symbol.

~—— Anode (+)




11.15 With the help of a diagram, explain the work-
ing of a liquid crystal display (LCD).

Solution:

Liquid crystal materials find wide application in digital
display consumer products, such as electronic watches
and calculators. Figure 11.15 depicts a typical liquid
crystal display (LCD). It consists of a two-piece trans-
parent case with the liquid crystal material filling the
space in between. Very thin electrodes are deposited on
a transparent material (such as tin oxide) on the inner
surface of both the base and the cover. The electrodes
are shaped to give the desired shape for display. The
exterior of either the cover or the base may be coated
with a mirror-like material.

Cover
//ﬁ\ /__L/—_‘ L Base

5 I |_— Segment

Electrodes
| | — Common
Electrode

i

| Liquid Crystal

“ Material
N H] )
\—Contact f_

Fig. 11.15 Liquid Crystal Display.

Liquid crystals are liquids in which the intermolecular
bonds have definite relationships, like in crystals. When
a liquid crystal material is subjected to an electric field,
its optical characteristics change. The electric field, in
the case of some materials is ac, whereas in other
materials it is dc. Four main phenomena can take place
in liquid crystal when subjected to an electric field.

(1) The first mode is based on the phenomenon of a
change in colour or the optical density of the ma-
terial. When the optical density increases, less light
can pass through the LCD.

(i1) The second mode involves the controlled rotation
of polarised light. As bias is applied to the liquid
crystal, the molecules rotate the light.

(ii1)) The third mode is the change of the index of re-
fraction of the liquid crystal material with an ap-
plied electric field.

(iv) The fourth mode is dynamic scattering, in which
the light entering the liquid crystal is scattered in
all directions instead of being transmitted straight
through. When a bias is applied to the electrodes,
the scattering effect is eliminated and the light is
transmitted directly through the crystal material.
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11.16 Differentiate between an encoder and a
decoder.

Solution:

If you were to communicate between a Russian speak-
ing person who did not know the English language, you
would need someone to translate the Russian into En-
glish and then from the English into Russian. A similar
problem exists in digital electronics. Almost all digital
circuits (calculators, computers) understand only binary
numbers. But most people understand only decimal num-
bers. Thus, we must have electronic devices that can
translate from decimal to binary numbers and from bi-
nary to decimal numbers.

Figure 11.16 depicts a typical system that might be
used to translate from decimal to binary numbers and
back to decimals. The device that translates from the
keyboard decimal numbers to binary is called an en-
coder; the device labeled decoder translates from bi-
nary to decimal numbers.

Input Output
Keyboard Display
9] Yt
[6] N Pro- ’

Encoder [—> : > Decoder |
102 cessing
Unit
@ £\
Decimal Binary Decimal
8 1000 8

Fig. 11.16 A System using Encoders and Decoders.

As an example of a conversion, if you press the deci-
mal number 8 on the keyboard, the encoder will con-
vert the § into the binary number 1000. The decoder
will convert the binary 1000 into the decimal number 8
on the output display.

Encoders and decoders are very common electronic
circuits in all digital devices. Encoders and decoders,
that translate from any of the commonly used codes in
digital electronics are available. Most of the encoders
and decoders are packaged as single ICs.

11.17 Describe the 10-line-to-4-line priority encoder
IC 74147.

Solution:

The 74147 is a decimal-to-BCD (10-line-to-4-line) en-
coder, called a priority encoder by the manufacturer.
Figure 11.17(a) is a block diagram of this encoder. If
the decimal input 3 on the encoder is activated, then the
logic circuit inside the unit outputs the BCD number
0011 as shown.

A more accurate description of a [0-line-to-4-line
priority encoder is shown in Fig. 11.17(b). This is a
connection diagram furnished by National Semiconduc-
tors. The bubbles at both the inputs (1 to 9) and outputs
(A to D) mean that the priority encoder has both active
low inputs and active low outputs.
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Decimal BCD Output
Inputs 00 1 1 Output Inputs Output
E— ‘ VoNCD 3 2 1 9 A | Inputs Outputs
—i1 D} |16 |15 [14 [13 1211|109 i 23456789 DCBA
I ; R S S ; HHHHHHHHHHHHH
s Ci | p—f—e—f_o 0 | X X X X X XX XLILHHL
- 10dline- B L o B X X X X X X X L HILHHH
At't_:4t0-4-|ine | b e X X X X X X LHHIHLLL
Va5 ocoder A & N ! : X XX XXLHHHHLLH
_ls i ol o X X X X LHHHH[HLHL
;7 | 5 7YY TT7Y | X X X LHHHHHHLHH
— : TSRS IS X X LHHHHHHHHLL
_ls | [ 112 s 4] 5] 6] 7] 8 X LHHHHHHH/HHLH
—§9 | 4.5 6 7 8 ¢ BGND ILHHHHHHHHHHHL
e | Inputs Outputs  H = HIGH Logic Level, L = LOW Logic Level, X = Don’t Care

(a) (b)

(c)

Fig. 11.17 (a) 10-line-to-4-line Encoder. (b) Pin Diagram for 74147 Encoder IC. (c) Truth Table for 74147 Encoder IC.

A truth table for the 74147 priority encoder is given
in Fig. 11.17(c). Only LOW logic levels (L on the truth
table) activate the appropriate input. The active state
for the outputs on this IC are also LOW. In the last line
of the truth table in Fig. 11.17(c) the L (logical 0) at
input 1 activates only the A output (the least significant
bit of the four-bit group).

The 74147 encoder, Fig. 11.17, has a priority feature.
This means that if two inputs are activated at the same
time, only the larger number will be encoded. For
instance, if both the 9 and the 4 inputs were activated
(LOW) then the output would be LHHL (1001),
representing decimal 9. Note that the outputs need to be
complemented (inverted) to form the true binary number.

The 74147 TTL IC is packaged in a 16-pin DIP.
Internally, the IC consists of circuitry equivalent to about
30 logic gates.

11.18 Describe the commercial TTL 7447A BCD-
to-seven-segment decoder/driver.

Solution:
The logic symbol for a commercial TTL 7447A BCD-
to-seven-segment decoder/driver is shown in Fig. 11.18.
The BCD number to be decoded is applied to the inputs
labelled D, C, B, and A. When activated with a LOW,
the lamp-test (LT) input activates all outputs (a to g).
When activated with a LOW, the blanking input (BI)
makes all outputs HIGH, turning all attached displays
OFF. When activated, with a LOW, the ripple-blanking
input (RBI) blanks the display only if it contains a 0.
When the RBI input becomes active, the BI/RBO pin
temporarily becomes the ripple-blanking output (RBO)
and drops to LOW. Blanking means to cause no LEDs
on the display to light.

The seven outputs on the 7447A IC are all active
LOW outputs. The outputs are normally HIGH and drop
to a LOW when activated.

— A ap— )
BCD - |B bp——
Number — clo—— outout
Inputs utpu
P —1D Decoder dP——— /” Seven-
Lamp Test ——a; T e o— segment
Code
Blanking —9BI/RBO fo—
Zero Blanking —9o RBI/ glo————/

Fig. 11.18 Commercial TTL 7447A BCD-to-seven-
segment Decoder/Driver (Logic Symbol).

11.19 Detail the exact operation of the 7447A de-
coder/driver IC.

Solution:

The exact operation of the 7447A decoder/driver IC is
detailed in Fig. 11.19(a). The decimal displays gener-
ated by the 7447A decoder are shown in Fig. 11.19(b).
Invalid BCD inputs (decimals 10, 11, 12, 13, 14, and
15) do generate a unique output on the 7447A decoder.

The 7447A decoder/driver IC is typically connected
to a common-anode seven-segment LED display, Fig.
11.19(c). It is especially important that the seven 150 Q
limiting resistors be wired between the 7447A IC and
the seven-segment display.

Assume that the BCD input to the 7447A decoder/
driver in Fig. 11.19(c) is 0001 (LLLH) corresponding
to line 2 of the truth table in Fig. 11.19(a). This input
combination causes segments b and ¢ on the seven-
segment display to light (outputs b and c drop to LOW).
Decimal 1 is displayed. The LT and two Bls are not
shown in Fig. 11.19(c). When not connected, they are
assumed to be floating HIGH and therefore disabled in
this circuit. These floating inputs should be connected
to +5 V to make sure they stay HIGH.
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Decimal INPUTS BI/BRO OUTPUTS Note
or Function LT RBI D (% B A a b @ d G f g
0 H H L L L L H ON |ON | ON | ON | ON | ON |OFF
1 H X L L L H H OFF | ON | ON | OFF | OFF | OFF |OFF
2 H X L L H L H ON | ON |OFF | ON | ON | OFF | ON
3 H X L L H H H ON | ON | ON | ON | OFF | OFF | ON
4 H X L H L L H OFF | ON | ON | OFF | OFF | ON | ON
5 H X L H L H H ON |OFF | ON | ON | OFF | ON | ON
6 H X L H H L H OFF |[OFF | ON | ON | ON | ON | ON
7 H X L H H H H ON | ON | ON | OFF | OFF | OFF |OFF
8 H X H L L L H ON |ON | ON | ON | ON | ON | ON 1
9 H X H L L H H ON | ON | ON | OFF | OFF | ON | ON
10 H X H L H L H OFF |OFF |OFF | ON | ON | OFF | ON
11 H X H L H H H OFF |OFF | ON | ON | OFF | OFF | ON
12 H X H H L L H OFF | ON |OFF | OFF | OFF | ON | ON
13 H X H H L H H ON |OFF |OFF | ON | OFF | ON | ON
14 H X H H H L H OFF |OFF |OFF | ON | ON | ON | ON
15 H X H H H H H OFF | OFF | OFF | OFF | OFF | OFF |OFF
BI X X X X X X L OFF | OFF | OFF | OFF | OFF | OFF |OFF 2
RBI H L L L L L L OFF | OFF | OFF | OFF | OFF | OFF |OFF 3
LT L X X X X X H ON |ON | ON | ON | ON | ON | ON 4

H = High level, L = LOW level, X = Irrelevant
Notes:

1.

2.

3.

The blanking input (Bl) must be open or held at a HIGH logic level when output functions 0 through 15 are desired. The ripple-
blanking input (RB/) must be open or HIGH if blanking of a decimal zero is not desired.

When a LOW logic level is applied directly to the blanking input (BJ), all segment outputs are OFF regardless of the level of any
other input.

When ripple-blanking input (RB/) and inputs A, B, C, and D are at a LOW level with the lamp test (LT) input HIGH, all segment
outputs go OFF and the ripple-blanking output (RBO) goes to a LOW level (response condition).

When the blanking input/ripple-blanking output (BI/RBO) is open or held HIGH and a LOW is applied to the lamp test (LT) input, all
segment outputs are ON.

(a)
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BCD Input Decimal
00 0 1 Outputs
LA \—
BCD-to-7- a
B f b
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D Decoder/

Driver

DT O QO wQ
=
A

(c)

Fig. 11.19 (a) Truth Table for 7447A Decoder. (b) Format of Readouts on Seven-segment Display using the 7447A

Decoder IC. (c) A Decoder Driving a Seven-segment Display.
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11.20 Illustrate and explain zero suppression logic.

Solution:

An additional feature found on many seven-segment
decoders is the zero suppression logic. This extra func-
tion is useful in multidigit displays because it is used to
blank out unnecessary zeros in the display. For instance,
the number 0005.300 would be displayed as 5.3, which
is read more easily. Blanking of the zeros on the front
of the number is called leading zero suppression, and
blanking of the zeros after the number is called trailing
zero suppression.

Leading zero suppression: Two additional functions
have been added to each BCD-to-seven-segment de-
coder, a ripple blanking input (RBI) and a ripple blank-
ing output (RBO). The highest-order digit position is
always blanked if a 0 code appears on its BCD inputs

and the blanking input is HIGH. Each lower-order digit
position is blanked if a O code appears on its BCD
inputs, and the next higher-order digit is a 0 as indi-
cated by a HIGH on its blanking output. The ripple
blanking output of any decoder indicates that it has a
BCD 0 on its inputs, and all higher-order digits are
also 0. The blanking output of each stage is connected
to the blanking input of the next lower-order stage.
This is shown in Fig. 11.20(a).
Trailing zero suppression: For the decimal (fractional)
portion of the display, trailing zero suppression is used.
The lowest-order digit is blanked if it is 0, and each
digit that is 0 and is followed by 0’s in all the lower-order
positions is also blanked. This is shown in Fig. 11.20(b).
As an example, in Fig. 11.20(a), the highest-order
digit is 0, which is, therefore, blanked. Also, the next
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Fig. 11.20 Zero Suppression Logic; (a) Leading Zero and (b) Trailing Zero.

digit is a 0, and because the highest-order digit is 0, it
is also blanked. The remaining two digits are displayed.
In Fig. 11.20(b), the lowest-order digit is blanked be-
cause it is a 0. The next digit is also 0 and its blanking
input is HIGH, so it is blanked. The highest-order digit
(9) is displayed. The blanking output of each decoder
stage is connected to the blanking input of the next
higher-order stage.

DATA SELECTORS

A digital multiplexer or data selector is a logic circuit
that accepts several digital data inputs and selects one
of them at any given time to pass on to the output. The
routing of the desired data input to the output is con-
trolled by SELECT inputs, often referred to as AD-
DRESS inputs.

A demultiplexer performs the reverse operation; it
takes a single input and distributes it over several out-
puts. The select input code determines to which output
the DATA input will be transmitted.

11.21 Differentiate between a multiplexer and a
demultiplexer.

Solution:

A digital multiplexer or data selector is a logic circuit
that accepts several digital data inputs and selects one of
them at any given time to pass on to the output. Control
signals are also input to tell which data-input line to
select for transmission (data selection). Figure 11.21(a)
shows that the data select control inputs (S;, S,) are
responsible for determining which data-input (D, to D)
is selected to be transmitted to the data-output line Y.
The §,, S, inputs will be a binary code that corresponds
to the data-input line you want to select. Table 11.3
lists the codes for input data selection.

Table 11.3 Data Select Inputs Codes for Fig. 11.21(a)

Data Select Control Inputs Data Input Selected
S So
0 0 D,
0 1 D,
1 0 D,
1 1 D,




252 2000 Solved Problems in Digital Electronics

I
DO | |
D1—>1—0 : Y
Data Inputs ' T Output
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Select Inputs
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Fig. 11.21 Simplified Switch Equivalents of Four-way
Data Multiplexers and Demultiplexers;
(a) Four-way Multiplexer; (b) Four-way
Demultiplexer.

Demultiplexing is the opposite procedure from mul-
tiplexing. We can think of a demultiplexer as a data
distributor. It takes a single input data value and routes
it to one of several outputs, as illustrated in Fig. 11.21(b).

11.22 Describe a simple four-line multiplexer.

Solution:
A simple four-line multiplexer built from SSI logic gates
is shown in Fig. 11.22. The control inputs (S;, S,) take

t 4 oty oty t
1 11 1 1

care of enabling the correct AND gate to pass just one
of the data inputs through to the output.

In Fig. 11.22, 1’s and O’s are placed on the diagram
to show the levels that occur when selecting data input
D,. AND gate D, is enabled, passing D, to the output,
whereas all other AND gates are disabled.

11.23 List the available multiplexer ICs.

Solution:

The 2-, 4-, 8-, and 16-input multiplexers are available
in MSI packages. Table 11.4 lists some popular TTL
and CMOS multiplexers.

Table 11.4 TTL and CMOS Multiplexers

Function Device Logic Family
Quad two-input 74157 TTL
74HC157 H-CMOS
4019 CMOS
Dual eight-input 74153 TTL
74HC153 H-CMOS
4539 CMOS
Eight-input 74151 TTL
74HC151 H-CMOS
4512 CMOS
Sixteen-input 74150 TTL

11.24 Draw the logic symbol for the 74151 eight-
line multiplexer.

Solution:

The logic symbol for the 74151 is given in Fig. 11.23.
Because the 74151 has eight lines to select from (/;, to 1)
it requires three data select inputs (S,, S;, Sy) to
determine which input to choose (2° = 8). True Y and
complemented (Y) outputs are provided. The active-
LOW enable input (E) disables all inputs when it is
HIGH and forces Y LOW regardless of all other inputs.

Epinininin

—D

P A R N

11 1 1 1
Data

Output  Gate 1 is Enabled, so

_>D2

Data Input D, Passes

to the Output)

— D,

1

EX

S

3

So

Fig. 11.22 [ogic Diagram for a Four-line Multiplexer.



7 4 3 2 1 15 14 13 12
S I I I A
E gy Iy b Iy Iy Is Iy 1
11715,
10~ |S;
971s,
Y Y
Vge = Pin 16 | |
GND = Pin 8 6 5
Fig. 11.23 The 74151 Eight-line Multiplexer-logic
Symbol.

11.25 Using two 74151s, design a 16-line multiplexer
controlled by four data select control inputs.

Solution:
The multiplexer is shown in Fig. 11.24. Because there are
16 data input lines, we must use four data select inputs
(2% =16). A is the LSB data select line and D is the MSB.
When the data select is in the range from 0000 to
0111, the D line is 0, which enables the low-order (left)
multiplexer selecting the D to D, inputs and disables
the high-order (right) multiplexer.
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When the data select inputs are in the range from
1000 to 1111, the D line is 1, which disables the low-
order multiplexer and enables the high-order multiplexer,
allowing Dy to D5 to be selected. Since the Y output of
a disabled multiplexer is 0, an OR gate is used to com-
bine the two outputs, allowing the output from the en-
abled multiplexer to get through. (See Fig. 11.24)

11.26 Draw the pin connections and internal logic
of the data demultiplexer IC 741.S139 and ex-
plain.

Solution:
The 74LS139 is a common example of a data demulti-
plexer which contains two independent four-way de-
multiplexers within a 16-pin DIL-package. Each four-way
demultiplexer has a single active-low enable input, EN,
two select inputs, Sy and S, and four outputs, O to 3. The
pin connections for the 74L.S139 are shown in Fig. 11.25.
As for its data multiplexer counterpart, the 74LS153,
the two halves of the device, referred to as A and B are
conveniently brought out to pins on opposite sides of
the package; the A-side using pins 1 to 7 whilst the
B-side uses pins 9 to 15. The supply, which follows the
normal convention of pin-8 (0 V) and pin-14 (+5 V) is
common to both halves of the device. (See Fig. 11.25.)

16 Bit Data Input

/
D, Dy D, Dy D, Ds D D,

\
D8 D9 D10D11 D12 D13D14 D15

Iy Iy I I3 1y g Ig | [/ P A N PR A |
SOO 1 2 3 4 5 6 7 SOO 1 2 3 4 5 6 7
S, 74151 S 74151
_82 82
ey y 9E v y
NC NC
A
B
Data Select
C
D
Data Out

TV

Enables Second Multiplexer when D = 1

Fig. 11.24 Using Two 74151’s to Design a 16-line Multiplexer.
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Fig. 11.25 Pin Connections for the 74L.S139.
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Fig. 11.26 Internal Logic of the 74L.S139.

The internal logic of the 74LS139 is shown in Fig.
11.26. This shows how the two select signals, S, and
S,. are gated with the enable signals, EN, in each of
the 4-three-input NAND gates. Since NAND rather than
AND gates are employed, the outputs go to logic 0 in
the selected state and revert to logic 1 in the deselected
state. This is important since, in typical applications,
the 74LS139 is used in conjunction with other devices
which have active LOW select or enable inputs.

The complete truth table for the 74LS139 is shown
in Table 11.5. This truth table is, of course, identical
for each half of the device.

Table 11.5 Complete Truth Table for the 741L.S139.

Inputs Outputs
EN So S, 3 2 1 0
1 X X 1 1 1 1
0 0 0 1 1 1 0
0 1 0 1 1 0 1
0 0 1 1 0 1 1
0 1 1 0 1 1 1

When the EN line is at logic 1 all four outputs go to
logic 1 regardless of the state of the select inputs S, and
S. When both select inputs are at logic 0 and the EN line
is taken LOW, the O output line goes to logic O (the
other three outputs remain at logic 1). With S at logic 1
and S, at logic O the 1 output line goes to logic 0, and
SO on.

Taking the four-way switch analogy a little further,
it should be noted that, the enable line effectively acts
as a data signal input, the selected output reflecting the
state of this line. If we have selected output O (by placing
a logic 0 on both Sy and S)), the O output line will
follow the logical state of the EN input; i.e. when EN

goes LOW the 0 output will go LOW and when EN
goes HIGH the 0 output will go HIGH.

CODE CONVERTERS

Often it is important to convert a coded number into
another form that is more usable by a computer or digi-
tal system. The prime example of this is with binary-
coded decimal (BCD), which is very important for visual
display communication between a computer and human
beings. But BCD is very difficult to deal with arith-
metically. Algorithms, or procedures, have been devel-
oped for the conversion of BCD to binary by computer
programs (software) so that the computer will be able
to perform all arithmetic operations in binary. Yet an-
other way to convert BCD to binary, the hardware ap-
proach, is with MSI integrated circuits. Additional
circuitry is involved, but it is much faster to convert
using hardware rather than software.

11.27 Explain BCD-to-binary conversion.

Solution:

One method of BCD-to-binary code conversion involves
the use of adder circuits. The basic conversion process
is as follows:

1. The value of each bit in the BCD number is repre-

sented by a binary number.

2. All of the binary representations of bits that are

I’s in the BCD number are added.

3. The result of this addition is the binary equivalent

of the BCD number.

The binary equivalent of each BCD bit is a binary
number representing the weight of that bit within the total
BCD number. This representation is given in Table 11.6.

Once the binary representation for each 1 in the BCD
number is determined, adder circuits can be used to add



the 1’s in each column of the binary representation.
The 1’s occur in a given column only when the corre-
sponding BCD bit is a 1. The occurrence of a BCD 1
can therefore be used to generate the proper binary 1
in the appropriate column of the adder structure. To
handle a two-decimal digit (two-decade) BCD code,
eight BCD input lines and seven binary outputs are
required. (It takes 7 binary bits to represent numbers up
through 99.)

Table 11.6 Binary Representations of BCD Bit Weights
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Referring to Table 11.6, notice that the ‘I’ (LSB)
column of the binary representation has only a single 1
and no possibility of an input carry, so that a straight
connection from the A, bit of the BCD input to the
least significant binary output is sufficient. In the 2’
column of binary representation, the possible occurrence
of two 1’s can be accommodated by adding the B, bit
and the A bit of the BCD number. In the ‘4’ column of
binary representation, the possible occurrence of two
1I’s is handled by adding the C, bit and the B, bit of the
BCD number. In the ‘8’ column of the binary represen-

Binary Representation tation, the possibility of occurrence of three 1’s is
B G BCD Weigee b0 G2 e @ ! handled by adding D,, A, and C, bits of the BCD
Ay 1 o 0o o0 o0 o0 o0 1 numbers. In the ‘76’ column, the B, and the D, bits are
B, 2 o o0 o0 0 0 1 0 added. In the ‘32" column, only a single 1 is possible,
G 4 o000 10 0 so the C; bit is added to the carry from the ‘16’ col-
D, 8 0 0 0 1 0 0 0 In the ‘64" col 1 inole 1
A, 10 o 0 o 1 o0 1 0 umn. In the column, only a single 1 can occur, so
B, 20 o 0 1 0 1 0 o0 the D, bit is added only to the carry from the ‘32’
C, 40 0 1 0 1 0O 0 0 column. A method of implementing these requirements
D, 80 1 0 1 0 0 0 O with full-adders is shown in Fig. 11.27.
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Fig. 11.27 Two-digit BCD-to-binary Converter using Full-adders.
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11.28 Explain the difference between the Gray code
and the regular binary code.

Solution:

The difference between the Gray code and the regular
binary code is illustrated in Table 11.7. The Gray code
varies by only 1 bit from one entry to the next and from
the last entry (15) back to the beginning (0). Now, if
each Gray code represents a different position on a
rotating wheel, as the wheel turns, the code read from
one position to the next will vary by only 1 bit (see
Fig. 11.28).

Table 11.7 Four-bit Gray Code

Decimal Binary Gray
0 0000 0000
1 0001 0001
2 0010 0011
3 0011 0010
4 0100 0110
5 0101 0111
6 0110 0101
7 0111 0100
8 1000 1100
9 1001 1101
10 1010 1111
11 1011 1110
12 1100 1010
13 1101 1011
14 1110 1001
15 1111 1000

\ 1000
1001
1011
\
1010

1110

1111

///:;01
// 1100

11.29 Discuss the detailed procedure for the design
of combinational circuits.

Solution:

The design of combinational circuits starts from the
verbal outline of the problem and ends in a logic circuit
diagram, or a set of Boolean functions from which the
logic diagram can be easily obtained. The procedure
involves the following steps:

1. The problem is stated.

2. The number of available input variables and

required output variables is determined.

3. The input and output variables are assigned letter

symbols.

4. The truth table that defines the required relation-

ships between inputs and outputs is derived.

5. The simplified Boolean function for each output

is obtained.

6. The logic diagram is drawn.

A truth table for a combinational circuit consists of
input columns and output columns. The 1’s and 0’s in
the input columns are obtained from the 2" binary
combinations available for n input variables. The binary
values for the outputs are determined from examination
of the stated problem. An output can be equal to either
0 or 1 for every valid input combination. However, the
specifications may indicate that some input combinations
will not occur. These combinations become don’t-care
conditions.

The output functions specified in the truth table give
the exact definition of the combinational circuit. It is

0000
/ 0001
/0011

/

0010

0110

0111

0101
0100

Fig. 11.28 Gray Code Wheel.



important that the verbal specifications be interpreted
correctly into a truth table. Sometimes the designer must
use his intuition and experience to arrive at the correct
interpretation. Word specifications are very seldom
complete and exact. Any wrong interpretation which
results in an incorrect truth table produces a combi-
national circuit that will not fulfill the stated require-
ments.

The output Boolean functions from the truth table
are simplified by any available method, such as algebraic
manipulation, the map method, or the tabulation
procedure. Usually there will be a variety of simplified
expressions from which to choose. However, in any
particular application, certain restrictions, limitations,
and criteria will serve as a guide in the process of
choosing a particular algebraic expression. A practical
design method would have to consider such constraints
as (1) minimum number of gates, (2) minimum number
of inputs to a gate, (3) minimum propagation time of
the signal through the circuit, (4) minimum number of
interconnections, and (5) limitations of the driving
capabilities of each gate. Since all these criteria cannot
be satisfied simultaneously, and since the importance
of each constraint is dictated by the particular appli-
cation, it is difficult to make a general statement as to
what constitutes an acceptable simplification. In most
cases the simplification begins by satisfying an elementary
objective, such as producing a simplified Boolean
function in a standard form, and from that proceeds to
meet any other performance criteria.

In practice, designers tend to go from the Boolean
functions to a wiring list that shows the interconnections
among various standard logic gates. In that case the
design need not go any further than the required
simplified output Boolean functions. However, a logic
diagram is helpful for visualizing the gate implemen-
tation of the expressions.

11.30 Discuss the detailed procedure for the analysis
of combinational circuits.

Solution:
The design of a combinational circuit starts from the
verbal specifications of a required function and
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culminates with a set of output Boolean functions or a
logic diagram. The analysis of a combinational circuit
is somewhat the reverse process. It starts with a given
logic diagram and culminates with a set of Boolean
functions, a truth table, or a verbal explanation of
the circuit operation. If the logic diagram to be ana-
lyzed is accompanied by a function name or an expla-
nation of what it is assumed to accomplish, then the
analysis problem reduces to a verification of the stated
function.

The first step in the analysis is to make sure that the
given circuit is combinational and not sequential. The
diagram of a combinational circuit has logic gates with
no feedback paths or memory elements.

Once the logic diagram is verified as a combina-
tional circuit, one can proceed to obtain the output Bool-
ean functions ** or the truth table. If the circuit is
accompanied by a verbal explanation of its function,
then the Boolean functions or the truth table is suffi-
cient for verification. If the function of the circuit is
under investigation, then it is necessary to interpret the
operation of the circuit from the derived truth table.
The success of such investigation is enhanced if one
has previous experience and familiarity with a wide
variety of digital circuits. The ability to correlate a truth
table with an information-processing task is an art one
acquires with experience.

To obtain the output Boolean functions from a logic
diagram, proceed as follows:

1. Label with arbitrary symbols all gate outputs that
are a function of the input variables. Obtain the
Boolean functions for each gate.

2. Lable with other arbitrary symbols those gates
which are a function of input variables and/or
previously labeled gates. Find the Boolean func-
tions for these gates.

3. Repeat the process outlined in step 2 until the
outputs of the circuit are obtained.

4. By repeated substitution of previously defined
functions, obtain the output Boolean functions in
terms of input variables only.

SUMMARY

> Logic functions can be performed by two types of networks.

Y VYV

delay signals.

Encoding is the opposite of decoding.

Y V V V

No storage is involved in combinational networks.
Logic operations with sequential networks occur in a definite sequence providing the ability to store or

A decoder identifies, recognises, or detects a particular code.

A very common output device used to display numbers is the seven-segment display.
Encoders and decoders translate from decimal to binary and from binary to decimal.
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A\

pass on to the output.
A digital demultiplexer takes a single input and distributes it over several outputs.

Y VYV

system.
The design of combinational circuits follows a systematic procedure.
Alogic diagram is helpful in visualizing the gate implementation of the expressions.

Y VYV

REVIEY QUESTIONS

Test your

A digital multiplexer accepts several digital data inputs and selects one of them at any given time to

Code converters convert a coded number into another form that is more usable by a computer or digital

understanding

e Al S

understanding

22.
23.
24.
25.
26.
27.
28.
29.
30.

Where are decoders used?

A BCD-to-decimal decoder has how many inputs and how many outputs?

Define an active-LOW enable.

Where are encoders used?

What is meant by a priority encoder?

What is the function of LT pin in a 74471C?

How many 741544-line-to-16-line decoders are necessary to decode a 6-bit binary number?
In how many ways can a decoder with three inputs and 2° = 8 outputs, be referred to?
Can more than one decoder output be activated at one time?

How does the 7445 differ from the 74427

. Which LED segments will be on for a decoder/driver input of 1001?

. How does a decoder differ from an encoder?

. How does a priority encoder differ from an ordinary encoder?

. What does the label HPRI mean?

. What does the symbol > mean inside a symbol block?

. What is the function of a multiplexer’s select inputs?

. What are some of the major applications of multiplexers?

. Explain the difference between a multiplexer and a demultiplexer.

. What is a code converter?

. How many binary outputs would a three-digit BCD-to-binary converter have?

. How many 74184ICs are required to convert a three-digit BCD number to binary?

Test your SUPPLEMENTARY PROBLEMS

Draw the logic symbol for 4-line-to-16 line decoder.

Ilustrate a method of driving a 7-segment liquid crystal display (LCD).
Describe a method driving a LCD segment ‘on and off’.

Design a 1-of-4 decoder.

Draw a 1-of-16 decoder with enable inputs 1G and 2G.

How will you wire a 7447A decoder and seven segment display?

How will you wire a CMOS decoder/driver system to a LCD?

Draw the block diagram of a system used to decode and drive an LCD.

Use 74150s and any other logic necessary to multiplex 32 data lines on to a single data-output line.
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—— OBJECTIVE TYPE QUESTIONS

understanding

Fill in the Blanks

31.

32.
33.
34.
35.
36.
37.

38.
39.
40.
41.
42.
43.
44.
45.
46.

47.

48.

49.

The 7442 BCD decoder has active _ (LOW, HIGH) inputs and active - (LOW,
HIGH) outputs.

The decoder is madeupofa _ of logic gates.

1-of-2" decoder is so named because one _ address can activateoneof ___ outputs.
The enable input enablesor __ the circuit.

Decoders areusedto — information from one code to another.

Encodingisthe _ process from decoding.

Decoders are versatile circuits that convert information from » inputs to a maximumof __ output
lines.

In a 1-of-2" decoder, one n-bit addresscan _ one of 2" outputs.

The input line foran _ signal has a circle to show inversion.

Decoders canbeusedas _ to send data to a desired output.

An additional feature found on many seven-segment decoders isthe |

Blanking of zerosonthe _ of the number is called leading zero suppression.

Blanking of zeros after the numberiscalled _ zero suppression.

The inventor of the Gray code was _ of Bell Labs.

On a single LED, the flat area on the rim of the plastic identifiesthe _ Jead.

The RBI and RBO inputs of the 7447A are commonly used for blanking _ on calculator and cash
register multidigit displays.

The LCD uses a liquid crystal, or _ fluid, which transmits light differently when affected by a
magnetic field from an ac voltage.

A(m)y___ voltage applied to an LCD will destroy the unit.

The LCD unit consumesa _ amount of power.

True/False Questions

State whether the following statements are True (T) or False (F)

50.

51.
52.
53.
54.
55.
56.
57.

58.
59.

An octal decoder with active-LOW outputs will output seven LOWs and one HIGH for each combination of
inputs.

A hexadecimal decoder is sometimes called a 4-line-to-10-line decoder.

Only one of the three enable inputs must be satisfied to enable the 74183 decoder IC.

Regardless of the values of inputs, no output is activated unless the enable signal is 1.

A decoder with a data input is called a demultiplexer.

Blanking inputs cannot control display brightness.

More than one output of a BCD-to-7-segment decoder/driver cannot be active at one time.

When a multiplexer is used to implement a logic function, the logic functions are applied to the multiplexer’s
data inputs.

The circuit of a demultiplexer is basically the same as for a decoder.

The Gray code is not a BCD-type code.

Multiple Choice Questions

60.

61.

62.

63.

A multiplexer has

(a) one data input and a number of data outputs

(b) one data output and a number of data inputs

(c) one data output, a number of data inputs, and a number of select inputs

(d) one data output and a number of select inputs.

A multiplexer with 4-bit data select input is a

(a) 4 : 1 multiplexer (b) 8 : 1 multiplexer (c) 16 : 1 multiplexer (d) 32 : 1 multiplexer
A multiplexer can be used as a

(a) logic element (b) Flip-Flop (c) counter (d) 7-segment LED driver
A 4-variable logic expression can be realised by using only one

(a) NAND gate (b) NOR gate (c) demultiplexer (d) 16 : 1 multiplexer
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64.

65.

66.

67.

68.

69.

A demultiplexer can be used to realise a

(a) counter (b) shift-register

(c) combinational circuit (d) display system

In a hexadecimal-to-binary priority encoder

(a) O(hex) has the highest priority (b) 7(hex) has the lowest priority

(c) F(hex) has the lowest priority (d) F(hex) has the highest priority

The number of 4-line-to-16-line decoders required to make an 8-line-to-256-line decoder is
(a) 8 (b) 17 (c) 32 (d) 64

When 7-segment LED displays are employed to display numbers, zero blanking arrangement is used to blank out
(a) all the zeros (b) all the leading zeros

(c) all the trailing zeros (d) the zero in the MSD

Time multiplexing is employed in digital display systems to

(a) improve the speed of operation (b) reduce cost and space requirements

(c) reduce power requirements (d) achieve all of the above

A 7-segment common-anode LED display requires

(a) BCD-to-7 segment decoder with active-LOW outputs

(b) BCD-to-7 segment decoder with active-HIGH outputs

(c) negative supply voltage for the anode

(d) positive supply voltage for the anode and BCD-to-7 segment decoder with active-LOW outputs

ANSWERS

11.
12.
13.
14.
15.
16.
17.
18.

19.

20.
21.
22.
23.
24.
25.

_
SO NIUNE LD

Decoders are used to route data to desired output lines, to address memories, and to convert information from
one code to another code.

4 inputs, 10 outputs.

An enable signal that enables when it is LOW is called an active-LOW enable signal.

Encoders are used to generate a coded output (such as BCD or binary) from a single numeric input line.

An encoder in which priorities are assigned to various inputs.

It is used to test all the segments of a 7-segment LED.

Two.

(1) 3-line-to-8-line decoder, (2) Binary-to-octal decoder, (3) Converter, (4) 1-of-8 decoder.

No

The 7445 has open-collector outputs that can handle up to 30 V and 80 mA.

a b, f, g

An encoder produces an output code corresponding to the activated input-A decoder activates one output.

In a priority encoder, the output code corresponds to the highest-numbered output that is activated.

HIGH Priority.

Buffer or driver.

The binary number of the select inputs determines which data input will pass through to the output.
Parallel-to-serial conversion, data routing, logic function generation, operations sequencing.

A multiplexer selects one of many input signals to be passed to its output; a demultiplexer selects one of
many outputs to receive the input signal

A code converter takes input data represented in one type of binary code and converts it to another type of
binary code

Three digits can represent decimal values up to 999. To represent 999 in straight binary requires 10 bits

6.

(See Fig. 11.29)

(See Fig. 11.30)

(See Fig. 11.31)

(See Fig. 11.32)



26.
27.
28.
29.
30.
31.
35.
39.
43.
47.
51.
55.
59.
63.
67.
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INTRODUCTION

Sequential logic describes logic circuitry that follows a
specific order. The devices (combinations of logic gates)
can store or delay certain bits, which provides a memory
function. Each stage in a sequential logic circuit depends
on the results of the previous stage for its own inputs.
Such types of circuits include the £1ip-£flop (bistable
multivibrator), the one-shot (monostable multivibrator),
the free-running (astable multivibrator) and the Schmitt
trigger (a bistable device that is activated by a certain
analog voltage level).

To have a sequential system, we must know what
has happened in the past. Therefore we must have
storage devices to retain this information until we are
ready to use it. The basic unit for this storage is the
flip-flop (abbreviated FF). It can be flipped to one
of its two binary states, and will remain in that state
until caused to flop back again to its other state by
some external stimulus.

Table 12.1

Chapter

12
Flip-Flops

12.1 Compare combinational and sequential circuits.

Solution: (See Table 12.1)

12.2 Describe the working of a regenerative switch-
ing circuit.

Solution:
Figure 12.1 shows two inverters connected in a ring. If
the output of the first inverter Q is equal to 1, this

Sol >0

Fig. 12.1 A Regenerative Switching Circuit

signal is fed to the input of the second inverter making
its output P equal to 0. This in turn forms the input to
the first inverter which makes its output 1. Thus the
circuit is stable with Q = 1 and P = 0. Alternatively, if
Q = 0, this corresponds to a second stable state with

Combinational Circuit

Sequential Circuit

1. Itis a digital logic circuit whose output at any time depends
solely on the combined set of input applied to it
simultaneously at that instant of time.

2. It contains no memory elements.

3. It can be totally described by the set of output values only.

4. It is easy to design, due to absence of memory.

5. Faster in speed because all inputs are primary inputs applied
simultaneously.

6. It needs more hardware for its realization.

7. It is expensive in cost.

1. It is a digital logic circuit whose output depends on the
present inputs as well as on the previous history of inputs.

2. It contains at least one memory element.

3. Its performance is totally described by the set of subsequent
state values as well as set of output values.

4. 1Tt is difficult to design due to presence of memory.

5. Itis comparatively slower in speed because it has secondary
inputs also, which are applied after a delay.

6. It needs less hardware for its realization.

7. It is cheaper in cost.
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Q =0 and P = 1. The circuit, therefore, has two stable
states. It also has two outputs Q and P, where P = Q.
We can, therefore, consider the circuit to be a form of
bistable multivibrator. This arrangement is an example
of regenerative switching in which the output of one
stage is amplified and fed back to reinforce the output
signal, forcing the circuit into one state or the other.
The circuit of Fig. 12.1 is of little practical use. Its
state is determined when power is applied and it then
remains in that state until power is removed. There is
no provision for entering the information required to be
stored in it.

S/R LATCH

A group of £lip-flops sensitive to pulse duration
is usually called a latch, whereas a group of flip-
flops sensitive to pulse transition is called a register.
For example, IC type 7475 is a 4-bit latch, whereas IC
type 74175 is a 4-bit register.

The latch is a type of temporary storage device. The
main difference between latches and £1ip-flops is
the method used for changing their state.

12.3 Describe the operation of a transparent latch.

Solution:

In Fig. 12.2 we have a circuit with two input signals
R and S and two output signals labeled Q and Q. If one
input of a two-input NOR gate is held at 0, the
relationship between the other input and output is that of
an inverter. Figure 12.2 illustrates the simplest form of
data storage, the Set-Reset (S-R) latch. These circuits are
called transparent latches because the outputs respond
immediately to changes at the input, and the input state
will be remembered, or latched onto. The latch will
sometimes have an enable input which is used to control
the latch to accept or ignore the S-R input states.

R S

Fig. 12.2 A Latch formed from Two NOR Gates.

12.4 Describe in detail the working of a Set-Reset
(S-R) latch implemented with NAND gates.

Solution:

The S-R latch is the easiest to understand. Figure 12.3
shows an S-R latch implemented with NAND gates, called
a NAND gate latch or simply a latch. The two NAND
gates are cross-coupled so that the output of NAND-A is
connected to one of the input of NAND-B and vice versa.
Under normal conditions, the outputs will always be
the inverse of each other. There are two latch inputs—

S(Set)

Inputs < Outputs

B Q

\ R(Reset)

Fig. 12.3 S-R Latch Implemented with NAND Gates.

the SET input sets Q to the 1 state; the CLEAR input
clears or resets Q to the O state. The ‘set’ and ‘reset’
inputs are sometimes called the Preset and Clear inputs.

1. Assume that S= 1, R=1and Q = 0. Now Q=0
and R = 1 are the states of the inputs of gate B.
Therefore, the output of gate B is at 1. The output
of gate B is connected to an input of gate A so if
S =1, both inputs of gate A are at the logic 1
state. This means that the output of gate A must
be 0 (as was originally specified). The O state of
Q is continuously disabling gate B so that any
change in R has no effect. Also, the I state of Q
is continuously enabling gate A so that any change
in § will be transmitted through to Q. The above
conditions constitute one of the stable states of the
device, referred to as the Reset state, since Q = 0.

2. Now assume that with the S-R latch in the Reset
state, the S input goes to 0. The output of gate A,
ie., Q, will go to 1 and with Q =1 and R =1, the
output of gate B, i.e. O, will go to 0. With Q now
at 0, gate A is disabled, keeping Q at 1. Con-
sequently, when S returns to the 1 state, it has no
effect on the latch, whereas a change in R will
cause a change in the output of gate B. The above
conditions constitute the other stable state of the
device, called the Set state, since Q = 1. The
change of state of S from 1 to 0 has caused the
latch to change from the Reset state to the Set state.

3. Now assume that with the S-R latch in the Set
state, R changes from 1 to 0, Q goes to 1 enabling
gate A. This causes Q to go to 0, since S = 1, dis-
abling gate B. In other words, the change in R
causes the latch to go to the Reset state. It will
remain in the Reset state regardless of further
changes in R.

4. Now assume that S = 0 and R = 0. When this
happens, both Q and Q will be forced to 1 and
remain so for as long as both § and R at kept at 0.
However, when both inputs return to 1, there is
no way of knowing whether the latch will be in
the Reset state or the Set state. This condition is
said to be indeterminate. Because of this
indeterminate state, great care must be taken when
using S-R latches to ensure that both inputs are
not instructed simultaneously.



12.5 Describe the working of NAND gate version of
S-R latch with the help of a transition table.

Solution:

We can represent the action of S-R latch using a truth
table which is often called a transition table since it
indicates the transitions between states. When using any
latch, it is tedious to draw it out fully in terms of gates
and so special symbols are used. The symbol for the
NAND S-R latch is given in Fig. 12.4. The circles on the S
and R inputs indicate that the latch is activated by a 0
level.

Fig. 12.4 S-R Latch Activated by Negative-going Inputs
(NAND Version).

Table 12.2
(a) Transition Table
Initial ~ Conditions | Inputs (Pulsed) Final Output
0 0 S R (0 0
1 0 0 0 Indeterminate
1 0 0 1 1 0
1 0 1 0 0 1
1 0 1 1 1 0
0 1 0 0 Indeterminate
0 1 0 1 1 0
0 1 1 0 0 1
0 1 1 1 0 1
(b) Simplified Version
S R (0]
0 0 Indeterminate
0 1 Set (1)
1 0 Reset (0)
1 1 Hold

12.6 Describe the working of a NOR gate S-R latch.

Solution:

When NOR gates are used the § and R inputs are
transposed compared with the NAND version. Also, the
stable state is when S and R are both 0. A change of
state is affected by pulsing the appropriate input to the
1 state. The indeterminate state is when both S and R
are simultaneously at logic 1.
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R
Q | s o——
s Q  |R al
(a) (b)
Fig. 12.5 (a) S-R Latch Implemented with NOR gates
(b) Symbol for S-R Latch
Table 12.3
S R 0
0 0 Hold
0 1 Reset (0)
1 0 Set (1)
1 1 Indeterminate

12.7 Show the pin configuration of a quad-NOR gate
7402.

Solution:

The pin configuration of a quad-NOR gate 7402 is given
in Fig. 12.6 Looking at its pin layout in conjunction
with Fig. 12.5(a), we can draw the circuit of Fig. 12.6.
By performing a timing analysis on the S-R latch we
can see why it is called transparent and also observe
the datching phenomenon.

+5V Q

Fig. 12.6 S-R Latch Connections using a 7402.

12.8 Connect the waveforms given in Fig. 12.7(b) to
the S-R latch in Fig. 12.7(a) and sketch the
output waveform that will result. Give your
observations.

Solution:

Observations
1. The S-R latch is latched in the Set condition even
after the HIGH is removed from the S input.
2. The latch is considered transparent because the Q
output (Fig 12.7(c)) responds immediately to input
changes.
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S—S Q+—Q
R—IR Qa—aQ
(a)
S_ —
R
(b)
Q
Function @@
S |H |R|H |S|H R H [S|H
e |o |e|lo |e|o e o |e|o
t | s| | t] 1l S | t]1
d |e| d d e d d
t t

(c)

Fig. 12.7 For P12.8 (a) S-R Latch (b) Given Waveforms
(c) Output Waveform.

D-LATCH

In applications such as memories and so-called data
latches, it is necessary to remember what the logic state
of a single input has been even after the input has sub-
sequently changed. The simple S-R latch cannot do this,
since it requires two inputs, one to Set the latch and one
to Reset it. Further, the S-R latch is in an undefined
state when both inputs become 1 or go to O from 1. The
S-R latch does not know what to do. Depending on a
spurious signal on one of the inputs, or a slightly earlier
appearance of the signal on one of the inputs, the S-R
latch will select one of the two states. In order to avoid
the random state the D latch has been developed. By
means of clock pulses and a single input this random
state is avoided.

12.9 Differentiate between asynchronous and syn-
chronous circuits.

Solution:
The external outputs in a sequential circuit are not only
a function of internal inputs but also of the present
state of the memory elements. The next state of memory
elements is also a function of external inputs and the
present state. Thus, a sequential circuit is specified by
a time sequence of inputs, outputs and internal states.
There are two main types of sequential circuits. Their
classification depends on the timing of their signals. A
synchronous sequential circuit is a system whose
behaviour can be defined from the knowledge of its
signals at discrete instants of time. Synchronous circuits
operate sequentially, in step, with a control input. One
way of achieving this goal is to use pulses of limited
duration throughout the system so that one pulse
amplitude represents logic-1 and another pulse amplitude
(or the absence of a pulse) represents logic-0. The

difficulty with a system of pulses is that any two pulses
arriving from separate independent sources to the inputs
of the same gate will exhibit unpredictable delays, will
separate the pulses slightly, and will result in unreliable
operation. Practical synchronous sequential logic sys-
tems use fixed amplitudes such as voltage levels for the
binary signals. Synchronization is achieved by a timing
device called a master-clock generator which generates
a periodic train of clock pulses distributed throughout
the system in such a way that memory elements are
affected only with the arrival of the synchronization
pulse. In practice, the clock pulses are applied into AND
gates together with the signals that specify the required
change in memory elements. The AND gate outputs can
transmit signals only at instants which coincide with
the arrival of clock pulses. Synchronous sequential cir-
cuits which use clock pulses in the inputs of memory
elements are called clocked sequential circuits.

The behaviour of an asynchronous sequential circuit
depends on the order in which its inputs signals change
and can be affected at any instant of time. The memory
elements commonly used in asynchronous sequential
circuits are time-delay devices. The memory capability
of a time-delay device is due to the fact that it takes a
finite time for the signal to propagate through the device.
In practice, the internal propagation delay of logic gates
is of sufficient duration to produce the needed delay, so
that physical time delay units may be unnecessary. In
gate-type asynchronous systems, the memory elements
of Fig. 12.8 consist of logic gates whose propagation
delays constitute the required memory. Thus, an
asynchronomous sequential circuit may be regarded as
a combinational circuit with feedback. Because of the
feedback among logic gates, an asynchronous sequential
circuit may, at times, become unstable. Instability
imposes many problems. Hence they are not as
commonly used as synchronous systems.

Inputs —> Combinational Outputs

’_> Circuit

Fig. 12.8 Block Diagram of a Sequential Circuit.

Memory
Elements

12.10 Explain the working of a gated S-R latch.

Solution:

To make an S-R latch synchronous, we add a gated input
to enable and disable the S and R inputs. Figure 12.9
shows the connections that convert the cross-coupled
NOR S-R latch into a gated latch.

The S, and R, lines are the original Set and Reset
inputs. With the addition of the AND gates, however,
the S, and R, lines will be kept LOW-LOW (Hold
condition) as long as the Gate Enable is LOW. The latch
will operate normally while the Gate enable is HIGH.



/'
Held at 0 - 0,

when Gate |
Enable =0 !

—R Q — \:R o
R— ) E

(a) (b)

Fig. 12.9 Gated Cross-coupled NOR S-R Latch
(a) Symbol (b) Circuit.

The function table in Fig. 12.10 illustrates the opera-
tion of the gated S-R latch. Function table is a table
that illustrates all the possible input and output states
for a given digital IC or device.

G S R Q Q Comments

0 0 0 Q Q Hold

0 0 1 Q Q Hold Gate Inputs
0 1 0 Q Q Hold Disabled

0 1 1 Q Q Hold

1 0 0 Q Q Hold

1 0 1 0 1 Reset Gate Inputs
1 1 0 1 0 Set Enabled

1 1 1 0 0 Unused

Fig. 12.10 Gated S-R Latch Function Table.

12.11 For the G, S, and R inputs in Fig. 12.11 into
the gated S-R latch, sketch the output wave at
0, and list the latch functions.

—
S |

Fig. 12.11 G, S, and R Inputs into a Gated S-R Latch.

Solution:
Q
S |H S-R R | H S-R |H|S|H|R S-R
e |o e o o |elo|e
t | | d s | | d (I [t|l|s] | d
d |n i e d| n i |d die| n i
p s t p s t| p s
u a u a u a
t b t b t b
s | s | S |
e e e
d d d

Fig. 12.12 Output Wave at Q for Inputs in Fig. 12.11
and Latch Functions.
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12.12 Describe the working of a gated D-latch.

Solution:
It is possible to set and reset an S-R latch from one
input by feeding the Set input direct from the data input
and the Reset input from the inverted data. When the
data input is HIGH the latch will be Set, and when it is
LOW, the latch will be Reset. However, this would be
rather pointless, since the latch outputs would then fol-
low every change in the data input. To avoid this a gate
is required that will isolate the data input from the
latch after the desired data has been stored.

There is a single input (D) to Set and Reset the latch.
S and R will be complementary to each other and S is
connected to a single line labeled D (Data). The
operation is such that Q will be the same as D while G
is HIGH, and Q will remain latched when G goes LOW.

S-R and clocked S-R latches have limited use, and
possibly one of the simplest ways in which the circuit
can be made more versatile is to add a single NOT gate
to produce the D-type latch shown in Fig. 12.13.

D s
G G
—{>o—R

Fig. 12.13 The S-R Latch with a Data Input (D) and a
Single NOT Gate to Produce the D-type Latch.

Q_

6_

12.13 Determine the Q output waveform if the inputs
shown in Fig. 12.14 are applied to the gated
D-latch which is initially Reset.

> J I [ B

o T

Fig. 12.14 Input Waveforms Applied to the Gated-D-
Latch which is Initially Reset.

Solution:

o L/

Fig. 12.15 Solution for Problem 12.13.

12.14 Sketch the output waveforms at Q for the inputs
at D and G of the gated D-latch in Fig. 12.13.

|

I R

Fig. 12.16 Inputs at D and G of the Gated D-Latch in
Fig. 12.13.

Solution:

T

Follows Latched Follows Latched Follows
D D D

Fig. 12.17 Solution for Problem 12.14.
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12.15 Illustrate and explain integrated circuit D
latch 7475.

Solution:

The 7475, (Fig. 12.18) an integrated circuit D latch,
contains four transparent D latches. Latches 0 and 1
share a common enable (E,, ;) and latches 2 and 3 share
a common enable (E, ;). From the function table we
can see that Q output will follow D (transparent) as
long as the enable line (E) is HIGH (called active-HIGH
enable). When E goes LOW, the Q output will become
latched to the value that D was just before the HIGH-
to-LOW transition of E.

_DO QO — _D1 01 —
—Eo-1 Q— —Eo-1 61—
_D2 02 — _D3 03 I
—Ez 3 62 —  —Exs 63 —
(a)
éo |I El QO
D, [2] 15] o
D, [3] 14] Q,
E2—3 E El E0—1
Vee [5] 12] GND
D, [6] 11] @,
D3 E @ 02
@ L8] 7475 9] a

(b)

Fig. 12.18 Integrated Circuit 7475 Quad Bistable D
Latch (a) Logic Symbol and (b) Pin Confi-
guration.

Table 12.4 Function Table for the 7475 D Latch.

Inputs Outputs
D EN (0] 0 Comment
0 1 0 1 Reset
1 1 1 0 Set
X 0 0, Qo No change

Q, is the prior output level.
X represents a “don’t care”.

12.16 For the inputs at D, and E,_; for the 7475 D
latch shown in Fig. 12.19(a) sketch the output
waveform at Q,. The input waveforms are
given in Fig. 12.19(b).

— 1Dy Qy}—
1 747
2 5
Eo.i  Q—
1
(a) 2 7475
Eo 4
DO
(b) Inputs at Dy and E;_4
Fig. 12.19
Solution:

|

Q Q
Follows | Latched
D

Fig. 12.20 The Output Waveforms at Q, of Fig 12.19(a).

FLIP-FLOPS

A device that exhibits two different stable states is
extremely useful as a memory element in a binary
system. Any electrical circuit that has this characteristic
falls into the category of devices commonly known as
flip-flops. They are also called multivibrators and
toggle. Historically, the S-R latch was probably the first
type of £lip-flop built and used for data storage
because it is considerably simpler than the others.

Flip-flops ranging from 1-bit storage elements
to multibit-arrays are useful in arithmetic sections of
computers because of their high-speed capabilities.
Flip-flops are used in all types of shift and buffer
registers, storage buffers for computer input-output
systems, alphanumeric indicator displays, and as
accumulators in conjunction with adders to store and
update data when clocked. F1ip-£flops are also used
in all types of counter applications including up/down,
presettable, gated, and any combination of these. Other
applications include error detection and data conversion.

The four basic types of £1ip-flops are the S-R,
D, T, and J-K.

CLOCK PULSES AND EDGE TRIGGERING

A very important fact about digital computers is that
they are clocked. This means that there is a master clock
somewhere sending out signals that are carefully re-
gulated. These signals initiate the operations performed.



We can examine the operation of the £1ip-flops
before and after the clock initiates an action. Initiating
signals are often called clock pulses (Fig. 12.21).

t<«— Width not Less than 30 ns

0
Rise Time and Fall Time
should be Less than 30 ns
Fig. 12.21 Clockpulse.

The clock pulse which is used in TTL and other
systems should have a duration not less than 30 ns. The
rise time and fall time of the pulse should be of the same
order. Greater rise and fall times may cause oscillations in
logic circuits.

A majority of circuits now respond to the edges of
square waves, as in Fig. 12.22. Clocked circuits change
only when the clock pulse arrives, some on the positive-
going part of the clock pulse (Fig. 12.22a) when it
changes from O to 1, others on the negative-going part of
the clock pulse (Fig. 12.22b) when it changes from 1 to 0.

Positive-going, or Rising, Edge of Signal
¥ X N N
I Y A Y Y S A S

(a)
Negative-going, or Falling, Edge of Signal
YN

S S O 2 I A A

(b)
Fig. 12.22 Clock Waveforms.

This distinction is parcticulary important since most
flip-flops respond to either a falling edge or a
rising edge but not both. The system rests between such
edges. The reason for the rest periods is to give the
circuit time to assume their new states and to give all
transients time to die down.

EDGE TRIGGERED S-R FLIP-FLOP

A clock input is included in edge-triggered flip-
flops. This input is marked with a small triangle, as
shown in Fig. 12.23(a). If the £1ip-f1lop responds to
a negative-going edge, a bubble is placed at the clock
input, as shown in Fig. 12.23(b). Sometimes the clock
input is simply marked CK or CP instead of the triangle.
Manufacturers who adopt this practice will specify
whether the flip-flop is edge-triggered or not.

12.17 Illustrate the operation of a positive edge-trig-
gered S-R £1lip-flop. Explain.

Solution: (See Fig. 12.24)
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—S Qr— —S Q—
| 4
—1R ar— - Qr—

(a) (b)

Fig. 12.23 (a) This Symbol is used for a Positive-going
Edge-clocked F1ip-Flop. (b) This symbol
is used for a Negative-going Edge-clocked
Flip-Flop.

S (Set) |
Q _|S Ql—
Clock —pCK
1R Q
R (Reset) Q
|
(a) (b)
S R Clock | Q Q
0 O 0 No Change
0 0 1 No Change
o 1 0 No Change
o 1 1 0 1 (Reset)
1 0 0 No Change
1 0 1 1 0 (Set)
1 1 0 No Change
1 1 1 Indeterminate

(c)
Rising Edges
1st 2nd 3rd 4th  5th 6th

R T A T
SN SNV I N A

Clock

Shput L [ L
R Input

Q] [
(d)
Q Q
1—s —01 o—s —2)—\_
CLOCK;:—L —Pc fo tﬂ- —p>C fo
0o—R_o— ¢ 1—hA_p—

() S=1, R=0 Flip-Flop
SETS on Rising Clock Edge.
(If already SET, it remains

(i) S=0, R=1Flip-Flop RE-
SETS on Rising Clock Edge.
(If already RESET, it remains RE-

SET.) SET)
07 s [ Q= @ (no change)
18,
fo o—1A_o—

(i) S=0, R=0 Flip-Flop does not change.
(If SET, it remains SET; If RESET, it remains RESET.)
(e)

Fig. 12.24 (a) Positive Edge-triggered S-R £1ip-
flop, (b) Symbol, (c) Function Table,
(d) Waveforms and (e) Operation.
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12.18 Draw the input and output waveforms of a
negative edge-triggered S-R flip-£flop.

Solution:

Falling Edges
1st 2nd 3rd 4th 5th

LG S SR RN

Clock | :

S Input : : : :
| |—l—| | ,—l—|

| | | |

R Input T | T |

Fig. 12.25 Waveforms of a Negative Edge-triggered
S-R Flip-Flop.

EDGE TRIGGERED D FLIP-FLOP

Because there is only one input apart from the clock,
the data at the D input must remain stable for the
duration of the clock pulse if it is to be accurately
transmitted to the output. The circuit in Fig. 12.26 al-
lows for direct setting and resetting via the Set and
Reset inputs. Normally these inputs are at a logical 1
state. Taking either of them to 0 overrides the condi-
tion at the Data and Clock inputs. An indeterminate
condition could now occur, however when both the Set
and Reset inputs are at a logical O state. The function
table for the simple D type f£lip-flop is given in
Fig. 12.27. The limitations of the simple D type £1ip-
flop make it unsuitable for applications such as
counters and it may also be unsuitable for some data
storage applications. The edge triggered D type £1ip-
flop does not suffer from these limitations.

Set
D (Data)

Clock —

QI

Reset

Fig. 12.26 D-Type Flip-Flop with Direct Setting and

Resetting.
Set |Reset| Data| Q Q
1 1 0 0 1 } After Clock
1 1 1 1 0 Pulse
1 0 0 0 1 } Forced
1 0 1 0 1 Reset
0 1 0 1 0 } Forced
0 1 1 1 0 Set
0 0 0 1 1 } Indeterminate when
0 0 1 1 1 Inputs are Removed.

Fig. 12.27 Function Table for the Simple D Type Flip-
Flop.

12.19 Explain in detail the working of a positive
edge-triggered D-type £lip-£flop.

Solution:

Data at the D input is transmitted to the output on the
leading edge of the clock pulse. Any further variation
of the data during the clock time has no effect on the
output. The circuit also has direct Set and Reset inputs,
enabling the £1ip-flop to be set or reset at a time
other than the clock pulse time. These inputs are
activated by a 0 level.

The logic levels indicated are for the state when the
flip-flop is in the Reset condition. The clock is at
0 and the D input is at 1. When the clock goes to 1, the
output of gate B will go to 0, causing the S-R f£lip-
flop formed by E and F to be set. If, while the clock
is still 1, the D input goes to 0, the output of gate D
will go to 1. This has no effect on the output since gate
C is inhibited by the output of gate B. When the clock
goes to 0, the output of B goes back to 1 but C is now
inhibited by the lack of a clock pulse, thus leaving the
output f1lip-flop in its set state.

The circuit for the f£lip-flop is given in Fig.
12.28(a). The symbol for the £1ip-flop is given in
Fig. 12.28(b). The arrow on the clock connection shows
that the £1ip-flop clocks on the leading edge of the
clock pulse. The truth table for the f1ip-£flop is given
in Fig. 12.28(c). The £1ip-flop gets set at a time mid-
way between ¢, and ¢,,. This is shown in Fig. 12.28(d).

Reset

Clock

Data

(a)

4 Y
/D S QI tn tn+
Input  Outputs
D Q Q
—PCK R QI 0 0 1
7 11 0

(b) (c)



Clock Pulse

|
|
|
| N
Leading Edge | Trailing Edge
|
|
Flip-Flop Gets
Set at this time

(d)

Fig. 12.28 Positive Edge-triggered D F1ip-Flop with
Direct Set and Reset. (a) Circuit, (b) Symbol
and (c) Truth Table (t, is the Time
Immediately before the Clock Pulse, t,, is
the time Immediately after the Leading Edge
of the Clock Pulse), (d) The F1ip-Flop gets
set at a Time Midway between t, and t, .

12.20 By referring to the description and truth table
for the edge-triggered D type flip-flop,
sketch the voltage pattern at the Q output for
the following input conditions:

Clock: o o011 0011 001 1 0 O
Data(D: 0 1 1 1 1 0 0 1 1 1 1 0 0 O
Reset: o1+t 1t 1 1 1 1 1 1 1 1 1 1 1
Set: Tt 1 1+ 1+ 1+ 1 1 1 1 1 1 1 1 1
Clock

-
-
o
o
-
-
o
o

-
-
o
O - — — —
-
-
-
-
o
O — — —
O — — —

Reset

|
|
|
|
Data (1)_1 1
|
|
|
0 |
|
|
|
T
1

—_
- e | — — al
. o

—_

—_

—_

—_

—_

—_

—_

—_

— - — =
— - —

-
-
-
-
-
-,
-,
-
-

Set

Fig. 12.29 Description and Truth Table for Edge-
triggered D F1ip-Flop Input Waveforms.

Solution:

QOQutputo 0 (1 1+ 1 1|0 0 O O (1T 1 1 1

Fig. 12.30 Solution for Problem 12.20.

12.21 Give the pin configuration and logic symbol
of integrated circuit D £1ip-flop 7474 and
explain.

Solution:

The 7474 is an edge-triggered device; the trigger point
is at the positive edge of C, (LOW-to-HIGH transition).
Edge-triggered devices are made to respond to only the
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Active-LOW — 5
Set_y f1 J, D2
D1 Spr Qi D2 Sp Qo1
_?C[ﬂ — Cp2
Edge- |
trigger _ _
Symbol Ao @ 1— Rpe @, —
Active-LOW j’ ir
Reset Rpi Fp2

D, C, =Synchronous Inputs (Data, Clock)
Sy, R, =Synchronous Inputs (Set, Reset)

Q, Q =Outputs
(a)
oy [1] 4] Vo
D, 2 13] Aps
[ i2] D,
Spr [4] 11] ¢,
o 5] o] S,
o s 9] a,
ano 2] 77, [l a

(b)

Fig. 12.31 The 7474 Dual D Flip-Flop: (a) Logic
Symbol (b) Pin Configuration.

edge of the clock signal by converting the positive clock
input pulse into a single, narrow spike. Figure 12.31
shows a circuit similar to that inside the 7474 to convert
the single edge of C, into a positive spike. This is called
a positive-edge detection circuit.

C ,
P Co (Spike)

, 74HCTO8
74HCT04 Cro

c, 1 1
oy N py I
T H H

C
P

\_Narrow Spikes Occur_/
at Positive Edge of C,

Fig. 12.32 Positive Edge-detection Circuit and Wave-
forms.

The original clock pulse, C,, is input to an inverter.

The inverted, delayed signal, Cpa is fed into an AND
gate, along with C,. The output waveform, C,’, is a
very narrow pulse, called a spike, that lines up with the
positive edge of C,,. This is now used as a trigger signal
inside the D £1ip-flop. Therefore, even though a very
wide pulse is entered at C, of the 7474, the edge-
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detection circuitry converts it to a spike so that the D
flip-flop reacts only to data entered at D at the
positive edge of C,.

The 7474 has tow distinct types of inputs:
synchronous and asynchronous. The synchronous inputs
are the D (Data) and C, (clock) inputs. The state at the
D input will be transferred to Q at the positive edge of
the input trigger (LOW-to-HIGH edge of C, (T)). The
asynchronous inputs are Sp, (Set) and R, (Reset), which
operate independently of D and C,,. Being asynchronous
means that they are not in sync with the clock pulse,
and the Q outputs will respond immediately to input
changes at S, and R, . The bubble at S, and R}, means
that they are active-LOW inputs, and because of
inversion the external pin on the IC is labeled as the
complement of the internal label.

A LOW on S, will immediately SET the £1ip-£flop,
and a LOW on Ry, will immediately Reset the £1ip-£flop,
regardless of the states at the synchronous (D, C,) inputs.

The lower case & in the D column indicates that, in
order to do a synchronous Set, the D input must be in
the HIGH state at least one setup period prior to the
positive edge of the clock. The same rules apply for the
lower case [ (Reset).

Table 12.5 Function Table for a 7474 D Flip-£flops

Inputs Outputs
Operating Mode g E ¢, D o) %)
Asynchronous Set L H X X H L
Asynchronous Reset H L X X L H
Not Used L L X X H H
Synchronous Set H H T h H L
Synchronous Reset H H ) 1 L H

a7 = Positive Edge of Clock; H = HIGH; h = HIGH Level One Set-
up Time Prior to Positive Clock Edge; L = LOW; [ = LOW Level
One Setup Time Prior to Positive Clock Edge; x = Don’t Care.

The setup time for this £1ip-flop is 20 ns, which
means that if D is changing while C, is LOW, it must
be held stable (HIGH or LOW) at least 20 ns before
LOW-to-HIGH transition of C,. The only digital level
on the D input that is used is the level that is present on
the positive edge of C,.

12.22 Sketch the output waveform at Q for the 7474
D flip-£flop shown in Fig. 12.33(a) whose
input waveforms are as given in Fig. 12.33(b).

S,
s
5 7474
—_ Cp

R, Q[

7

RD

(a)
C, I
Sy |
Fo N !
D — : LT

(b)
Fig. 12.33 (a) Logic Symbol and (b) Input Waveforms.

Solution:

Q = — _
K AT AT 7
AS SR SS AR SS AR SS

AS = Asynchronous Set
AR = Asynchronous Reset
SS = Synchronous Set
SR = Synchronous Reset

Fig. 12.34 Solution for Problem 12.22.

T FLIP-FLOP

The type T £1ip-flop toggles (changes state) each
time a pulse is received at its 7 input. Its output
frequency is half of its input frequency. It can therefore
be used for both a counter and a frequency divider.

12.23 Explain the working of the 7 £1ip- flop.

Solution:
The 7 £f1ip-£flop has just one data input, a toggle
input. Upon each input pulse, the output changes from
1 to O, then from O to 1. If T = I, the £1lip-flop
changes state, if T = 0, the £lip-flop stays in its
current state. T £lip-flops are not available as
integrated circuits, but can be easily constructed from
J-K flip-flops.

The logic symbol for a positive edge-triggered T
flip-flop is given in Fig. 12.35(a). In confirmity



T Q| Q
T— —Q o |lala
1 110
CK—o o ll1]o0
_ 1 0| 1
—Q 0 0|1
T 1 1 0
R

Fig. 12.35 (a) Positive Edge-triggered T flip-flop
(b) Truth Table and (c) Input and Output
Waveforms.

with the truth table, Fig. 12.35(b), the positive-going
edge determines the change-over instant.

When the input and output signals are examined, it
is found that the output signal has half the input signal
frequency, or in other words the number of output pulses
is half the number of inputs pulses. Thus, the T £1ip-
flop also functions as a frequency divider, or divide-
by-two circuit.

J-K FLIP-FLOP

The J-K flip-flop is available either as edge-
triggered or master-slave. It is similar to the D type,
except that there are now two controlling inputs, J and
K, rather than one, that is D. This means that there are
more permutations possible for the output with respect
to the inputs; this occurs under the control of a clock
pulse. The two alternatives, edge-triggered and master-
slave, give sufficient scope for circuit design
requirements. The J and K designations for the inputs
have no known significance except that they are adjacent
letters in the alphabet series.

12.24 Explain in detail the working of an edge-
triggered J-K £lip-flop.

Solution:
The behaviour of the J-K flip-flop can be
determined completely by the voltages applied to the J
and K terminals, and by the clock pulse, since it is a
clocked £lip-flop. The voltages on the J and K
inputs may be used to stop the flip-flop from
operating, to force an output of 1 or 0O on the Q
terminals, or to make the flip-flop change state
(from O to 1 or from 1 to 0) on each clock pulse. The
unique features of J-K £1lip-flop are:
1. if the J and K inputs are both at I when the clock
pulse occurs, then the output will change state at
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each clock pulse, from 1 to O to 1 to O to 1 and so
on as long as there are clock pulses and as long as
the J and K inputs are both held at 1. This last
type of operation is sometimes described as
toggling or division-by-two. For each two clock
pulses into the clock input, there is one complete
pulse at Q and of course its inverse at Q. The
pulse width of the output pulse will be equal to
the time of two input clock pulses.

2. if the J and K inputs are both at 0 when the clock
pulse occurs, there will be no change in the output
with a clock pulse, the £1ip-flop is locked out
and the output sfores the last digit which was at
the terminal Q. If there is a 1 present at the J input
and a 0 at the K input, then, after the clock pulse
Q becomes 1 and Q becomes 0; this is irrespective
of whatever was at these terminals before the cock
pulse. If J =0 and K = 1, then after the clock
pulse, QO =0 and Q = 1. In either of these two
cases, it does not matter what conditions were
present before the clock pulse arrived.

3. There is no indeterminate condition in the
operation of a J-K flip-flop as can be seen
from the truth table.

Figure 12.36 shows a positive edge-triggered J-K
flip-£flop. It differs from the S-R edge-triggered flip-
flop in that the Q output is connected back to the input of
gate G,, and the Q output is connected back to the input
of gate G,. The two control inputs are labeled J and K.

J e
: )Gs
—Q
Pulse °
C — Transition
Detector 0 B
—Q
s )G

K

Fig. 12.36 Positive Edge-triggered J-K F1ip-Flop.

Table 12.6 Truth Table for a Positive Edge-triggered
J-K flip-flop.

Inputs Outputs
J K C (0] 0 Comments
0 0 T 0o Q No change
0 1 T 0 1 Reset
1 0 T 1 0 | Set
1 1 ) Q Q, | Toggle

T = Clock Transition LOW to HIGH.
Qo = Output Level Prior to Clock Transition.

A J-K £1ip-flop can also be of the negative edge-
triggered type in which case the clock input is inverted.
The truth table in this case is identical except that it is
triggered on the falling edge (1) of the clock pulse.
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12.25 Draw the Q output for the negative edge-trig-
gered J-K flip-£flop shown in Fig. 12.37.
Assume that Q is initially 0.

J— Ql—
Co —>C,
K—K Q+—
(a)
c, — I I [ ] [ ]
11 1 1
K Tl I L

(b)

Fig. 12.37 Negative Edge-triggered J-K flip-flop
(a) Logic Symbol and (b) Input Waveforms.

Solution:

¢ f—T—4 1

O O o 0 6 6

1. J=1, K= 0 at the negative clock edge; Q is Set

J =0, K=0 at the negative clock edge; Q is held
(transitions in K before the edge are ignored)

J=0, K= 1 at the negative clock edge; Q is Reset
J =1, K =1 at the negative clock edge; Q toggles
J=0, K= 1 at the negative clock edge; Q is Reset
J =0, K= 0 at the negative clock edge; Q is held

Fig. 12.37 (a) Solution for Problem 12.25.

N

S

12.26 Give the logic symbol and pin configuration
of the integrated circuit J-K £1ip-£flop 7476,
74L.S76. Explain.

Solution:

The 7476 and 74LS76 are popular J-K £lip-£flops,
because they are both dual £1ip-flops (two £1lip-
flops in each IC package) and they have asynchronous
inputs (ED and ED) as well as synchronous inputs (Ep,
J, K). The 7476 is a positive pulse-triggered (master-
slave) £1ip-flop, and the 74LS76 is a negative edge-
triggered £1ip-flop.

The asynchronous inputs Sp, and R, are active-low.
That is LOW on §D (Set) will set the flip-flop
(Q=1)and a LOW on ED will Reset the f1ip-flop
(Q =0). The asynchronous inputs will cause the £1ip-
flop to respond immediately without regard to the
clock trigger input.

Sp1 Sp2
b b
—Jy Sp1 Q — — o Spp Qo—
071 —9> Cp ) Q_" Cpe
Ky Rp Qi — 1K Rpp QT
Al T
Rp+ Rpa
(a)
Cor [1 16] K;
Spy [2] 15] @
Rpi [3] 14] Q,
Jy [4] 13] GND
Vee (5 12] K,
6p2 E El 02
Sp2 [7. 0] Q,
Foz 8] 74LS76 9] Jp

(b)

Fig. 12.38 The 741.S76 Negative Edge-triggered F1ip-
Flop: (a) Logic Symbol (b) Pin Configuration.

Table 12.7 Function Table for the 74LS76°

Inputs Outputs
Operating Mode S, R, Ep J K 0 0
Asynchronous Set L H X X x H L
Asynchronous Reset H L X X X L H
Synchronous Hold H H 1 1 q q
Synchronous Set H H | h 1 H L
Synchronous Reset H H 1 h L H
Synchronous Toggle H H h h q q

“H = HIGH-voltage Steady State; L = LOW-voltage Steady State:
h = HIGH Voltage one setup time Prior to Negative Clock Edge;
1 = LOW Voltage one setup time Prior to Negative Clock Edge;
x = Don’t Care; g = State of Q Prior to Negative Clock Edge;
| = HIGh-to-LOW (negative) Clock Edge.

For synchronous operations using J, K, and C,, the
asynchronous inputs must be disabled by putting a HIGH
on both S, and R,. The J and K inputs are read one set
up time prior to the HIGH-to-LOW edge of the clock
(Ep). One set up time for the 74LS76 is 20 ns. This
means that the state of J and K 20 ns before the negative
edge of the clock is used to determine the synchronous
operations to be performed. Of course, the 7476 master-
slave will read the state of J and K during the entire
clock pulse.



In the foggle mode (J = K = 1), after a negative clock
edge, O becomes whatever @ was before the clock
edge, and vice versa (that is, if Q = 1 before the negative
edge, then Q = 0 after the negative clock edge).

EXCITATION TABLE

Excitation table is generated by an intuitive analysis of
the truth table. If the state of the output Q, prior to
clocking is known and it is desired to have an output
0,.+1 after clocking, the table shows which data input is
necessary. The term shown in the tables ‘x’ represents a
‘don’t care’ state. These ‘don’t care’ states are valuable in
logic design. They allow the designer to use fewer gates
at the data inputs to control the gate operation while
maintaining defined outputs for all input conditions.

12.27 Give the excitation tables for S-R, J-K, D, and
T flip-flops.

Solution:

Table 12.8 Flip-Flop Excitation Tables

0(1) ot + 1) S R
0 0 0 X
0 1 1 0
1 0 0 1
1 1 X 0

(a) SR

(1) ot + 1) J K
0 0 0 X
0 1 1 X
1 0 X 1
1 1 X 0

(b) JK
0o(1) o+ 1) D
0 0 0
0 1 1
1 0 0
1 1 1
) D
0(1) ot + 1) T
0 0 0
0 1 1
1 0 1
1 1 0
T

CONVERSIONS IN FLIP-FLOPS

Sometimes it is required to convert one type fo £1ip-
flop into another type. For this conversion we have to
combine the excitation tables of the two £1ip-£flops.
The present and the next states of the output are shown.
K-maps are drawn and simplified expression for the
combinational logic is obtained. Then the required circuit
is drawn.
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12.28 How will you convert an S-R £1ip-£flop into
aJ-K flip-£flop?

Solution:

The truth table which combines the two excitation tables
is shown in Fig. 12.39(a). The entries in the truth table are
self explanatory. In the next step we draw K-maps and
then combine the cells as shown in Fig. 12.39(b) and (c).

R S Present State Desired State  J K
of Output of Output
0 0 0 0 0 0
0 0 1 1 0 0
0 0 0 0 0 1
1 0 1 0 0 1
0 1 0 1 1 0
0 0 1 1 1 0
0 1 0 1 1 1
1 0 1 0 1 1
(a) Truth Table for Conversion of S-R F1ip-Flop into J-K Flip-Flop.
JK JK
QN 00 01 11 10 Q00 01 11 10

olo|o|GG[Dr— olofo]o
@D

(c) K Map for R

1100} 1|0 110

(b) K Map for S

Fig. 12.39 (a) Truth Table for Conversion (b) K map
for S (c) K map for R.

It is seen in Fig. 12.39 that we have to produce the
relations § = JQ and R = KQ. For this purpose we need
two AND gates as shown in Fig. 12.40. The AND gates
can be omitted by obtaining the AND functions by the
first two NAND gates of S-R £1ip-flop. Now we need
NAND gates with three inputs as shown in Fig. 12.40(b).

S
J Q
CLK
K R Q
(a)
J
— Q
CLK
— Q
K

(b)

Fig. 12.40 (a) Conversion using AND Gates. (b) Con-
version using NAND Gates.

12.29 How will you convert a 7 £1ip-£flop into a
D flip-£flop?
Solution:

We prepare a truth table indicating the 7 inputs, present
state of output, next state of output and the desired D
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input. This is shown in Fig. 12.41(a). Then we draw
K-map as shown in Fig. 12.41(b). The K-map gives the
Boolean expression 7= D Q + DQ. From this expression
we draw the logic circuit shown in Fig. 12.41(c).

12.31 Illustrate the conversion of (a) a J-K flip-

flop into a D flip-flop and (b) a J-K
flip-flopintoa T £lip-flop. Explain.

Solution:

(a) The £1ip-£flop in Fig. 12.43 will operate as a
D flip-flop because the data are brought in on
the J terminal and its complement is at the K; so if
Data = 1, the f1ip-flop will be Ser after the
clock edge; if Data = 0 the £1ip-£flop will be

Reset after the clock edge. However, the toggle
mode and hold mode are lost using this

T Present Next D D 0 1
State of State of Q
Q Q 0 1x

0 0 0 0
101

1 1 0 0 A \

1 0 1 1 S =

0 1 1 1 ba_ Da
T=DQ+DQ

(a) Truth Table for Conversion of T (b) K-Map

Flip-Flop into D Flip-Flop.

QO

(c) Conversion

Fig. 12.41

12.30 How will you converta D £1ip-flop into a
J-K flip-£flop?

Solution:

The truth table for this conversion is shown in Fig.
12.42(a). Using this truth table we draw the K-map,
Fig. 12.42(b). The K-map gives the Boolean expression
D =JQ + KQ. The logic circuit for this expression is
shown in Fig. 12.42(c).

D Present State Next State J K
of Q of Q
0 0 0 0 O
1 1 1 0 0
0 0 0 0o 1
0 1 0 0o 1
1 0 1 1 0
1 1 1 1 0
1 0 1 1 1
0 1 0 1 1
(a) Truth Table for Conversion of a D f1ip-£flop
into a J-K Flip-Flop.
JK _
Q 00 01 11 10 g J
"
0 iy 3
Pa

AT

(b) D= JQ+KQ K-Map

1 Q
e

(c) Conversion

Fig. 12.42

configuration.

>0k Qt—

Fig. 12.43 D Flip-Flop Made from a J-K
Flip-Flop.
(b) It is often important for a £1ip-£flop to operate
in the toggle mode. This can be done simply by
connecting both J and K to 1. This will cause the
flip-£flop to change states at each active clock
edge, as shown in Fig. 12.44.
The frequency of the output waveform at Q will be
half the frequency of the input waveform at C »

S
J D QF— -
¢, |
Cp Co |
_ Q
K Rp Qr—

Fig. 12.44 J-K Flip-Flop Connected as a Toggle
Flip-Flop.

MASTER-SLAVE FLIP-FLOP

Flip-flop circuits frequently have flip-flop
outputs fed back to the flip-flops inputs, or to
combinational logic circuitry leading to the £1ip-flop



inputs. Changes in £1ip-flop outputs are fed back
to the £lip-flop inputs, thus resulting in further
changes in flip-flop outputs and, consequently,
additional changes in inputs, and so on. If these changes
produce unpredictable, and hence undesirable output
sequences, the condition is called a race. One way to
avoid races is to use master-slave £1lip-flops. A
master-slave £lip-flop is constructed from two
separate £1ip-flops. One circuit serves as a master
and the other as a slave, and the overall circuit is referred
to as a master-slave £1ip-flop.
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12.32 Explain the operation of a J-K master-slave
flip-£flop.

Solution:
A master-slave £1ip-flop is a combination of two
clocked latches; the first is called the master and the
second is the slave. The master is positively clocked but
the slave is negatively clocked. This implies the following:
1. While the clock is HIGH, the master is active and
the slave is inactive.
2. While the clock is LOW, the master is inactive
and the slave is active.

s—=)

MASTER

CLK —9

SLAVE

K |_:>

Fig. 12.45 Master-slave J-K Flip-Flop.

Set: Let’s assume LOW Q and HIGH Q. For an input
condition of HIGH J, LOW K, and HIGH CLK, the
master goes into the Set state, producing HIGH § and
LOW R. Nothing happens to the Q and Q outputs
because the slave is in active while the clock is HIGH.
When the clock goes LOW the HIGH § and LOW R
force the slave into the set state, producing a HIGH Q
and a LOW Q.

There are two distinct steps in setting the final Q
outputs. First, the master is set while the clock is HIGH.
Second the slave is set while the clock is LOW. This
action is sometimes called cocking and triggering. You
cock the master during the positive half cycle of the
clock, and you trigger the slave during the negative half
cycle of the clock.

Reset: When the slave is set, Q is HIGH and Q is
LOW. For the input condition of LOW J, HIGH K, and
HIGH CLK, the master will reset, forcing S to go LOW
and R to go HIGH. Again, no changes can occur in Q
and QO because the slave is in active while the clock is
HIGH. When the clock returns to the LOW state, the
LOW § and HIGH R force the slave to reset: this forces
Q to go LOW and Q to go HIGH.

Cocking and triggering is the key ideal behind the
master-slave £1ip-flop. Every action of the master
with a HIGH CLK is copied by the slave when the CLK
goes LOW.

Toggle: If the J and K inputs are both HIGH, the master
toggles once while the clock is HIGH, the slave then
toggles once when the clock goes LOW. No matter
what the master does, the slave copies it. If the master
toggles into the set state, the slave toggles into the set
state. If the master toggles into the reset state, the slave
toggles into the reset state.

Level Clocking: The master-slave £1ip-flop is level
clocked in Fig. 12.45. While the clock is HIGH any
changes in J and K can affect the S and R outputs. For
this reason, you normally keep J and K constant during
the positive half cycle of the clock. After the clock goes
LOW, the master becomes inactive and you can allow J
and K to change. Level clocking is a type of triggering
in which the output of a £1ip-£flop responds to the
level (HIGH or LOW) of the clock signal. With positive
level clocking, for example, the output can change at
any time during the positive half cycle.

$
—{J PR Ql—
—o0 CLK
—K CLR Q}—
?

Fig. 12.46 Symbol for Master-slave Flip-Flop. The
Bubble on the CLK Indicates that the Output
Changes when the Clock goes Low.
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PULSE-TRIGGERED FLIP-FLOPs

The term pulse-triggered means that data are entered
into the £1ip-flop on the leading edge of the clock
pulse, but the output does not reflect the input until the
trailing edge of the clock pulse. The inputs must be set
prior to the clock pulse’s leading edge but the output is
postponed until the trailing edge of the clock. A major
restriction of the pulse-triggered £1ip-£flop is that
the data inputs must not change while the clock pulse is
HIGH because the flip-flop is sensitive to any
change of input levels during this time.

—S T—Q—p T —J 1—Q

(a) (b) (c)

Fig. 12.47 Pulse-triggered F1ip-Flop (Master-Slave)
Logic Symbols.

As with edge-triggered £f11ip-flops there are three
basic types of pulse-triggered £lip-flops: S-R, D,
and J-K. The J-K is by far the most commonly available
in integrated circuit form. The logic symbols of all the
three types are shown in Fig. 12.47. The key to
identifying a pulse-triggered (master-slave) £1ip-flop
by its logic symbol is the postponed output symbol (1)
at the outputs. Notice that there is no dynamic input
indicator ([>) at the clock input.

12.33 Explain a data lock-out £1lip-£flop.

Solution:
The data lock-out £1ip-£flop is similar to the pulse-
triggered (master-slave) £1ip-£flop except that it has
a dynamic clock input so that it is sensitive to the data
inputs only during a clock transition. After the leading-
edge clock transition, the data inputs are disabled and
do not have to be held constant while the clock pulse is
HIGH. In essence, the master portion of this £lip-
flop is like an edge-triggered device, and the slave
portion performs as in a pulse-triggered device to
produce a postponed output.

The logic symbol for a data lock-out £lip-flop
is shown in Fig. 12.48. This symbol has both the
dynamic input indicator for the clock and the postponed

—K Tp—a

Fig. 12.48 Logic Symbol for a Data Lock-out J-K
Flip-Flop.

output indicators. This type of £1ip-£flop is actually
classified by most manufacturers as a master-slave with
a special lock-out feature.

12.34 Discuss the operating characteristics of £1ip-
flops.

Solution:

1. Propagation Delay Time is the interval of time
required after the input signal has been applied
for the resulting output change to occur.
tpry 18 measured from the triggering edge of the
clock pulse to the LOW-to-HIGH transition of the
output (Fig. 12.49a).
tpy; 1s measured from the triggering edge of the
clock pulse to the HIGH-to-LOW transition of the
output (Fig. 12.49b).

50% Point on Triggering Edge

~<——50% Point on LOW-to-HIGH
Transition of @
(@) oy

f 50% Point \
Cc I
Q , 50% Point on HIGH-to-LOW
| Transition of Q
| |
I

- tPHL -

(b) tp

Fig. 12.49 Propagation Delays, Clock to Output.

tpry 18 measured from the preset input to the LOW-
to-HIGH transition of the output. (Fig. 12.50a)
tpy 18 measured from the clear input to the HIGH-
to-LOW transition of the output (Fig. 12.50b).
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| {
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Q |
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CLR
50% Point

o !
: \50% Point
fe—)
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Fig. 12.50 Propagation Delays, Preset and Clear
to Output.




2. Set-Up Time (t,) is the minimum interval required
for the control levels to be maintained constantly
on the inputs (J/ and K, or S and R, or D) prior
to the triggering edge of the clock pulse for the
levels to be reliably clocked into the £1ip-flop
(Fig. 12.51).

450% Point
D

|
: f50% Point of Triggering Edge \
C

|
e |
|
|

1 |
Set-up Time (t)

Fig. 12.51 Set-up Time (t) fora D Flip-Flop.

3. Hold Time (t;) is the minimum interval required
for the control levels to remain on the inputs after
the triggering edge of the clock pulse for the
levels to be reliably clocked into the £1ip-flop
(Fig. 12.52).

4. Maximum Clock Frequency (f,,,,) is the highest
rate at which a flip-flop can be reliably
triggered. At clock frequencies above the maxi-
mum, the £1ip-£flop would be unable to respond
quickly enough and its operation would be
impaired.
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Fig. 12.52 Hold Time (t;) foraD Flip-Flop.

5. Pulse Widths (t,)) for reliable operation are usually
specified by the manufacturer for the clock, preset,
and clear inputs. Typically, the clock is specified
by its minimum HIGH time and its minimum LOW
time.

6. Power Dissipation (Pror) The power dissipation
ofa flip-flop is the total power consumption
of the device. The power dissipation is very
important in most applications in which the
capacity of the d.c. supply is a concern.

12.35 Compare the operating characteristics of
flip-flops.

Solution:

Table 12.9 provides a comparison of several TTL
devices and a CMOS device in terms of the operating
parameters.

Table 12.9 Comparison of Operating Characteristics of F1ip-flops

Parameter TTL CMOS
(Time in ns) 7474 74LS76A 74L71 74107 74111 74HCI12
tp. (CLK to Q) 40 20 150 40 30 31
torn (CLK to Q) 25 20 75 25 17 31
tp, (CLR t0 Q) 40 20 200 40 30 41
to1 (PRE to Q) 25 20 75 25 18 41
t, (set-up) 20 20 0 0 0 25
t, (hold) 5 0 0 0 30 0
t,, (CLK HI) 30 20 200 20 25 25
t,, (CLK LO) 37 — 200 47 25 25
t, (CLR/PRE) 30 25 100 25 25 25
Fox (MHz) 15 45 3 20 25 20
Power (mW/F-F) 43 10 3.8 50 70 0.12
SCHMITT TRIGGERS these non-rectangular signals to drive a gate or any

When a computer is running the gate outputs are rapidly
switching from one state to another. If you look at these
signals on an oscilloscope, you see signals that ideally
represent rectangular waves like Fig. 12.53(a). When
digital signals are transmitted and later received, they
are often corrupted by noise, attenuation, or other
factors, and they may end up looking like the ragged
waveform shown in Fig. 12.53(b). If you try to use

other digital device, you may get unreliable operation.

This is where the Schmitt trigger comes in. It is
designed to clean up ragged-looking pulses, producing
almost vertical transitions between the HIGH and LOW
state, and vice versa (Fig. 12.53(c)). In other words, the
Schmitt trigger produces a rectangular output, regard-
less of the input waveform.
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b r L—
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[ | Schmitt
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Fig. 12.53 The Schmitt Trigger produces Rectangular
Output, Regardless of the Input Waveform.

12.36 Explain in detail the operation of a Schmitt
trigger.

Solution:

A Schmitt trigger is an electronic circuit that is used to
detect whether a voltage has crossed over a given
reference level. It has two stable states and is especially
useful as a signal-conditioning device. Given a
sinusoidal waveform, a triangular wave or any other
periodic waveform, the Schmitt trigger will produce a
rectangular output that has sharp leading and trailing
edges. Fast rise and fall times like this are desirable for
all digital circuits.

Figure 12.54 shows the transfer function (V, vs Vi)
for any Schmitt trigger. The value of V,, that causes the
output to jump from ‘LOW to HIGH’ is called the
positive-going threshold voltage V.. The value of V;
that causes the output to switch from ‘HIGH to LOW’
is called the negative-going threshold voltage, V..

%

out

High State

|

_————
_

Low State ——L——

0 1 1 \/I n
0 VT— VT+

Fig. 12.54 Schmitt Trigger Transfer Characteristic.

The output voltage is either HIGH or LOW. When
the output is LOW, it is necessary to raise the input to
slightly more than V., to produce switching action. The
output will then switch to the HIGH state and remain
there until the input is reduced to slightly below V..
The output will then switch back to the low state. The
arrows and the dashed lines show the switching action.

The difference between the two threshold voltages is
known as hysteresis. It is possible to eliminate hysteresis
by circuit design, but a small amount of hysteresis is
desirable because it ensures a rapid switching action
over a wide temperature range. Hysteresis can also be

a very beneficial feature. For instance, it can be used to
provide noise immunity in certain applications, digital
modems, for example.

12.37 Illustrate and explain the hex Schmitt-trigger
inverter, the TTL 7414.

Solution:

The 7414 is a hex Schmitt trigger-inverter in one DIP.
In Fig. 12.55(a), the standard logic symbol for one of
the Schmitt-trigger inverters in a 7414 is shown. Figure
12.55(b) illustrates the transfer characteristics. Because
of inversion, the characteristic curve is reversed. When
the input exceeds 1.7 V, the output will switch to the
LOW state. When the input falls below 0.9 V, the out-
put will switch back to the HIGH state. The switching
action is shown by the arrows and dashed lines.

Voul
V)
.
3.4 | |
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A
o |
Vou 0.2 T | v
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(a) (b)

vecfi] 3] f2] 7] o] [2] [7]

G e -

(c) (d) (e)

Fig. 12.55 (a) 7414 Schmitt-trigger Inverter (b) Because
of Inversion the Transfer Characteristic Curve
is Reversed from that Shown in Fig. 12.54
(c) Hex-Schmitt-trigger inverters (d) 4-Input
NAND Schmitt Trigger (e) 2-Input NAND
Schmitt Trigger.

12.38 Use the Schmitt trigger to convert a small-
sine wave, E_, into a square wave V.

Solution:
The diode in Fig. 12.56 is used to short the negative
4V from E; to ground to protect the Schmitt trigger in
Fig. 12.56(a). The 1 kQ resistor will limit the current
through the diode when it is conducting.
Ip=(4V-07V)/1kQ=33mA
I =80 uA
Vix =40 uA x 1 kQ = 0.04 V when V;, is HIGH
V<4V



The input to the Schmitt trigger will, therefore, be a
half-wave signal with a 4.0 V peak. The output will be
a square wave, as shown in Fig. 12.56(b).

1kQ v

MM ———— {>° Voo
Y 7414
E, oV Diode
Cov
(a)
4V I— INPUT
1.7V
Vin 0.9V ]
0 \ / \\
\\\ // N
34V OuUTPUT -
Voul
02V
(b)
Fig. 12.56
555 TIMER

The 555 timer is a TTL-compatible integrated circuit
that can be used as an oscillator to provide a clock
waveform. It is basically a switching circuit that has
two distinct output levels. With proper external compo-
nents connected, neither of the output levels is stable.
As a result the circuit continuously switches back and
forth between these two unstable states. In other words,
the circuit oscillates and the output is a periodic, rect-
angular waveform. Since neither output state is stable,
the circuit is said to be astable, and is often referred to
as a free-running or astable multivibrator.

12.39 Describe the working of 555 timer IC.

Solution:
The function block diagram of the 555 timer IC,
Fig. 12.57, consists of a potential dividing network R,,
R,, and R; two voltage comparators; a set-reset £1ip-
flop, an inverting buffer output stage, and two transis-
tors. The circuit functions satisfactorily with supply
voltages ranging from 4.5 V to 18 V. The output of the
set-reset £1ip-flop switches to LOW when a positive
input is applied to the set terminal and switches the HIGH
when a positive input appears at the reset terminals.

The potential divider provides a bias voltage to the
inverting input terminal of comparator 1, and a different
bias voltage to the non-inverting terminal of comparator
2. Access to the other inputs of the comparators is
available via terminals 2 and 6, identified as trigger
and threshold, respectively.

The comparator output levels control the £1ip-
flop, and the £1ip-£flop output is fed to the output
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Fig. 12.57 Functional Block Diagram of 555 Timer IC.

stage and to the base of npn transistor Q,. When the
flip-flop output is HIGH, Q, is biased on. In this
condition the transistor is typically used to discharge a
capacitor connected to terminal 7. Q, is off when the
flip-£flop outputis LOW. The output stage provides
a low output resistance and also inverts the output level
of the f1ip-£flop. The voltage at terminal 3 is LOW
when the £1ip-£flop output is HIGH, and HIGH when
the £1ip-£flop output is LOW. The output stage (at
output terminal 3) can sink or source a maximum current
of 200 mA.

Transistor Q, is a pnp device with its emitter
connected to an internal reference voltage Vgpp which
is always less than V.. If reset terminal 4 is connected
to Ve, the base-emitter junction of Q, is reverse biased,
causing the transistor to remain off. When terminal 4 is
pulled below Vgpp (i.e., towards ground level), O,
switches on. This turns Q; on, causes the output at
terminal 3 to go to ground level, and resets the £1ip-
flop to its HIGH output state.

12.40 Briefly describe a one-shot (OS) multivibrator.

Solution:

A digital circuit that is somewhat related to the £1ip-
flop is the one-shot (monostable). Like the FF, the
OS has two outputs, Q and Q, which are the inverse of
each other. Unlike the FF, the OS has only one stable
output state (normally Q =0, Q = 1), where it remains
until it is triggered by an input signal. Once triggered, the

OS outputs switch to the opposite state (Q =1, Q@ =0). It
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remains in this quasi-stable state for a fixed period of
time, 7,, which is usually determined by a time constant
RC which results from the values of external components
connected to OS. After a time 7,, the OS output returns
to the resting state until triggered again.

Figure 12.58 shows the logic symbol for an OS. The
value of ¢, is often indicated somewhere on the OS
symbol. In practice, ¢, can vary from several nanoseconds
to several tens of seconds. The exact value of 7, is
variable and is determined by the values of external
components Ry and Cr.

Ql— Normally Stable State
Low Output Q@=0, Q=1
Trigger
T OS
Input
Ql, Normally — Quasi-stable State
|_|(J High Output Q=1, Q=0
Rr Cr
tp =< RCr

Fig. 12.58 The Logic Symbol for a One-shot.

12.41 Explain the working of non-retriggerable one-
shot.

Solution:
The waveforms in Fig. 12.59 illustrate the operation of
a non-retriggerable OS that triggers on positive-going
transitions (PGTs) at its trigger (7) input. Note that
1. The PGTs at points a, b, ¢, and e will trigger the
OS to its quasi-stable state for a time 7, after which
it automatically returns to the stable state.

(a) Transitions at d and f
have no Effect on Q
since it is already HIGH

1
0_ |
I I I I
] L L I
Q
0 — I I
1 > e e
Lt N
:t": |t" t"| |t"|
1 — — —
Q
0 S S S S—

Fig. 12.59 Typical Waveforms for Non-retriggerable
Operation.

2. The PGTs at points d and f have no effect on the
OS because it has already been triggered to the
quasi-stable state. The OS must return to the stable
state before it can be retriggered.

3. The OS output-pulse duration is always the same
regardless of the duration of the input pulses. t,
depends only on R; and C; and the internal OS
circuitry. A typical OS may have a 7, given by:

t,=0.7 R;Cy
12.42 Explain the working of a retriggerable one
shot.
Solution:

The retriggerable OS operates much like the non-
retriggerable OS except for one major difference. It can
be retriggered while it is in the quasi-stable state, and
it will begin a new t, interval. Figure 12.60(a) compares
the response of both types of OS using a 7, of 2 ms.

]l 1
! I I
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: Lo 0s
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T
: : : : ! ! | Retriggerable
I I I I I | |
Q I I I I I | |
| | | I I I | —
0 1 2 3 4 5 6 7 8910

ms

Fig. 12.60 (a) Comparison of Non-retriggerable and
Retriggerable OS Responses for t, = 2 ms.
(b) Retriggerable OS begins a New t,, each
Time it Receives a Trigger Pulse.

Both types of OS respond to the first trigger pulse at
t = 1 ms by going HIGH for 2 ms and then returning
LOW. The second trigger pulse at r = 5 ms triggers
both one-shots to the HIGH state. The third trigger pulse
at = 6 ms has no effect on the non-retriggerable OS,
since it is already in its quasi-stable state. However,
this trigger pulse will retrigger the retrigggerable OS
to begin a new 7, = 2 ms interval. Thus it will stay
HIGH for 2 ms after this third trigger pulse.

In effect, then, a retriggerable OS begins a new t,
interval each time a trigger pulse is applied regardless
of the current state of its output Q. In fact, trigger pulses
can be applied at a rate fast enough that the OS will



always be retriggered before the end of the 7, interval
and Q will remain HIGH. This is shown in Fig. 12.60(b),
where eight pulses are applied every 1 ms. Q does not
return LOW until 2 ms after the last trigger pulse.

12.43 What are the different types of multivibrators?

Solution:

Flip-flops have two stable states; therefore, we can
say that they are bistable multivibrators. One shots have
one stable state, and so they are called monostable multivi-
brators. Yet, a third type of multivibrator has no stable
states; it is called an astable or free-running multivi-
brator. This type of logic circuit switches back and forth
(oscillates) between two unstable output states. It is useful
for providing clock signals for synchronous digital circuits.

12.44 How can a Schmitt trigger inverter be
connected as an oscillator?

Solution:

Figure 12.61 shows how a Schmitt-trigger inverter can
be connected as an oscillator. The signal at V_, is an
approximate square wave with a frequency that depends
on the R and C values. The relationship between the
frequency and RC values is shown in Fig. 12.61(b) for
three different Schmitt-trigger inverters. The circuit will
fail to oscillate if R is not kept below these limits.

4VJ
>V . 0V

out

o 7414 or
Equivalent [7¢ Frequency
- - 7414 ~0.8/RC |(R <500 Q)
C> 100 pF 74LS14 | ~0.8/RC |(R < 2 kQ
74HC14 | =1.2/RC |(R < 10 MQ)

(a) (b)

Fig. 12.61 Schmitt-trigger Oscillator, A 7413 Schmitt-
trigger NAND may also be used.

12.45 Show how a 555 timer can be used as an
astable multivibrator.

Solution:

The 555 timer IC is a TTL-compatible device that can
operate in several different modes. Figure 12.62 shows
how external components can be connected to a 555 so
that it operates as a free-running oscillator. Its output is
a repetitive rectangular waveform that switches between
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Fig. 12.62 555 Timer IC used as an Astable Multivi-

brator.

two logic levels with the time interval at each logic
level determined by R and C values. The formulas for
these time intervals, ¢, and ¢,, and the overall period of
the oscillations, 7, are given in the figure. The frequency
of oscillations is the reciprocal of T (f = 1/T), t; and t,
intervals cannot be equal unless R, is made zero. This
cannot be done without producing excess current through
the device. This means that it is impossible to produce
a perfect 50 percent duty-cycle square wave output. It
is possible, however, to get very close to a 50 percent
duty cycle by making R, > R, (while keeping R, greater
than 1 kQ), so that #; = ¢,.

12.46 Calculate the frequency and duty cycle of the
555 astable multivibrator output for C =
0.001 uF, R, = 2.2 kQ, and Ry = 100 kQ.

Solution:
t; = 0.693 (100 kQ)(0.001 uF) = 69.3 us
t, = 0.693 (102.2 kQ)(0.001 uF) =70.7 us
T=1(69.3+ 70.7)us = 140 us
f=1/140 us = 7.29 KHz

Duty cycle = 70.7/140 = 50.5%

Note:

1. The duty cycle is close to 50 percent (square wave)
because Ry > R,.

2. It can be made even closer to 50 percent by making
Ry even larger compared with R,,.

3. If we change R, to 1 kQ (its minimum allowed
value), the results are f = 7.18 KHz and duty cycle
=50.3%.
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A flip-flop is an electronic circuit that has two stable states. It is said to be bistable.

A basic S-R f1ip-£flop or latch can be constructed by connecting two NAND gates or NOR gates in
series with a feedback connection.

A signal at the set input of an S-R £1ip-£flop will force the Q output to become a 1, while a signal
at the reset input will force Q to become a 0.

A sim