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Progress in Theoretical Chemistry and Physics 
A series reporting advances in theoretical molecular and material 
sciences, including theoretical, mathematical and computational 

chemistry, physical chemistry and chemical physics 

Aim and Scope 

Science progresses by a symbiotic interaction between theory and experiment: theory is 
used to interpret experimental results and may suggest new experiments; experiment 
helps to test theoretical predictions and may lead to improved theories. Theoretical 
Chemistry (including Physical Chemistry and Chemical Physics) provides the concep- 
tual and technical background and apparatus for the rationalisation of phenomena in the 
chemical sciences. It is, therefore, a wide ranging subject, reflecting the diversity of 
molecular and related species and processes arising in chemical systems. The book 
series Progress in Theoretical Chemistry and Physics aims to report advances in 
methods and applications in this extended domain. It will comprise monographs as well 
as collections of papers on particular themes, which may arise from proceedings of 
symposia or invited papers on specific topics as well as initiatives from authors or 
translations. 

The basic theories of physics - classical mechanics and electromagnetism, relativity 
theory, quantum mechanics, statistical mechanics, quantum electrodynamics - support 
the theoretical apparatus which is used in molecular sciences. Quantum mechanics 
plays a particular role in theoretical chemistry, providing the basis for the valence 
theories which allow to interpret the structure of molecules and for the spectroscopic 
models employed in the determination of structural information from spectral patterns. 
Indeed, Quantum Chemistry often appears synonymous with Theoretical chemistry: it 
will, therefore, constitute a major part of this book series. However, the scope of the 
series will also include other areas of theoretical chemistry, such as mathematical 
chemistry (which involves the use of algebra and topology in the analysis of molecular 
structures and reactions); molecular mechanics, molecular dynamics and chemical 
thermodynamics, which play an important role in rationalizing the geometric and 
electronic structures of molecular assemblies and polymers, clusters and crystals; 
surface, interface, solvent and solid-state effects; excited-state dynamics, reactive 
collisions, and chemical reactions. 

Recent decades have seen the emergence of a novel approach to scientific research, 
based on the exploitation of fast electronic digital computers. Computation provides a 
method of investigation which transcends the traditional division between theory and 
experiment. Computer-assisted simulation and design may afford a solution to complex 
problems which would otherwise be intractable to theoretical analysis, and may also 
provide a viable alternative to difficult or costly laboratory experiments. Though 
stemming from Theoretical Chemistry, Computational Chemistry is a field of research 
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in its own right, which can help to test theoretical predictions and may also suggest 
improved theories. 

The field of theoretical molecular sciences ranges from fundamental physical 
questions relevant to the molecular concept, through the statics and dynamics of 
isolated molecules, aggregates and materials, molecular properties and interactions, and 
the role of molecules in the biological sciences. Therefore, it involves the physical basis 
for geometric and electronic structure, states of aggregation, physical and chemical 
transformations, thermodynamic and kinetic properties, as well as unusual properties 
such as extreme flexibility or strong relativistic or quantum-field effects, extreme 
conditions such as intense radiation fields or interaction with the continuum, and the 
specificity of biochemical reactions. 

Theoretical chemistry has an applied branch – a part of molecular engineering, 
which involves the investigation of structure-property relationships aiming at the 
design, synthesis and application of molecules and materials endowed with specific 
functions, now in demand in such areas as molecular electronics, drug design or genetic 
engineering. Relevant properties include conductivity (normal, semi- and supra-), 
magnetism (ferro- or ferri-), optoelectronic effects (involving nonlinear response), 
photochromism and photoreactivity, radiation and thermal resistance, molecular recog- 
nition and information processing, and biological and pharmaceutical activities, as well 
as properties favouring self-assembling mechanisms and combination properties needed 
in multifunctional systems. 

Progress in Theoretical Chemistry and Physics is made at different rates in these 
various research fields. The aim of this book series is to provide timely and in-depth 
coverage of selected topics and broad-ranging yet detailed analysis of contemporary 
theories and their applications. The series will be of primary interest to those whose 
research is directly concerned with the development and application of theoretical 
approaches in the chemical sciences. It will provide up-to-date reports on theoretical 
methods for the chemist, thermodynamician or spectroscopist, the atomic, molecular or 
cluster physicist, and the biochemist or molecular biologist who wish to employ 
techniques developed in theoretical, mathematical or computational chemistry in their 
research programmes. It is also intended to provide the graduate student with a readily 
accessible documentation on various branches of theoretical chemistry, physical chem- 
istry and chemical physics. 
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Preface 

These two volumes collect thirty-eight selected papers from the scientific contributions 

presented at the Fourth European Workshop on Quantum Systems in Chemistry and 
Physics (QSCP-IV), held in Marly-le-Roi (France) in April 22-27, 1999. A total of one 
hundred and fifteen scientists attended the workshop, 99 from Europe and 16 from the 
rest of the world. They discussed the state of the art, new trends, and future evolution of 
the methods and applications. 

The workshop was held in the old town of Marly-le-Roi, which lies to the West of 
Paris between the historic centres of Saint-Germain-en-Laye and Versailles. Participants 
were housed at the National Youth Institute, where over sixty lectures were given by lea- 
ding members of the scientific community; in addition, over sixty posters were presented 
in two very animated sessions. We are grateful to the oral speakers and to the poster pre- 
senters for making the workshop such an stimulating experience. The social programme 
was also memorable – and not just for the closing banquet, which was held at the French 
Senate House. We are sure that participants will long remember their visit to the 'Musée 
des Antiquités Nationales': created by Napoleon III at the birthplace of Louis XIV, this 
museum boasts one of the world finest collections of archeological artifacts. 

The Marly-le-Roi workshop followed the format established at the three previous 
meetings, organized by Prof. Roy McWeeny at San Miniato Monastery, Pisa (Italy) in 
April, 1996 (the proceedings of which were published in the Kluwer TMOE series); Dr 
Steve Wilson at Jesus College, Oxford (United Kingdom) in April, 1997 (which resulted 
in two volumes in Adv. Quant. Chem.); and Prof. Alfonso Hernandez-Laguna at Los 
Alixares Hotel, Granada (Spain) in April, 1998 (for which proceedings appeared in the 
present series). These meetings, sponsored by the European Union in the frame of the 
Cooperation in Science and Technology (COST) chemistry actions, create a forum for 
discussion, exchange of ideas and collaboration on innovative theory and applications. 

Quantum Systems in Chemistry and Physics encompasses a broad spectrum of re- 
search where scientists of different backgrounds and interests jointly place special em- 
phasis on quantum theory applied to molecules, molecular interactions and materials. The 
meeting was divided into several sessions, each addressing a different aspect of the field: 
1 - Density matrices and density functionals; 2 - Electron correlation treatments; 3 - Re- 
lativistic formulations and effects; 4 - Valence theory (chemical bond and bond break- 
ing); 5 - Nuclear motion (vibronic effects and flexible molecules); 6 - Response theory 
(properties and spectra); 7 - Reactive collisions and chemical reactions, computational 
chemistry and physics; and 8 - Condensed matter (clusters and crystals, surfaces and in- 
terfaces). 

Density matrices and density functionals have important roles in both the interpreta- 
tion and the calculation of atomic and molecular structures and properties. The funda- 
mental importance of electronic correlation in many-body systems makes this topic a 
central area of research in quantum chemistry and molecular physics. Relativistic effects 
are being increasingly recognized as an essential ingredient of studies on many-body sys- 
tems, not only from a formal viewpoint but also for practical applications to molecules 
and materials involving heavy atoms. Valence theory deserves special attention since it 
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improves the electronic description of molecular systems and reactions from the point of 
view used by most laboratory chemists. Nuclear motion constitutes a broad research field 
of great importance accounting for the internal molecular dynamics and spectroscopic 
properties. 

Also very broad and of great importance in physics and chemistry is the topic of re- 
sponse theory, where electric and magnetic fields interact with matter. The study of che- 
mical reactions and collisions is the cornerstone of chemistry, where traditional concepts 
like potential-energy surfaces or transition complexes appear to become insufficient, and 
the new field of computational chemistry finds its main applications. Condensed matter is 
a field in which progressive studies are performed, from few-atom clusters to crystals, 
surfaces and materials. 

We are pleased to acknowledge the support given to the Marly-le-Roi workshop by 
the European Commission, the Centre National de la Recherche Scientifique (CNRS) 
and Université Pierre et Marie Curie (UPMC). We would like to thank Prof. Alfred Ma- 
quet, Director of Laboratoire de Chimie Physique in Paris, Prof. Alain Sevin, Director of 
Laboratoire de Chimie Théorique in Paris, and Dr Gérard Riviére, Secretary of COST- 
Chemistry in Brussels, for financial and logistic help and advice. Prof. Gaston Berthier, 
Honorary Director of Research, and Prof. Raymond Daudel, President of the European 
Academy, gave the opening and closing speeches. The supportive help of Ms Françoise 
Debock, Manager of INJEP in Marly-le-Roi, is also gratefully acknowledged. Finally, it 
is a pleasure to thank the work and dedication of all other members of the local organiz- 
ing team, especially Alexandre Kuleff, Alexis Markovits, Cyril Martinsky and, last but 
not least, Ms Yvette Masseguin, technical manager of the workshop. 

Jean Maruani and Christian Minot 
Paris, 2000 
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ON GAUGE INVARIANCE AND MOLECULAR ELECTRODYNAMICS 

R. G. WOOLLEY 
Department of Chemistry and Physics, 
Nottingham Trent University, 
Clifton Lane, Nottingham NG11 8NS, U.K. 

Abstract. A general account of the interaction of electric charges with electromag- 
netic radiation is presented, the charges being treated in the non-relativistic approxi- 
mation. The two main approaches in the literature, based on either the potentials of 
the electromagnetic field ('minimal coupling' ) or the polarization fields of the char- 
ges (e.g., the 'multipolar Hamiltonian') are presented in a unified framework, that 
characterizes them as simply different viewpoints of the same general structure. This 
structure is very suitable for a discussion of the gauge invariance of the theory. The 
final quantum mechanical Hamiltonian presented here has recently been shown to 
provide the basis for a proof of the gauge invariance of its associated S-matrix to all 
orders of perturbation theory, provided the S-matrix is taken on the energy-shell. 
Some outstanding problems are described briefly. 

1. Introduction 

The quantum theory of atoms and molecules interacting with electromagnetic radia- 
tion has a very long history; it was the subject of the first successful attempts at field 
quantization in the late 1920's. It has been presented in a variety of ways of which 
only two have become well-known. Firstly, there is the 'minimal coupling' form 
using a vector potential for the radiation, generally subject to the Coulomb gauge 
condition. There is also the 'multipolar Hamiltonian' in which electric and magnetic 
multipole moments are coupled directly to the (transverse) electric and magnetic 
fields. This latter form can be generalized by replacing the multipole series by clo- 
sed form 'polarization fields', and when this is done one sees that the polarization 
fields are subject to the same kind of arbitrariness as that implied by the gauge trans- 
formations of the vector potential. Some definite choice of vector potential, or of the 
polarization fields, has always seemed necessary in order to have a practical scheme 
for calculations of absorption, emission and scattering phenomena; it is thus crucial 
to decide what calculations can be made that are independent of the choices made 
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4 R. G. WOOLLEY 

for the gauge (or the polarization fields), and for this one needs a suitably general 
theory. 

In covariant QED gauge invariance is a straightforward matter; the field potential 
occurs coupled linearly to the 4-current which satisfies the equation of continu- 

ity = 0, and this means that the gauge transformations of the potential are easily 
disposed of. It is therefore perhaps worth noting explicitly at the outset why there is 
something to discuss for the non-relativistic theory. The point is simply that in mole- 
cular electrodynamics we do not calculate with the covariant formalism and take the 
non-relativistic limit at the end. Instead we start again with the atomic/molecular Ha- 
miltonian (a collection of a fixed number of charges) and the Hamiltonian for free 
radiation which are coupled by a gauge-dependent interaction. The complete Hamil- 
tonian is easily shown to be gauge invariant; furthermore the equation of continuity 
must still be satisfied but it does not seem possible to use it straightforwardly as in 
covariant QED to show that perturbation theory is gauge invariant, and as we shall 
see there are examples in the literature of gauge-dependent perturbation calculations 
(e.g., of spectral lineshapes). 

This paper presents an account of the dynamics of electric charges coupled to 
electromagnetic fields. The main approximation is to use non-relativistic forms for 
the charge and current density. A quantum theory requires either a Lagrangian or a 
Hamiltonian formulation of the dynamics; in atomic and molecular physics the latter 
is almost universal so the main thrust of the paper is the development of a general 
Hamiltonian. It is this Hamiltonian that provides the basis for a recent demonstration 
that the S-matrix on the energy shell is gauge-invariant to all orders of perturbation 
theory. 

2. Charges, currents and polarization fields 

In electrodynamics the coupling between matter and the electromagnetic field is me- 
diated by the charge density, p(x,t), and the current density, j(x,t), which together 
satisfy an equation of continuity, 

(1) 

that expresses local conservation of charge. In the electrodynamics of bulk matter it 
is usual to express the charge and current density in terms of two polarization fields. 
In the classical formulation of Lorentz [1] this description has a definite physical 
motivation, being accompanied by an explicit division of the charges into 'bound' 
and 'free' charge densities. But we shall not make any assumptions here about loca- 
lization; thus we write 
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(2a) 

(2b) 

with p(x,t) being the total charge density. Equation (2) is to be taken to apply to a 
single charge, and then extended by linearity to a collection of N charges. These are 
classical equations which eventually will have to be reinterpreted as operator rela- 
tions for a quantum theory; the polarization fields will become operators, because 
p(x,t) and j(x,t) do. We retain the classical terminology however; thus P(x,t) and 
M(x,t) are called the electric polarization and magnetic polarization ('magnetiza- 
tion') fields respectively. Such a polarization field description has commonly been 
regarded as being particularly 'physical' or 'natural' (e.g. through its multipolar re- 
presentation) even though the pair {P, M} are not defined uniquely by (2) [2]. It 
should be noted that in a quantum theory the distinction between 'bound' and 'free' 
charges is one that is carried by the solutions of the Schrödinger equation for the 
charges (bound-state versus continuum wavefunctions) and is not directly associated 
with the operators in the Schrödinger representation we anticipate using in atomic 
and molecular physics. 

To begin with we concentrate on equation (2a), which is purely static. We define 
the Green’s function g(x,x') for the divergence operator: 

(3) 

in terms of which a formal solution of (2a) is 

(4) 

Here p(x,t) for point charges can be expressed as a sum of Dirac delta functions in 
the usual way. The longitudinal component of g is well-defined; it can be written as 
[3]: 

(5) 

Although the differential equation (3) is consistent with solutions involving (x - 
x’), these are only a subset of the solution set, so treating x and x' as separate varia- 
bles, its Fourier transform on x yields the longitudinal solution 

(6) 
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The longitudinal component of g(p,x')is directed along p so we introduce an ortho- 
gonal triad of unit vectors         i = 1,2,3} with     = p/p; then the transverse compo- 
nent lies in the plane containing , 

(7) 

in terms of two scalar functions f and h. Since g           satisfies 

(8) 

f(p,x́ ) and h(p,x )́ can behave as pv, v -1 near p = 0; otherwise their singularities 
are controlled only by the requirement that the Fourier transforms required for (2) 
exist. The transverse component of the Green’s function g(x,x') is thus essentially ar- 
bitrary. In view of (4) these characteristics are inherited by the longitudinal and trans- 
verse components of the electric polarization field, P(x,t) (and its transform P(p,t)). 
We note specifically that the ‘long-wavelength’ limit, p      0, of P(p,t) need not 
exist. A general account of the use of polarization fields in electrodynamics should 
reflect this situation which may strongly constrain any proposed physical interpre- 
tation. 

Given a particular choice of electric polarization field, P(x,t), we can use it to 
solve for M(x,t) in (2b). If j(x,t) and P(x,t) are separated into longitudinal and trans- 
verse parts, a simple calculation shows that the longitudinal contributions cancel 
identically because of the equation of continuity, (1). We then find, 

(9) 

Equations (4) and (9) are general forms for the polarization fields which display 
their arbitrary content through their dependence on the Green's function g(x,x )́. 

3. Electrodynamics in Lagrangian form 

A Lagrangian for a collection of charged particles in an electromagnetic field can be 
written down directly using the polarization fields 

(10) 



MOLECULAR ELECTRODYNAMICS 7 

where Lp is the kinetic energy contribution of the particles. It is easily verified with 
the aid of some specific choice of the polarization fields that (10) with the Euler- 
Lagrange equations reproduces the Lorentz Force Law [4] provided that equation 

(11) holds for the fields, 

(11) 

Suppose we adopt (4) as the general form for the electric polarization field; then the 
part of the Lagrangian potential depending on E(x,t) in full is 

(12) 

Turning the argument round we could regard (12) as the fundamental form for this 
part of the Lagrangian potential and take (4) as a convenient abbreviation for one of 
the integrations that leaves the electric field explicit in the Lagrangian. We could as 
well 'simplify' (12) by defining a scalar functional of the electric field, 

(13) 

and present (12) in a form with the charge density explicit, 

(14) 

If we put g(x,x´) 
|
, equation (5), into (13) and call the result V(x´,t), we have at 

once, 

(15) 

and V(x,t) is recognized as the conventional scalar potential for the electromagnetic 
field. However once there is a non-zero transverse component in g(x,x )́, is not in 
general integrable. 

In similar fashion (9) with (10) yields 

(16) 
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and in complete analogy with (1 2) we can introduce a vector valued functional of 
the magnetic field, and express (16) in 'simplified' form with the charge and current 
densities explicit. It is convenient to make an integration by parts in (16) and set 

(17) 

so that 

(18) 

The vector defined by (17) is a familiar object in electrodynamics; it is indeed 
the Coulomb gauge vector potential [5], satisfying 

(19) 

Furthermore with the aid of (12) we verify that 

(20) 

Thus, if we separate the electric field into its longitudinal and transverse parts, we 
easily obtain the full Lagrangian potential as 

(21) 

where V(x,t) satisfies (15), A(x,t) is the Coulomb gauge vector potential, (17), and 
(4) has been reintroduced into the last term. 

Suppose we give the vector potential a longitudinal component by writing, 

(22) 

(23) 

where A(x,t) is the purely transverse Coulomb gauge vector potential, and 
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(so = and simultaneously transform by setting 

(24) 

Equations (22), (24) are usually referred to as the equations defining the gauge trans- 
formations of the scalar and vector potentials for the fields. If we set 

(25) 

then E(x,t) and B(x,t) so defined are unchanged by (22), (24) and automatically sa- 
tisfy the Maxwell equations (11). In terms of the arbitrary pair of potentials (a, 
the Lagrangian potential has exactly the same form as (21) for the special potentials 
{A, V), i.e. 

(26) 

is valid in any gauge, and is invariant under arbitrary gauge transformations of the 
potentials. It has long been known that the integral in the last term of (26) is the gen- 
erator of the Power-Zienau-Woolley transformation, that relates the Coulomb gauge 
and multipole Hamiltonians [6-9] with a = A, the Coulomb gauge vector potential, 
and P(x,t) is given as a multipole series which may be summed into a particular line 
integral form. The true significance of this integral. however, is that the time deriva- 
tive in (26) is required if the Lagrangian is to display its full invariance under arbitra- 
ry gauge transformations of the potentials. It is a standard result in classical mecha- 
nics that under very mild assumptions, the addition of a total time derivative to a 
Lagrangian does not affect the classical equations of motion; equivalently, if the 
time derivative is written as dF/dt, F is the generator of a canonical (unitary) trans- 
formation in the classical (quantum) Hamiltonian formalism. For this reason the cus- 
tomary Lagrangian for charged particles in a given field is based only on the first two 
terms in (26) [10]. 

A particular set of potentials can be specified by imposing a linear functional 
constraint on the vector potential. Such a constraint is usually referred to as a gauge 
condition; a general gauge condition is provided by the equation 

(27) 
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which causes the total time derivative in (26) to vanish. The interpretation of this 
equation is that, for every choice of the Green’s function g(x,x )́, there is a vector 
potential a(x ,́t) such that (27) is true. To see how this works we separate the vector 

that (27) gives 
potential into its longitudinal (a  ) and transverse (A, equation (1 7)) components, so 

(28) 

The left-hand side of (28) is just the gauge function in (23), and we can therefore say 
that the vector potential specified by, 

(29) 

satisfies (27) identically. In this equation A(x,t) is the Coulomb gauge vector poten- 
tial which is regarded as fixed so that the gauge freedom in the potential a(x ,́t) re- 
sults from the freedom to choose the transverse component of the Green's function 
g(x,x )́. The choice g(x,x )́-

|
 = 0 yields the Coulomb gauge vector potential, (17), 

(30) 

Equation (29) is particularly useful for the quantum theory because we know how to 
represent the Coulomb gauge vector potential operator in terms of photon annihila- 
tion and creation operators; since the Green's function g(x,x’) remains a c-number. 
(29) gives an operator representation of the vector potential in an arbitrary gauge. 

4. Electrodynamics in Hamiltonian form 

The Lagrangian of the previous section is easily extended to give a total Lagrangian 
for a closed system of charges and fields by including a contribution describing free 
electromagnetic radiation. This extra term is [10] 

(31) 

(32) 

with Lint either as in (10), or (26). 
The general Hamiltonian formalism was developed principally by Dirac [11-13]; 

so that the total Lagrangian has the structure 
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its application to molecular Lagrangians of the form of (32) has been described pre- 
viously [4, 7, 14, 15]. The scalar potential is a redundant variable, because its time 
derivative does not appear in the Lagrangian, and is eliminated from the Hamilton- 
ian, which reads 

(33) 

where are the particle and field conjugate momenta respectively. They 
have canonical Poisson-Brackets with their coordinates 

(34) 

At this stage the gauge of the vector potential is left free with the consequence that 
the evolution generated by the Hamiltonian equations of motion 

(35) 

for any dynamical variable C, is subject to a non-integrable equation of constraint, 

(36) 

where p(x) is the charge density, and is Dirac’s 'weak equality' sign [11-13]. 

explicit. However when the Hamiltonian (33) is cast in the form 
In atomic and molecular physics we require the Coulomb energies to be made 

(37) 

the terms in (37) are individually gauge dependent. The principle of gauge invariance 
claims that physical observables must be independent of the choice of gauge, so it is 
important to consider how gauge invariance of calculated quantities can be establi- 
shed. First however we must deal with the constraint (36). 

To do this we bring in another equation of constraint which has the property that 
its Poisson bracket with does not vanish. In Dirac's terminology, this yields a 
canonical scheme with two second-class constraints. The extra constraint can be ta- 
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ken to be the general gauge condition (27), so the two second-class constraints are 

(38a) 
(38b) 

Their mutual Poisson brackets calculated using (34) yield a non-singular matrix with 
elements 

(39) 

Its inverse is given by 

(40) 

The Dirac bracket of two dynamical variables j and k which we write as [j,k]* is de- 
fined using this inverse matrix as 

(41) 

the brackets on the rhs being calculated using (34). Using (39) - (4 1) shows that the 
Dirac bracket of any dynamical variable with a constraint i = 1, 2) vanishes 
identically. The non-zero Dirac brackets of the variables in the Hamiltonian (33) are 
easily found to be: 

(42a) 

(42b) 

(42c) 

The Dirac brackets are like the original Poisson brackets, being antisymmetric and 
satisfying the Jacobi identity, and are the basis for quantization using the usual cor- 
respondence [11-13] 

(43) 

We can now set 
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= = 0 (44) 

as the condition that fixes the gauge of the vector potential in the Hamiltonian (33), 
and in (42), according to the choice of the Green's function g(x,x´). The gauge con- 
dition (44) implies that the vector potential in any gauge can be represented in terms 
of the purely transverse Coulomb gauge vector potential, A(x.t), and the Green's 

function              as in (29), 

in terms of the Dirac bracket (42b). The operator properties of a(x,t) can therefore 
be implemented through the operator representation of A(x,t). while its arbitrariness 
is carried by the c-number g(x,x´). Accordingly, we write the quantum theory in 
terms of A(x,t) and its conjugate and we then have to establish what kind of calcula- 
tions can be carried out that yield answers independent of the arbitrary Green's func- 
tion g(x,x´). We see from (42) that every gauge has its own set of Dirac brackets; 
correspondingly after quantization, every gauge has its own set of commutation re- 
lations and its own Hilbert space. Since canonical (unitary) transformations should 
leave the Dirac brackets (commutators) invariant, the passage from one gauge to 
another cannot be effected by such transformations. Hence we shall not be able to 
rely on the nice properties of canonical (unitary) transformations in seeking to check 
gauge invariance. 

The properties of the dynamical variables are fixed by the brackets (42), and it is 
easily verified that separating as 

= + P(x) (45) 

is consistent with (42) if is interpreted as the conjugate of the Coulomb gauge 
vector potential A(x) (associated purely with electromagnetic radiation), and P(x) is 
the electric polarization field given by (4). We complete the identification of by 
computing its equation of motion; using (33), (35) and (42) we obtain, 
independently of the gauge, 

(46) 

so that the conjugate momentum can be recognized as the total electric field, to 
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within a constant, = - E(x,t), i.e. (46) is one of Maxwell's equations. 

can be written as 
With this identification of the transverse field variables, the second term in (33) 

(47) 

where is determined by (45). The first term in (47) is the Hamiltonian for ra- 
diation, which after quantization can be interpreted in terms of photons in the usual 
way [6]: 

(48) 

The term in (47) linear in         can be put in the form: 

(49) 

using (4), and so couples charges to electromagnetic radation via the (arbitrary) 
transverse part of the Green's function g(x,ra). Finally, if we define 

(50) 

the last term in (47) is 

(51) 

again using (4). With the aid of (5) the longitudinal part of the Green's function 
yields 

(52) 
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so that separating the Green's function into its longitudinal and transverse parts ma- 

kes the Coulombic interaction energy of the charges explicit: 

(53) 

with 

(54) 

Of course, the last term in (53) can have any value, 0 G(x ,́x") -   
|

and for this 
reason cannot have any physical significance. Taking the atomic Hamiltonian as 

(55) 

we may collect all this together and write 

(56) 

with given by (29). Equations (48), (55), (56) supplemented by the commuta- 
tion relations: 

(57a) 

(57b) 

constitute the basis for a quantum theory of atoms and molecules interacting with 
electromagnetic radiation, with the gauge of the vector potential arbitrary. 

For practical calculations it is often convenient to use the occupation number re- 
presentation. In terms of boson annihilation and creation operators satis- 
fying 

(58) 
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the radiation field is described as a collection of photons of wavevector k (and fie- 
quency = kc) and polarization (= 1,2). The conjugate field variables in (57b) 
can then be given a Schrödinger operator representation, 

(59) 

(60) 

V is the quantization volume, and k/k, form an orthogonal triad. 

5. Gauge invariant calculation 

In the previous section we presented a general Hamiltonian for the interaction of el- 
ectromagnetic radiation with atoms and molecules that can be put in the form: 

(61) 

While has the familiar form of the sum of the non-relativistic atomic/molecular 
Hamiltonian, (55), based purely on Coulombic interactions, and the Hamiltonian for 
free radiation (48), Hint has the unfamiliar feature of involving the essentially arbitra- 
ry Green’s function g(x,x´) because no gauge for the vector potential is specified. In 
particular the form (55) does not require the Coulomb gauge condition. Of course, 
overall H is gauge-invariant, and observables must be as well, so we need to consi- 
der gauge-invariant calculation. 

A formal description of an experiment can be given briefly as follows. At time 
a state of the full Hamiltonian H is prepared; this state then evolves in time accor- 
ding to the time-dependent Schrödinger equation 

(62) 

and the experiment consists of measuring what this state looks like some later time t, 
say The probability amplitude for the transition i f is 

(63) 

according to the usual rules of quantum mechanics. As a preliminary to discussing 
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the solution of (62) we first transform to the interaction representation in which op- 
erators carry the time dependence induced by the free Hamiltonian and the state 
satisfies a modified evolution equation driven solely by Hint (in the new representa- 
tion), explicitly: 

(64) 

where 

(65) 

A formal solution of (64) incorporating the initial condition = is 

(66) 

where the unitary time-development operator is a solution of the differential equation 
(67), which may be solved by iterations to give the Dyson series (68): 

(67) 

(68) 

The chronological operator T is required because of the general non-commutativity 
of an operator taken at two different times [13, 16, 17]. 

The issue of a gauge invariant calculation can now be formulated succinctly: the 
interaction representation perturbation V(t) obtained from (65) is a functional of the 
arbitrary Green's function g(x,x )́ because Hint (56) is, and thus U(t, (the time de- 
velopment operator) is too, Eqn (69). Consider now two arbitrary gauges specified 
by g(x,x )́¹ and g(x,x )́²; then generally: 

(69) 

(70) 

since t, are arbitrary. Physical observables are obtained from matrix elements of U, 
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so a transition a physical process if and only if 

(71) 

for all g. In practice, one can only obtain approximate forms for and care is 
required to ensure that approximations used preserve the gauge invariance of the 
matrix elements and the unitarity of U. 

One particular special case is of course of most interest, namely = - t = + 
in which case is known as the S-matrix. The calculation of the S-matrix 
using perturbation theory provides a natural framework for quantum theory of light 
scattering and optical birefringence [18,19]; the main feature of the calculation is 
that the transition probability for any specified optical process can be related to an 
element of the S-matrix evaluated with energy conservation i.e. on-the-energy-shell. 
If complete sets of eigenstates are introduced between the operators {V(ti)} in (68), 
there result time-independent matrix elements multiplied by simple exponentials 
containing photon-molecule energy differences. The time integrations are then tri- 
vial; in n order perturbation theory they yeld (n-1) energy denominators, and one 
integration gives a factor of - Ef), so that 

th 

(72) 

for all functions g(x,x´). For every order n of perturbation theory one can then prove 
by induction a result of the form 

(73) 

which vanishes between eigenstates of provided the operator is regular at Ei = 
Ef. Hence the on-energy-shell transition probability is gauge-invariant, provided that 
in each order of perturbation theory the full interaction (56) is retained in the inter- 
mediate steps of the calculation [21]. 

Many instances of this general result are known from low-order perturbation the- 
ory calculations of course; the very extensive literature of light scattering is essential- 
ly based on the choice of one of two gauges;: the Coulomb gauge theory, correspon- 
ding to g(x,x´) |___ = 0, and the multipole Hamiltonian, which is derived from a special 
choice of integration path C in the line-integral form [16] : 

(74) 
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The identity of the Kramers-Heisenberg formula obtained in the two gauges is a 
celebrated example [22]. It should be noted, however, that the popular 'multipolar 
Hamiltonian' 

(75) 

does not provide a (miraculous !) relief from the gauge invariance question that is 
explicit when Hint is written in terms of a vector potential. To see this, consider the 
Fourier transform (on x) of (74), which reads 

(76) 

The electric dipole approximation - or 'long-wavelength limit' is obtained by taking 
k       0. For a finite path, C, Lebesgue's dominated convergence theorem justifies the 
interchange of the order of integration and the limit k 0. so that 

g(k,x´) x  ́ finite paths C (77) 

where x  ́is measured from the starting point of the finite path C. However the requi- 
rement for a finite path is simply a selection of a class of gauges; there are infinitely 
many acceptable choices of infinite paths for which the limit does not exist. The 
choice of the path C has nothing to do with whether 'the charges are bound' - a no- 
tion involved in the classical interpretation of the electric polarization field and a 
classical picture of an atom / molecule. All that matters, and this is essential, is that 
the perturbation operator Hint should be defined on the whole of the Hilbert space 
associated with describing bound and continuum states for the charges and pho- 
tons. The gauge-dependence of (75) thus undermines any 'physical' interpretation in 
terms of  'electric-field' photons and 'electric multipoles', and corresponding magne- 
tic terms [20]. 

Another important class of calculations is concerned with the theory of the natu- 
ral line-shape, resonance fluorescence and related aspects of emission spectroscopy. 
Their characteristic feature is the specification of = 0 in (66), (67) and the require- 
ment only for solutions with t > 0 Following the initial development of the quantum 
theory of the natural lineshape [23], a much more general theory of radiation damp- 
ing was developed by Heitler and coworkers [24], and later reconsidered by Power 
and Zienau [6]. They gave a detailed discussion of the natural shape of emission 
lines and of resonant absorption using both the Coulomb gauge Hamiltonian ((56) 
with g-|  = 0), and the multipolar Hamiltonian (75). In a conventional low-order per- 
turbation treatment of the damping theory these two interaction Hamiltonians give 
different predictions for die energy variation of the lineshape; for example, it is the 
latter interaction, (75), that leads to a result in accord with the experimental evidence 
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of Lamb on resonant stimulated emission from the metastable 2S ½ level of the hy- 
drogen atom (the classic Lamb shift measurement experiments), as emphasized by 
Lamb [25]. While it is surely desirable that there should be a calculation in agree- 
ment with the experimentally determined lineshape, the theoretical position is un- 
satisfactory, since both calculations involve particular choices of gauge. The crucial 
theoretical question is how should these phenomena be dealt with in a gauge inva- 
riant fashion, i.e., so that the choice of the arbitrary Green's function g(x,x´) is irre- 
levant. 

From the present perspective, an obvious weakness of these calculations is the 
restriction to the one-photon subspace of Fock space. Because every gauge (choice 
of g(x,x´) ) leads to its own commutation relations (42), each has its own Fock space 
so projection on a one-photon subspace is not gauge-invariant. We have previously 
shown [21] that the one-photon part of Hint (i.e linear in the charge e) in an arbitrary 
gauge is related to the Coulomb gauge interaction (g-| = 0) by 

(78) 

where 

(79) 

from (4). The second term in (78) contributes matrix elements Vfi proportional to 
(Ef - Ei) which vanish for real transitions by energy conservation, but otherwise are 
arbitrary; differs from the state by one photon. The remainder of Hint, which 
is quadratic in e and also contains g(x,x´), couples to states with the same nun- 
ber of photons or differing by two photons. It seems plausible that cancellation of 
g(x,x') requires consideration of all contributions from Hint, but how this comes ab- 
out remains to be shown. and it may be that entirely different methods of calculation 
are required. 

The proof of the gauge invariance of the S-matrix requires the use of complete 
sets of states in the matrix multiplications in the perturbation expansion in order that
a delicate cancellation of gauge dependent terms takes place to leave the expression 
(73); a characteristic feature of Heitler's theory of spectral lineshapes [24] is that the 
initial unperturbed state at t0 = 0 is to be omitted from all the matrix multiplications, 
suggesting that this cancellation may not occur in this formalism. Moreover, as one 
moves away from resonance the energy conservation condition does not apply, so 
that for example off-diagonal matrix elements of the momentum and position oper- 
ators cannot be interchanged freely using the velocity-dipole formula, which implies 
different frequency dependencies for the lineshape, as noted by Power and Zienau 
[6]. The perturbation expansion for the S-matrix [21] cannot be expected to conver- 
ge for resonant scattering. because of small denominators; however, isolation of the 
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pole term for a more accurate treatment means that the non-resonant part of the S- 
matrix has one or more states excluded from the matrix multiplications and it is not 
obvious that the required cancellation of gauge-dependent terms will still take place. 
It is a curious and surprising situation that at the end of the twentieth century, non- 
relativistic quantum electrodynamics is not a completed subject. 
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QUANTUM MECHANICS OF ELECTRO-NUCLEAR SYSTEMS 
TOWARDS A THEORY OF CHEMICAL REACTIONS 

O. TAPIA 
Department of Physical Chemistry, Uppsala University, 
Box 532, S-75121 Uppsala, Sweden 

Abstract. A new electronuclear separability approach is used to split global 
translational motion from the molecular hamiltonian (Hm) and to define state 
dependent molecular frames; an operator is obtained coupling the global trans- 
lational momentum to the operators for linear momenta of nuclei and electrons. 
The method prompts for a different and hopefully sounder description of chem- 
ical processes. The electronic wave functions do not depend upon the instantane- 
ous nuclear positions; they determine stationary geometric arrangements of sour- 
ces of external Coulomb potential. For processes conserving charge and particle 
number, such as those intervening in a chemical reaction, reactants and products 
are eigenstates of Hm with momenta quantized by taking the system to be in a 
volume V with periodic boundary conditions. The physical and chemical pro- 
cesses are represented by changes in populations among the eigenstates of Hm. 
Such changes must be produced by a coupling to an external field (e.g. electro- 
magnetic). One of the very new results is that chemical processes may even be 
affected by sound fields. Quantum mechanical conservation principles enter in a 
natural manner to describe chemical processes. They help define selection rules. 
In particular, parity plays a central role. If both reactant and product channels 
have the same parity, the theory requires the existence of a transition structure 
with different parity to mediate the interconversion. This rule is important since 
most of the chemical reactions in the ground electronic states of reactants and 
products belong to this class. Chemical processes can be described in the same 
general terms as Franck-Condon spectroscopy. 

1. Introduction 

To describe a chemical reaction from a physical standpoint at the nonrelati- 
vistic level, one must first construct the Hilbert space associated with all quan- 
tum states related to the system defined by its molecular hamiltonian, Hm. For 
the isolated system the time-dependent Schrödinger equation 
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(1) 

is separated, thereby leading to the standard time-independent Schrödinger equa- 
tion 

(2) 

where = (p, R) are the configuration space coordinates in the laboratory fra- 
me. For a system inside a given volume V and decomposable into n-electrons 
and m-nuclei, the Hilbert space is comprised of all (direct products) states rela- 
ted to clusterings conserving the number of particles. Reactant and products, for 
a given chemical reaction, are just particular clusters; each one can be decompo- 
sed into the same number of particles; each being in a particular electronic quan- 
tum state. A chemical reaction is a process changing the electronic structure of 
the system. This can be seen as a change between stationary states of Hm. From 
this point of view, an adiabatic interconversion between different electronic sta- 
tes is not allowed. The problem is with the current theoretical approach based 
upon the Born-Oppenheimer approximation (BO) [1, 2] where a chemical reac- 
tion is accompanied by a smooth change in the overall electronic state (see page 
210 in ref.[3]); the process of interconversion in the ground electronic state is 
then described as adiabatic wanderings on the reactant BO energy hypersurface; 
such variations smear the relationship between eigenstates and chemical species. 
This work attemps to overcome the adiabatic picture by emphasizing the quan- 
tum mechanical nature of the full process and get a more clear relationship bet- 
ween chemical species and eigenstates. 

The quantum theory of molecular structure developed here and the standard 
BO approach rely on the separability between electronic and nuclear configura- 
tional degrees of freedom. However, the way this is achieved differs radically 
between the approaches. In the treatment described here, the nuclei are seen to 
be trapped by an attractor generated by the stationary electronic wave function 
(nuclei “follow the electronic states”); the electronic wave function does not 
depend upon the instantaneous positions of the nuclei as early proposed by this 
author [4]; a change of electronic state, characterizing a chemical reaction with 
reactants and products in their ground electronic states, is described as a Franck- 
Condon like process. 

2. Theory 

Hm generates the time evolution of any state according to eq.(1). The pro- 
blem is the construction of a base of molecular states making chemical processes 
apparent. The base diagonalizing Hm should cover all possible stationary states 
for the system inside the given volume V. For example, at sufficiently high ener- 
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gies one has the set of free electrons and nuclei. Thereafter at lower energies one 
would find ions, molecules, supermolecules, free particles, etc. One would find 
that sets formed by these species gather together in all possible manners, where 
each set fulfils the particle conservation condition. 

One may argue that for molecular systems in their ground electronic state, an 
eigenstate has no obvious relationship to a chemical species. The problem of 
isomerism is often invoked to sustain this criticism. In the BO approach, such a 
criticism is sustainable [5-7] and, since current molecular theory is a part of the 
BO approximation scheme [8], it is the whole molecular theory which would 
require a new foundation. This amounts to defining the molecular structure pro- 
blem from a different perspective, as it is discussed in the following sections. 

2.1. ELECTRO-NUCLEAR SEPARABILITY MODEL 

The standard quantum chemical model for the molecular hamiltonian Hm con- 
tains, besides purely electronic terms, the Coulomb repulsion among the nuclei 
VNN and the kinetic energy operator KN. The electronic terms are the electron 
kinetic energy operator Ke and the electron-electron Coulomb repulsion interac- 
tion Vee and interactions of electrons with the nuclei, these latter acting as sour- 
ces of external (to the electrons) potential designated as VeN. The electronic ha- 

miltonian He includes VNN and is defined as 

(3) 

At the level of eq.(3) one can think of the electrons as being submitted to a Cou- 
lomb field independent of the dynamical characteristics of its source, i.e. the nu- 
clei may have different masses and spin, what counts is the charge distribution 
of the sources. There is a problem if one uses the hamiltonian He( ) to obtain 
electronic wave functions by solving the Schrödinger equation for arbitrary R- 
configurations; the electronic wave functions must have symmetries that are not 
apparent by looking at the structure of hamiltonian eq.(3), except for obvious 
atomic and diatomic cases. One solution to this difficulty would be to take wave 
functions fulfilling strict symmetry conditions (e.g. parity, rotational invariance, 
etc), eliminating the general R -dependence. This approach was adopted in ref. 
[4]. Here we elaborate on and sharpen the theoretical issues found there. 

In principle the introduction of symmetry constraints, i.e. invariances permits 
to cast the separability problem into a manner differing from the standard appro- 
ach. This can be achieved by defining an auxiliary electronic problem. The dyna- 
mical variables R are replaced by parameters     locating general external sour- 
ces of Coulomb potential            ...,          equivalent to that set up by the charged 
nuclei. 



26 O. TAPIA 

Sources of external potential can be produced in a number of ways in which 
there is no need for special massive nuclei. As they identify external sources 
they are classical variables, namely, position coordinates for the sources. There 
is no quantum dynamics related to them yet. Symmetry constraints can be natu- 
rally defined. We formally write to distinguish this situation from the 
standard approach. Since the primacy is given to the electronic wave function, 
and no Schrödinger equation is available at this point, its existence has to be ta- 
ken as working hypotheses. 

2.2. ELECTRONIC WAVE FUNCTIONS 

The complete group of an electronic system is defined by the set of all unitary 
operators which commute with the hamiltonian describing it. The hamiltonian 

must have symmetry properties, thereby introducing constrains in the 
coordinate space. Operators considered here are those of angular momentum, 
those which transform the spatial coordinates of the system (including Coulomb 
sources), and those permuting equivalent sites within the system [9]; may play 
the role of a symmetry label. 

Let us assume then the existence of a stationary electronic state transfor- 
ming according to one of the irreducible representations of the symmetry group 
to which it belongs. We contend that this wave function determines a stationary 

geometric configuration of the external Coulomb sources which is invariant 
under the group operations. With this wave function a potential energy 

is obtained as the expectation value of with respect to the stationary 
electronic wave function: 

(4) 

The brackets indicate integration over the electronic configuration and spin coor- 
dinates. The double dependence is given by the hamiltonian and the particular 

electronic wave function, which is written as to remind us that it is the 
electronic state which enforces a stationary Coulomb field configuration. We 
now look for reasonable properties that such wave functions should have: 

i) Continuity: the configuration of the external sources generating the Coul- 
omb potential can be varied around a given point submitted to constraints if re- 
quired by symmetry. These coordinates must be taken as parameters in the sense 
discussed by Goscinski and Mujica [10]. The energy functional is as- 

sumed to be continuous and stationary in the neighborhood of To simplify 

notation, = represents a stationary point on this energy hyper- 
surface. 
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ii) Boundary conditions: these wave functions should fulfill the boundary 
conditions implied by the given physical problem. 

iii) Symmetry: as noticed above, the electronic state transforming under a 
given irreducible representation cannot depend on arbitrary geometries of the 
external sources which may have any other symmetry or no symmetry at all. 

iv) Uniqueness: while an electronic state defies a unique external Coulomb 
potential via the stationary geometry, in turn the particular potential might not be 

sufficient to uniquely determine a stationary electronic state; the same may 
be associated with other electronic states transforming according to different ir- 

reducible representations of the same symmetry group (implying different con- 
straints) and, thereby, representing a subset of all excited states (for polyatomic 
molecules some of them perhaps having different stationary geometries). It is 
then which must determine such configuration and the constraints for 
which the total energy is stationary. This hierarchy departs from the standard 
frozen nuclei approach where the electrons, as pointed out by Witkowski [11], 
may show retardation effects in following the nuclear motions. In the present 
approach there are stationary electronic states, not a set of particles (electrons). 
The nuclear motion will be controlled by relaxation processes in a given elec- 
tronic state potential energy function. 

Now, using the variational principle with eq.(4) it can be shown that the elec- 
tronic wave function fulfills the Schrödinger equation 

(5) 

Eq. (5) is exact and it can be solved analytically for some one-electron problems 
[12]; for many electron systems the existence of is postulated. For the n-th 

stationary state with energy the electronic state is represented with the 

symbol Observe, implies some symmetry constraints imposed 
by the electronic wave function, so that geometry variations for that state are re- 
presented by this is to be taken as a symmetry label implying some definite 

constraints for the sources. will be the symmetry adapted potential 
energy surface. It is this functional that can be used for finding numerical solu- 
tions to the electronic problem, using standard quantum chemical methods. 

For the ground electronic states, there is a one-to-one relation beween the 
wave function and the stationary Coulomb potential. This derives from eq.(5) 
following a line of analysis Gilbert used to study the density functional theory 
approach [13]. 

A complete set of electronic stationary states can be used to 
work out solutions for the nuclear dynamics that follow from the Schrödinger 
eq.(2), as shown below. Before doing this, one needs to establish a connection 
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between the electronic Schrödinger equation in the frame to one in the labo- 
ratory fixed frame. 

2.3. REFERENCE FRAMES 

The electronic stationary wave function defines its own reference frame, that can 
be constructed using the coordinates and, without loss of generality, the elec- 
tron coordinates can be taken with respect to one such fixed frame. The coordi- 

nates are the nearest one can get to a model of a rigid molecule. It is suffi- 
cient to put the corresponding masses at the vertices where the charges are. This 
is a point mass model; it is not a nuclear dynamics object yet. In this manner, the 
idea of molecular structure appears in a sense used in chemistry. This time the 
drawbacks in defining the concept of molecular shape, noticed by Woolley and 
Sutcliffe [6], do not apply. The property is here related to electronic stationary 
states thereby taking the problem from the opposite side. One has here a direct 
relationship between electronic stracture and a chemical species. The powerful 
topological techniques developed by Mezey can be used to analyze molecular 
shape [14]. 

Properties related to angular momentum follow. The spin coordinates are im- 
plicit in the whole argument. Insofar as symmetry properties are concerned, it is 

the electronic total spin angular momentum S2 and its projection along the arbi- 
trary z-axis of the rigid frame MS which factor out the state function. The same 

is valid for the electronic orbital angular momentum Le2, MLe. Introducing a 

rotated rigid frame, the electronic hamiltonian contains only rota- 
tionally invariant distances and scalar products which are independent of Euler 
angles ß, y, and, in the body-fixed coordinates, the form remains invariant. 
The rotational angular momentum can hence factor out too. They are basic sym- 
metries of an electronic state that are not always apparent. 

Using primed coordinates in the laboratory-centered frame to help compari- 
sons with Pack-Hirschfelder’s work [8, 15], the molecular hamiltonian 

(6) 

can be transformed with an origin shift given by R´ = Cn´ + R and p´ = Cn´ + p 
into: 

(7) 

The spectra related to the stationary states is the same for both molecular hamil- 
tonians. The information concerning the stationary frame is hidden in the elec- 
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tronic wave function. This is equivalent to saying that this theory makes transpa- 
rent the symmetries of the otherwise opaque total hamiltonian in the laboratory 
frame. For all practical purposes, Hm( transforms into Hm( ) for momen- 
tum stationary states and the electronic stationary states are obtained from a set 
of equations such as eq. (5). 

One can now write the total hamiltonian as 

(8) 

and the operator coupling the global motion to the electro-nuclear system 

(9) 

The reference frame depends upon the stationary electronic state (if any) derived 
from a diagonalization of the electronic hamiltonian He 

For non-stationary processes the motion of the center of mass produced by 
external sources (sound waves for instance) can be coupled to the electro-nuclear 
system via its total momentum operator p (cf. eq.(9)). Not only vibrational exci- 
tations but also electronic ones can be mediated by non-stationary motion of the 
center of mass. This is a feature related to the stationary frame determined by a 
particular stationary electronic state. 

It remains now to find the stationary states related to the nuclear dynamics. 

2.4. NUCLEAR DYNAMICS AND SPECTRAL REPRESENTATION 

If quantum nuclear fluctuations are sought, from eq.(8) one only needs the first 

term, = KN + He These fluctuations include rotations as a whole of a 

frame rigidly bound to the stationary external Coulomb sources. The coupling 
terms in W, involving the momenta operators of electrons and nuclei, have no 
diagonal components; they will contribute to changes in the populations of sta- 

tionary levels related to the hamiltonian . Integrating over electronic coordi- 

nates with a particular the collective nuclear motion can be obtained 
as a solution to 

(10) 

This is the exact solution to the problem in a fixed frame related to the stationary 
geometry of the n-th electronic state. The electronic quantum number in Een(R) 
is sufficient to remind of the existence of a priviledged frame (and possibly spe- 
cific symmetry constraints). In the stationary case, the hamiltonians and 
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He(p,R) can be taken as isomorphous as     takes on all accessible values. The 

total wave function acquires the form: because 
the two sets of dynamical variables are separable in the sense discussed above. 
The set of product functions differ from the strictly diabatic electronic basis [16] 
in that the electronic wave functions are related to Coulomb attractors, via a pot- 
ential energy function that is invariant under translations and rotations. 

To construct a spectral representation, use is made of the set of orthogonal 

wave functions The general kets |nk> 

would correspond to the molecular states associated with the real electro-nuclear 
spectra. Provided integration over electronic degrees of freedom is carried out 
before the nuclear ones one obtains: 

(11) 

The index k(n) recalls that the nuclear fluctuation quantum states in eq.(11) are 
determined by the electronic quantum state via potential energy Een(R). Once 
the electronic problem is fully solved, via a complete set of eq.(5), it is not diffi- 
cult to see that multiplied by the box-normalized wave solutions (see p. 
428, ref. [17] 2nd ed.) are eigenfunctions of the hamiltonian and, for statio- 
nary global momentum solutions, the molecular hamiltonian is also diagonalized 
thereby solving eq. (2). 

By forming translational wave packets, molecules can henceforth be local- 
ized in momentum space. This process may happen under non stationary condi- 
tions. This possibility results from the separation approach used here. 

3. Chemical framework 

The separability used here leads to a clear relationship between chemical species 
and ground state electronic wave functions. Each isomeric species is determined 
by its own stationary ground state electronic wave function. The latter determines 
a stationary arrangement of Coulomb sources which is different for the different 
isomers. The nuclei are then hold around a stationary configuration if eq.(10) 
has bound solutions. An interconversion between them would require a Franck- 
Condon process, as it is discussed in Section 4. 

Schrödinger's eq.(5) looks pretty much the same as in standard BO theory as 
both schemes are based on a separability ansatz. They are, however, fundament- 
ally different. While in the BO scheme the electronic wave functions 
are assumed to form complete orthonormal sets for all R-parameters (see, eg, 
refs [2, 18]), the present theory may put constraint as a function of the electronic 
state, so that not all nuclear configurations may be accessible. The new theory 
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requires the existence of a complete set of quantum states related to external sta- 
tionary Coulomb sources 

In principle both approaches may differ in the index of the stationary geome- 
tries sensed by the eigenvalues of the Hessian matrix. The variational principle 
implies, in the present electronuclear approach, that any stationary conformation 
is a minimum since geometric variations must conserve symmetry; to do actual 

computing one should use variations in the  n-space. On the other hand, in the 

BO-scheme, if no symmetry restrictions are used (  -space optimization) some 
states may display saddle point character with indices equal to or larger than 1. 
When such a situation is met the very fact that there are solutions with imaginary 
frequencies indicate they are not acceptable as physical stationary state solutions. 
For this reason, it is common practice, when calculating any property related to 
the molecular spectra, to discard these solutions as it is done in evaluating vibra- 
tional partition functions to get chemical rates [19]. 

3.1. POTENTIAL ENERGY HYPERSURFACES 

The equality = Een(R) is not obvious as R stands for nuclear co- 

ordinates appearing in the dynamics of such species, while   represents a space 
which can be used to define gauge fields [8] for either classical or quantum me- 
chanical models. This latter issue is not examined here. For the time being, let us 
take the equality and use it by relaxing symmetry constraints that may be related 
to but not necessarily to  . Then, eq.(10) follows trivially from eq.(2) after 

averaging with the electronic function, En(p; 

31 

Now the potential energy hypersurface, Een(R), does not change adiabatic- 

ally its electronic state. The wave function En(p; covers all the configura- 
tional space in a way compatible with the appropriate boundary and symmetry 

conditions. The variational principle implies that > for 
external Coulomb sources having configurations differing from the stationary 

one, The Hessian cannot have negative eigenvalues as this would imply 
that there are directions where the energy along directions on the hypersurface 
would be lower than the stationary value. This property differs from the one 
assumed in ref. [4]. 

Deforming the geometry of Coulomb sources adiabatically is an allowed pro- 
cess, since these are classical variables; the electronic energy, eq.(4), can only in- 
crease, but there cannot be a change of electronic state. The energy of two elec- 
tronic states with the same space symmetry for a given can be accidentally 
equal. Still, they cannot produce an "avoided crossing" in the sense of the BO 
picture. If each state represents, for instance, the reactants (|1R>) and products 
(|1P>), respectively, and the system is prepared as reactants, the matrix element 
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<1R|W|1P>, if different from zero, opens a probability to actually populate the 
product states, and vice versa. A coupling of this kind may create a linear super- 
position thereby producing finite probabilities to populate the quasi degenerate 
state. A finite life time may hence be related to such process. Theoretically, if 
population of product states is required, a decoherence process must take place 
[20]. Thus the electronic reaction dynamics happens in a neighborhood of the 
crossing region. If the crossing appears with coordinates that are different from 
the corresponding stationary coordinates (which would mean that the system is 
in one of the rovibrational excited states), once the coherence is lost, the system 
will evolve from the intramolecular excited state via nuclear dynamics relaxa- 
tion to the ground state of the product or the reactant channel. Quantum mecha- 
nics can only deal with probabilities. But, because the chemical interconversion 
process is electronic. femtosecond time scales can be involved in producing it. 

3.2. PAIR CLUSTERS AND ASYMPTOTIC STATES 

To discuss chemical reactions of bimolecular kind, it is appropriate to define 
asymptotic systems. Let us consider a system clustered in two groups that can be 
decomposed into n1 and n2 electrons and m1 and m2 nuclei, with n = n1+n2 
and m = m1+m2, respectively. Each cluster’s ground electronic state is assumed 
to have particular stationary geometry and separability using them as local fra- 
mes is considered now. Terms coupling nuclear and electronic dynamics cancel 
out rigorously for the stationary situation. Without loss of generality, let us put 
the origin of the frame at the center of mass in cluster (molecule) 1 and measure 
the relative position of cluster (molecule) 2 center of mass with the vector R12; 
we take the z-axis along this direction. The asymptotic molecular hamiltonian is 
defined by the limit 

(12) 

Hmi is the i-th cluster hamiltonian referred to its space fixed frame with axes 
parallel to the laboratory frame. Kcmi is the i-th cluster kinetic energy operator 
with total mass Mi. The existence of electronic wave functions for each system 
is taken for granted as their spectra can be determined in isolation. 

For finite intermolecular distances R12 the molecular hamiltonian in the clus- 
ter representation is given by 

(13) 

or, introducing the relative motion coordinates with reduced mass, 1/M12 = 
1/M1 + 1/M2, and the combined centre of mass, with mass M = M1 + M2, one 
gets: 
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(14) 

This transformed molecular hamiltonian is useful in discussing molecular events 
in the interaction region when the clusters are (adiabatically) brought into con- 
tact. The use of the intermolecular distance as a reaction coordinate transforms 
the problem into a semiclassical one. In fact, this distance relates two stationary 
sources of Coulomb potential incorporated in the hamiltonians Hm1 and Hm2. 

Coordinates related to these frames can be used to define classical reaction coor- 
dinates that may help visualising the chemistry. In a full quantum dynamical des- 
cription, all integrals cover all possible distances and the scheme corresponds to 
standard quantum scattering theory (see next section). Still one can use the semi- 
classical framework to discuss mechanistic issues. One should not forget the en- 
ergy levels of the supermolecule which will only become accessible for definite 
ranges of R12. Within those boundaries, the quantum states of the collision pair 

and the supermolecule should have the smallest energy gaps. As shown below, 
the operator W will mediate the interconversion among them. 

In principle, once the electronic states have been chosen, the nuclear dynam- 
ics for each partner can be solved too. Averaging with a particular rovibrational 
quantum state, or respectively, one obtains 

>(15) 

The form of this equation makes explicit the fact that intermolecular forces do 
depend upon their vibrational states as well as on their electronic states. Due to 
the antisymmetrization of the global electronic wave function, RI2) 
contains Coulomb exchange terms and a direct term formed by the Coulomb 
multipole interactions and the infinite order perturbation electrostatic effects em- 
bodied in the reaction field potential [21, 22]. 

To sense the effect one cluster would have on the other let us consider the ef- 
fective hamiltonian approach. There, one cluster is subjected to the field of the 
other. With obvious notations one can define an effective parametric electronuc- 
lear problem for each partner via the functional: 

(16) 

with a similar equation for the other partner. These effective equations are useful 
in the context of a microscopic description of molecular mechanisms and the 
theory of surrounding medium effects. An important result is that they show a 
given molecule can be seen as geometrically deformed by the forces exerted by 
the partner. Displacement from the stationary geometry will be produced by 
terms linear in the nuclear fluctuation variables (see for instance [22]). The inter- 
molecular forces produce geometric molding and shift of the energy levels for 
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each partner. A collision pair remains a collision pair albeit a deformed one if 
the partners are brought together in an adiabatic sense. This is a fundamental dif- 
ference of interpretation between equations of the present theory and the BO 
framework-based computer approaches. 

4. Theory of chemical reactions 

The quantum states of the molecular hamiltonian can be labelled with the linear 
momentum of each rigid configuration for the sources of static Coulomb poten- 
tial, P1 and P2 or 1 = P and = , respectively. The total angular 
momentum of each cluster, J1 and J2 and their projections J1z and J2z together 
with the vibrational and electronic quantum numbers provide a set of labels hel- 
ping to characterize the quantum states of the system: 

(17) 

These states are normalized: 

where   (k´-k) is the three dimensional Dirac distribution and the other deltas are 
Kronecker symbols. These orthogonality conditions are more general than those 
used by Golden in his quantum theory of chemical reactions [23]. 

The construction of global wave functions using the cluster decomposition 
can be done by using appropriate angular momentum composition rules [24]. As 
reactants and products have different angular momentum eigenfunctions, the al- 
lowed combinations must fulfill angular momentum conservation rules. In what 
follows. we use simple labels to identify the system, thereby masking the com- 
plexity. For actual computing, one has to reintroduce a more detailed state label- 
ling [25]. 

A chemical reaction can be seen as happening during a collision of two (mo- 
lecular) beams. Each beam is made of fragments, and the two of them form an 
asymptotic reactant system [26]. Under well defined conditions, and after cross- 
ing the interaction region, the system that was in its ground electronic state may 
populate a different cluster. this latter in its ground electronic state too. To des- 
cribe this type of situations, one has to find solutions to the Schrödinger eq.(2) 
for a given energy E: 

(19) 



QUANTUM MECHANICS OF ELECTRO-NUCLEAR SYSTEMS 35 

where Ho is defined in eq.(8). One can now prepare the system in one eigenstate 

of create translational wave packets to represent the beams, and the system 

will evolve with eq.(1) populating different electronic and rovibrational access- 
ible quantum states via the interaction W. 

One selects the important quantum states of reactant and products to define 
the subspace P. All other states, including different types of supermolecules, are 
gathered in the orthogonal subspace Q. To simplify the analysis, consider a bi- 
molecular reaction in the ground electronic state, the two molecules are descri- 
bed by the state |1R(P) >, and the products in the electronic ground state, are 
represented by |1P (P) >. Operationally, the spectra of reactants and products 
are used to identify them. The symbols 1R and 1P are there to indicate the quan- 
tum number for the linear and angular momentum for each fragment and the ro- 
vibrational state for he asymptotic fragments involved (cf. eqs.(17), (18)). 

4.1. SCATTERING FORMALISM 

The chemical reaction corresponds to a preparation-registration type of process. 
With the volume periodic boundary conditions for the momentum eigenfunc- 
tion, the set of stationary wavefunctions form a Hilbert space for a system of n- 
electrons and m-nuclei. All states can be said to exist in the sense that, given the 
appropriate energy E, if they can be populated, they will be. Observe that the 
spectra contains all states of the supermolecule besides the colliding subsets. The 
initial conditions define the reactants, e.g. |1R(P) >. The problem boils down to 
solving eq.(19) under the boundary conditions defining the characteristics of the 
experiment . 

Preparation-registration processes have been discussed by Arno Bohm and 
coworkers (see for instance [27, 28]). The issues developed in reference [27] are 
left out in the present analysis. We mention these references to indicate the exist- 
ence of subtle and complex mathematical issues related to rigged Hilbert spaces. 
Here we follow the quantum scattering approach to an extent required to discuss 
specifically chemical features. 

A physical process would correspond to the passage from a given population 
prepared far back in the past for instance (t = ) to another (different) popula- 
tion te be measured in the future (t = ). The initial quantum state (t = ) is 

represented by the ket and stands for the final state (t = ). A 
quantum state at an intermediate time t is obtained as usual with a time evolution 
operator: U(t, = ), so that 

(20) 

with the boundary condition 
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(21) 

where S |
_ 

is (by convention) the transpose complex conjugate scattering matrix. 
The initial and final asymptotic states are always expanded in the time inde- 

pendent basis associated with the molecular hamiltonian; the scattering matrix is 
unitary. Note again that the basis contains all possible resonance and compound 
states. If there is no interaction, the scattering matrix is the unit matrix 1. Form- 
ally, one can write this matrix as S= 1+iT where T is an operator describing the 
non-zero scattering events including chemical reactions. Thus, for a system pre- 
pared in the initial state the probability amplitude to get the system in the 

final state is given by As this is an integral over the full 
configurational space, what one does is to look after those regions that may con- 
tribute most to the integral. This is akin to construct particular mechanistic path- 
ways for chemical processes. 

To construct a particular expression for the probability amplitude, the quan- 
tum mechanical problem in eq.( 19) must be solved. 

Consider the asymptotic system including quantum states for reactants, r = r1 
+ r2 and pruducts, p = p1 + p2. For the given energy E, one selects all quantum 
states which can be measured at These are gathered in a subspace P with 
projection operator P. These states are called open channels. All other states 
would form the orthogonal complement to P with projection operator Q. As 

usual, P2=P, Q2=Q, PQ = QP = 0 and P+Q=1. The state vector can be decom- 
posed as: 

(22) 

The events related to the suspace > would correspond to direct collisions 
between reactants that may either leave the system as it is or it may interconvert 
into products via the interaction hamiltonian W. The component > contains 
events involving states in the orthogonal complement that includes supermole- 
cule states. To populate these states require physical excitation processes; these 
states may have finite lifetimes. The Q-component is called the time-delaying 
component by Feshbach in the context of nuclear reactions [29]. The Q > 
component is given by 

(23) 

where HQQ = QHQ, HQP = QHP, etc., are the projected hamiltonians, and we 
write H instead of Ho+W. The imaginary energy is included in case open chan- 

nels are found in the Q-subspace; tends to zero from positive values. will 
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be indicated as E(+) in what follows. The partitioning technique leads to an ef- 
fective hamiltonian for the P-system: 

and the Schrödinger equation looks like 

(25) 

The effective hamiltonian is energy dependent, complex and nonlocal. TO get a 
formal solution for >, the Q-projected hamiltonian (QHQ = HQQ) must be 
diagonalized. This amounts, in chemistry, to finding out stationary states for the 
supermolecule that might be relevant for describing different mechanistic path- 
ways. 

The orthogonal Q-space plays an important role in describing the mechanism 
with which to accomplish a given reaction. This is true when the electronic wave 
functions for reactants and products have equal parity, as discussed below. 

The HQQ operator may have discrete (es) or continuous (e) eigenvalues, with 

eigenfunctions and and normalization conditions: 

The effective hamiltonian can be finally written (see ref.[29]) as: 

(26) 

In the state basis diagonalizing Ho the mixing of states is due to the coupling op- 
erator W. In the P-space one has the ingoing quantum state for the reactant (say, 
|1R(P)>) and the product state (say, |1P(P)>), and one is interested in getting 
the probability to populate the latter when the system was prepared in the former 
state. Two situations are found: 

i) the two electronic states have different parity; 
ii) the electronic states have the same parity. 
In Hpp the important off-diagonal matrix elements are <1R(P)(W/1P(P)>, 

which can easily be factorized as the operator has the following product form: 
<1R(P)/ lP(P)>. Let us consider electro-nuclear transitions control- 
led by p. If the electronic wave functions have the same parity, the matrix ele- 

QUANTUM MECHANICS OF ELECTRO-NUCLEAR SYSTEMS 
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ment is globally zero. If they have different parity the electronic contribution can 
be different from zero. This process has a clear Franck-Condon nature. 

In the second case. reading eq.(26), it is necessary that at least one of the Q- 
space states has the same parity as the operator p. Then, in (26) there may be a 
non-zero off-diagonal element connecting the ingoing to the outgoing channels. 
This state is called here a transition state (TS) and the coordinates of the station- 
ary arrangement of external Coulomb sources (or  TS) is defined as a 
transition state structure (TSS). The TSS is a fundamental electronic property, 
while the quantum states of the TS include translational and rovibrational states 
with their characteristic density of states. 

From the structure of the matrix elements of W, one can see that the change 
in electronic state is of Franck-Condon type and, consequently, it takes place 
with frozen nuclei positions. For chemistry this fact has important consequences. 
The geometric arrangement at interconversion must be the same for both electro- 

nic quantum states. For each quantum state the electronic energy 
depends upon the geometry of the external sources and on the specific n. The 
maximal probability for interconversion is attained when the energy gap is mini- 
mal between the different electronic states involved, and the external energy can 
be used to produce resonance conditions. For case i) this is simply a geometric 
activation process followed by geometric relaxation (similar to an inelastic scat- 
tering process), which will bring the system to the asymptotic products. This ac- 
tivation-relaxation involves changes in the rovibrational state populations of the 
colliding partners. One uses here the operator R12) to help visualizing 
things on a more chemically flavored approach. 

The novel situation is found for the case ii): reactant and product channel 
electronic states have the same parity. Now, if the electronic Q-state sustains 
bound vibrational states, the stationary external Coulomb sources define a geo- 

metric arrangement around which the nuclei would fluctuate, These (nor- 
mal) modes, at low energy, cover a configurational space region with well defi- 
ned (symmetry) constraints. To prompt for a change of electronic structure, the 
reactants and products configurations must also populate such confomational 
regions. For reactants having an equilibrium external Coulomb sources, which 
are much different from the one related to the geometry of the Q-state com- 
pound, a molding process on the collision pair is required if a Franck-Condon 
transition is to take place with reasonable probability. This is a necessary con- 
dition that appears for the first time in a quantum mechanical description of che- 
mical reactions. That it is also a sufficient condition derives from this formalism, 
as it has been documented by actual calculations of transition state structures. 
The highest probability would be attained for the minimal compatible energy 
gap. Once the Q-state (the one with a particular transition state structure) is 
populated, the probability to open the product channel becomes, in principle, 
different from zero. 
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Thus, the chemical interconversion for equal electronic parity channels has 
four separated aspects; i) activation via molding of reactants; ii) population of 
TS rovibrational quantum states; iii) population of reactants molded into confi- 
gurations covered by the TS, and iv) relaxation towards products in their ground 
states. All such changes are submitted to energy and angular momentum conser- 
vation rules. 

It may take a finite time to get nuclear configurations compatible with the 
molded products channel. Once the electronic state of the molded product be- 
comes populated, its geometry has to relax in order to get the asymptotic species 
in their ground electronic structure. It follows that the interconversion process 
generates a finite lifetime for the transition state. 

At this stage we leave the formal scattering theory. The calculation of rates 
amounts to determine the matrix elements of the T-operator of eq.(21) [29]. The 
situation in chemistry is complicated by the nuclear configuration activation-rel- 
axation processes. They may range from acoustic (cf. eq.(9)) to thermal stochas- 
tic motion and up to coherent nuclear dynamics. The rate limiting step is then 
difficult to identify on a too general a base. Note, before leaving this formalism, 
that the interaction with one Q-space state can be seen as a resonance process 
(cf. Feshbach ref. [29]). 

4.2. CHEMICAL EXAMPLES 

To realize the import of this approach to chemical reaction descriptions, let us 
consider the elementary electron transfer process at an adiabatic level: 

(27) 

The electronic quantum state of the pair |H,1s>|H+>=|in> remains invariant at 
all distances. The electron transfer will not take place in a direct manner because 
the electronic parity is equal for both channels. The interconversion process re- 
quires a TS with parity -1. Among the states available to a system decomposable 
in one electron and two protons (or proton deuterium, etc) there are the hydro- 
gen molecule ion species. The first electronic excited state ( of the molecu- 

lar ion H2+ provides an "intermediate" (Q-state) for the interconversion once an- 
gular momentum conservation rules are fulfilled. The state ( is found above 
the |in> and |out> states leading to resonance in the cross section. This state may 
either relax to the (l  g) state yielding the hydrogen molecule ion and emitting a 
photon as this state is 2.8eV below dissociation, or it may take the product chan- 
nels. This is a FC-like process. The reaction (27) is a prototype of electron trans- 
fer (ET). Thus, for any ET reaction whose |in> and |out> asymptotic electronic 
states share the same parity, the actual interconversion would require the media- 
tion of a TS. 
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The quantum states relevant to the ‘‘harpoon mechanism” (see page 134 in 
ref. [26]) for the reaction of K + Br2 producing K(Br + Br are depicted as: |1> = 

|K + Br-Br >; |2> = 1 K+ + Br-Br¯ >; and |3>=| K-Br + Br >. Chemical graphs 
indicate where the main attractors (bonds) are. It is apparent that the stationary 
source for the negatively charged bromine molecule has a larger distance than 
the neutral species, and the rovibrational state may have larger nuclear fluctua- 
tions. To analyze the interconversion, one uses the asymptotic states gathered at 
times t =       and +      The system is prepared as wave packets | K> and | Br-Br 
> each with their local symmetries (not shown to simplify notation) and momen- 
ta (cf. eq.( 17)) so as to collide or interact within a bounded region, say between 
the parallel surfaces A and B oriented so as the particles approach together, R12 
is at 90° from the normal, the advance of the beam particles as a whole is meas- 
ured along the normal to those surfaces. The system prepared in state |1> will 
enter at A and, when measured beyond B, it may be either in the same electronic 
state (possibly different rovibrational states will be populated) or in state |3>. 
The system |1> is given an energy E along the intermolecular degree of freedom 
R12 which is now a “control coordinate” for the sake of description, the motion 
of the center of mass transports the system from A to B and onwards. The ener- 

gy of |1> as a function of the approach coordinate (measured as 
time using the relative speed of the beam particles) is almost constant, except at 
very short range (not considered here) where repulsion dominates. In the energy 

scale, the asymptotic charge transfer state (|2> with energy is above 

the asymptotic state |1> by about 418 - 325 KJ/mol = which is the differ- 
ence between the ionization potential of K and the electronaffinity of Br2. The 
Coulomb interaction V12 (cf. eq.( 14)) lowers the energy of |2> as the beams ap- 
proach each other. At point A its energy equals E (this latter measured from the 
asymptotic state |1>) henceforth, as the intermolecular distance decreases it may 

“cross” the energy surface of  |1>: a “crossing” distance can be defined  = 
14.3 i (eV); cf. eq.(4.5) from ref.[26]. This latter distance is characteristic 
of the electronic system, it does not depend upon the impact parameter, b. If the 
experimental set up does not bring the fragments at distances smaller than 
the energy of the charge transfer state will always be larger than E and no popu- 
lation of |2> can be expected (the crossing point A does depend upon b). 

The initial conditions lead to an energy for the virtual product state |3> that is 
very high before the system comes into appropriate range. The direct reaction 
leading to population of state |3> can only happen in a region where the K-Br 
distances (covered by the vibrational-rotational states) and the bromine atom po- 
sition match possible K + Br-Br geometries with minimal energy gaps. This may 
happen in a very narrow region. The integral <1| W | 3 > can be different from 
zero by parity as the bromine atom can be in a P-state (L=1) and the parity of 
state |1> is positive. To estimate cross sections, it is a common procedure to ap- 
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proach it with a hard-sphere model. However, the cross section of the real reac- 
tion is much larger than the one expected from this model, in this case represen- 
ted by the square modulus of <1| W | 3 >. Polanyi proposed an “harpoon mecha- 
nism” which in the present approach is simply translated into the population of 
the state |2> once conditions for energy, momentum and angular momentum 
conservation are fulfilled. In the first place, population of |2> will increase the 
life time of the transient complex (the system is actually a bounded ionic colli- 

sion pair at appropriate energy E). To simplify the description we will assume 
the system has no coherent superposition of states (they might decohere fast, see 
for example [20]). This would mean that the electronic system is in one and only 
one electronic state between the Franck-Condon jumps. Now, as observed above 

Br-Br- has a fluctuation amplitude larger than the neutral molecule, and as the 
ionic pair is bounded there will be a much large probability to match configura- 
tional space related to the product K + Br-Br increasing the probability to popu- 
late |3> molded into geometries of |2>. For, being now in channel |3> means that 
the nuclei are trapped by the electronic wave function for which K-Br has boun- 
ded rovibrational states and a free Br atom (most likely electronically excited). If 
the system leaves region B in state |3>, then the energies of states |1> and |2> go 
upwards steeply; the corresponding states cannot: be populated, due to energy 
conservation rules. For those situations where the system is trapped by the char- 
ge transfer state there will be renewed chances to show a probability to populate 
the channels |1> and |3>. Finally, as the reaction is exoergic along channel |3>, 
the density of states at the region where a Franck-Condon process takes place is 
much larger than for channel |1>. This situation will enhance the cross section 
for reaction channel |3> beyond the value obtained for direct reaction. 

The “harpoon” image is nice and can be incorporated in the present scheme. 
In fact, the important factor is the population of the charge transfer state. If this 
happen from a quantum state having a much different stationary configuration 
compared to the CT state, its time evolution will change the geometry and one 
can describe the process as if it were an “electron” transfer over very large dis- 
tances provided you measure it from the relaxed CT state. The actual electronic 
process will take place in a femtosecond or subfemtosecond time scale. relaxa- 
tion will take much longer time. 

5. Discussion 

5.1. THE BORN-OPPENHEIMER APPROACH 

In the quantum mechanical description of molecules (atoms and clusters) one 
problem has been the identification and validity of adiabatic separations of elec- 
tronic (p) md nuclear (R) coordinates [30] This problem has been with us ever 
since the Born-Oppenheimer (BO) theory was published in 1927 [1, 2]. But this 
approach, as implemented in quantum chemistry, has serious deceiving aspects. 
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Woolley and Sutcliffe [6] have pointed out serious riddles in the BO-theory, ran- 
ging from the arrangement of the nuclear particles as an “equilibrium configura- 
tion” for which the potential energy has an absolute minimum to states that do 
not lie in the Hilbert space of the molecular eigenstates [6, 31]. Goscinski et al. 
have carefully discussed issues related to adiabatic separations, broken symme- 
tries and geometry optimization [ 10, 32]; see also Pack and Hirschfelder [15, 33] 
and more recently Littlejohn and Reinsh [8]. Most important to chemical theory, 
the possibility of justifying the existence of molecular shape and structure also 
creates problems in this context [6, 7]. The BO approach, however, is important 
as proven by the concept of potential energy function and its successful use in 
describing chemical dynamics [23, 26, 34], and in the determination of accurate 
molecular structures and electronic spectra [35, 36]. The crux of the problem re- 
sides in the parametric dependence of the electronic wave function on the instan- 
taneous nuclear coordinates. The diabatic approach was meant to overcome this 
riddle [30]. However, conditions required for having strictly diabatic electronic 
basis have been examined by Mead and Truhlar [16], who showed that, except 
for diatomics, such bases do not exist. Although new and promising ideas are 
emerging, see for instance the END approach of Örhn and coworkers [37], a ge- 
neral quantum theoretical scheme having a chemical flavor is still needed. A step 
towards an answer is given here. 

Note that in the present theory there is nothing like a nuclear equilibrium con- 
figuration, as normally used in the BO approximation [6]. It is the electronic 
wave function that provides the attractor towards the nuclei, as these have sour- 
ces of Coulomb potential moving away from the geometric values defining the 
stationary sources. Then, as shown by eq.(9), if the attractor is sufficiently deep, 
bound nuclear states will develop. It is the electronic stationary state which res- 
ponds for the stability of matter, the image of electrons as particles following the 
nuclei is not adequate. The concept of molecular structure appears then ingrai- 
ned in the properties of the electronic stationary wave functions. As noted in our 
previous work [4], there is a deep relation with density functional theory (DFT) 
[38]. One can hence take advantage of important work done upon the stability of 
matter in this context, see for instance the paper by Lieb and Thirring [39] and 
references therein. Incidentally, the molecular vibrational problem in DFT can 
be handled in the way described above. The practical BO computing methods 
serve to generate models for the potential energy function. 

A statistical relationship between the above description and the standard one 
can be obtained. In a molecular sample at time t, the nuclei are statistically &s- 
tributed. Each molecule shows its own particular energy gap between the elec- 
tronic states involved in the process. On the average, things may look like as an 
electro-nuclear adiabatic process which could be modelled as a wave packet pro- 
pagating on an adiabatic potential energy surface. This is the point where stand- 
ard BO simulations of reaction processes [40] and the present view can be tied 
together. Individual systems are sensing electronic processes while the molecular 
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sample may display a sort of apparent nuclear adiabatic-like process in a vicinity 
of the “crossing point”. 

The theory discussed here gives a special role to the stationary states of the 
molecular hamiltonian. In particular, there are stationary electronic states, not a 
set of electrons. For example, the hydrogen atom cannot be seen as formed by 
one proton plus one electron. It is the electronic spectra which define it, not the 

model we use to calculate the energy levels and wave functions. This may sound 
strange but consider a thermal neutron. This system decomposes into one proton 
plus an electron and a neutrino. One cannot say that a neutron is made of such 
particles. Matter may exist in different kinds of stationary states: processes can 
be seen as changes among them. 

5.2. THE HAMILTONIAN FOR SYSTEMS OF CHARGES 

The analysis presented so far is based on the same premises used to discuss the 
BO methodology. We have tried to show that a chemical interconversion is a 
Franck-Condon-like proces. But one important aspect when studying chemical 
systems is that they are always exposed to electromagnetic fields. 

In general, charged systems are not separable in a unique way from the elec- 
tromagnetic field. In the Lorentz gauge, for instance, charges interact via scalar 
photons and the electromagnetic field has transverse and longitudinal modes 
[41]. Here we do not use such a gauge but retain the standard approach where 
charged particles interact via the transverse vector potential A and the instanta- 
neous Coulomb potential V [42]. In this frame, the scalar photon field compen- 
sates the longitudinal electromagnetic field [41]. This approach is adequate for 
the range of energy involved in normal chemical reactions (see also [43]). 

In molecular theory one cannot get away from the transverse field A. For a 
set of electrons and nuclei considered as massive point charges, the total hamil- 
tonian in a fixed laboratory frame is cast into the form: 

H = Hm + Umrad + Hrad (28) 

Umrad describes the coupling between the system of charges and the transverse 
field; it contains terms linear and quadratic in A and the spin coupling to the ma- 
gnetic field B for a Breit-Pauli hamiltonian [42]. Note that antisymmetrization 
of cluster electronic functions can be thought of as induced by this perturbing 
hamiltonian. Hrad is the free radiation hamiltonian. The radiation field is taken 
as a source or sink of energy. Charged particles, gauge invariance and molecular 
electrodynamics are discussed by Woolley [43]. 

In the present context, population changes among stationary states of Hm can 
be produced via spontaneous and/or induced emission of photons, or absorption. 
As discussed above, the chemical interconversion has several separated aspects. 
In neighborhoods of the lowest energy gap or at the “crossing” point, the electro- 
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nic states can also be coupled via the electromagnetic field and change state by 
exchanging photons. The operator W would include now terms depending on A 
as found in Umrad. This coupling may produce coherent linear superpositions 
between electronic states. For practical reasons, it is convenient to adopt the laws 
of electrodynamics as spelled out by Feynman without further ado [42] so that 
only terms linear in the transverse field are retained in W. 

With the above caveat in mind, it is not difficult to understand that unimole- 
cular reactions can be activated by ambient blackbody radiation. This has been 
experimentally reported [44]. Moreover, in this perspective, a chemical change 
would be closely related to a change (increase) in entropy via population varia- 
tions in an ensemble. 

To close this section, it should be noted that some of the ideas underlying the 
theory have been implicitly used as working hypotheses to analyze theoretical 
results in recent years [4, 22, 45-48]. 

6. Final remarks 

A quantum mechanical separation scheme is introduced between electronic and 
nuclear degrees of freedom. The electronic stationary wave function determines 
the stationary geometry of the external Coulomb source completing the characte- 
rization of the molecular species. The hypothesis reflected by the formal equality 

= Een(R) warrants a discussion of the standard electronic problem 
with our special electronic wave functions, that do not depend upon the instanta- 
neous positions of the nuclei. Each electronic state generates a potential energy 
function given by the average value of the molecular hamiltonian taken with res- 
pect to the relevant electronic wave function. Pictorially speaking, it is the statio- 
nary electronic wave function which glues the nuclei to the stationary geometry. 
The nuclear dynamics problem is then solved, as usual, by using this potential 
energy function generated by this electronic wave function. It is shown that the 
molecular hamiltonian can be diagonalized in the electro-nuclear basis of statio- 
nary states for a system of n-electrons and m-nuclei in a volume V, namely, the 
molecular hamiltonians Ho and Hm have the same spectra. Conservation princi- 
ples enter in a natural manner to define selection rules. In particular, electronic 
parity is fundamental. Chemical reactions are described as belonging to a parti- 
cular type of Franck-Condon spectroscopy. 

Reactions having Q-states provide mechanistic pathways to achieving the 
electronic interconversion which can be modulated by external electromagnetic 
fields such as, for instance, microwaves as well as thermal blackbody radation, 
due to the quasi energy degeneracy. In non-stationary situations, the operator 

appearing in eq.(8) may couple the electro-nuclear system to sound 
waves as well. This conclusion follows from the nature of the present theory. 
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Important classes of chemical reactions in the ground electronic state have 
equal parity for the in- and out-going channels, e.g., proton transfer and hydride 
transfer [47, 48]. To achieve finite rates, such processes require accessible elec- 

tronic states with correct parity that play the role of transition structures. These 
latter acquire here the quality of true molecular species which, due to quantum 
mechanical couplings with asymptotic channel systems, will be endowed with 
finite life times. The elementary interconversion step in a chemical reaction is 
not a nuclear rearrangement associated with a smooth change in electronic struc- 
ture, it is a Franck-Condon electronic process with timescales in the (sub)femto- 
second range characteristic of femtochemistry [49]. 
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Abstract. Regularities in the transition intensities along isoelectronic sequenc- 
es, indi-vidual spectral series, and analogous transitions in homologous atomic 
and molecular systems are proving to be very useful in theoretical and experim- 
ental investigations of spectra, as well as for supplying additional data.We have 
tested such regularities in cal-culations performed mostly with the Quantum De- 
fect Orbital method, both in its non-relativistic (QDO) and relativistic (RQDO) 
formulations. A brief summary of the under-lying theory for such regularities 
(and deviations from them) is given, followed by a number of numerical exam- 
ples presented in tabular or graph form. 

1. Introduction 

The interpretation of the intensities of lines observed in astrophysical sources 
requires a wide variety of reliable atomic and, to a lesser extent, molecular data 
[1]. Also, the steady development of high temperature plasmas, in relation to the 
fusion programmes ongoing in several countries, has given rise to a consider- 
able interest in the spectroscopy of heavy and/or highly ionised atoms [2]. The 
spectacular advance of some experimental techniques has not diminished the 
need for reliable theoretical data. In the production of spectroscopic quantities 
such as oscillator strengths to fulfill the present demands of both the astrophy- 
sics and plasma physics communities, several authors [3-5] have emphasised 
the need for both experimentalists and theoreticians to self-assess the data they 

Studies of regularities in transition intensities along isoelectronic sequences, 
in individual spectral series, in analogous transitions in homologous atomic and 
molecular systems, …, are proving to be very useful in theoretical and experim- 
ental investigations of spectra. They can serve the purpose of assessing the ade- 
quacy of a given theoretical or experimental procedure and can be exploited to 
interpolate or extrapolate non-available data, and often reveal peculiarities in 
the behaviour of many-electron systems. 

supply. 
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When studying the absorption of increasing photon energy by an atom or ion 
initially in a given bound state, to be gradually excited until it becomes ionised, 
and to have afterwards the free electron increase its kinetic energy, there is no 
discontinuity in the oscillator strength spectral density at the ionisation thres- 
hold. An adequate theoretical calculation must reproduce such continuity, which 
may also be exploited to interpolate a value for the threshold photoionisation 
cross section. 

We shall next summarise the basic approaches that justify the above featu- 
res, to then illustrate some of them on various atomic and molecular systems 
with the results of some calculations performed by us with either the Relativistic 
Quantum Defect Orbital (RQDO) formalism [6, 7] or the non-relativistic ver- 
sion of this method (QDO) [8, 9]. 

2. The Z-charge expansion theory 

Studies of isoelectronic sequences of atomic systems (that is, a number of elem- 
ents with gradually increasing atomic number and degree of ionisation such that 
they all possess the same number of electrons) are, as mentioned above, very 
fruitful in theoretical, semiempirical and experimental investigations of atomic 
spectra. They reveal important regularities and pecularities in the behaviour and 
physical characteristics of many-electron atoms and ions, help to identify and 
classify their energy levels within an optimal coupling scheme, find values of 
semiempirical parameters, etc. 

Let us discuss briefly the structure of multiply charged ions. It follows from 
calculations that the mean distance of the electronic shells from the nucleus ra- 
pidly diminishes along the isoelectronic sequence with an increase in ionisation 
degree, i.e., the ion shrinks swiftly under the action of a growing (due to less 
screening) nuclear charge field. In contrast to the neutral atom, which in fact is a 
comparatively weakly bound system, a highly ionised atom is a compact strong- 
ly bound structure. Changing the electronic configuration of such an ion via 
excitation of the outer electrons does not alter significantly the distribution of 
charge density [10]. 

In a similar way, the peculiarities of electronic transitions may be investiga- 
ted along isoelectronic sequences. Line and oscillator strengths as well as Ein- 
stein coefficients usually change fairly smoothly along them. 

In non-relativistic perturbative atomic Z-expansion theory, as recently sum- 
marked [11], a new scaled length, p = Z r, and a scaled energy, = Z-² E, are 
introduced in the many-electron wave equation. That is, the units of length and 
energy are changed to 1/Z and Z² a.u., respectively. The Hamiltonian then takes 
the form 

H = Z² (H0 + Z-¹ V), (1) 
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where 

(2) 

(3) 

and 

Then, the Schrödinger equation adopts the form: 

(4) 

with V regarded as a perturbation. The expansions of     and E in powers of the 
perturbation parameter, Z-¹, are: 

(5) 

(6) 

Accordingly, the line strength for an electronic transition between the states i 

and 

and ƒ: 

(7) 

and its related quantity, the absorption oscillator strength: 

(8) 

vary with Z as follows 

(9) 

(10) 

These expressions can be applied, according to the theory, to an isoelectronic 

From the non-relativistic Z-expansion theory for transitions that may occur 

As 1/Z 0, (hydrogenic value) and thus: 
For = 0 transitions: ƒ0 = 0 
For transitions: ƒ0 

sequence. 

through the electric dipole mechanism, or E1 transitions, it is inferred: 
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but a limiting f-value at 1/Z = 0 can also be set. This offers the great advantage 
that once the ƒ vs. 1/Z systematic trend has been established, non- computed (or 
non-measured) f-values may be read off from the graph. 

However, in some cases, these regularities are valid only approximately. Es- 
pecially large deviations from them may occur when correlation or relativistic 
effects are large [10]. For instance, near the neutral end (large 1/Z value), strong 
perturbations due to configuration mixing may occur. Also, irregularities may 
be observed where cancellation in the transition integral takes place: A dip in 
the ƒ vs. 1/Z curve will appear. In addition, is has been shown [12] that at suf- 
ficiently large Z and ionisation degree, relativistic effects set in, causing consi- 
derable deviations from the behaviour described by equations (5) to (10): The 
scaled line strength Z² S is rather less affected by the contraction (or expansion) 
in the wavefunctions than the excitation energy which experiences sizable chan- 
ges. In ƒ, except at high Z-values, these effects are partly compensated. 

In some of our calculations of oscillator strengths on different isoelectronic 
sequences we have sought the possible regularities complied with by different 
transitions. We next summarise the theoretical methodologies we have mostly 
employed to yield the results we show as examples. 

3. The Relativistic Quantum Defect Orbital (RQDO) method 

The RQDO radial, scalar, equation derives from a non-unitary decoupling of 
Dirac’s second order radial equation. The analytical solutions, RQDO orbitals, 
are linear combinations of the large and small components of Dirac radial func- 
tion [6,7]: 

(11) 

where the model potential parameters are related to relativistic quantities: 

(12) 

(13) 

The relativistic quantum defect, is determined either empirically from the 
state energy value or by inter/extrapolation techniques. 
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(14) 

In order to explicitly account for core-polarization effects in the calculation 
of oscillator strengths, a corrected transition operator is frequently employed in 
our calculations, 

(15) 

where is the core dipole polarizability and rc a cut-off radius. 
The transition integrals derived from the above wavefunctions are closed- 

form analytical expressions and, thus, their calculation is free from convergence 
problems. Another advantage is that the computational cost does not increase 
with the size of the atomic system. 

The non-relativistic version of this formalism (QDO), as originally proposed 
[8, 9] is recovered by taking the value of the fine-structure constant, in equa- 
tions (1 l) to (14) to be equal to zero. 

4. Numerical examples of systematic trends along isoelectronic sequences 

In Figure 1 we illustrate the regularities in the fine-structure oscillator strengths 
for the 3s-3p and 3p-3d arrays, respectively, along the sodium isoelectronic se- 
quence, covering a wide range of atomic species, from Z=11 to Z=99 [13]. The 
deviations from the behaviour predicted from the Z-expansion theory where 
relativistic effects become important can be observed. The results displayed in 
part (a) and (c) of the figure were obtained with the QDO method, in which 
relativistic effects are only included implicitly by using experimental energies, 
whilst in parts (b) and (d) the results of the relativistic formulation RQDO are 
shown. The change in the slope of some of the lines of both multiplets due to 
the explicit inclusion of relativistic effects is apparent. The RQDO systematic 
trends reproduce very closely the experimental ones for the 3s-3p transitions. 
for which measurements are available [13]. 
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Figure 1. Systematic trends of the fine-structure QDO and RQDO. (a) and (b), respectirely, os- 
cillator strengths for the 3s 2S- 3p 2Pº transitions Systematic trends of the fine-structure QDO and 
RQDO oscillator strengths for the 3p 2Pº- 3d 2D transitions, (c) and (d) respectively, in the sodium 
isoelectronic sequence [13]. 

In Figure 2 the systematic trend of the oscillator strength for the resonance 
transition, 3s S - 3s 3p ¹P0¹, of the magnesium isoelectronic sequence (from 
Z=12 to Z=92) is shown. Here we have not only employed the RQDO forma- 
lism but also performed an extensive configuration interaction calculation with 
the CIV3 code [14, 15] in which part of the relativistic effects have been inclu- 
ded, and a multiconfiguration Dirac-Fock calculation with the GRASP code 
[16]. The departure from the slope predicted by the non-relativistic 2-expansion 
theory at about Z=33 is apparent. We would like to point out the very good 
agreement between the RQDO f-values and those of the much more expensive 
CIV3 and GRASP calculations. 

2 1  0 
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Figure 2 Systematic trends of the oscillator strengths of the 3s² ¹S0- 3s3p ¹P¹0 transitions in the 
magnesium isoelectronic sequence. RQDO (pol) are the core-polarisation-corrected RQDO f- 
values. Both CIV3 and GRASP f-values correspond to the length form of the transition integral 

We display in Tables 1 to 3 and in Figure 3 the multiplet oscillator strengths 
for the 3d- 4p and 3d- nf (n= 4-10) transition arrays of some of the potassium- 
like “iron group” ions Sc III to Cu XI, as they have been classified since the 
early days of solar spectroscopy. These ions have been found to be of generally 
high abundance in the solar photosphere and to be fairly well represented in the 
solar corona [17]. This astronomical object is the subject of future major space 
projects, where the suitability of some of the presently studied lines for tempe- 
rature and density diagnostics is at stake. In Tables 1 to 4 in addition to the very 
recently calculated RQDO f-values, the Opacity Project (OP) data reported by 
Verner et al. [18] and those of an earlier Critical Compilation (CC) by Mori et 
al. [19], on Fe VIII, have been included. A good general agreement between the 
RQDO and OP oscillator strengths is found, no matter the large differences in 
the complexities of the two calculations. 
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TABLE 1. Oscillator strength for the 3d-4p transitions 

In this and the remaining tables, A (B) denotes A. 10(B) 

a Relativistic Quantum Defect Orbital Method, this work 
b Verner et al. [18] 
c Critical Compilation, Nori et al. [19] 

Figure 3. Systematic trends of the RQDO multiplet oscillator strengths of the 3d ²D- nf ²Fº transi- 
tions in the “iron group” potassium-like ions. 

The RQDO f-values for individual lines follow a smooth systematic trend. 
The ions studied in this group do not seem to be sufficiently heavy for the oscil- 
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lator strengths to present substantial deviations from the slope predicted by the 
non-relativistic Z-expansion theory. 

TABLE 2. Oscillator strength for the 3d-nf (n=4,5) transitions 

See footnotes to Table 1 

5. Regularities in intensities of analogous transitions in homologous atoms 

Another interesting type of regularities in the intensity of lines concerns homo- 
logous atoms, that is, atoms with the same outer electron structure. The partial 
sum rules that apply to the oscillator strength suggests themselves as starting 
points to look for possible regularities. In particular, the Wigner-Kirkwood sum 
rule [20, 21] for transitions of the type n n ’ states that the summation 
of the corresponding oscillator strengths over all values of n ’, including the con- 
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tinuum as well as all possible lower states (which may be filled shells), is equal 
to: 

(16) 

TABLE 3. Oscillator strength for the 3d-nf (n = 6,10) transitions 
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One finds for the most comon type of transitions: 

(17) 

If it happens that a single transition overwhelmingly dominates the spectral 
series then the f-value for this transition will be approximately given by the sum 

rule, equation (16). Such a situation may be expected to prevail when the and 

(  +1) wavefunctions overlap very strongly and are radially separated from the 

core, e.g., in s—> p transitions. Transitions to be compared in the case of the al- 
kali elements are [22] 

That is, if the corresponding transition dominates the sum (16), as one proceeds 
along columns of the periodic table, the sume rule then provides a method for 
estimating f-values for homologous atoms. It is true that complex atomic struc- 
tures, as well as cases involving strong cancellation in the integrand of the tran- 
sition integral, generally do not adhere to this regular behaviour [23]. 

We have studied this type of regularities in the group of the halogen atoms. 
Their electronic structure is complex enough for not all of their energy levels to 
belong to the same spin-orbit coupling scheme. We have found that most levels 
of F and C1 comply with the LSJ scheme whilst no much degree of excitation is 
needed for the levels of Br and I to comply with the pair-coupling scheme 
We have performed RQDO calculations on a number of fine-structure and mul- 
tiplet transitions involving levels in different degrees of excitation in the first 
four halogen atoms, for many of which comparative data from either experim- 
ental or theoretical sources are very scarce. 

TABLE 4. RQDO oscillator strengths for multiplet transitions in the halogen atoms All 
calculated in the LSJ coupling scheme 

Therefore, we have attempted to assess the correctness of our results by ana- 
lysing their possible regular behaviour along the group. As an example, we have 
collected in Table 4 the RQDO oscillator strengths for a few multiplets that cor- 
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respond to nl-> n'l' transition arrays (n=3, 4, 5, 6, for F, C1, Br and I, respective- 
ly). Inspection of the table reveals that the intensities of the multiplets expressed 
as f-values are very similar in the different halogens, as long as the coupling 
scheme remains the same. 

6. Regularities in analogous transitions in molecules having the same 
united atom limit 

During the last few years we have applied a molecular-adapted version of the 
QDO formalism, as proposed by Martín et al. [24], to the calculation and ana- 
lysis of intensities in the electronic spectra of Rydberg molecules. This classi- 
fication can be attributed to Herzberg [25] and corresponds to certain molecules 
or radicals for which the ground state is either unstable or dissociative and all 
the excited electronic states possess Rydberg character, having long lifetimes as 
compared to rotational or vibrational periods. The geometry of the Rydberg sta- 
tes usually conforms very well with that of the rather stable core ion, in the ab- 
sence of level mixings. Several Rydberg molecules have been observed. or pre- 
dicted to exist, in regions of astrophysical importance. They also offer a more 
general chemical interest, as some of them have been detected as short-lived 
intermediates in chemical reactions. In spite of the very recent spectacular ad- 
vances in the experimental techniques for the detection and isolation of these 
species, such as the zero kinetic energy (ZEKE) spectroscopic technique [26], 
there still is a strong demand of theoretical calculations on the structure and 
spectra of such molecules. Some rather expensive multi-configurational calcul- 
ations (MRD-CI) [27] as well as multichannel quantum defect theory (MQDT) 
[28] have been applied to the prediction of the structure and spectra of a number 
of Ryberg molecules. Nevertheless, given that a, highly excited, molecular Ryd- 
berg electron behaves in many ways as an atomic Rydberg electron, we have 
modified the QDO method as formulated to treat atomic transitions [8, 9, 29] in 
order to give account of the splittings originated in the molecular Rydberg states 
by the specific symmetry of the core [30] and applied it to prediction of spectral 
intensities in Rydberg radicals. In various Rydberg radicals for which the elec- 
tronic spectra had been measured, our calculations have been able to reproduce 
and assign the main spectral features. Also, our QDO oscillator strengths and 
Einstein coefficients have been found to conform well with those of much more 
complex calculations, in particular for the strongest transitions [24, 31-34]. 

In treating molecular Rydberg states we have found rather important remarks 
in Herzberg’s review [25], which refer to similarities in the intensities of bands 
observed in some rare-gas hydrides and their corresponding united-atom limits. 
In our view similarities of the same sort should with more reason, occur in the 
spectra of isoelectronic Rydberg radicals, which are also “homologous” in the 
sense of all having the same outer shell structure, determined by the behaviour 
of the Rydberg electron. 
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In Tables 5 and 6 we compare the spectral intensities, in the form of oscilla- 
tor strengths, for 3s-3p and 3p-3d transitions (in the united atom notation) bet- 
ween states of the same and different molecular symmetries within each corres- 
ponding molecular point group, in the Rydberg radicals CH5, H3O, H2F, and 
NeH, all of which have sodium as the united atom limit. 

TABLE 5. Oscillator strengths for the 3s - 3p electronic transitions between molecular states of the 
same and different symmetry 

a 
QDO, Martín et al. [33] 

   QDO, Martín et al. [30] 
c QDO, Lavín and Martín [31] 
d QDO, Martín et al. [32] 
e                                           FSSO, Raynor and Herschbach [35] 

b

f 
   MRD-CI, Petsalakis et al. [27] 

TABLE 6 Oscillator strengths for the 3p - 3d electronic transition between molecular states of the 
same and different symmetry 
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In addition to our QDO values [31-33], the oscillator strenghs derived by us 
from Einstein coefficients of a self-consistent-field procedure with a basis of 
floating spherical Slater orbitals (FSSO) by Raynor and Herschbach [35] and 
those of a MRD-CI calculation by Petsalakis et al. [27] have been included, for 
the transitions for which they are reported. Inspection of  Tables 5 and 6 reveals 
the expected similarities for the “homologous” Rydberg radicals in the intensi- 
ties of transitions which are “analogous” in the sense that, apart from correspon- 
ding to the same variation in the angular momentum of the Rydberg electron, 
take place between molecular states for which the difference in degeneracy, as 
indicated by that of the irreducible representations they belong to, is the same. 
Further work on molecular Rydberg transitions is presently in progress. 
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Abstract. The current status of excited states of hydrogen peroxide and related 
properties is briefly presented. This chemically smallest nonrigid molecule dis- 
plays internal rotation in its ground and lowest excited states. Large changes in 
the preferred conformation are observed in the excited states. A short discussion 
on the ground-state structural parameters is given. Ab initio and other model 
calculations are discussed with special emphasis on the explanation of the expe- 
rimental VUV spectrum, including vibrational structure. Results of different 
levels of approximation are compared. Frequencies of different vibrational mo- 
des and spectroscopic parameters are presented, and a critical analysis is given 
towards possible calculations for the excitation properties of this molecule. 

1. Introduction 

Hydrogen peroxide is an interesting molecule from both structural and chemical 
point of view. It is chemically the smallest molecule showing internal rotation. 
It is an important constituent of troposphere and stratosphere, the recombination 
of the two HO2 radicals being the main cause of H2O2 formation in atmosphere. 
It is related to acid rain formation by the oxidation of SO2 by H2O2 either in gas 
phase or in a water droplet [1-4]. Techniques for the detection of H2O2 can be 

developed using the emission line of OH (A² X²  from the photo- 
dissociation of H2O2. Currently the molecule is being utilized for the develop- 
ment of amperometric biosensors and also in a plasma catalytic reactor [5, 6]. 
The ground state of hydrogen peroxide is most stable in skew conformation 
having a point group symmetry C2 with the spectroscopic term 1¹A. The most 
accurate data for the dihedral angle was predicted from infrared spectroscopic 
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observations to be 111.9o ± 0.4o [7]. This is corroborated by the accurate theo-
retical estimates of Thakkar et al [8] and Senent et al [9]. A number of experim- 
ental and theoretical investigations have been performed for this molecule to 
study the structure and properties in the ground state, the vibrational minimum 
and excited states from its electronic ground state [7-28], its response properties 
under static electric and magnetic fields [29, 30] and parity violating energy sta- 
tes [31]. 

The photo-dissociation of hydrogen peroxide into OH fragments is an inter- 
esting dynamical process from several point of view. Because of the importance 
of the OH radical, it is useful to have a well characterized photochemical sour- 
ce. The state distribution of the OH radical can in principle be determined theo- 
retically from an assumed or ab-initio calculated upper state potential. This can 
be obtained as the tetra-atomic molecule is relatively simple. Finally as the ab- 
sorption spectra of H2O2 is mostly a succession of broad continua, photo-frag- 
mentation spectroscopy is one of the few techniques which can provide infor- 
mation about the mostly repulsive excited states. Specifically photo-dissociation 
products are mainly vibrational unexcited OH radicals with rotationally excited 
channels. This is originated from the torsional motion connected with the dihed- 
ral angle                  and bending modes connected with                 angles. The 
photo-dissociation process at different wavelengths ranging from 193 nm to 266 
nm was the one mostly studied by different experimental groups earlier [32-40]. 
The experimental photoelectron spectra of hydrogen peroxide is known for a 
long time [41-43] and theoretical interpretations provided [44, 45]. Experimental 
investigations on the absorption cross section in the UV and VUV are rather 
scanty. The absorption cross section in the UV region (190-400 nm) has been 
measured by some authors [46-48], while in the VUV region (106-190 nm) only 
two experiments are available [49,50] of which that of Suto and Lee [50] is the 
most convincing one. The absorption cross section as measured by Suto and Lee 
[50] at 135-170 nm region shows unambiguously several small vibrational struc- 
tures superimposed on the continuum indicating the existence of quasi-bound 
excited states. In the same region, vibrational structures appear in the fluores- 
cence cross section. Theoretical calculations, quite small in number, have been 
performed to interpret the experimental observations [51-56]. In the following 
sections details of the works done on experimental spectrum and its theoretical 
interpretation are given. To have consistency a brief outline is provided in the 
next section on the structure and properties of the ground state. 

2. The ground state 

Hydrogen peroxide has the electronic configuration ------- 4a²5a²4b²: ¹A in the 
ground state with symmetry C2. Because of the interesting structure, a good 
number of experimental [6, 11-21] and theoretical [8, 9, 22-28, 57] investiga- 
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tions at different levels of sophistication was done earlier. It was noted that a 
successful theoretical calculation must use elaborate basis functions which in- 
corporate polarization functions to account for accurate structural parameters 
and level staggering. Cremer [57] first performed a critical analysis of the basis 
set effects and correlation corrections with fairly extended basis sets, using 
Moller-Plesset perturbation theory vis-à-vis existing experimental data. As the 

molecule is twisted, definite rotational barriers exist for the cis and trans confor- 
mations of the ground state. Penny and Soutterland [60] first proposed an expla- 
nation of the stability of skew form based on valence bond theory. According to 
Penny and Southerland [60] a suitable interplay between the repulsion of oxy- 
gen lone pairs and the interactions of OH bond dipole moments is responsible 
for the stability of the skew structure. The argument was corroborated in a dif- 
ferent language by Radom, Hehre and Pople [61] interpreting this stabilization 
as due to lone pair delocalisation in the polar bond. The interpretation given by 
Veillard [62] is due to hyperconjugative interaction between the OH bond and 

the vicinal lone pair. Table 1 displays the optimized geometry parameters as cal- 
culated by different theoretical methods of which the fairly recent ones are done 
with high level of sophistication [8, 9, 28, 29]. Available experimental values 
have been listed for comparison. It is clearly observed that theoretical calcula- 
tions using multireference CI, Coupled Cluster or Moller-Plesset perturbations 
of second and fourth order with extended basis sets produce structural parame- 
ters in very good agreement with the experimental data. The rotational barriers 
have also been theoretically estimated and compared favourably with experim- 
ental values. Highly accurate calculation on the ground state rototorsional levels 
has been performed by Senent et al [9] using non-rigid molecular group theore- 
tical Gamework which gives much more insight in the detailed rototorsional 
structure of this molecule. 

3. Photo-dissociation 

The photo-dissociation process of hydrogen peroxide has been well studied and 
the process 

was investigated by different workers [32-40, 53] at excitation wavelengths ran- 
ging from 193 nm to 266 run using Doppler and polarization spectroscopy with 
laser. Laser induced fluorescence (LIF) technique was used as a probe for the 
detection of the translational photo-fragment distribution. The photo-fragments 
are found to be vibrationally unexcited [34] but with relatively high rotational 
excitations. The O-H bond lengths for the present molecule and the isolated 
fragments are found to be roughly identical indicating weak vibrational-trans- 



68 P. K. MUKHERJEE, M. LUISA SENENT AND YVES G. SMEYERS 

lational coupling in the exit channel. Single photon photolysis at 193 nm, 248 
mn and 266 nm shows no generation of electronically excited OH radical, and 

both fragments are found in their ground state. The available energy is 
mostly transferred to fragment recoil and only a small part can be found in OH 
product rotation. Experiment with synchrotron radiation for the absorption cross 
section of H2O2 in the VUV region (106-193 nm) was performed by Suto and 
Lee [50]. The fluorescence cross section of the OH photo-fragments was mea- 
sured indicating electronically excited OH radicals. This suggests a second re- 
action channel: 

The OH(²           OH(²       resonant emission was observed from the photo-dis- 

sociation process at Kr (123.6 mn) and Xe (147 nm) radiations [40]. Most of the 
released energy is transferred into OH rotation during excitation. Two photon 

process also take place at -193 nm producing OH photo-fragments in ² 
state. 

The resonant radiation from OH photo-dissociation can be used to develop 
techniques for the detection of H2O2. 

Photo-dissociation processes yield accurate knowledge about the entire inter- 
nal-state distribution, along with and spin doubling. The translational motion 
and molecular alignment can be detected. Evaluation of observed Doppler prof- 
iles of the recoiling OH photo-fragments indicates the anisotropic character of 
the dissociation process. Such studies yield scalar and vector properties of the 
products, namely, the internal state distribution, alignment, translation and cor- 
relation between translational and internal motions of OH fragments and the 
translational dipole moment of the parent molecule which can indicate the na- 
ture of the intermediate electronically excited state of the molecule. 

Excitations above 193 nm generate Ã ¹A excited state predominantly but at 

193 nm about two thirds of the OH photo-fragments are formed via Ã ¹A 

excited state and roughly one third via the state of the parent molecule. In 
principle, the existence of still higher excited states is possible. Further at or be- 
low 157 nm electronically excited photo-fragments indicating new dissociation 
channels were observed with an inverted rotational state distribution [34]. The 
OH product rotation mainly originates from the torque provided by the strong 

dihedral angle dependence of the Ã ¹A or ¹B excited state potential. Bershon 
and Shapiro [63] analyzed the dissociation of H2O2 from low lying electronic 
states by the classical trajectory method, where the parameters of the excited 
state functions were chosen to fit the observed rotational state distribution and 
to be consistent with the electronic spectrum. 
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The photo-dissociation dynamics at 193 nm was analyzed in detail and the 
observed rotational state distribution was obtained by using the “rotation reflec- 
tion principle” by Schinke and Stasemler [53]. All rotational state distributions 
depend sensitively on the anisotropy of the dissociative potential energy sur- 
face. These are interpreted as a mapping of the bound state wave function onto 
the quantum number axis. The mapping is mediated by the classical excitation 
function determined by running classical trajectories onto the potential energy 
surface within the dissociative state. This so-called rotation-reflection principle 
establishes a direct relation among the bound states of the parent molecule, the 
anisotropy of the dissociative potential and the final rotational state distribution. 

4. Ionic states 

Photoelectron spectra (PE) of H2O2 were known for a long time in the region 
between 10-20 eV [41-43]. The PE spectrum (Figure 1) as obtained by Osafune 
and Kimura [41] between 10 to 14 eV appears to originate from two distinct 
ionization processes, with a clear vibrational structure on the rise of the first 
band progression of frequency 1050 cm-¹. More detailed structure was provided 
by the PE spectrum of Ashmore and Burgess [43]. This strongly suggests a non- 
dissociative nature of the first two ionic states of H2O2 falling in this region. 
While ab-initio calculations of the ionic states of H2O2 are rather scanty [45], 
the vertical ionization potentials (VIP) have been estimated by different theore- 
tical methods [42, 44, 45, 54]. 

Figure 1. Photoelectron spectrum of hydrogen peroxide as obtained by Kimura and Osafune. 
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Table 2 displays the VIP's for several levels of H2O2. 

TABLE 2. Vertical ionization potentials of hydrogen peroxide 

a. Ref. [41]; b. Ref. [42]; c. Ref. [43]; d. CNDO results reported in [42] 
e. Results with third order RSPT and geometric approximation using DZ+Pol basis [44]: f. 
CI results reported in [42]; g. SDCI results with DZ+Pol basis [54] 
h. SCF results with extended basis + Pol. Functions [45] 
i. SDCI results reported in [45] 

The molecular orbitals from which the ionization takes place are assigned. The 
first one (4b)-¹ is due to the out of phase combination of oxygen lone pairs while 
the second one (5a)-¹ is due to the in phase combination of the lone pairs and the 

(O-O) bond. Detailed investigations of the potential energy surfaces of the 

first two ionic states, namely, 2B and 2A have been performed by Takeshita and 
Mukherjee [45] with SCF and SDCI methods using extended basis set (11s7p) 

[7s4p] due to Salez and Veillard [64] for oxygen and Tatewaki-Huzinaga 
[65] basis for H with proper scale factor [66]. Appropriate polarization functions 
[65] have been incorporated (MIDI+POL+DIF). The SCF method was used to 
optimize geometries for respective states with respect to all the parameters to 
find the potential energy surface and to calculate the harmonic force constants. 
A sketch of the PE diagram with respect to the dihedral angle obtained by Take- 
shita and Mukherjee [45] is given in Figure 2. 

The PE diagram for the ground state is also shown for continuity. It has been 
noted that, while the ground state ¹A  has a skew symmetry at its minimum, the 
2 A state is most stable in the cis conformation, with      HOOH = 0°, and the 2B 

state is stable in the trans conformation, corresponding to an angle of 180°. The 
calculated barrier height for the ²B state is 3.69 eV and that for ²A is 2.24 eV. 
The cis and trans barrier heights for the ground ¹ A state are approximately 0.35 
eV and 0.04 eV, respectively. Thus the rotational barriers are much larger in the 
ionic states. Table 3 displays the optimized geometry parameters for the ionic 
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states at the SCF level along with the energy values at SCF and SDCI levels due 
to Takeshita and Mukherjee [45]. The authors have also estimated the vibrational 
frequencies for four symmetric modes of the ionic and ground states using a har- 
monic force field. The calculated O-O stretching frequency and H-O-O-H tor- 
sional frequency become considerably larger than in the ground state. This is 
due to shortening of the O-O bond distance accompanying ionization and large 
rotational barriers for the torsional oscillation modes in the ionic states. The vib- 
rational frequencies will be displayed in a subsequent table. The Frank-Condon 
factors have also been calculated with a view to compare with the PE profile. 
Figure 3 shows striking similarity of the calculated PE profile with that due to 
Osafune and Kimura [41] indicating validity of harmonic approximation. 

Figure 2. Potential energy vs dihedral angle for the ionic states of hydrogen peroxide 
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2 2 
TABLE 3. Energy and optimized geometry for the A and B states of hydrogen peroxide 

a SCF/MIDI+POL+DIF energy of Ref. [45] 
b. SCF/MIDI+POL+DIF energy of Ref. [45] 

5. Excited states 

The absorption cross section of hydrogen peroxide has been measured by a 
few authors in the 190-400 nm region [46–48], which shows more or less featu- 
reless characteristics. The somewhat old experiment in the VUV region 190 
nm) [49] is not very consistent in the overlapping region (185-200 nm) and the 
need for consistent data in the VUV region was felt [67]. The most convincing 
experiment in the VUV region (106-193 nm) for absorption cross section was 
performed by Suto and Lee [50] using synchrotron radiation. In addition to ab- 
sorption cross section, they measured the fluorescence cross section from OH 
(A X) transition. The absorption cross section shows several small vibrational 
structures superimposed on the continuum in the 135-165 nm region. This is 
displayed in figure 4. The fluorescence cross section corresponding to the same 
wavelength region has also been measured and shown in figure 4. In the region 
155-167 nm the detailed structure shows a vibrational progress with frequency 
1350 cm-¹ In the 143-153 nm region an intense progression with vibrational fre- 
quency 1140 cm-¹ was noted. Each member has two sub-bands with vibrational 
frequencies 770 cm-¹ and 260 cm-¹. Suto and Lee [50] assigned tentatively the 
respective frequencies in terms of vibrational frequencies of selected ground 
state modes on the assumption that Vibrational modes for the ground and excited 
states are more or less similar. This assumption has been found later incorrect 
by ab-initio calculations for the excited states. In the fluorescence cross section, 
weak vibrational structures with frequency ˜1000 cm-¹ have been observed in 
the 137-150 nm region, which is in conformity with the absorption structures. 
The main conclusion of this experiment is the existence of quasi-bound electro- 
nic excited states for this molecule, a prediction which follows from the study 
of photo-dissociation products [53] discussed earlier. 
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Figure 3. Comparison of experimental and theoretical ionization profiles for the lowest two ionic 
states of hydrogen peroxide. 

Figure 4. Absorption and fluorescence cross sections of hydrogen peroxide in the 106-193 nm 
region. 
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Theoretical studies on the electronic excited states of H2O2 are rather scanty. 
Semi-empirical calculations for ground and excited state correlation diagrams 
were performed by Evleth and Kassab [51] with a view to study the photochem- 
ical cleavage of H2O2. Rauk and Barriel [52] used perturbation theory to gene- 
rate ground and excited state wave functions equivalent to singles CI, and calcu- 
lated the transition energies, oscillator strengths and optical rotatory power of 
H2O2 with DZ basis augmented with diffuse functions. An empirical correction 
equal to the difference between the experimental vertical ionization potential 

and that estimated by Koopman’s theorem has been added to the Rydberg like 

first two excited state energies. The interpretation of the VUV spectrum is, how- 
ever, not satisfactory. The first accurate ab-initio calculation in this regard was 
performed by Cevaldonnet et al [54] using Huzinaga basis [68] with Dunning 
[69] contraction including polarization and diffuse functions. Variation pertur- 
bation technique was adopted to account for electron correlation effects. Multi- 
reference CI calculation was performed with single and double substitutions for 
several excited states and transition moments evaluated. However, the ground 
state geometry due to Cremer [57] was used to calculate the excited state ener- 
gies and properties. According to Cevaldonnet et al [54], the first two vertical 
excited states are of ¹A and ¹B symmetry. This was corroborated by the photo- 
dissociation studies by Schinke and Staemler [53] using classical dynamics and 
ab-initio potential energy surfaces of the first two lowest excited states which 
have been found to be in the ratio ˜0.7/0.3. The calculation of Cevaldonnet et al 
[54], although accurate has the drawback of the choice of incorrect geometry for 
the excited states. It was explicitly shown by Takeshita and Mukherjee [55] that 
the excitation process is accompanied by large change of geometry, particularly 
the dihedral angle. Using the basis set of Tatewaki & Huzinaga [65] augmented 
with polarization and diffuse functions the optimum molecular structure for the 
1¹ B excited state was determined by the RHF method with gradient techniques 
and the SCI method for the 2¹A excited state. The optimum geometry structure 
for the first two excited states have also been determined recently by Mukherjee 
et al [56] using a much more extended quadrupole zeta basis due to Thakkar et 
al [8] augmented with adequate polarization and diffuse functions. The configu- 
ration interaction with single substitutions method was used to find geometry 
parameters. It was established that the excited ¹A state has a stable structure at 
cis conformation while the ¹B state has its minimum at trans conformation. This 
fully corroborates the findings by Takeshita and Mukberjee [55]. Figure 5 dis- 
plays the general nature of the dependence of potential energy with respect to 
dihedral angle for the 2¹ A and 1¹ B states. 
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Figure 5. Potential energy vs dihedral angle for the first two excited states of hydrogen peroxide. 
a. SCI calculation for 21A state; b. HPHF calculation for 1¹B state. Energy scales are chosen for 
convenience. 

Both excited states are found to posses Rydberg-like character. Table 4 con- 

TABLE 4. Optimized geometry of the 2¹ A and 1¹ B states of hydrogen peroxide 

tains the optimized geometry parameters for the first two excited states. 
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Mukherjee et al [56] also used the half projected Hartee-Fock (HPHF) method 
due to Smeyers and co-workers [70-74], which is based on variational formula- 
tion with two DODS determinant for the representation of the wave function 
and is proved to be very effective in calculating singly excited states of molecu- 
les. Table 5 displays the energy values only in the cis and trans conformations 
of the two excited states. 

TABLE 5. Energy values for 2¹ A and 1¹ B states of hydrogen peroxide in cis and 
trans conformations 

+Ref. [56] 
* Minimum energy configurations 

Table 5 indicates that HPHF method yields slightly better results than single CI 
with same basis functions. The adiabatic excitation energies calculated for the 
respective states by Mukherjee et al [56] and by Takeshita and Mukherjee [55] 
are displayed in Table 6. 

TABLE 6. Adiabatic excitation energies for the 2¹A and 1¹B states of 
hydrogen peroxide 

a. Ref [56], basis set QPOL+POL Fn+DIF 
b. Ref [55], basis set MIDI+POL+DIF 

It is interesting to observe the behavior of the 2¹A and 1¹B potential ener- 
gies with respect to O-O stretching. The general observation is that close to the 
minimum conformation for both states one gets an equilibrium O-O bond length 
which increases continuously with change of dihedral angle. The two PE diag- 
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rams cross near HOOH˜ 100° and the PE becomes dissociative with respect 
to O-O stretching and remains dissociative afterwards. The level crossing can 
only be avoided by an elaborate CI calculation [55]. Table 7 shows the relative 
values of equilibrium O-O bond length with respect to change of dihedral angle 
for both states using SCI method due to Mukherjee et al [56]. The assignment of 
the vibrational spectrum is discussed in the next section. 

TABLE 7. Equilibrium bond length for O-O against dihedral angle 

* Dissociative 

a. For 2¹A state Ref [56] 

b. For 1¹B state Ref [56] 

6. Assignment of vibrational spectrum 

H2O2 has six fundamental vibrational modes corresponding to v1 (O-H stretch- 

ing), v2 (O-H symmetric bending), v3 (O-O stretching), v4 (H-O-O-H torsion), 

v5 (O-H asymmetric oscillation and v6 (O-H asymmetric bending). Suto and 

Lee [50] assumed the excited state molecular geometry is approximately the 
same as that of the ground state and compared their experimental vibrational 
frequencies with respect to those of the ground state which were obtained by 
Giguere [75]. The geometry, however, changes considerably in the excited 
states and the frequencies were calculated by Takeshita and Mukherjee [55] 
using harmonic approximation and the Franck Condon factors evaluated. An 
appreciable change is observed for the frequencies of the excited state with 
respect to those of the ground state. 

In fact, the frequency of the torsional oscillation mode v4 is found to be 
more than double that of the ground state. The frequency of the torsional oscil- 
lation mode was reevaluated by Mukherjee et al [56], using a very accurate re- 
presentation of the one-dimensional vibrational Hamiltonian of the non-rigid 
rotor in terms of a Fourier series [76-78], and other spectroscopic parameters 
calculated for the first time taking care of anharmonicity. A new assignment of 
the experimental spectrum was given. The results are displayed in Table 8. For 
reference purpose the vibrational frequencies of the ionic states are also listed 
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along with those of the ground state. Suto and Lee [50] assigned their vibrational 
progression frequencies of 1140 cm-¹ and 1350 cm-¹ as due to different electronic 
states of O-H asymmetric bending modes (v6). The theoretical FCF’s of Take- 

shita and Mukherjee [55] showed explicitly that for the nontotally symmetric 

v6 modes, these are rather small while those of totally symmetric v4 modes are 

large. For the ¹B state the intensity calculations of Takeshita and Mukherje [55] 

compares favorably with that due to Suto and Lee [50]. Figure 6 explicitly de- 

monstrates the overall agreement. 

79 

TABLE 8. Vibrational frequencies of ground, excited and ionic states of hydrogen peroxide 

a. Ref. [45]; b. Ref. [55]; e. Expt. Ref. [73] 
d. R. M. Miller and D. F. Horning, J. Chem. Phys. 34, 265 (1961) 
e. SCI Calculations of Ref. [56]; f. Vibrational assignment of Suto and Lee [50] 
g. HPHF Calculation of Ref. [56]; h. Expt. Ref. [42] 

For the 2¹A state the FCFs are rather small and therefore a definite assign- 
ment cannot be given, although the calculated torsional frequency is similar to 
the experimental value. The extensive calculation of Mukherjee et al [56] inch- 
ding intensity evaluation supports the previous theoretical results [55]. Spectro- 
scopic parameters such as [79] have been estimated and are listed 

in Table 9. 



80 P. K. MUKHERJEE, M. LUISA SENENT AND YVES G. SMEYERS 

TABLE 9. Spectroscopic parameters for the 2¹A and 1¹B states of hydrogen peroxide 

*Ref. [56] 

Figure 6. Comparison of experimental vibration spectrum and theoretical intensity pattern for the 
¹B state of hydrogen peroxide. 
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7. Conclusions 

Excited states of hydrogen peroxide and related properties remain a challenging 
area in theoretical chemistry, Although some of the general features relating to 
the experimental VUV spectrum have been correctly explained, accurate quanti- 
tative agreement relating to assignments in the vibrational spectrum is still not 
satisfactory. Elaborate multi-reference CI calculations with optimized geometry 
for each excited state, with sufficiently flexible basis functions, are necessary. 
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Abstract. We present a brief overview of recent progress in the theoret- 
ical description of electron and ion dynamics following strong excitations 
of metal clusters. We consider in particular the excitation by intense fem- 
tosecond laser pulses and by collisions with highly charged ions. We use the 
Time-Dependent Local-Density Approximation (TDLDA) complemented 
by local pseudopotentials and occasionally explicit ionic motion. After pre- 
senting the general framework of these studies, within emphasizing the 
complexity of this multi scale dynamics we show a few examples of appli- 
cations. 

The dynamical response of metal clusters to electro-magnetic excita- 
tions is a key feature for the understanding of these objects. These processes 
have been extensively studied over the past two decades in particular in the 
linear regime [1, 2]. Nevertheless, interest is now extending to more ener- 
getic excitations reaching dynamical regimes allowing acccess to strongly 
out of equilibrium situations. A typical nonlinear phenomenon is cluster 
fragmentation which has been intensively studied, in particular from the 
experimental side, and for some years [3, 4, 5]. It can for example be ac- 
cessed by a successive stacking of photons into a cluster with help of a 
low fluency nanosecond laser. In such a way both, electronic and ionic, de- 
grees of freedom are simultaneously excited, so that the cluster is already 
at thermal equilibrium before its deexcitation. Relaxation then proceeds by 
evaporation, fission or fragmentation, and can be described by statistical 
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concepts. However, the recent experimental developments have meanwhile 
opened the path to almost instantaneous excitation processes, running at 
a time scale of the order of characteristic electronic times. The situation 
is here different from the previous experiments in that excitation and ini- 
tial ionization proceed simultaneously, thus placing the charged cluster in a 
state far from equilibrium and with initially little intrinsic heat. Of course 
this initial electronic excitation will subsequently be transferred to ionic 
degrees of freedom. Still, the relaxation process, which may also be quite 
violent, does not, a priori occur in a thermally equilibrated system. It is 
the aim of this contribution to briefly review recent, theoretical work on the 
nonlinear electronic and ionic dynamics following such energetic electro- 
magnetic excitations. We also refer the reader to [6], where can be found 
more extensive discussions of these questions. 

The paper is organized as follows. Section 1 gives an overview of the 
physical situations studied, in tems of reaction mechanisms and time scales. 
The various models developed to deal with such situations are also briefly 
discussed. Section 2 provides a survey of the theoretical tools used in our 
calculations. Section 3 is devoted to a discussion of typical excitation pro- 
cesses by ion collisions or laser irradiations. Conclusions arid perspectives 
are given in section 4. 

1. Physical context 

1.1. ON REACTION MECHANISMS 

In practice, we shall consider here two classes of rapid, intense, excitations: 
collisions with highly charged energetic ions [7] and irradiation by intense 
femtosecond laser pulses [8, 9]. Both mechanisms take place between tens 
of‘ fs (a typical pulse length for nowadays intense lasers) down to below 1 fs 
(which can be attained by means of an ionic projectile at a velocity coin- 
parable to the electronic velocity inside the cluster). The excitation time 
thus turns out to be directly comparable to characteristic time scales of the 
valence electron cloud. In figure 1 , we have schematically represented the 
various processes following such an excitation. The upper parts symbolize 
the excitation mechanisms (time scale T exc), namely laser excitation by a 
weavy line extending from tens up to beyond this plot, for nanosecond lasers, 
and fast, ion collisions by a short peak. The cluster response can be grouped 
in different stages, and the figure is accordingly splitted into three panels 
(from left to right) corresponding to three successive phases of the excita- 
tion and relaxation. The first phase of the ”reaction” is fully electronic and 
characterized by a direct electron emission (time scale Tesc) and a collective 
oscillation of the Mie plasmon (time scale Tpl). During the second stage, still 
of electronic nature, damping of the collective Mie plasmon occurs (Landau 



ELECTRON DYNAMICS IN CLUSTER EXCITATIONS 87 

Figure 1. Schematic view of dynamical processes, associated time scales (see text), and 
observables. The first bottom panel displays a typical ionization cross-section, the second 
one a typical optical spectrum associated to Mie plasmon and the third one sketches a 
possible distribution of fragments. From [6]. 

damping with time scale TLD ) and electron-electron collisions (time scale
Tcoll) take a leading role. On longer times (right panel) electronic degrees 
of freedom will slowly couple to ionic motion (time scale Tion) to lead to 
the final deexcitation of the cluster by ion, electron or monomer evapora- 
tion, fission, or cluster fragmentation. This final phase of deexcitation is 
dominated by ionic effects. Ionic motion stems here from two sources: i) 
Coulomb repulsion due to the net charge of the cluster which was accumu- 
lated by ionization; ii) energy exchanges between the now ”hot” electron 
cloud and the still ”cold” ions. Note finally that the thermal evaporation 
of electrons proceeds on a very long time scale, in most cases slower than 
ionic processes. 

A complete theoretical description of the whole dynamical process, from 
details of the excitation phase to the actual fragmentation, thus represents 
a formidable task, which requires to account for both electron dynamics (to 
be resolved at the sub-fs level) and ion dynamics (in the ps time scales). 
Before discussing how one can treat such a problem, it is interesting to 
quantify a bit more our above discussion of time scales, and to see how the 
various involved times do compete with each other. 
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Figure 2. Illustration of the various time scales in cluster dynamics. Times are drawn 
versus temperature T to accomodate the two processes which strongly depend on tem- 
perature. From [6]. 

1.2. ON THE VARIOUS TIME SCALES 

In Figure 2 we try to summarize the various time scales competing in the 
dynamics of metal clusters. We focus here on the case of Na clusters. The 
results are drawn versus electronic temperature T in the cluster, because 
at least two of these times strongly depend on T. The fastest time is given 
by the period of the plasmon oscillations, immediatley followed by the time 
needed for direct, electron emission. Direct emission is induced by the force 
pulse from the external field (as delivered by the ionic projectile or the 
exciting laser) with some amplification through the plasmon response. It is 
to he distinguished from thermal electron evaporation, which corresponds 
to a statistical process in a. thermally equilibrated system, and which can 
thus be evaluated following Weisskopf’s formula [10]. The value obtained 
for such a time is usually far beyond any other scale, as can be seen from 
the figure. The evaporation, however strongly depends on temperature and 
could come into play for very highly excited systems. A while after plasmon 
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oscillations arid direct, emission comes Landau damping, caused by coupling 
of the Mie plasmon mode to nearby particle-hole (1ph) states. The Landau 
damping time very much depends on the actual density of 1ph states which, 
in turn, strongly depends on the size of the system. There is actually little 

Landau damping for very small clusters (N 8) and for N In the 

case of singly charged Na clusters, a maximum is found around N 300 

[11]. In the typical case of a cluster with N 100 one can deduce from 
the spectral width a relaxation time of about 10 fs. These three times, 
plasmon period, emission time, and Landau damping, only weakly depend 
on the temperature of the system. We have thus neglected in Figure 2 any 
temperature dependence and drawn straight horizontal lines. 

Electron-electron collisions induce further thermalization and transport 
excitation energy from the 1ph modes to 2ph and higher configurations. The 
collision rate is however much suppressed at low excitation energies due to 
Pauli blocking of the final scattering states. The relaxation times from these 
electron-electron collisions thus strongly depend on cluster’s temperature. 
The evaluation of these times in metal clusters is not yet. standard. We rely 
here on a first attempt, in this direction, performed at a semi-classical level 
[12]. In such a model, one obtains for Na clusters = 0.4T ²fs-¹cV-² 
which has been drawn in figure 2. 

The time scales for ionic motion somewhat depend on the violence of the 
excitation. Ionic vibrations arc nearly always present and can be associated 
to a period of about 200 fs. In turn, very energetic excitations can ionize 
the cluster quickly into a high charge state. The strong Coulomb force then 
drives the system to fragmentation and the speed of this process depends, 
of course, on the degree of ionization, but also on the amount of deposited 
excitation energy (primarily in the electron cloud, and later on as ionic 
temperature). For example, we have investigated Na12 charged to Na12

+++ 
with a short laser pulse and found that significant effects from ionic motion 
arise already at around 100 fs [13]. Other cases reacted even a bit more 
quickly (section 3.2). 

Finally, one should relate the times shown in figure 2 to the time scale of 
the excitation process. The situation is rather simple for fast ionic collisions, 
as they are completed before any one of the constituents of the cluster 
can react. Laser excitations, ranging nowadays from 10 – 20 fs to anything 
longer, provide however a much wider choice of time profiles, which all 
interfere with several of the internal cluster processes. This gives rise to a 
rich variety of dynamical processes, which, to a large extent, have yet to be 
explored. 

Altogether, Figure 2 emphasizes the complexity of the situations we aim 
at describing. This complexity is particularly reflected in the fact that one 
has to deal with several possibly competing time scales. How to treat such 
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a complex situation requires some discussion. We now briefly consider this 
aspect. 

1.3. ON THEORETICAL APPROACHES 

There are basically three ways of treating such a problem: 

The first class of approaches could be labelled as ”exact”. A complete 
diagonalization of the full static electrons + ions hamiltonian in principle 
allows to access any dynamical process. It should thus provide a fully de- 
tailed description of the dynamics of the system. However, up to now, such 
calculations have focused on structural properties rather than on dynami- 
cal ones. Furthemore, even today’s computer capabilities barely allow such 
calculations for clusters of more than very few atoms [14]. Cluster’s size lim- 
itations are comparable for molecular physics’s technics, based on the time 
propagation of quantal wavepackets [15]. These “exact’ approaches hence 
mainly provide benchmarks for the other theories, but do not really allow 
a full exploration of the various facets of the physics involved. 

In a second class of approaches, the problem is solved with an adia- 
batic approximation, either by using model hamiltonians, or with an effec- 
tive treatment of the electrons by means of the Density Functional The- 
ory (DFT) [16]. Electrons are here assumed to relax very fast towards the 
ground state potential energy surface, for a given ionic configuration (Born- 
Oppenheimer approximation) [17, 18]. In this sense, electrons are thus only 
playing a passive role in the dynamics. Such approaches allow to consider 
long time dynamics and/or ensembles of trajectories. But, by construction, 
they miss most of the crucial non-equilibrium features of the electronic 
response following a strong perturbation. They are thus restricted to situ- 
ations with weak to moderate initial electronic excitations. 

In the third class of approaches one relies on an effective propagation of 
the most relevant degrees-of-freedom, by means of the Density Functional 
Theory (DFT) [16], but without any adiabatic approximation. It should be 
rioted that such DFT based approaches have been used since long in metal 
clusters, in particular for structure or optical response problems [2]. But 
their use in truly dynamical problems (Time Dependent DFT, TDDFT), 
beyond the linear regime, and possibly with coupling to ions, is very recent 
[13, 19, 20]. The DFT approaches turn out to provide an efficient and 
flexible access to truly non linear dynamics of the electrons. This is the 
approach which we have been using in our calculations. In the following we 
shall thus show how this method provides interesting information on the 
microscopic mechanisms of metal cluster response to strong perturbations. 
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2. Theoretical framework 

2.1. DESCRIPTION OF ELECTRONS AND IONS 

2.1.1. Density Functional Theory for electrons 
In the Time Dependent Density Functional Theory (TDDFT) [16], the cor- 
related many-electron problem is mapped into a set of coupled Schrödinger 
equations for each single electronic wavefunctions (øj (r, t), j = 1, n), which 
yields the so-called Kohn-Sham equations (in atomic units) 

(1) 

(2) 

(3) 

The effective Time Dependent Kohn-Sham (TDKS) potential vKS[p](r, t) 
is decomposed into several pieces. The external source field vext(r, t) char- 
acterizes the excitation mechanism. namely the electromagentic pulse as 
delivered by a by passing ion or a laser pulse. The term vion(r, t) accounts 
for the effect of ions on electrons (the time dependence reflects here the 
fact that ions are allowed to move). Finally, appear the Coulomb (direct 
part) potential of the total electron density p, and the exchange correlation 
potential vxc[p](r, t). The latter xc potential is expressed as a functional 
of the electronic density, which is at the heart of the DFT description. In 
practice, the functional form of the potential has to be approximated. The 
simplest choice consists in the Time Dependent Local Density Approxima- 
tion (TDLDA). This latter approximation approximation to express vxc[p(r, t)] 
as vxc TDLDA  (r, t) =                                   , where            = f d³r                       is the 

static xc energy and is the xc energy of the homogeneous electron gas. 
We use here the simple parametrization of [21] (figures 3, 5 and 7) or [22] 
(figures 4 and 6). 

It should be noted that the above TDLDA picture a priori involves two 
“touchy” approxmations. The first one consists in using the LDA which 
basically relies on the assumption of weakly varying (in space) electron den- 
sity. This LDX approximation has been widely used in metal clusters arid 
does not raise problems with respect to the observables we arc interested 
in. The second approximation is to use in a dynamical context a functional 
which has been tuned to static problems. The extension of LDA to TDLDA 
is thus a further approximation which can he considered as “adiabatic”, in 
the sense that we are using, at each instant, the energy density as expressed 

p=p(r,t)  
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from the actual density p(r, t). In practice, TDLDA gives good results even 
in the case of rather rapid time dependence, as can be checked by consider- 
ing more elaborate versions of the TDDFT, such as the ones based on the 
Self Interaction Correction (SIC). As shown in [23] the gross characteristics 
of the electron response arc very similar in both (TDLDA and Time De- 
pendent SIC) approaches. The TDLDA thus represents an efficient, reliable 
and simple scheme for describing the electronic response. 

In our calculations we solve, directly in time, the TDKS equations, 
either in 2D cylindrical or in full 3D geometry (no symmetry restriction). 
Absorbing boundary conditions have been used in all our calculations, and 
their impact has been carefully checked, see [24] for details. We use grid 
techniques for representing the electronic wavefunctions. In the 2D case 
we use finite difference formulae for kinetic energy and a Crank-Nicholson 
time propagation. The 2D geometry allows to treat large clusters (up to 
100 atoms and more). The 3D simulations use fast Fourier techniques for
the kinetic energy and the Coulomb solver [25]. The time step relies on 
an interlaced local and kinetic propagation with complex exponentials [26]. 
The 3D simulations are best suited for intermediate clusters (10-40 atoms).  

2.1.2. Description of the positive ionic background 
The interaction between ions and valence electrons is described in a stan- 
dard manner by pseudopotentials. Sodium clusters allow to use local pseu- 
dopotentials. We employ here a soft shape in terms of error functions 

(4) 

with 

(5) 

with = = 0.529Å), = and 
v2 = so that v ion(r, t) = – RI) in Eq.(2). The form is 
taken over from the local part of the pseudopotentials of [27]. For the actual 
parameters entering Eq.(4) we use the choice of [26] (figures 3 and 5) or the 
more recent fit of [28] (figures 4 and 6). Both provide appropriate binding 
together with plasmon position. And altogether, one obtains an accuracy 
of our calculations comparable to the one attained in quantum chemistry 

The time scales of excitation characterizing the violent cluster pertur- 
bations which we want to describe are so short that, to a very good ap- 
proximation, ions can be considered as fixed during the excitation process 
and for an early stage of the electronic relaxation (typically up to 100 fs). 

[14]. 
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On longer times one nevertheless needs an explicit account of ionic motion. 
We then treat the ions as classical particles described within the standard 
framework of molecular dynamics. The force acting on the ions originates 
from the electrons (through pseudopotentials) , from ion-ion interactions 
(treated as point charges) and from the external field (laser, projectile). 
For ion number I, it thus reads 

(6) 

(7) 

(8) 

The above molecular dynamics equations are then solved using the the 
standard and robust leap-frog algorithm [29]. 

When ions can be considered as frozen, one can simplify the treatment 
of the ionic background even further. Previous investigations of the plasmon 
response have shown that details of the ionic structure seem to play only a 
minor role for the electronic response, and become less and less important, 
the stronger the excitation [24]. The ionic background of the cluster (nuclei 
plus core electrons) can thus be simplified to the jellium approximation. In 
the following we shall actually also use the so called ”soft” version of the 
jellium model, in which the (originally) sharp ionic distribution is folded 
with an Ashcroft pseudoptential. Practically, this is equivalent to using a 
Woods-Saxon type distribution. The surface width of this soft jellium is 
directly related to the position of the plasmon, and one can show that the 
soft jellium model in fact provides the right plasmon frequencies [30]. 

2.2. OBSERVABLES 

As mentioned above, the electronic response of the cluster may be analyzed, 
at least during the early phases of the process, in terms of the collective 
Mie plasmon, ionization and energy deposit . These quantities can easily be 
accessed in the TDLDA. 

2.2.1. Plasmon response 
The cluster’s collective response is dominated by the dipole mode (Mie 
plasmon) and can thus be characterized by the dipole moment in real time 

(9) 
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The dipole is, in principle, a space vector but the response is usually concen- 
trated along a prefered axis. In the case of a laser excitation, for example, 
the dipole motion is concentrated along the laser polarization axis (when a 
linearly polarized laser is used) which me will then take as z axis. Note that 
in the definition Eq. (9), the space integration is limited to an analyzing 
volume V . We take in practice a region with a broad margin of 2-3 Wigner- 
Seitz radii rs around the cluster volume [24]. For details on the interest and 
impact (or rather the lack of impact) on the spectral analysis, as well as on 
the ionization (section 2.2.2), see [21]. 

The dipole response in real time gives access to the response in frequency 
domain by Fourier transfrom from which one can extract the strength 
function S( ) = and the power spectrum P( ) = The 
strength function is the more suited quantity in the linear regime, where it 
can be related to the photoabsorption cross section [31], while the power 
spectrum better applies for spectral analysis in the non linear regime [24]. 

2.2.2. 
The average signal of ionization is provided by the number of escaped elec- 
trons [32] 

(10) 

where V is again the finite analyzing volume introduced above. Going 
slightly beyond the strict limits of DFT, one can extract more information 
when analyzing single particle densities. This allows to establish an impor- 
tant link with experiments by evaluating approximate expressions for the 
ionization probabilities Pk(t)’s, namely the probabilities of finding the clus- 
ters in one of the possible final charge states k to which they can ionize. 
Explicit expressions for the Pk (t)'s can be obtained in terms of bound- 
state occupation probabilities Nj(t) = fv d³r           t)]² = ƒv d³r pj(r, t) |øj(r, 
associated with the single-particle KS densities pj. The evaluation of these 
ionization probabilities rely on simple combinatorial arguments, which we 
do not repeat here. See [32] for details. Note however that, in a mean field 
description such as provided by the TDLDA, one should only expect reli- 
able estimates for degrees of ionization much smaller than the total electron 
number. 

From the ionization probabilities Pk’s one can recover the average num- 
ber of escaped electrons = and an estimate of the correspond- 
ing variance = k2Pk – Ionization cross-sections can 
also been evaluated from the knowledge of the Pk’s [32]. 

Analysis of ionization 
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2.2.3. Energy deposit 
Energy flow is another crucial observable in dynamics and the branching 
into its various components contains most interesting information. During 
the first phase of the process, the cluster excitation manifests itself prefer- 
ably in terms of electronic degrees of freedom. As already mentioned, the 
initial excitation energy thus primarily goes into collective (dipole) motion 
and into direct electron emission. But in subsequent stages, collectivity 
runs out of phase and collective energy is converted to intrinsic motion. 
The associated thermal excitation energy can be measured as 

E* = Ekin – Ecoll – EFermi (11) 

where Ekin is the total kinetic energy, Ecoll the kinetic energy stored in 
collective motion, and EFermi labels the kinetic energy of Fermi motion 
for which we actually use an estimate from an extended Thomas-Fermi 
approximation. 

The thermal excitation energy deposited in the electron cloud will later 
on be transferred to ionic degrees of freedom. The ionization yields a re- 
pulsive Coulomb force amongst the ions and the thermalized electrons will 
enhance this ’destabilizing effect’ by heating up the ions. This coupling be- 
tween electronic arid ionic degrees of freedom takes place on a time scale 
beyond about 100 fs. A measure of the energy transferred to the ions will 
then simply be obtained by computing the ionic kinetic energy. 

3. Examples of applications 

3.1. EXCITATION BY AN IONIC PROJECTILE 

We first focus on the case of excitations by a charged projectile. Such an 
excitation mechanism is essentially instantaneous (at least for most of the 
ionic velocities considered here) arid we discuss the subsequent electronic 
response. 

In figure 3 we compare the time evolution of various electronic observ- 
ables: the dipole signal along the axis joining the projectile to the cluster’s 
center of mass, the number of escaping ele ons Nesc(t), and ionization 
probabilities. Results are shown for a typical test case of a Ar8+ projec- 
tile on a cluster. The projectile velocity is v = 50 about, twice 
the electronic Fermi velocity vF and impact parameter is b = 22 The 
collision is thus quite peripheral, as the radius of is about 8 The 
Coulomb field of the ion acts for an extremely short time, actually less 
than 1 fs. At the instant of closest, approach, here set at t = 0, one can 
see a sudden change of the dynamical state of the system. Large amplitude 
dipole oscillations are excited almost, instantaneously, as can be seen in the 
uppermost panel of figure 3. Electron emission follows immediately and is 
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Figure 3. Example of a typical response of the electron cloud for the collision of Ar8+ 
with velocity v = = 2 uF ƒ on at impact parameter b = We show 
the dipole moment (upper part), the total number of escaped electrons (middle part) 
and ionization probabilities P(n+) (lower part) as a function of time. Ionic background 
is treated in the soft jellium approximation. From [32]. 
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Figure 4. Trends with impact parameter for the asymptotic values of basic observables 
for a collision of an Ar8+ projectile on a Na40 cluster at two projectile velocities, as 
indicated. The upper panel shows the excitation energy, the middle panel the number 
of escaping electrons and the lower panel dispalys ionization probabilities in the case 
of v = vF velocity. All quantitics are plotted as a. function of impact parameters. Ionic 
background is treated in the sort jellium approximation. 
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accomplished within the time of about one plasmon cycle (less than 2 fs), 
as can be seen from the number of escaped electrons Nesc in the middle 
panel. The ionization probabilities (lowest panel) are built at the same fast 
time scale. Note also that the rapid loss of electrons causes a pronounced 
damping of the dipole oscillation in the earliest stage of the reaction. After 
this fast initial damping of the electron collective motion, the electron cloud 
oscillates steadily, while the ionization probabilities have stabilized at their 
asymptotic values. 

The situation is somewhat different at lower impact velocity. In this 
case the electron cloud does not undergo plasmon oscillations but rather 
an ’adiabatic’ polarization and depolarization. In turn, both energy deposit 
and ionization sensibly differ from the high velocity case. In order to quan- 
tify these effects we have made systematic calculations in the case of a 
Ar8+ projectile on a Na40 cluster at impact velocities vF and vF/10 and 
compared the outcoming results. This comparison is displayed in Figure 4 
in which is plotted the thermal excitation energy E* and ionization as a 
function of impact parameters. One can see from this figure that while the 
general tendencies are the same in both cases (both E* and Nesc decrease 
with impact parameter, for the two velocities), quantitative differences are 
visible bewteen the low and high velocity cases. Generally speaking the low 
velocity case leads to more energy deposit and more ionization at a given 
impact parameter. But the higher the ionic velocity, the more volatile the 
encounter with the cluster’’, a trend expected from experimental investiga- 
tions led with highly charged ions on clusters [5, 7]. 

3.2. COUPLING OF IONIC DEGREES OF FREEDOM IN LASER 
IRRADIATIONS 

Beyond about t 100 fs the excitation stored in the electronic degrees of 
freedom is transferred to ionic motion. As already mentioned, this effect, 
has a twofold origin: potential and thermal. The high net charge of the 
cluster following excitation will trigger Coulomb explosion. But this effect is 
enhanced by heating of the ions by the now hot electron cloud. The coupling 
between electrons and ions is thus beyond an adiabatic time evolution and 
has to be analyzed in a treatment where ions and electrons are propagated 
simultaneously. To this end, we complement the TDLDA equations by the 
ionic propagation (see Eq.(8)). 

Such a non adiabatic coupled electrons+ions dynamics requires consid- 
erable numerical effort. Still our TDLDA scheme allows to perform such 
calculations, if not systematically, at least at a satisfactory level for the ex- 
ploratory goal which we presently have. We have thus for example analysed 
this electronsions coupling in detail for a Na12, with full ionic structure, ir- 
radiated by a gaussian laser pulse of 18 fs FHWM and at various frequencies 
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Figure 5. Time evolution of electron number Nel (upper panel), ionic kinetic energy 
Ekin,ion (middle, in Ry), and thermal energy of the electrons Eth,el (lower panel, in Ry). 
See [13] for the definition of the electronic excitation energy (lower panel) used in this 
calculation. From [13]. 

and peak intensities [13]. The laser parameters have actually been tuned 
to lead, at the end of' the excitation phase, to the same ionization state: 
Na12 + hv + 3 e, which allows a better comparison between the 
two cases. Note that the star reminds here that a non vanishing excitation 
energy is stored in the system (at that stage purely in the electronic degrees 
of freedom). The long time evolution of the system and in particular the 
coupling between electronic and ionic degrees of freedom is illustrated in 
Figure 5 [13]. From this figure one can make the following observations: i) 
ions are indeed frozen below about t 100 fs, which provides an a pos- 
teriori justification of several former calculations with frozen ions; ii) the 
switching on of ionic motion takes place, nevertheless, on an unexpected 
short time scale, between 100 and 200 fs, in any case at a time at which 
the electronic heat is still sizable; iii) the comparison of the 2 cases shows 
that while ”initially” in the same 3+ charge state, the     further evolution of 
the system strongly depends on laser parameters (upper and lower panels). 
This latter conclusion is confirmed by looking at the fragmentation pattern 



100 P. G. REINHARD AND E. SURAUD 

Figure 6. Time evolution of ionic structure arid electronic key observables for Na9
+ in 

a laser field with intensity I = 2.2 * 10¹¹ W/cm² and frequency = 2.3 eV. Upper: The 
z-positions of the 9 ions with multiplicity (arrangement in rings according to CAPS) as 
indicated. Middle: Number of escaped electrons Nesc. Lower: Energy Eext absorbed by 
the cluster from the external laser field. From [35].   

in terms of ionic positions [13]. 

The case discussed in Figure 5 corresponds to a situation in which re- 
mains a decoupling between the excitation and the relaxation, because of 
the short duration of the laser pulse. The fact that we find a quick coupling 
to ionic motion however suggests that if using an only slightly longer laser 
pulse one might even spot a coupling between ionic motion and the exci- 
tation field. Ionic motion changes the resonance conditions which, in turn, 
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has a large impact on the dynamical evolution. Experimental hints on such 
effects can be found in [33] for Pt. We give give here an analogous example 
for the simpler case of Na clusters. These effects are illustrated in Figure 6. 
We have chosen an illustrative case of a low frequency laser for this purpose. 
We start from a Na9

+, excited by a “subcritical” laser field below resonance 
(I = 2.2 * 10¹¹ w/cm² and = 2.3 eV) with a never ending pulse. Initially, 
very little happens, but for a slow growth of ionization (middle panel) to- 
gether with a slow absorption of external energy Eext from the beam (lower 
panel). This continuous ionization has two competing effects: an electronic 
one and a ionic one. Ionization leads to a blue shift of the plasmon at fixed 
ionic configuration: this is a typical electronic effect [34]. In turn, ionization, 
on this long time scale, leads to a slow elongation of the ionic configuration, 

which lowers the plasmon peak. Finally, at around 250 fs the electron cloud 
comes into resonance with the laser beam. The effect is dramatic. One sees 
a sudden increase in absorbed energy (lower panel), from which a large por- 
tion is converted into direct electron emission. This enhances ionization and 
boosts Coulomb explosion. Note the short time interval during which an 
this happens (typically less than 10 fs). After that, energy absorption levels 
off, there is some delayed electron emission (probably thermal evaporation 
from the very hot cluster, figure 2), and the ions separate at a rather fast 
scale. This example proceeds, of course, in a particularly dramatic fashion 
by virtue of the chosen conditions. Other cases may evolve more gently, 
but in any case it is striking to see the role played by the ionic degrees of 
freedom in this situation. 

This analysis of the coupling between electronic and ionic degrees of 
freedom has shown that this coupling takes place on a surprisingly short 
time scale of order 100 fs, at a time at which the electron cloud remains 
far from being relaxed on the Born Oppenheimer surface. This shows the 
importance of non adiabatic effects. We have even seen that ionic degrees 
of freedom may play a dominant role during the excitation phase itself, 
provided it is long enough. Furthermore, we have seen that the details of 
the excitation process have a strong influence on the long-time evolution, in 
particular on the fragmentation pattern. This is caused by a subtle interplay 
of various dynamical mechanisms (electron, monomer or ion emission versus 
fragmentation). 
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3.3. ELECTRON-ELECTRON DISSIPATION BEYOYD MEAN-FIELD 

The TDLDA approach used here for describing electronic dynamics is ba- 
sically an effective mean-field theory. In particular, the possibly crucial 
dynamical correlations are missing. While the latters are expected to play 
a minor role at low excitations, they may become dominant in far from 
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Figure 7. Dipole signal along the direction of laser polarization (Dz, upper part) and 
number of emitted electrons (Nesc , lower part) as a function of time during the interaction 
of a femtosecond laser pulse with          The laser frequency and fluency are           = 
and J = 6 10¹¹W/cm², and the pulse envelope is indicated in dashed line. Both Vlasov 
and VUU results arc plotted for comparison. Ionic background is treated in the soft 
jellium approximation. From [44], 

equilibrium situations (see Figure 2). It is hence of importance to evaluate 
the impact of these effects in realistic examples. 

As known from nuclear physics, a direct extension of quantal mean-field 
is delicate [36]. Fortunately enough, in the high excitation regime, where 
semi-classical approximations are likely to become acceptable, Boltzmann- 
like kinetic equations, offer an efficient alternative. They thus have been 
extensively used in nuclear physics for describing heavy-ion collisions (VUU, 
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[37, 38]) in the Fermi energy domain in particular. 

As a first shot to evaluate the impact of dynamical correlations on elec- 
tronic dynamics, we have thus extended the semi-classical limit of TDLDA, 
namely the so-called Vlasov-LDA equation (already used in clusters [39, 40]) 
by adjoining it a VUU collision term. The cross section, which represents 
a key ingredient of the whole picture, has to be evaluated from a screened 
Coulomb potential, following the techniques used in similar cases in plasma 

physics [41]. We have obtained a screening length of 3 in agree- 

ment with bulk values for sodium [42]. The resulting VUU equation is then 

solved using the full ensemble technique [43]. 

An example of the impact of the VUU collision term on ele 
namics is shown in Figure 7. We have plotted here the dipole response of a 

cluster irradiated by a laser pulse with peak intensity 6 x 10¹¹W /cm² 
and a frequency matching the plasmon resonance. This figure displays also 
the number of escaping electrons Nesc as a function of time. The compar- 
ison of VUU and pure Vlasov calculations shows a significantly stronger 
damping of the dipole in the case of VUU, This actually corresponds to 
the fact that more excitation energy has been stored in the VUU case (8 
versus 4 eV). The behavior of Nesc is also worth a comment. One observes 
a reduced ionization in the case of VUU, at least on short times, which 
is another manifestation of the strong dipole damping in VUU. On longer 
times, while ionization levels off in the Vlasov case, it continues steadily 
in the VUU case, but its origin is now thermal. Altogether, these various 
observations hint that dynamical correlations might play an important role 
in the further global evolution of the system (see section 3.2). 

The example of Figure 7 is essentially one illustration. We have per- 
formed a systematic analysis of the impact of the VUU collision integral 
on electron dynamics under various conditions, mainly as a function of the 
nature and duration of the excitation process [44]. The general findings 
are that the effect on ionization strongly depends on the duration of the 
excitation, but that one always finds an enhanced energy deposit due to 
electron-electron collisions. The effect on the dipole signal, although qual- 
itatively important (see Figure 7) usually leads to little consequences in 
terms of stored energy. In any case, it is clear that dynamical correlations 
have non-negligible effects in the regime of very high excitations. 

4. Conclusions and Perspectives 

In this contribution, we have reviewed some patterns of the nonlinear dy- 
namical response of metal clusters following strong excitations by ion colli- 
sions or femtosecond laser beams. We summarize quickly some of the most 
prominent features. Both, fast-ion collisions as well as femtosecond laser 
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excitations, leave the cluster in about the same dynamical state having pro- 
duced a comparatively large amount of ionization with minimum internal 
heating and thus constitute very efficient means of ionization. The excita- 
tion dynamics and subsequent evolution is far off equilibrium and cannot be 
treated by adiabatic methods (Born-Oppenheimer or related). The TDLDA 
approach offers here a very powerful tool, which can even be extended to 
account for dynamical correlations. 

The few examples of this paper have shown many interesting effects and 
hinted further variants of the excitation mechanisms to be explored. It is 
to be remarked that these investigations are yet in an early stage and that 
we need many more systematic explorations of the richness of phenomea in 
this field, both at theoretical and experimental levels. It should finally be 
noted that numerous potential applications of these questions are showing 
up in related fields of physics, in particular in connection with surface and 
material science. Relations with these other fields are also currently being 
explored. 
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RELATIVISTIC EFFECTS IN NON-LINEAR ATOM-LASER 
INTERACTIONS AT ULTRAHIGH INTENSITIES 

Laboratoire de Chimie Physique-Matière et Rayonnement 
Université Pierre et Marie Curie 
11, rue Pierre et Marie Curie - 75231 Paris Cedex 05, France 

Abstract. We address the question of the importance of relativity in se- 
lected non-linear radiative processes to be observed when an atomic system 
is submitted to an intense radiation field. To this end, we report on recent 
results obtained in the theoretical analysis of the following processes: i) 
two-photon transitions in high-Z hydrogenic systems, ii) laser-assisted Mott 
scattering of fast electrons, and iii) two-colour photoionisation spectra of 
atoms in the simultaneous presence of two ultra-intense laser fields. In each 
case, the signature of relativistic effects is evidenced. 

1. Introduction 

Relativity is expected to play an important role in several types of radiative 
processes in atoms. Its influence on the atomic levels fine structure has 
been most thoroughly investigated as its signature is easily evidenced in 
atomic x-ray spectra, [1], [2], [3]. It manifests itself also in some delicate 
aspects of the chemical reactivity of the elements, [4]. These effects arise 
from both the standard Dirac-like properties of electrons and from more 
sophisticated QED corrections. One of the major objective of the present 
paper is to show that the overall picture has dramatically changed recently, 
as a consequence of the considerable advances made in the design of ultra 
intense laser sources operated at intensities well beyond the so-called atomic 
unit of intensity     = 3.5 x1016 W/cm2, [5]. 

These advances have opened new fields of relativity-related research 
in two complementary directions. One is related to the advent of laser- 
based sources of coherent radiation in the X-UV domain, either from high 
harmonic generation [6], [7] or from X-ray-laser devices, [8]. The imple- 
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mentation of these sources will make feasible, for the first time, to realize 
non-linear (multiphoton) optics experiment in the X-UV and X-ray ranges. 
Considerable advances are expected in the field, much in the spirit of those 
made in the IR-Visible ranges with standard laser sources. The question 
then arises of the importance of relativistic and of the (closely related) 
retardation effects on multiphoton transition amplitudes in high-Z atoms. 
This question has been the object of active investigations in the field of 
standard (one-photon) X-ray spectroscopies, [9]. As we will show below, 
for two-photon bound-bound transitions, see (Sec. 2) , the magnitudes of 
the corrections differ significantly from what one could naively infer from 
the analysis of the one-photon results. 

Another kind of processes in which intense lasers have brought relativity 
into play in atomic physics, results from the fact that even an electron 
initially at rest can acquire, within the laser field, a ponderomotive energy 
(i.e. its averaged oscillating energy) comparable to its rest mass energy. In 
addition, as a result of the dressing by the field, its mass can be significantly 
shifted from its bare value, [10]. As we shall show below these two combined 
effects can considerably modify the dynamics of typical atomic processes 
such as electron-atom collisions, (Sec. 3) , and stronf field photoionization, 
(Sec. 4). 

2. Two-photon bound-bound transitions in hydrogenic atoms 

An intriguing observation made in several areas of X-ray spectroscopy 
(XAS, XES and even RIXS) is that the Non-Relativistic Dipole (NRD) 
approximation provides fairly accurate values for the oscillator strengths, 
well beyond its expected range of validity, [9]. For instance, for the element 
Sn, (Z = 50, .365), the value of the K-shell photoionisation cross sec- 
tion deduced from a fully relativistic MCDF computation differs from the 
Non-Relativistic Dipole (NRD) value by less than 5% at photon energies 
up to 100 keV!, [9]. A commonly advanced explanation for this observation 
is that two distinct (though deeply entangled) effects may partially com- 
pensate each other: one arises from the contribution of retardation which 
becomes important at higher frequencies, i.e. when the momentum carried 
by the photon cannot be neglected. The other effect is a consequence of the 
modifications of the atomic structure under the combined effects of spin 
and nuclear charge. It seems that in most one-photon processes these two 
classes of contributions do partially compensate each other. The question 
is then of determining if whether this situation holds also for two-photon 
transitions in high-Z elements. 

In order to address this question we have considered the simpler case of 
two-photon bound-bound transitions originating from the ground state of 
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point-nucleus hydrogenic systems. For such systems it is possible to perform 
an exact calculation of the relevant second-order T-matrix element : 

(1) 

where V = denoting Dirac matrices and the potential vector 
associated to the electric field, respectively, and is the Dirac 

Coulomb Green’s function. Such second-order matrix elements can be com 
puted conveniently to within a given accuracy with the help of a Sturmian 
expansion of [11], [12]. When relativity is taken into account, 
the Z-dependence of the transition amplitude is intricate, as the nuclear 
charge enters in an complicated way into the expression of the relevant 
wave functions and Green’s function. In contrast, in the Non-Relativistic 
Dipole (NRD) limit, it can be shown that the second-order matrix elements 
scale as 

Figure 1. Modulus of the matrix elements M for the transition in 
atomic units multiplied by a factor Z4 as a function of nuclear charge Z. The soIid Iine 
represents the nonrelativistic dipole (NRD), the dashed line the nonrelativistic retarded 
(NRR), the dot-dashed line the relativistic dipole (RD), and the dotted line the relativistic 
retarded (RR) result. 

Accordingly, in order to clearly display the difference between the NRD 
approximate results and those deduced from more refined treatments, we 
have reported the scaled modulus x Z4 in terms of Z. One of the 
main outcomes of the analysis, when performed for the most typical two- 
photon transition, is that, as compared to the NRD 
approximation, relativistic contributions amount to well over 10% to the 
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scaled second-order T-matrix element, for Z = 50, i. e. for photon energies 
h-       12, 75 keV , see Figure 1. Moreover, one observes that the respective 
contributions of retardation and of the relativistic effects do not compen- 
sate each other. We have checked that this observation holds also for other 
two-photon bound-bound transitions. see [11]. To conclude, our model com- 
putations, performed for a well defined test-system, clearly indicate that the 
conclusions drawn from the analysis of one-photon transition amplitudes 
cannot be transposed to the case of multiphoton processes. 

3. Laser-assisted Mott scattering 

When a relatively dense medium (atomic clusters, for instance) is irradi- 
ated by a strong IR laser, fast electrons are produced very early during the 
rise of the pulse. Later in the pulse, these electrons can be scattered by 
ionic species while the laser has a very high intensity. It is thus of interest 
to determine to which extent relativistic effects will affect the dynamics 
of the laser-assisted collisions and, more generally, the exchange of energy 
between the electrons and the field. In order to address these questions, we 
have considered the simpler case of Coulomb scattering for a Dirac electron 
(the so-called Mott scattering) in the presence of a circularly polarized, 
single-mode, laser field. The main advantage of the model is that, though 
much simplified, its limitations are well delineated and, as a first-Born treat- 
ment of the collision stage can he performed exactlly, it leads to analytical 
expressions which can he analysed and discussed, [13]. The solutions of the 
Dirac equation for a free electron in the presence of a circularly polarized 
classical field, are the so-called Volkov wave functions: 

where u is the bispinor, solution of the Dirac equation for a free electron 
with four-momentum p. Here q is the averaged four-momentum of the elec- 
tron within the field: 

(3) 

where, denotes the time-averaged square of the four-vector potential of 
the laser field. The square of this four-vector is Lorentz invariant. 

The first-order Born transition amplitude for the Coulomb scattering of 
a Volkov electron reads: 

(4) 
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Figure 2. Envelope of the absorption edge part of the differential cross section 
scaled in a.u. as a function of energy transfer scaled in units of 1000    for an electrical 
field strength of E = 1 a.u or vector potential A = 3186 a.u. . The initial election energy 
is W = 100 a.u.. The solid line denotes the result for electrons, the short dashed one the 
differential cross section for spinless particles and the long dashed one the result for the 
nonrelativistic limit. 

Though cumbersome, the calculation can be carried out exactly, the final 
result being given as a complicated expression in terms of Bessel functions 
[13], see also [14]. We note that the final formula reduces, in the non rela- 
tivistic limit, to a known expression first derived in the sixties by Bunkin 
and Fedorov, [15]. 

The influence of relativity on the differential cross section is clearly ev- 
idenced in the high intensity regime, for scattering events in the course or 
which large numbers of IR photons are exchanged. For instance, for incom- 
ing 2.7keV electrons, at I =      = 3.5x1016W /cm2 up to     2.6 x 104 photons 
from a Nd: Yag laser can be absorbed in a 90° scattering event. Under such 
circumstances, noticeable differences are already observed between the non- 
relativistic and relativistic treatments, see Fig. 2. The observed differences 
can be ascribed to the mass-shift experienced by the electron embedded 
within the field, [l0]: 

(5) 

This is, of course, amplified at I = 1.2 x 1018 W/cm2, i.e. at an intensity 
well beyond the atomic unit Then, spin-dependent effects begin to show 
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Figure 3. Envelope of the absorption edge part of the differential cross section 
scaled in a.u. as a function of energy transfer scaled in units of 105

    for an electrical 
field strength of E = 5.89 a.u. or vector potential A = 18769 a.u. . The solid line denotes 
the result for electrons and the dashed line sketches the result for spinless particles, 

up, as a result from both the standard spin-orbit coupling and from the 
coupling with the magnetic component of the field, see Fig. 3. 

In conclusion, it appears that relativity can affect significantly the dy- 
namics of laser- assisted collisions at intensities achieved by several laser 
sources currently operated worldwide, [13]. 

4. Relativistic effects in photoionization spectra 

A weakly bound electron submitted to an intense pulse of IR radiation 
can be ionized by a variety of mechanisms, from multiphoton absorption 
to tunnel or even ”over the barrier” ionization, depending of the intensity 
regime, [16]. At higher intensities tunnel ionization and over the barrier 
processes are dominant and, as a consequence, the ejected electrons are 
initially relatively slow. This implies that the changes induced by relativity 
in the corresponding photoionization spectra are expected to be small. 

The situation can differ significantly in the presence of a pulse of UV or 
X-ray radiation. Indeed, a weakly bound electron submitted to a UV pulse 
is readily ionized, via one-photon absorption, even at low or moderate peak 
intensities. However, if the peak intensity of the radiation field is increased, 
several model simulations show that, very counter-intuitively, the ionization 
yields can decrease, [17]. This situation can be pictured as resulting of a 
dichotomy of the electron wave function strongly driven away from the 
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nucleus in the high frequency field. The more intense is the field, the farther 
from the nucleus is the electron, thus accounting for the ”stabilization” of 
the dressed atom. We have verified that this phenomenon does survive in 
the relativistic regime. 

Figure 4. Ionization yield as a function of laser intensity for a radiation pulse with a 
linear turn-on of 100TH. The field frequency is        = 10 a.u.. These yields are computed at 
t = 1100TH. The line represents the results for the time-dapendent Schrödinger equation 
treatment while the dots are the results of the Klein-Gordon equation treatment, 

This is shown in the Figure 4, where ionization yields for a simplified 
model atom are reported as a function of the peak intensity of the field. Here 
the data are obtained from both time-dependent Schrödinger and Klein- 
Gordon treatments for a 1-dimensional ”soft-Coulomb” potential. [18]: 

(6) 

with ground state binding energy = –0.5 a.u.. For the sake of illustra- 
tion, we have chosen the electric field envelope with linear turn-on of 100 
high-frequency cycles TH = durations. The dressing high frequency 
is = 10 a.u., with Geld strength intensities around 10³ a.u., the 
corresponding excursion length being : = 10 a.u.. These 
yields are computed at t = 1100TH 

Two interesting comments are in order: first, the stabilization phe- 
nomenon, originally demonstrated within the framework of the Floquet 
fomalism, i.e. for constant amplitude fields, is also observed in numerical 
simulations for an explicitly time-dependent field. Regarding the role of 
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relativity it should be understood that it is a qualified statement, as it has 
been established in a one-demensional system which cannot. account for spin 
and retardation effects. Up to know, it is not clear if such effects would af- 
fect the general trend observed here, [16]. Another remarkable observation 
is that the ionization yield is almost the same whether it is computed from 
a non-relativistic or from a fully relativistic treatment. This holds even at 
ultra-high intensities at, which the dynamics of a free electron is certainly 
relativistic. Our results clearly indicate that, for a weakly bound electron, 
relativity does not affect quantitatively the dynamics of the ionization stage 
even in an ultra-strong field. 

However, it is possible to probe such a relativistic dynamics with a sec- 
ond field with a lower frequency, so that multiphoton absorption, leading 
to ATI, can take place. In order to ionize such a stabilized atom with a sig- 
nificant, probability, the second field must force the electron wave function 
to explore again the vicinity of the nucleus to be able to absorb energy (i.e. 
photons). This can he achieved by chosing parallel polarizations and field 
strength intensities and frequencies such that the characteristic excursion 
lengths for each field are comparable. We have chosen a ”low” frequency 
      = 0.2 a.u. with a. field strength intensity being around             0.3 a.u.. 
We note that the contribution of this additional field to the effective mass 
and to the relativistic parameter = are negligible. 

In the figure 5, we have compared the photoelectron energy spectrum 
lines as obtained from a non-relativistic (time-dependent Schrödinger) and 
from a relativistic (Klein-Gordon) treatment, [19]. The fields frequencies 
and intensities are = 10 a.u., IH = 5 x 10²¹ W/cm² = 0.28), = 
0.2 a.u. and IL = 10I5 W/cm ² The most salient feature is the notable 
difference observed in the locations of the ATI peaks. The non relativistic 
simulation displays regularly spaced peaks, separated from each other by 
  = 0.2 a.u., corresponding exactly to the frequency of the probe field. 
In contrast, the relativistic simulation reveals photoelectron peaks with 
spacings of = 0.21 a.u. = 1.05 . We mention that a simulation (not 
shown), see [19], for a stronger high frequency field, = 4 x 10²²W/cm ² 

= 0.8), exhibits ATI line spacing of = 0.28 a.u. = 1.24   . 

The observed spacing cannot be explained using a simple ”Doppler 
shift” argument because the exchange takes place within the high frequency 
dressing field, i.e. while, not only the electron experiences a periodically ac- 
celerated motion but while it has also acquired an effective mass. As the 
ATI spectrum is recorded after the end of the pulse, one has to analyze how 
the absorbed energy is transferred into the kinetic energy of the detected 
”bare” electron. To this end, we model the process with the use of a ”free” 
gaussian wavepacket, ”dressed” by the high frequency relativistic field, the 
multiphoton absorption from the low frequency field being simulated by 
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Figure .5. Two-color photoelectron spectrum for a radiation pulse containing two fre- 
quencies wH  = 10a.u. and WL = 0.2a.u., with intensities IH = 5 x 10²¹ W/cm² and 
IL = 1015 

W/cm². The total duration of the high frequency pulse is T = 28T L . The 
spectrum is obtained by solving the time-dependent Klein-Gordon equation (thick line) 
and for the sake of reference we have shown (thin line) the one obtained by solving the 
time-dependent Schrödinger equation. 

a ”kick” of magnitude in momentum, taking place at a  random time 
during the pulse. The transferred energy will be, [19]: 

(7) 

2 
while the detected energy is given by : 

This implies that, as the transferred energy is a multiple of the low- 
frequency quantum, the detected electrons have kinetic energies as if they 
had absorbed photons with shifted frequencies : 

(8) 

It is worth mentioning that there is no equivalent frequency shift within 
the framework of the Schrödinger theory. 

Numerical values of the frequency shift computed from this formula are 
shown in Fig. 6, where it can be verified that they coincide with the one 
deduced from the spectral analysis of the final wave function. 
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Figure 6. Frequency shift Eq. (11), as a function of the relativistic parameter 
= = with H = 10a.u.. The circles indicate the shift deduced from the 
full time-dependent calculation. 

5. Conclusions 

In the present paper, we have reported the results of very recent compu- 
tations, either analytical or fully numerical, of the transition amplitudes 
and/or of the cross sections for different phenomena which are expected to 
be observed when atomic systems experience non-linear radiative processes 
in intense external fields. In each case, we have addressed the question of 
the relative importance of the effects of relativity and we have made explicit 
the conditions in which the signatures of relativistic effects and retardation 
could be evidenced. 

We have considered in particular the case of multiphoton transitions, 
to be observed with the help of intense high frequency fields as produced 
by X-ray Lasers or Free-Electron Lasers (FEL). As a result of our anal- 
ysis , we have shown that two- photon bound-bound transition amplitudes 
in high-Z hydrogenic systems are significantly affected by relativistic cor- 
rections, even for low values of the charge of the nucleus. For instance at 
Z = 20, the corrections amount to about 10%, a value much higher than 
what is observed for standard one-photon transitions in X-ray spectroscopy 
measurements for which the non-relativistic dipole (NRD) approximation 
agrees with the exact result to within 99% at comparable frequencies. 

Relativity affects also significantly the scattering cross section of fast 
electrons in the Coulomb field of a nucleus, in the presence of an ultra- 
strong infrared laser. When the laser intensity becomes comparable or larger 
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than the so-called atomic unit, of intensity = 3.5 x 1016 W/cm2, notable 
corrections are observed in addition to the standard influence of the spin- 
orbit coupling which gives rise to the Mott scattering cross section. For a 
Dirac electron, the coupling of the spin with the magnetic component of 
the field contributes also to the changes observed in the energy spectra of 
the scattered electrons. 

Eventually, we have shown also that in the presence of ultra-intense laser 

fields the dynamics and the amount of  energy absorbed by an atom can be 
significantly modified by relativistic effects, when compared to the results 
of non relativistic simulations. Such effe are expected to be observable 
in some selected cases clearly identified. 

Acknowledgements 

The Laboratoire de Chimie Physique-Matière et Rayonnement is a Unité 
Mixte de Recherche. Associée au CNRS, UMR 7614, and is Laboratoire de 
Recherche Correspondant, du CEA. LRC # DSM-98-16. Parts of the com- 
putations have been performed at the Center de Calcul pour la Recherche 
(CCR, Jussieu, Paris) and at the Institut de Développement et des Ressour- 
ces en Informatique Scientifique (IDRIS). 

References 

1. 
2. 
3. 
4. 

5. 
6. 

Grant, I.P., J. Phys. B: At. Mol. Opt. Phys. 7 (1974), 1458. 
Desclaux, J.P., Comp. Phys. Comm. 9 (1975), 31. 
Bruneau, J., J. Phys. B: At. Mol. Opt. Phys. 16 (1983), 4135. 
a recent reference is : Doll K., Pyykkö P. and Stoll H., J. Chem. Phys. 109 (l998), 
2339. 
Mourou, G.A., Barty, C.P.J., and Perry, M.D., Physics today 51 (1998), 22. 
Recent references include : Zerne, R. et al. Phys. Rev. Lett. 79 (1997), 1006; Chang, 
Z. et al. Phys. Rev. Lett. 79 (1997), 2967; Spielmann, Ch. et al. Science 278 (1997), 
661; Schnürer, M. et al. Phys. Rev. Lett. 80 (1998), 3236. 
Bellini, M. et al. Phys. Rev. Lett. 81 (1998), 297. 
Recent references can be found in: X-Ray Lasers 1996, Institute of Physics Confer- 
ences Series 151, (1996). 
Ron, A., Goldberg, I.B., Stein, J., Manson. S.T., Pratt, R.H., and Yin, R.Y., Phys. 
Rev. A 50 (1994), 1312. 
Brown, L.S., and Kibble, T.W.B., Phys. Rev. 133 (1964). A705. 
Szymanowski, C., Véniard, V., Taïeb, R., and Maquet, A,. Phys. Rev. A 56 (1997), 
700. 
Maquet, A., Véniard, V., and Marian, T, J. Phys. B: At. Mol. Opt. Phys. 31 (1998), 
3743.

 

13.  Szymanowski. C., Véniard, V., Taïeb, R., Maquet., A., and Keitel, C.H., Phys. Rev, 

7. 
8. 

9. 

10. 
11. 

12. 

A 56 (1997), 3846, 
Denisov, M.M., and Fedorov, M.V., Sov. Phys. JETP, 26 (1968), 779. 
Bunkin, F.V., and Fedorov, M.V., Sov. Phys. JETP, 22 (1966), 974. 
Protopapas, M., Keitel, C.H., Knight, P.L., Rep. Prog. Phys. 60 (1997), 389-485. 
Gavrila, M., in Atoms in Intense Laser Fields, edited by RI. Gavrila, Adv. Atom. 
Molec. Opt. Phys. Suppl. 1 (Acad. Press, San Diego, 1992), pp 435. 

14. 
15. 
16. 
17. 



118 V. VÉNIARD ET AL. 

18. 
19. 

Q. Su and J. H. Eberly, Phys. Rev. A 44 (1991), 5997 and references therein. 
Taïeb, R., Véniard, V., and Maquet, A., Phys. Rev. Lett. 81 (1998), 2882. 



Part VII 

Reactive Collisions and 
Chemical Reactions 



This page intentionally left blank



SEMICLASSICAL CLOSE-COUPLING DESCRIPTION OF 
ELECTRON TRANSFER IN MULTICHARGED ION-ATOM 
COLLISIONS 

J. CAILLAT AND A. DUBOIS 

Laboratoire de Chimie Physique-Matière et Rayonnement 
Université Pierre et Marie Curie 
11, rue Pierre et Marie Curie – 75231 Paris Cedex 05, France 

AND  

J.P.  HANSEN

Institute of Physics, University of Bergen 
Allégaten 55, V-5007 Bergen, Norway 

Abstract. Cross sections for electron transfer in collisions of atomic hydro- 
gen with fully stripped carbon ions are studied for impact energies from 0.1 
to 500 keV/u. A semi-classical close-coupling approach is used within the 
impact parameter approximation. To solve the time-dependent Schrodinger 
equation the electronic wave function is expanded on a two-center atomic 
state basis set. The projectile states are modified by translational factors 
to take into account the relative motion of the two centers. For the pro- 
cesses C6++H(ls)  _> C5+ (nlm) + H+, we present shell-selective electron 
transfer cross sections, based on computations performed with an expansion 
spanning all states of C5+(n=1-6) shells and the H(1s) state. 

1. Introduction 

Modeling and diagnostics of laboratory and astrophysical plasmas require 
accurate informations on the cross sections for the inelastic processes occur- 
ing during the collisions between multiply-charged ions and neutral atoms. 
In fusion plasmas, the knowledge of such cross sections for the collisions of 
atomic hydrogen with the fully stripped plasma impurity ions (commonly 
carbon and oxygen nuclei) is of great importance for impact energies from 
0.1 to 1000 keV/u. 
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Semi-classical models to describe the electronic processes occuring dur- 
ing heavy particle collisions [1]-[5] are appropriate for impact energies above 
the eV range, as the de Broglie wavelength associated with the internuclear 
motion is very small in comparison with the size of the scattering region. 
The relative motion of the nuclei may therefore be described by a classical 
approach, whereas a quantum treatment is required for the electrons. 

Atomic units are used, except where stated otherwise. 

2. Theory 

2.1. THE IMPACT PARAMETER CLOSE-COUPLING METHOD 

Figure 1. Collision system and coordinate frame: T and P represent respectively target 
and projectile centers; the impact velocity is parallel to the z-axis and the impact 
parameter to the x-axis. and are the respective positions of the electron and the 
projectile relatively to the target. 

Within the semi-classical impact parameter method [2], the relative mo- 
tion of the nuclei is described as a straightline constant velocity trajectory 
(figure 1) 
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being the impact velocity and so-called impact parameter. For one- 

electron systems, the time-dependent Schrödinger equation is 

(1) 

(2) 

with the electronic hamiltonian 

Here T 
^ 

is the electron kinetic energy operator,         and         are the potential 
operators for the interactions (coulombic or effective) between the electron 
and, respectively, the target and the projectile centers. 

Asymptotically. the system consists of two isolated atomic systems. This 
suggests an expansion of the electronic scattering wave-function on a 
two-center atomic basis 

(3) 

where the are eigenfunctions of the isolated target (projectile) hamil- 
tonian. The electron translation factor (ETF) 

(4) 

takes into account the motion of the projectile center relatively to the target, 
center [3, 4]. 

Inserting this expansion into the time-dependent Schrödinger equation 
leads to a set of coupled differential equations, 

(5) 

where C is the vector of the coefficients, is the vector of their first 
derivatives with respect to time, S is the overlap matrix and H the coupling 
matrix. It is necessary to evaluate one-center matrix elements 

(6) 

and two-center matrix elements 

(7) 
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The solution of the coupled-channel equations (5) leads to the total 
for a transition from the initial target state i cross sections, i.e. 

= to any atomic state ƒ when the collision is over 

(8) 

is the transition probability from state i to state ƒ, for a collision 
velocity v and an impact parameter b. Within the present framework 

(9) 

2.2. IMPLEMENTATION 

The implementation of such a model mostly depends on the choice of the 
atomic orbitals. Linear combinations of Slater Type Orbitals arc natural 
and moreover allow a good description of one-center matrix elements even 
at large internuclear distances. However, a complete analytical calculation 
of the two-center integrals cannot be performed due to the ETF, and time 
consuming numerical integrations [6, 7] are required (demanding typically 
90% of the total CPU time). 

We use an alternative to this method, that enables a fast and accurate 
evaluation of the two-center integrals. Analytical integration is possible 
when linear combinations of Gaussian Type Orbitals are used to describe 
the atomic states [1, 9, 10]. Imperfect behavior of such gaussian functions 
at large distances does not affect the results, since the two-center matrix- 
elements (7) have an exponential decay for increasing internuclear distances. 
For example, for integrals and expressed in cartesian coordinates, 
one has to evaluate expressions such as 

(10) 
This triple integral can be worked out 

(11) 
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with 

(12) 

where er ƒ() is the complex error function. 
A FORTRAN code has been writen to perform the successive symbolic 

differenciations of the J functions (12) for any combinntion of atomic states. 
The I integrals (11) are then evaluated by numerical calculations. This code 
was inserted in the scattering program developed by the group [7, 8] and 
tested on the H-H+ benchmark system: we obtained results in excellent 
agreement with those computed in a full Slater Type Orbital treatment, 
but with a typical factor 10 gain in CPU time.

3. Electron transfer in C6+- H(1s) collisions 

Laboratory plasmas temperature is highly influenced by unavoidable pres- 
ence of impurities (multicharged ions). To model this requires accurate 
knowledge of capture cross sections for collisions between atomic hydrogen 
and fully stripped ions - such as  C6+ and 08+ [11]. R. K. Janev et al. [12] 
have presented a set of recommanded cross sections for those systems at 
collision energies between 0.1 and 1000 keV/u, by fitting several theoretical 
calculations and a few experimental results. Nevertheless, due to a lack of 
data or to severe disagreements among data for most of the capture levels 
the fits do not cover the whole energy range. 

In the following, we present total cross sections defined by 

for the electron transfer. to C5+(n=3-6) shells. Our results obtained with 
the present method are to be compared with previous calculations and 
recommanded data. 

The basis set (B1) used in the present work is composed of all n=1-6 
C5+(nlm) states and the H(1s) initial state. In order to check basis con- 
vergence, we have performed calculations with the basic augmented by the 
H(2lm) states (B2), for three impact energies, 0.3, 10 and 300 keV/u. The 
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Figure 2. 
impact energy. 

Total capture cross sections from H(1s) to C5+(n=3-6) shells as a function of 
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difference between results using the two bases are less than 5 percent. In 
agreement with former studies [13], this shows the weak couplings between 
excitation and capture processes, even though excitation becomes more im- 
portant than capture in the high energy range [14]. The B1 basis does not 
allow the description of ionization which dominates the other inelastic pro- 
cesses above typically 100 keV/u [14, 15]. However, the goal of the present 

study is the description of electron capture where data are not available – 

i.e. at low impact energies. The B1 basis is then appropriate. 

3.1. RESULTS 

In figure 2 we present the results of our calculations performed at 19 col- 
lision energies from 0.1 to 500 keV/u, together with the recommanded fits 
of Janev et al. [12] and some of the available theoretical results. 

The fits of Janev et al. [12] stem from a compilation of the results ob- 
tained with different theoretical approaches: (i) semi-classical close-coupling 
methods with a development of the wave function on atomic orbitals (Fritsch 
and Lin [16]), molecular orbitals (Green et al. [17]), or both (Kimura and 
Lin [18], (ii) pure classical model – i.e. the Classical Trajectory Monte 
Carlo method (Olson and Schultz [19]) – and (iii) perturbative quantum 
approach (Belkic`et al. [20]). In order to get precise fits, theoretical results 
accuracy was estimated according to many criteria, most important being 
the domain of validity of each technique. 

It appears that electron transfer to C5+n=4 and 5 levels are dominant 
on the covered energy range. Total cross sections for both levels are of the 
same order: around 10-15 cm2 below 10 keV/u, they decrease down to 10-19 

cm2 at 500 keV/u. Capture cross sections for C5+n=3 and 6 levels present 
a typical bell-shape with a maximum of the order of 10¯16 cm2 at about 
50 keV/u. 

As expected, we note a systematic overestimation of our cross sections 
compared to the recommanded data beyond 100 keV/u where ionization 
is dominant. Nevertheless, in this energy range, capture processes are rare, 
and the corresponding cross sections steeply decay with increasing impact 
velocities. It appears at lower collision energies that our results are very 
satisfactory. 

As shown in figure 2, recommanded cross sections for electron transfer 
to n=3 level are given only for impact energies above 5 keV/u: our results 
match the fit within the error bars. For capture to C5+(n=4) level, whose 
fit covers the whole energy range, we get a perfect agreement with Janev 
et al. recommanded data. Concerning capture to n=6 level, the fit has not 
been set below 20 keV/u due to a lack of theoretical results. However our 
results compare well with the recommanded data in the energy range from 
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20 to 100 keV/u. 
A special attention should be given for n=5 capture level. The fit was not 

set below 60 keV/u because of severe discrepancies between the differerent 
theoretical data. Beyond 60 keV/u, our results match the recommanded 
data. For lower collision energies, they are in agreement with Green et 
al. results [17], and in strong disagreement with Fritsch and Lin [16] and 
Kimura and Lin [18] calculations. 

3.2. INTERPRETATION 

Figure 3. Energy curves obtained by diagonalisation of on the two-center atomic 
basis, at (a) zero collision energy and (b) 25 keV/u. On each diagram, the curve correlated 
to the H(1s) state is indicated by an arrow. The important avoided crossings discussed 
in the text are framed. 

The general behaviors of the cross sections presented in figure 2 can 
be analysed using the energy diagrams obtained by diagonalisation of the 
electronic hamiltonian (2) on the ETF-augmented atomic basis set (3) 
at several impact velocities. We show in figure 3(a) and 3(b) the diagrams 
obtained for two velocities, respectively 0 and 1 a.u. Note that for the 
former one, the curves are equivalent to the adiabatic potential energy 
diagram of the CH6+ molecular ion. On the other hand, the main features 
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of the graphs obtained at non-zero velocity stem from the translation of the 
curves correlated at infinity to the projectile states by the corresponding 
kinetic energy term (cƒ. equation 4), i.e. 0.5 a.u. for figure 3(b). We 
make the assumption that the important transitions occur around avoided 
crossings between the H(1s) and the projectile capture states correlated 
curves, at small internuclear distances, typically R < 15 a.u. 

Figure 4. The reduced probability of electron capture in (a) n=4 and (b) n=5 
C5+ atomic levels from H(1s), at collision energy of 0.1 keV/u (v=0.06 a.u). Full lines: 
total capture to n levels; dotted lines: nl sublevels capture details. 

We can first explain the maximum localised around 25 keV/u for the 
n=3 capture cross section. There is indeed in figure 3(a) no direct avoided 
crossing between the curve correlated to H(1s) state and those correlated 
to C5+ (n=3) states. The corresponding cross section is therefore small at 
low impact energies. However, due to the energy shift of such avoided 
crossings (framed in figure 3(b)) appear at R 3 a.u. We can support this 
interpretation by noting that, the transition probability bP(b) to C5+ (n=3) 
states presents a maximum at 25 keV/u for an impact parameter b=3 a.u. 
(graph not presented). 

The evolution of the capture cross section to n=6 level cannot be in- 
terpreted in such a way, as the curves correlated to C5+ (n=6) states never 
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cross the ones correlated to the initial state at internuclear distances less 
than 15 a.u. 

The quite flat behaviors of the cross sections for electron capture to 
the n=4 and 5 shells at low energies can also be understood in the view 
of figure 3. The many avoided crossings occuring around 6 a.u. between 
the H(1s) and C5+(n=4) correlated curves (framed in figure 3(a)), are re- 
sponsible for the capture to projectile n=4 states. This is consistent with 
the very oscillatory structure of the reduced probability presented in fig- 
ure 4(a). Those avoided crossings are not present beyond 10 keV/u (v=0.63 
a.u.), where the corresponding capture cross section starts to decay. Cap- 
ture to C5+(n=5) is a two-step mechanism through the avoided crossings 
framed around 3 a.u. in figure 3(a) which couple n=4 and n=5 C5+states. 
This is also clearly illustrated by the fast decay of bP(b) for this reaction 
(figure 4(b)): impact parameters greater than 4 a.u. cannot lead to the 
avoided crossings of interest. 

Finally, one can explain the discrepancies observed at low impact en- 
ergies between the different theoretical calculations of n=5 capture cross 
section. The lowest cross sections stem from semi-classical models using 
coulombic repulsion for the description of heavy particles relative motion 
(Fritsch and Lin [16], Kimura and Lin [I8]). Such trajectories might in- 
crease the closest approach distances so that the avoided crossings leading 
to C5+(n=5) levels are not reached – in contrary to the trajectory models 
such as in Green et al. work [17] and the present study [21]. This difference 
may explain the order of magnitude of disagreement between the proposed 
models. 

4. Concluding remarks 

We have presented results which extend and confirm Janev et al. recom- 
manded data for the C6+– H(1s) collision system. The problems raised 
by the choice of the internuclear trajectory in semi-classical methods were 
shortly discussed. A more detailed study regarding those questions is in 
progress [21]. 
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Abstract. Although single electron capture remains generally the main process in 
most ion-atom charge-transfer reactions, double and eventually multiple electron 
capture may be important in the understanding of such processes. An illustration 
of these mechanisms is presented on the example of the B²+ + H and B4+ + He 
collisions. A complete ab-initio molecular treatment of the potential energy curves 
and coupling matrix elements followed by a semiclassical collision dynamics has 
been performed for these systems. An adiabatic representation providing an un- 
ambiguous description of the molecular states has been used throughout this work. 
The results compare well to experimental data and improve markedly previous 
theoretical work. 

1. Introduction 

An accurate understanding of the electron capture processes by multiply charged 
ions from atomic hydrogen and helium is of considerable interest in controlled 
thermonuclear fusion research. In particular, systems involving boron ions have 
attracted increasing attention as boron is known to be more and more used as an 
impurity for cooling fusion reactors. Single electron capture remains the main 
process in most ion-atom charge-transfer reactions, as for example in the B²++ H 
collision system, nevertheless double and even multiple electron capture may be 
also important in the understanding of such reactions [1-4]. As far as a charge- 
transfer mechanism is concerned, single and double electron capture at low col- 
lision energies are dominated by specific curve crossing transitions and may thus 
be described by the same approach. But the treatment of double electron capture 
reactions is considerably complicated by the number of channels generally invol- 
ved in the process, as well as the possible interaction with Rydberg states or with 
the continuum. In some cases, however, double capture channels may be popul- 
ated directly and a complete treatment may be performed. This is the case for the 
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B4++ He reaction. This collisional system has been investigated theoretically with- 
in the framework of the semiclassical close-coupling formalism using different 
model potential approaches [2,3] which lead to a discrepancy of about a factor 5 
for the double capture cross section values. We have thus performed an alternative 
study of this system by means of a full molecular expansion method, focusing our 
attention on the double electron capture process. 

2. Single electron capture: the B²+ + H collision 

Relatively little attention has been paid on this system. From an experimental 
point of view, it has been investigated on a quite large collision energy range, 
about 0.8-40 keV, by McCullough et al. [5] and Crandall et al. [6], and at higher 
energies by Goffe et al. [7]. But only the B2+(1s²2s)²S + H(1s) B+(ls²2s²)¹S + 
H+ ground state reaction has been considered theoretically by Crothers and Todd 
[8] using the phase integral interpretation of the two-state exponential model. As 
pointed out by McCullough et al. [5], other transitions should be taken into ac- 
count in order to explain the experimental measurements. 

A complete treatment has thus been undertaken, taking into account all the 
possible radial and rotational transitions occuring from [B2+(1s²2s)²s + H(1s)]1,3    +

entry channels. The adiabatic states involved in such a process are shown below 
(Fig. 1): 

(4) 
(5) 
(6) 
(7) 

The potential energy curves of the and states have been determined 
by means of MCSCF + CI calculations using the CIPSI algoritm [9] with a thres- 
hold for the perturbation contribution to the wavefunctions. The basis of 
atomic functions used in the calculation is a (6s3p1d) basis of contracted gaussian 
functions for boron [I0] and a (5s3p) basis for hydrogen [11] allowing a good 
description of atomic levels (Table I). 

The radial coupling matrix elements between all pairs of states of same 
symmetry have been calculated by means of the finite difference technique: 

with the parameter = 0.0012 a.u. as previously tested and using the boron nuc- 
leus as origin of electronic coordinates. The rotational coupling matrix elements 

| iLy > between and states have been calculated directly from the 
quadrupole moment tensor as well as the translation factor corrections [12]. 
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TABLE 1. Comparison of calculated atomic levels (eV) with experimental data 

Atomic levels Theory Experiment [13] 

B²+(1s²2p)²P 31.146 31.135 
B²+(1s²2s)²S 25.099 25.137 
B+(1s²2p²)¹D 12.953 12.691 

12.482 12.265 B+(1s²2p²)³P 

B+(1s²2s2p)³P 4.65 1 4.631 
B+(1s²2s²)¹S 0.0 0.0 

B+(1s²2s2p)¹P 9.173 9,100 

Figure 1. Adiabatic potential energy curves for the       and        states of (BH)²+. The different chan- 
nels are labeled as in the main text 

The process is mainly driven by the adiabatic states Their potential 
energy curves are presented in Figure 1. The states show clearly two avoided 
crossings between the entry channel and the [B+(2s2p)¹P + H+] level, a very dia- 
batic one at about R = 13 a.u. and a wider one at about R = 3.7 a.u. which inter- 
feres with the avoided crossing between the entry channel and the [B+(2s²)¹S + 
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H+]  + state. The states exhtbit only an avoided crosing at about R = 5.4 a.u. 
between the entry channel and the [B+(2s2p)³P + H+] state. 

The collision dynamics has been performed in the 0.1-190 keV incident- 
ion energy range by means of a semiclassical formalism using the EIKONXS pro- 
gram [14], available for these energies and accounting for translation effects by 
means of the comnon translation factors as proposed by Errea et al. [15]. Radial 
and rotational couplings induce three transitions between   + states (Fig. 2): 

B²+(1s²2s)²S + H B+(1s²2s²)¹S + H+ 

B2+(1s²2s)²S + H B+(ls²2s2p)¹P + H+ 
B²+(1s²2s)²S + H B+(1s²2s2p)¹P + H+ 

(1) 
(2) 
(3) 

The partial cross sections are presented in Figure 2. The main process cor- 
responds obviously to reaction (1) which was the only one considered by Crothers 
and Todd [8], but the effect of rotational coupling is clearly not negligible and in- 
duces a strong weight of the [B+(2s2p)¹P + H+] state. Such an importance for a 
reaction occuring by rotational coupling only is quite noteworthy. On the contrary 
the process (2) induced by radial coupling is quite negligible, except at higher en- 
ergies (E > 20 keV). 

Figure 2. Partial charge-transfer cross sections for the         and       states of BH²+ as a function of in- 
cident-ion energy. The notations are the same as in the main text. 
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Figure 3. Partial charge-transfer cross sections for the       and       states of BH²+ as a function of in- 
cident-ion energy. The notations are the same as in the main text. 

For triplet states, two transitions may be considered (Fig. 3): 

(4) 
(5) 

which also lead to quite significant partial cross sections for keV and higher ener- 
gies and exhibit an important rotational effect. This analysis show clearly that an 
approach considering only the ground state reaction (process 1) could not at all 
account for the collision mechanism. This may be visualized on the total cross 
sections which can be coinpared directly to experimental measurements. The total 
cross sections calculated with respect to the probabilities 1/4 and 3/4 for the elec- 
tron to be in a singlet or triplet state are displayed in Figure 4. They show a com- 
plete shift of our values compared to Crothers and Todd calculations correspond- 
ing to the influence of triplet states and account of rotational effects. The shape of 
the variation of the total cross section is however globally smoothed in our calcul- 
ation and the maximum remains underestimated compared to experimental mea- 
surements. This could be related to a possible influence of higher levels correlated 
to the excited B²+(2p) entry channel which are relatively close in energy [1] and 
might be populated by means of rotational coupling. 
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Figure 4. Comparison of our total charge-transfer cross section for B²+ /H with previous theoretical 
calculations and experimental measurements: (this work); --- Crothers and Todd [8]; Y 
McCullough et al. [5]; x Crandall et al. [6]; Goffe et al. [7]. 

3. Double electron capture: the B4+ + He collision 

The main features as described above have been used for the determination of the 
potential energy curves of the B4 + + He collisional system, the radial and rotation- 
al couplings, as well as the translation factor corrections. Nevertheless, a fair des- 
cription of the B2+ (1s2  2  )levels involved in the double capture process being 
necessary, a larger basis of (6s4p2d) gaussian functions, previously optimiszed on 
B3+(1s2s) [16] has been taken for boron. Helium has been described by means of 
a (4s1p) contracted basis set [10]. 

All the and potential energy curves correlated to the entry channel 
[B4+(1s) + He(1s²)]       the [B³+(1s2  ) + He+(1s)] and the[B2+(1s2  2  ) + He²+] 
configurations have been calculated [4]. In Figure 5 we present results obtained 
for the states, which exhibit strong avoided crossings involving double exit 
channels at respectively R = 4.2, 5.65, 6.6, 7.78 and 12.1 a.u., corresponding to 
very narrow energy separations – respectively 8.12 10-4 a.u., 2.47 10-3a.u., 4.82 
10-4 a.u., 5.94 10-4 a.u. and 3.3 10-5 a.u.. The asymptotic values show a good 
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agreement with experimental [13] and theoretical data taking into account 
relativistic correction terms [17], especially for exit channels (Table 2). 
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Figure 5 Adiabatic potential energy curves for the states of BHe4+ 1-2. states dissociating to 
{ B³+(1s2s)¹’³ S +He+(1s) } 3-4, states dissociating to { B³+(1s2p)¹’³P + He+(1s) } 5, state 

dissociating to { B²+(1s2s²)²S + He2+ }; 6-7, states dissociating to { B²+(1s2s2p)²P + He²+ }; 

8, state dissociating to { B²+(1s2p²)²D + He²+ }; 9, state dissociating to { B²+(1s2p²)²S + 

He²+ }; 10, state dissociating to { B4+(1s) + He(1s²) }. 

Using these data, we have performed a collisional treatment in the semi- 
classical framework [14] in the 0.1-0 7 a.u velocity range (2.7-130 keV Elab ener- 
gy range) including radial and rotational couplings as well as electron translation 
effects. The cross sections of double electron capture are presented in Figure 6 
(solid curve) and compared directly to the previous calculations of Fritsch and Lin 
[2] (dotted curve) and Hansen and Taulbjerg [3] (broken curve) in the same ener- 
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gy range. As far as absolute values are concerned, our work is seen to be in better 
agreement with the partial cross sections obtained by Fritsch and Lin [2], especial- 
ly for the capture on the B²+(1s2s2p) level for which the accordance is quite good. 
Nevertheless, the variations of the partial, and accordingly total cross sections cal- 
culated by Hansen and Taulbjerg [3] appear to be in good agreement with ours, 
although their values remain underestimated at all velocities: in particular, the 
complete collapse of the total cross section at lower energies does not seem real- 
istic. Our approach, which takes into account the three electron interactions, gets 
rid of the frozen core approximation description of the levels, the 
correlation between the 1s and orbitals being involved in the configuration 
interaction calculation. It seems well adapted to describe the B²+( levels. 

TABLE 2. Comparison of asymptotic energy values with experimental [13] (single-electron capture 
levels) and theoretical data [17] (double-electron capture levels) (in a.u.) 

Level This work Experiment [13] 

B4++He 1.345 1.331 
B³+(1s2p)¹P+He+ 0.258 0.257 
B³+(1s2p)³P+He+ 0.162 0.161 
B³+(1s2s)¹S+He+ 0.157 0.155 

Level This work Calculations [17] 

B4++He 0.938 0.971 
B²+(1s2p²)²S+He²+ 0.605 0.600 
B²+(1s2p²)²D+He²+ 0.420 0.423 
B²+(1s2s2p)²P+He²+ 0.349 0.340 

0.234 0.236 

B³+(1s2s)²S+He+ 0.0 0.0 

B²+(1s2s²)²S+He²+ 0.0 0.0 

4. Concluding remarks 

This work provides accurate potential energy curves as well as coupling matrix 
elements for the B²+/H and B4+/ He systems. From the molecular point of view, it 
appears important to involve all levels correlated to the entry channels in the col- 
lision dynamics and, in particular, to take into account rotational effects. which 
might be quite important. The results concerning the double electron capture pro- 
cess in the (B4+ + He) collision point out the limitations of the potential approach 
model, especially to account for open shell levels, for which more elaborate cal- 
culations are necessary. 
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Figure 6. Partial cross sections (in 10¯16 cm) on the different levels with respect to velocity (in a.u.) 

a) {B²+(1s2s²) + He²+) level, b) {B²+(1s2s2p) + He²+} levels, c) {B²+(1s2p²) + He2+}  levels. d) total 

double electron capture cross section, ------ this work; ....... Fritsch and Lin [2]; --- Hansen and 

Taulbjerg [3] 
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Abstract. Density functional theory (DFT) using both gradient-corrected (PWP) 
and hybrid (B3LYP) functionals has been used to investigate the geometrical 
structures, harmonic vibrational frequencies and binding energies of the ScCO2, 
TiCO2, NiCO2, and CuCO2 systems. Eight possible coordination modes and the 
species produced by the insertion of the metal into the C-O bond have been con- 
sidered. Results show that the interactions of copper and nickel atoms with CO2 
are endothermic processes, while scandium and titanium are able to form stable 
complexes. In addition, we found that the Ti atom inserts spontaneously into the 
C-O bond while a barrier of 6.4 kcal/mol is required for Sc insertion. 

1. Introduction 

Carbon dioxide is the output of different industrial processes and, in many cases, 
is discharged into atmosphere heavily perturbing the natural environmental equi- 
libria of the Earth. Part of the atmospheric CO2 is removed by green plants that 
are able to use the solar energy to transform it into carbohydrates through a pho- 
tosynthesis cycle. A large amount of CO2 is retained in the atmosphere, so, it can 
be considered the most abundant source of carbon. In 1988 it was estimated that 
the total amount of CO2 in the atmosphere and in the oceans represents 1014 tons 
of carbon while carbonates represents 1016 tons of carbon [1,2]. The possibility 
to activate and transform carbon dioxide in other useful products is of enormous 
importance from the industrial, environmental, geochemical and oceanographic 
points of view. In spite of the large amount of the available CO2, only few pro- 
cesses, using carbon dioxide as raw material, have been developed in the synthe- 
tic chemical industry [3,4]. 
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The difficulty to transform CO2 into other organic compounds lies in its high 
thermodynamic stability. Typical activation energies for the dissociation and re- 
combination of CO2 are of 535 and 13 kJ/mol, respectively [5]. The activation 
can occur by photochemical or electrochemical processes, by catalytic fixation 
or by metal-ligand insertion mechanisms. As documented in different reviews, 
organometallic compounds, metallo-enzyme sites and well defined metallic sur- 
faces are able to activate carbon dioxide [6-16]. 

The coordination of CO2 on a metallic centre seems to be the most important 
steep in its reduction [6]. Due to the importance of the metal-CO2 interaction as 
an elementary and fundamental step in the metal-catalysed conversion of carbon 
dioxide, many experimental and theoretical studies have been devoted to the in- 
vestigation of the energy, coordination modes and spectroscopic constants of 
this process. From an experimental point of view, AuCO2 [17], AgCO2 [18], and 
first-row transition-CO2 species [19-20] have been studied using different spec- 
troscopies. From these studies it emerged that some first-row transition metal 
atoms (i.e. Fe, Co, Ni, Cu) form M-CO2 complexes, while other elements (i.e. 
Ti, V, Cr, Mo. W) insert spontaneously into CO bond. yielding OMCO systems. 
Theoretical investigations exist for Ni [20], Sc [21,22], Cr [23], Cu [24], Pd [25] 
and Ti [27] interacting with a single CO2 molecule to form stable complexes. 
Other related studies concern the alkali-metal-carbon dioxide systems [28-33]. 

However, these studies do not allow a homogeneous comparison between the 
reactivity of CO2 towards different transition metal atoms. Therefore, we have 
considered of interest to investigate simultaneously several M-CO2 (M= Sc, Ti, 
Ni, Cu) species at the same level of theory. In particular we have examined eight 
different coordination modes, including some situations never previously inves- 
tigated. This is the case of the metal insertion into the CO bond, which has been 
considered only for Sc and Ti. 

Calculations were carried out using the gradient-corrected functionals of Per- 
dew and Wang (for exchange) [34] and of Perdew (for correlation) (PWP) [35], 
not yet used previously in the investigation of these systems, and the Becke (ex- 
change) [36] and Lee, Yang and Parr (correlation) (B3LYP) [37] hybrid functio- 
nal, used until now only for Sc-CO2. The isotropic hyperfine coupling constants 
for the radical species Sc-CO2 and QScCO are reported for the first time. 

For all these systems, the geometries, harmonic vibrational frequencies and 
bonding analysis for the stable species, relative to the potential energy surface, 
are reported. 

2. Method 

A modified version of the deMon DFT code [38] in which molecular orbitals are 
given as linear combinations of Gaussian-type atomic functions was used for the 
PWP computations. In order to localise the extreme points on the potential ener- 
gy surfaces the Broyden-Fletcher-Goldfarb-Shanno minimisation algorithm [39] 
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was used. Saddle points were searched by the Abashkin-Russo algorithm [40]. 
For C, O (7111/411/1*) triple zeta type orbitals in conjunction with (4.4;4,4) 
auxiliary basis set were employed [41], For scandium and titanium all electron 
(63321/5211*/41+) and (63321/531*/41+) orbital and (5,5;5,5) and (5,5;5,5) 
auxiliary bases [41] were used, respectively. For Ni [42] and Cu [43] atoms the 
Huzinaga-type model core potentials (MCP) that allow to treat explicitly the 
3p63d104s2  and 3p63d104s1 valence electrons, respectively, were chosen. The cor- 
responding orbital and auxiliary basis sets are (311/3 1/311) and (3,4;3,4) for Ni 
[42] and (311/3 1/311) and (5,5;5,5) for Cu [43]. In all the computations the 
FINE grid option was used, namely 194 angular grid points and 64 radial grid 
points per atom. 

Calculations using the hybrid B3LYP exchange-correlation functional were 
performed using the Gaussian 94 package [44]. Internal 6-31G* basis sets were 
used for C and O and 6-31lG for Sc, Ti, and Ni. For copper the LANL2DZ [45] 
pseudopotential was used. 

3. Results and Discussion 

For all examined systems we have considered eight coordination modes, which 
are schematically shown in Figure 1. 

These are:     C or side-on C (a),     O,O (b),      C or side-on C linear (c), 
C,O (d), O or end-on linear (e), 0 or end-on (f), 0 or end-on cis (g), and 
   O or end-on trans (h), respectively. For simplicity, the results for each system 
are reported and discussed separately. 
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3.1. ScCO2 COMPLEX 

The possible formation of a ScCO2 complex has been the subject of previous 
theoretical studies [21,22]. In a first one, four coordination modes corresponding 
to a, b, d and f in Figure 1 and two different spin states, doublets and triplets. 
were considered at the HF level. The b and d forms in the doublet states have 
also been studied at the DFT level, employing the Becke-Perdew exchange- 
carrel-ation potential [21]. For the more stable species, b and d, the binding 
energies were rigorously determined by performing single-point MCPF, 
QCISD(T) and MCPF(ANO) computations. The second work [22] examines the 
   O,O coordi-nation mode in detail, using different DFT potentials (BP, BLYP, 
BHLYP and B3LYP) and also the CCSD(T) method. 

We have optimised the structure of the lowest doublets and quartets of all the 
possible coordination modes (a-h). PWP and B3LYP functionals give only two 
minima, corresponding to the and coordination modes, in both the 
doublet and quartet potential energy surfaces (PES). In addition a transition state 
(TS), corresponding to the g structure, results from the B3LYP computation on 
doublet states. 
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Figure 1. Possible metal-CO2 coordination modes used as starting points in the geometry 
optimisation. 

Geometrical parameters and relative energies of minima are reported in Table 
1 together with other theoretical data [21,22]. The geometries obtained are close 
to those previously reported and we would like to underline the agreement of 
our PWP and B3LYP results with those yielded by the CCSD(T) computations. 
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TABLE 1. PWP, (B3LYP), [BP], {CCSD(T)}. and [[MCPF]] geometrical parameters and relative 
energies for ScCO2 minima Distances are in Å, angles in degrees, and relative energies in kcal 
/mol. BP and CCSD(T) results are from refs 21 and 22, respectively 

a) from ref 21; b) from ref. 22 

The inspection of the relative energies reveals that at the PWP level the more 
stable species results to be the ²A' form followed by the 2A1 one at 
3.1 kcal/mol. On the contrary, B3LYP stabilises the ²A1 on the ²A' 
isomer by 5 .O kcal/mol. Taking into account the energy correction for zero point 
vibrational energy further reduces these values and, if we consider that the BSSE 
corrections for the two species differ by 0.4 kcal/mol (lower for ²A1 [21] 
the difference between the two coordination modes is very small. Previous BP 
coinputations favoured by 1.5 kcal/mol and the MCPF, QCISD/(T) and 
MCPF(ANO) levels of theory favour by 2.4, 2.6 and 1.2 kcal/mol, res- 
pectively. From the present coinputations the fact that the ²A1 and ²A' 
C,O structures are very close in energy is further underlined. Both forms can be 
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present, and particular physicochemical conditions may stabilise one over the 
other. 

The binding energies of the 2A1 O.O complex with respect to the Sc (2D)+ 
CO2 (1    - | -  | 

+) dissociation limit are reported in Table 2. Comparisons with many 
high-level theoretical results using different basis sets and methodological appro- 
ximations are possible. It is obvious in Table 2 that, opposite to common belief, 
B3LYP results for D0 may be strongly dependent on the basis set. Thus, B3LYP 
/6-3 1G* gives a D0 that is lower by 9.1 kcal/mol than that computed by using 
the D95+* basis set. On the other hand, the B3LYP values obtained employing 
the TZVP and aug-cc-pVTZ basis sets appear to be rather similar. A minor ef- 
fect of the basis set on the D0 values can be underlined in the case of BP/TZVP 
and BP/D95+* computations. The results obtained with different functionals and 
same basis sets show that both PWP/TZVP and BP/TZVP gradient-corrected po- 
tentials give D0 values (33.1 kcal/mol and 3 8.5 kcal/mol) strongly overestimated 
with respect to the B3LYP/TZVP one (26.5 kcal/mol). Furthermore, comparison 
between BP/D95+*, B3LYP/D95+* and CCSD(T)/D95+* again shows that the 
gradient-corrected potential gives the highest D0. 

TABLE 2 Binding energies (kcal 
/mol) for the ScCO2 complex from 
different levels of theory 

a) from ref. 22; b) from ref. 21 

On the basis of these results and in the absence of experimental data the choi- 
ce of the best basis set is not an easy task. Therefore, as a compromise between 
reliability and reasonable computational cost we have employed mainly the 6- 
3lG* and TZVP basis sets in the hybrid and gradient-corrected computations, 
respectively. 
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Let us now discuss the binding nature in the two 2A' C,O and 2A1 O.O 
minima. The Mulliken net charges obtained by B3LYP and PWP functionals are 
reported in Figure 2. Both exchange-correlation functionals indicate there is a 
considerable charge transfer from Sc to the CO2 oxygen atoms. This transfer is 
more pronounced in the O.O coordination mode. From the electrostatic point 
of view this form is more stabilised and the ionic character appears to be larger 
in the B3LYP computations. Although the charge values derived from Mulliken 
analysis are not always credible, they are largely used in literature. In our case, 
because the amount of charge transfer is noticeable, the possible lack of preci- 
sion in the reproduction of absolute values should not change the essential of the 
physical phenomena. Although the formation of ScCO2 complex can be essen- 
tially explained by the electron transfer from the metal to the antibonding orbital 
of free CO2, there is also a covalent contribution due to the bonding between the 
metal dxz orbital and CO2 in both the coordination modes. The covalent charac- 
ter of this orbital is clearly seen from the representation given in Fig. 3 for both 

O,O and C,O forms. 

Figure 2. PWP (B3LYP) Mulliken net charges for the two lowest energy minuna of the ScCO2 
complex. 

Mulliken analysis shows there is some charge back-donation from the occu- 
pied orbitals of the ligand to the metal. On the basis of these data the preferred 
coordination mode arises from a delicate balance between these contributions. 
Two methods used attribute different weights to the ionic and covalent factors 
and thus result in a different absolute minimum. 
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Figure 3. B3LYP 4b2 and 9a1 molecular orbitals and C,O ScCO2 isomers, 
respectively. Dark shading represents positive coefficients (cutoff–0.425, step=0.025).
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Next, we comment the vibrational frequencies obtained from the two DFT 
approaches. Results are reported in Table 3. In the C,O form, these frequen- 
cies are quite different. In particular, the one involving the direct interaction with 
the metal is sensibly smaller, because of the CO-bond lengthening due to metal- 

ligand interaction. 

TABLE 3. PWP, (B3LYP), [BP] and {CCSD(T)} harmonic vibrational frequencies (     in cm-¹) for 
ScCO2 minima. BP and CCSD(T) results from refs. 21 and 22, respectively 

3.2. TiCO2 COMPLEX 

For the interaction of Ti with carbon dioxide we have considered the titanium in 
the s d ( F) and s d ( F) electronic configurations: the electronic state is given in 
parentheses although it must be pointed out that the present calculations for the 
isolated atom do not use spherical symmetry and, therefore, do not only provide 
an approximation to the atom states. Because of the presence in the literature of 
an accurate study on this interaction [26], performed employing the BP gradient- 
corrected functional, our study is limited to the investigation using the B3LYP 
functional. Three minima (b, d and e) and one transition state (a) were found on 

2 2 3  1  3  5  
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the PES for the triplet, while three minima (b, d and g) and two TS (a and h) 
were present on the quintet PES. Geometrical parameters and energetic data for 
the minima are reported in Table 4. 

The absolute minimum C,O) is followed by the O,O at 3.5 kcal/mol in 
the triplet PES. The C,O and O,O minima on the quintet PES lie at 14.0 
and 18.8 kcal/mol, respectively. Our data disagree with those resulting from BP 
computations [26]. In fact, B3LYP points towards the C,O isomer as the ab- 
solute minimum, while BP does not found this isomer as a stable species in the 
triplet PES. The binding energy of this species is 7.8 kcal/mol with respect to the 
ground-state fragments Ti (³F) and CO2 at infinite separation. The D0 of 
the most stable species in the quintet PES are 19.5 C,O) and 14.7 O,O) 
kcal/mol. If one considers that the calculated value for the excitation 
energy of titanium is 25.7 kcal/mol, the minima structures on the quintet states 
are practically unbound with respect to the fragments in their ground state. Pre- 
vious HF [27] and BP [26] calculations give, for the most stable isomers, differ- 
ent binding energies. In particular, BP estimates the binding energy for O.O 
coordination mode to be 30 kcal/mol once corrected for the basis set superpo- 
sition error. 

TABLE 4. B3LYP geometrical parameters and relative energies m kcal/mol) for TiCO2 
minuna Distances are in Å and angles in degrees 

We suggest that the discrepancy between B3LYP (11.3 kcal/mol) and previ- 
ous theoretical binding energy predictions can be explained by considering that 
HF and BP ionisation potentials (1PS) of titanium are far from the experimental 
value: the HF value is underestimated by about 46.12 kcal/mol and the BP one is 
overestimated by about 23.06 kcal/mol. With the B3LYP potential, the obtained 
value is very close to the experimental one (153.5 8 versus an experimental value 
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of 157.27 kcal/mol). The error in the IP evaluation can significantly affect the 
amount of charge transfer from the metal to the ligand, with serious consequen- 
ces both on the preferred coordination mode and on the binding energy value. 

Mulliken population analysis shows that the bonding in the two C,O and 
O,O minima have considerable ionic character (see Figure 4). As in the case 

of the ScCO2 complex, the amount of charge transfer is also larger in the O,O 
form and, consequently, the OCO valence angle in this isomer is smaller than in 
the     C,O one (110.5° versus 133.2°). Finally, one notices that for the quintet 
state minima the charge transfer is less pronounced than in the corresponding tri- 
plet ones. 

Figure 4. Mulliken net charges for and q2O,O minima in the triplet (quintet) states. 

In Table 5 we report the B3LYP vibrational frequencies for the two most sta- 
ble isomers in triplet and quintet states. As expected, the vibrational frequencies 
that are more affected by the coordination modes are the two CO stretching mo- 
des. The splitting of these two frequencies is larger in the O.O isomer because 
both oxygen atoms are directly involved in the metal-ligand bond formation. In 
this case the agreement between the previous BP and present B3LYP frequency 
values is rather good. 

3.3. NiCO2 COMPLEX 

Both singlet and triplet spin states were considered for the eight coordination 
modes depicted in Figure 1. Results from B3LYP and PWP potentials show the 
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singlet PES has only two critical points corresponding to the a and d isomers. 
Vibrational analysis indicates that the former is a transition state and that the 
second is a minimum. In addition, hybrid functional predicts e as a second order 
transition state with two negative eigenvalues. All other starting geometries col- 
lapse to a and d or yield the Ni and CO2 dissociation products. 

In the triplet PES, B3LYP and PWP level calculations agree in predicting that 
structure b is a minimum while a and d are two transition states. Comparison 
with a previous DFT study [20] performed employing the BP exchange-correl- 
ation functional and considering all electron and double zeta basis set, reveals 
some disagreement. These earlier computations found a further TS (b) on the 
singlet PES and a different minimuin (d instead of b) on the triplet one. Present 
results together with the corresponding BP data [20] are reported in Table 6. As 
a general trend, one notes that different functionals give very similar geometries 
showing the two computation approaches are unaffected by the different descrip- 
tions of the Ni atom (PWP data were obtained using a Ni+16 model core potential 
while BP ones used an all-electron basis set). 

Although all methods give the ¹A1 C,O as the most stable structure, the rel- 
ative energy of the ³A1 form is quite different. The PWP and B3LYP bin- 
ding energies, taking into account the zero point corrections and the BSSE value 
proposed by Galan et al. [20], are 4.9 and -15.6 kcal/mol, respectively. These 
are significantly smaller than those previously obtained using the BP functional 
(17.5 kcal/mol). Different hypotheses can be suggested to justify these discre- 
pancies, but most likely the weakly bound systems are not well described by the 
gradient-corrected functionals [46]. 

TABLE 5. B3LYP (BP) harmonic librational frequencies in cm-1) for the minima of the 
TiCO2 complex BP results from ref. 26 
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An additional argument that may be used to explain the differences mention- 
ed above is that the computation of the ground state energy of the Ni atom (as 
well as of other transition metals) presents, at the DFT level, some problems due 
to the inadequate description of the atomic states [47-49]. The three values of 
the binding energy are quite different but all indicate that the NiCO2 system is 
really a weakly bound system. This fact is confirmed by the experimental diffi- 
culty to generate a sensible amount of 1:1 NiCO2 complex [19]. In diluted argon 
matrices (a condition that is closer to the in-vacuo computations) there is no evi- 
dence for the formation of the complex. A similar situation occurs when nickel 
atoms are condensed in a clean CO2 matrix [19]. Only in N2 matrices do infrared 
spectra [20] reveal nickel-carbon dioxide complexes: as it has been shown, the 
coordination of nitrogen on nickel increases its capability to coordinate to a CO2 

molecule. 
In order to check whether NiCO2 formation can occur without energy barriers 

we have explored the energetic process following the Ni--OCO reaction coordi- 
nate, fixing the Ni-O distance and optimising all other geometrical parameters. 
Results show that the complex formation occurs without energy barrier as in the 
case of a previous study [20] in which CO2 geometry was kept fixed during the 
path. The analysis of the valence orbitals of the ground state reveals that 
only the 6a' and 7a'orbitals (see Figure 5) are responsible for the metal-ligand 
bonding. 

In the former molecular orbital the 2p orbital of CO2 is predominant (82 and 
75 % at PWP and B3LYP levels, respectively) while the second is formed main- 
ly by the orbital of CO2 and the 3d orbitals of Ni (54 and 58% for PWP and 
B3-LYP, respectively). Further insight can be obtained from Mulliken net char- 
ges and bond order analysis. Again, both computational methods indicate a sub- 
stantial amount of charge transfer from nickel to CO2. In particular, the net char- 
ges on Ni are 0.30 and 0.48 at PWP and B3LYP levels, respectively, and those 
on carbon are 0.38 (PWP) and 0.36 (B3LYP). The oxygen near the metal has a 
net charge of -0.35 or -0.48 at PWP or B3LYP level, respectively. These values 
indicate a complex with a dative bond, in agreement with a previous analysis 

Fourier Transform Infrared (FTI) experiments in different matrices individu- 
ate a series of infrared frequencies assigned using the computed BP harmonic 
force field [20]. The following frequencies have been correlated to the side-on 
complex:      (C=O)=1815,     (C-O)=1131,      (OCO)=744 and       (NiO)=410 cm-1. 
The corresponding PWP (B3LYP) values are:      (C=O)=1919(1977),      (C-O)= 
1081(1134),      (OCO)=699(724) and      (NiO)=4 17(502) cm-¹. Considering that 
the experiments are carried out on matrices, the agreement is reasonably good. 

[20]. 
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TABLE 6. Optimised geometries (bond lengths in Å and valence angles in degrees), harmonic 
vibrational frequencies in cm-1) and relative energies in kcal/mol) for the minima of the 
NiCO2 complex obtained at PWP, (B3LYP) and [BP] levels. BP results from ref. 20 

Following the previous experience [24] we have considered for this system 
the lowest doublet spin state. Full geometry optimisations of the eight coordina- 
tion modes, carried out at the PWP and B3LYP levels, give only a minimum in 
the PES. that corresponds almost to the g coordination in Figure 1. In the two 
structures the geometrical parameters obtained with the two functionals differ 
considerably. The Cu-C distance is 2.S87 Å with B3LYP and 2.104 Å with PWP. 
A difference also affects the CuOC valence angle: the PWP and B3-LYP values 
are 142.5° and 119.9°, respectively. The OCO angle measures about 180° in 
both cases. The origin of these large differences in geometrical parameters lies in 
the weak bond character of the metal-ligand interaction in this complex (vide 
infra). The calculated binding energies (D0) with respect to the Cu (²S) + CO2 
            dissociation limits are both endothermic being -0.62 and -2.40 kcal/mol at 
B3LYP and PWP levels, respectively. If for this system the basis set superposi- 
tion eror is about -0.5 kcal/mol, the endothemicity is further increased precisely 
by that amount. Since no significant charge transfer is observed (net charge on 
Cu is 0.04) and due to the very long Cu-O distance, one can conclude that only 
van der Waals interactions are possible between Cu and CO2. 
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Figure 5. B3LYP 6a' (up) and 7a¹ (down) molecular orbitals of ¹A' of the NiCO2 complex. 
Dark shadings represent positive coefficients (cutoff=0.425, step=0.025) 
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3.4. CuCO2 COMPLEX 

A further confirmation derives from the vibrational analysis, which gives fre- 
quencies similar to those of the free carbon dioxide with two low additional vib- 
rational frequencies arising from interaction with the copper atom. These results 
are in agreement with IR spectra on the CuCO2 system [19], which indicate the 
formation of a weakly bound complex. Unfortunately, this complex is thermo- 
lable and isotopic measurements conclude that the results are matrix dependent. 
The observed frequencies were assigned to C=O, C-O stretching modes (1716, 
1215 cm-1) and to OCO bending mode (718 cm-1). None of these is present in 
our simulated spectra. In fact we obtain, at B3LYP (PWP) level, the frequencies: 
28 (27), 52 (53), 636 (600), 640 (625), 1366 (1316), and 2425 (2344) cm-1. The 
presence of a strong matrix effect in the experimental conditions may be the rea- 
son for this difference. 

A previous configuration interaction study [24] on this complex suggested 
the presence of three minima corresponding to O,O, O, and C coordina- 
tion modes with very low stabilisation energy. Because this work was perfomed 
without energy minimisation, gradient procedure and vibrational analysis, it is 
not possible to argue if they are all real minima on the PES. 

3.5. OScCO AND OTiCO INSERTION COMPLEXES 

Up to now, we have considered the interaction of M (Sc, Ti, Ni or Cu) with CO2 
to give a MCO2 complex. In the case of scandium and titanium atoms, the inter- 
action with carbon dioxide lead to stable complexes. The point addressed now 
focusses on the possible insertion of these two atoms in a CO bond of CO2 to 
give oxmetal-carbonyl (OMCO) products. Indeed, both functionals indicate the 
presence of stable OMCO species for Sc and Ti atoms. The results are reported 
in Figure 6 and Tables 7 and 8. 

For scandium, B3LYP and PWP agree in predicting the ground state of the 
OScCO system to be ²A'' followed by 4A'' at 53.9 and 57.6 kcal/mol at B3LYP 
and PWP levels, respectively. As shown in Figure 6, the two methods give com- 
parable geometrical structures, PWP bond lengths being longer and the OScO 
valence angle smaller than the corresponding B3LYP ones. This discrepancy is 
essentially due to the different basis sets used in the computations. The binding 
energies with respect to Sc (²D) + CO2 ) and ScO + CO disso- 
ciation limits are both positive (see Table 7). In particular the endothermicity of 
the former reaction is higher at both levels of theory. We note that PWP strongly 
overestimates the binding energies and this effect is probably due to the poor 
description of the Sc atomic energy. The same error source accounts for the dif- 
ference in the stability between the insertion and molecular complexes obtained 
by the two methods. 
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Doublet Quartet 

Figure 6. B3LYP, (PWP) and [BP} geometrical parameters for the OScCO and OTiCO systems. 
Distances are in Å and angles in degrees. 

TABLE 7. B3LYP (PWP) harmonic vibrational frequencies (cm-1) for the ground (²A") and first 
excited (4A") states of the OScCO complex. Relative energy and binding energies (D1 and D1) 
are in kcal/mol. 
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We have explored in more detail the insertion mechanism, at the B3LYP level. 
The resulting PES is depicted in Figure 7. 

Reaction coordinate 

Figure 7. Potential energy surfaces for the insertion mechanism of Sc into the C-O bond of 
carbon dioxde. Relative energy is in kcal/mol. 

As expected, a transition state (TS) connects the ScCO2 (²A') molecular spe- 
cies and the OScCO (²A") insertion product. The geometrical parameters of the 
TS are reported in Figure 8. This TS is characterised by an imaginary frequency 
of -336 cm-1 and a C-O distance of 1.726Å which means that the C-O bond is 
already broken. The energy barrier is found to be 6.4 kcal/mol. Accordingly, the 
Sc insertion seems to be possible with a relatively low energetic cost, giving a 
stable molecular species only in its ground doublet state. 

Figure 8. Geometrical structure of the transition state for Sc insertion into a C-O bond of carbon 
dioxide. Distances are in Å and angles in degrees. 
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There is experimental evidence [50] that Ti, as well as transition-metal atoms 
from the left-end side of the periodic table (V and Cr), inserts spontaneously in- 
to the CO bond, giving the OTiCO system. Some 1R frequencies [50] have been 
measured in CO2 matrices, and been assigned to a possible OTiCO (CO2) com- 
plex. Papai, Mascetti and Fournier have recently studied the Ti + CO2 reaction, 
using DFT with the BP exchange-correlation functional [26]. Their conclusion 
was that Ti insertion into the CO bond of CO2 takes place without any activation 
barrier. 

We examined the insertion of Ti in CO2, considering different spin multipli- 
cities (singlet, triplet, quintet). Because the quintet state lies at very high energy 
with respect to the singlet and triplet (more than 50 kcal/mol at both B3LYP and 
PWP levels), we report only the results for the first two electronic states. Struc- 
tures are shown in Figure 5 and harmonic vibrational frequencies and energetic 
parameters are reported in Table 8. 

For this element the agreement between the geometrical parameters obtained 
at both PWP and B3LYP levels is better than in the corresponding scandium sys- 
tem. Our structures are also very close to the BP counterparts. The ³A" state is 
the most stable, but the 1A' excited state lies only at 1.2 (PWP) or 9.6 (B3LYP) 
kcal/mol from it. A spacing of 2.2 kcal/mol is found using the BP exchange-cor- 
relation functional [26]. 

Using the CO and TiO ground-state optimised geometries, OTiCO (³A") 
TiO (³A) + CO (1  +), the OTiCO binding energy is found to be 18.1 (B3LYP) or 
28.8 (PWP) kcal/mol. Compatison with the corresponding BP binding energy 
(23 .O kcal/mol) indicates an agreement between the two gradient-corrected cal- 
culations, but these results appear to be overestimated with respect to the value 
obtained with the hybrid B3LYP method. Considering the Ti (³F) + CO2 

     OTiCO (³A") reaction, the differences between B3LYP and PWP energies 
(see Table 8) are again evidenced. These are probably due to the poor descrip- 
tion of the Ti atomic ground state at the PWP level. Here we underline that both 
hybrid and gradient-corrected hnctionals give the same qualitative results from 
the thermodynamic point of view. 

The B3LYP and PWP electronic structures of the OTiCO insertion product 
appear to be very similar to the BP one [26]. The net charge distribution analysis 
shows a charge transfer between Ti and O in the Ti-O bond, and inspection of 
the molecular orbitals reveals that only two molecular orbitals (15a' and 5a") in- 
clude contributions from all atoms while others have pure TiO or CO character. 
The composition of 15a' and 5a" orbitals shows that the Ti-C bond arises from 
CO Ti (1 5a') and simultaneously Ti CO donation from 
the HOMO (5a"). 

The calculated harmonic vibrational frequencies can be compared with two 
experimental IR bands at 1867 and 953 cm-1. The three computed frequencies 
are similar and indicate that the two experimental bands can be associated to the 
TiO and especially the CO stretching modes of the ¹A' excited state. 
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TABLE 8 B3LYP (PWP) [BP] harmonic vibrational frequencies (cm-1) for the ground (³A") and 
first excited (¹A') states of the OTiCO complex Relative energy. and binding energies (D1 and 
D1) are in kcal/mol BP results from ref 29 

* relative to the TiCO2 (³A') Ti(³F) + CO2 process 

**relative to the OTiCO (³A") TiO + CO process 

Considering the low separation energy between the ³A" and ¹A' states, the hy- 
pothesis that, in the reaction of laser-ablated Ti. TiO and TiO2 with CO, the ex- 
cited 1A' state can be generated, becomes plausible. This is consistent with the 
B3LYP results for the PES of the insertion mechanism of Ti into the C-O bond 
of carbon dioxide, which shows that no barrier is necessary for this process, in 
agreement with the experimental indication [49]. 

3.6. HYPERFINE COUPLING CONSTANTS 

Isotropic hyperfine coupling constants (Aiso) were computed at the B3LYP all- 
electron level, using the optimised geometry for the ScCO2 and OScCO lowest 
isomers. The following expression has been considered for the calculation: 

where and Pß are the computed density matrices, ßN is the nuclear magneton, 
ge, g0 and gN are the free-electron, electron-in-radical and nuclear magnetogyric 
ratios. respectively, and is the Dirac operator. Here it is assumed that g0 = ge. 

Since no experimental data exist on these systems, our values can be only a 
guideline for possible EPR measurements. A summary of the results is reported 
in table 9. 
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TABLE 9. Isotropic hyperfine coupling constants (Aiso) for ScCO2 and OScCO lowest isomers 

*) values referred to the oxygen atom directly bound to the metal 

Previous studies [51,52] have shown the reliability of B3LYP calculations in 
Aiso predictions, even for transition metal-containing systems. Therefore the 
identification of the most stable form could experimentally be done, considering 
the different values of Aiso for the Sc atom in the molecular complexes and in the 
insertion product. 

4. Concluding remarks 

From the systematic work described in the previous sections several features can 
be outlined. First, hybrid B3LYP and gradient-corrected PWP functionals predict 
the same qualitative behaviour in the M (Sc, Ti, Ni and Cu) + CO2 reactions, but 
quantitative differences are often found. With respect to the reactivity of the dif- 
ferent transition-metal atoms studied here, it has been shown that Cu and Ni give 
weakly bound complexes with CO2 while Ti and Sc are able to form MCO2 sta- 
ble complexes and OMCO insertion products. In the first case, the insertion oc- 
curs without any energy barrier while in the second, a small barrier of 6 kcal/mol 
is found. 
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Abstract. In this note, first the Recurrent Variational Approach (RVA) 
is introduced by using as example a non-trivial spin-model, the spin-1/2 
antiferromagnetic two-leg-ladder. Then, a first application of this scheme 
to the electronic structure of conjugated polymers is proposed. An anal- 
ogy between the two-leg ladder and the dimerized chain described by the 
Extended Peierls-Hubbard Hamiltonian is underlined and comparisons are 
made with DMRG calculations. The proposed ansatz is useful to get some 
analytical insight and it is a good starting point for further improvements 
using the RVA. 

1. Introduction 

Conjugated molecules have attracted the attention of chemists and physi- 
cists since the early days of quantum mechanics. A remarkable example is 
given by Hückel who developed in the thirties the first independent-electron 
theory applicable to polyenes [1]. In the sixties, J.A. Pople and S.H. Walm- 
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sley. [2], introduced by using this simple theory in their pioneering work 
what would become twenty years later the solitonic excitations. Following 
this line, Su, Schrieffer, Heeger and, independently, Rice, proposed a model 
specifically devoted to the polyacetylene — known as the SSH model — where 
the role of the electron-phonon interaction is especially emphasized [3, 4]; 
here, the polyacetylene is thought of as a Peierls insulator and the solitons, 
polarons and bipolarons as the major relevant excitations in this system. A 
very nice review of these early studies is included in the book of L. Salem 
[5] and a review about the SSH model can be found in the next reference 

As a counterpart to this one— electron theory, the major role of elec- 
tron correlation was soon recognized. In the fifties, the celebrated Pariser- 
Parr-Pople (PPP) Hamiltonian was suggested as a possible candidate for 
the studies of conjugated oligomers [7, 8]. Later, Ovchinnikov et al. sug- 
gested to consider conjugated polymers as Mott-Hubbard instead of Peierls 
insulators [9]. Then, one has to face a N-body problem with a strong 
Coulomb interaction with a non-zero range; it was subject to many nu- 
merical works such as exact diagonalizations of very small oligomers [10], 
selected CI calculations [11] and, quite recently, Density Matrix Renormal- 
ization Group studies [12, 13, 14, 15]. The PPP Hamiltonian was also a 
preferential model to support the development of new methods before ap- 
plying them to more realistic models; a very good example of such work is 
given by the Coupled-Cluster method first implemented in quantum chem- 
istry for the PPP Hamiltonian [16]. 

Today, it is well recognized that both the electron-phonon and electron- 
electron interactions are equally important [17]. Moreover, interchain inter- 
action and disorder are also of importance. Therefore, the problems one 
has to face to fully understand conjugated polymers stay quite challenging 
as it is the case for most of the recent organic compounds including high 
Tc superconductors. Despite a large amount of work, from the early thir- 
ties to now, the main questions remain awaiting an answer! For instance, a 
comprehensive picture for the ground state of these systems is still needed; 
it is the goal of this work to propose a relatively simple and, we believe, 
promising, way to understand the ground state of conjugated polymers. 

More generally, one dimensional correlated electron systems appear over 
the years as a growing and important field in condensed matter theory. 
One main reason of that comes from the fact that these systems serve as a 
theoretical laboratory to explore new methods of solution, analytically or 
numerically. A second main reason - we would say more physical - comes 
from the fact that over the years, more and more experimental realisations 
of these systems appear. New concepts emerge from such studies as the 
ones included in the phenomenology of Luttinger-liquids [18], 

[6]. 
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Among the technical methods proper to the one dimensional geome- 

try, one may cite the Bethe ansatz [19], the bosonization techniques [18], 
and, more recently, the Density-Matrix Renormalization Group (DMRG) 
method (20, 21] and a closely related scheme which is directy considered in 
this note, the Recurrent Variational Approach (RVA) [22, 21]. The two first 
methods are analytical and the third one is numerical; the RVA method is 
in between. 

The RVA, presented here, is a variational method invented recently in 
the context of spin-ladders [22]. It is a method very closely related to the 
DMRG scheme with the main differences coming from the fact that only 
one state is retained as the best candidate for the ground state in the RVA 
on the contrary to the DMRG which considered much more states [21]. 
Most often, the results obtained with it are less accurate than the DMRG 
ones, but it is much easier to get a physical insight into the problem; the 

analysis of the results is simpler and the RVA could provide a ”physical” 
picture of some phenomena which we believe, are of utmost importance in 
the field of conjugated polymers where the most important ingredient, are 
still not fully recognized [23]. 

This note is organized as follows. In section II, the RVA is presented us- 
ing the example of the two-leg spin ladders. In section III, the RVA method 
is applied to the study of the dimerized chain described by the Extended 
Peierls-Hubbard model. A nice similarity between the two-leg ladder and 
this system is pointed out and comparisons with DMRG calculations are 
made. We conclude in section IV and give some reasonable perspectives. 

2. RVA method applied to two-leg spin ladders 

A spin ladder is an array of coupled spin chains. The horizontal chains 
are called the legs, the vertical ones, rungs. In the case of spin one-half 
antiferromagnet spin-ladders, these systems show a. remarkable behaviour 
in function of the number of leg: there is a gap in the excitation spectrum 
of even-leg ladders and, on the contrary, no gap in the excitation spectrum 
of odd-leg ladders. In terms of correlation lengths, this means that there is 
short (long) -range spin correlation in even (odd) -leg ladder (see [24] for 
a review). 

The even-leg ladders show a spin-liquid ground state described by a 
Resonance Valence Bond (RVB) state introduced by P.W. Anderson m[25]; 
such system may be efficiently described by using a direct-space method 
as the DMRG and RVA ones. In this note, we will consider only the sim- 
plest even-leg ladder, the two-leg ladder, and we will describe it with the 
simplest RVB state, the Dimer-RVB state where the elementary singlets 
are between two nearest-neighbour sites. This problem is easily solved by 
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using the RVA method [22]. Moreover, with the same scheme, it is possible 
straightforwardly to go beyond the simple Dimer-RVB state by considering 
more extended elementary singlets [22] , and to study more complex systems 
a.s the four-leg ladders for instance [26]. In principle, this method should 
be relevant for every one demensional system with exponentially decreasing 
correlation lengths as conjugated polymers. 

In this note we consider the simplest case given by the two-leg ladder 
(see figure (1)). The corresponding Hamiltonian is the following 

(1) 

where J (J') are the exchange integral for the leg (rung) with J > 0 (J' > 
0). N denotes the number of rungs of the ladder and open periodic boundary 
conditions have been assumed. 

Figure 1. 
constants: J for the links in the legs: and J' for the vertical rungs. 

The two-leg ladder with an AF-Heisenberg model described by two coupling 

In the limit where J' is much larger than J, the ground state of (1) is 
simply given by the product of singlets localized along the rungs (see fig. 
(3)). Starting from this limit, one may include fluctuations around it to 
treat the general case described by the Hamiltonian (1). A minimal way to 
do it, is to consider instead of singlet on rungs, pairs of nearest neighbour 
singlets on the leg; these local fluctuations are called resonon in the rest of 
the paper. Therefore, the resonance mechanism – in the sense of Pauling 
[27] – we will consider in the following are represented in figure (2). 

With the two selected local configurations, the singlet localized on a 
rung and the resonon, we have to generate the corresponding Hilbert space; 
the configurations are characterized by the number of resonon: M, and their 
positions, {xi}, as it is shown in the next examples. The Hilbert space is 
split according to the number of resonon; we have then to consider 

— the zero-resonon sector with one unique state |0) (Fig. 3), 
— the one-resonon sector with the states {|x1)} (Fig. 4), 
— the two-resonon sector with the states {|x1,x2)} (Fig. 5), 

etc ... 
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Figure 2. 
in an elementary plaquette of four sites. 

The basic bond resonance mechanism between horizontal and vertical bonds 

Figure 3. 
singlets. It is the reference state in the strong coupling limit J’ » J . 

The zero-resonon state |0) in a two-leg ladder. It is made of all vertical rung 

- the, N 
_ 
2 -resonon sector with one unique state |x

1
,x

2
,..., x

M
) (Fig. 6). 

With this classification of states we may write the following generalized 
Dimer-RVB state for a two-leg spin ladder, 

(2) 

where the sum is taken over all sectors with M resonons and u, is the 
amplitude for a resonon. Here u is a variational parameter to be determined 
upon minimization of the ground-state energy. As a result, it is a function 
of the ratio of couplings, namely, u = u(J/J’). 

Since we kept only two very localized building blocks, it is possible to 
generate the state (2) in a recursive manner which we present now. 

2.1. RECURRENCE RELATIONS FOR THE WAVE FUNCTION 

Denoting by |N) a generic RVB state (2) for a two-leg ladder 
of N rungs, there are only two possibilities or movements to create generic 
RVB states of higher length, namely, 

— addition of one vertical rung to create the state | N + 1 ), 
— addition of one pair of horizontal bonds (resonon) to create |N + 2). 

From these arguments we can establish that the Dimer-RVB states (2) 
satisfy a recursion relation (RR) given by, 
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Figure 4. A generic one - resonon state |x1) in a two-leg ladder. 

Figure 5. A generic two-resonon state |x1, x2) in a two-leg ladder. 

(3) 

where the state denoted by is a vertical rung at position N + 2 and 
is made up of a pair of horizontal bonds located between the 

rungs at (N + 1, N + 2), i.e., 

(4) 

where denotes a singlet between the sites N and 
Using (3) one can generate recursively the Dimer RVB state |N) from 

previous states with lower length and estimate variationally the ground- 
state energy as, 

(5) 

The value of u is fixed by minimization of (5). 

2.2. RECURRENCE RELATION FOR THE NORM 

To compute the norm of the states (2) let us define 

ZN = (N|N) (6) 

The two selected local configurations are not orthogonal, it is then conve- 
nient to define an auxiliary function YN as follows, 

(7) 
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Figure 6. The all-resonon state |x1, x2, . . . ,x N
- ) in a two-leg ladder. 
2

The second order RR’s for the states leads (3) to a closed set of RR’s for 
the overlaps ZN, YN, namely, 

(8) 

where we have made use of the result, 

(9) 

The RR’s (8) together with the initial conditions 

(10) 

determine ZN and YN for arbitrary values of N as functions of u. 
Note that instead of introducing the function YN, it is also possible 

to make first linear combination of our building blocks, making used of 
(9) [28], in order to guaranty the orthogonality between the selected local 
configurations. The overlap would then be given by only one recurrent 
relation as it will be the case in the next section. 

2.3 
THE HAMILTONIAN 

The expectation values of the Hamiltonian can be determined following the 
same steps outlined above. To this end, we introduce the quantities 

RECURRENCE RELATION FOR THE EXPECTATION VALUE OF 

(11) 

To obtain the RR’s satisfied by EN, DN, one splits the Hamiltonian HN of 
a two-leg ladder of length N (1) into two pieces: 

(12) 

where HN–1 is the Hamiltonian of length N — 1 and HN–1,N is the rest 
of the whole HN Hamiltonian, HN–l,N         HN – HN–1, which is made of 
one vertical rung and two horizontal links. With this splitting and using 
(3) and (6), we obtain 
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(13) 

where = –3/4 is the lowest eigenvalue of the operator S1 . S2. 
The initial conditions for EN and DN are 

(14) 

The RR’s for the energies involve the norms of the states and depend both 
on u and the coupling constants J’, J. 

By working with orthogonal building blocks [28], it is also possible to 
go back to only one recurrent equation for the expectation value as for the 
norm; this will be the case in section 3. 

2.4. RESULTS FOR THE VARIATIONAL GROUND-STATE ENERGY 

The ground-state energy for a ladder of length N is estimated. In the 
thermodynamic limit N            one can find a closed expression for the 
density energy per site [22], 

(15) 

in terms of three polynomials P, Q, R evaluated at the biggest root of the 
cubic polynomial Q(y). Finally one looks for the absolute minimum of 
by varying the parameter u. In Table 1 we show the ground-state energies 
per site for different values of the coupling constant ratio J/J’, varying 
through strong, intermediate and weak coupling regimes. 

In the strong coupling regime J/J’ < 1 the RVA states give a slightly 
better ground-state energy than the mean field result. This latter state 
produces rather unhysical results for J/J’ > 1, which does not occur in 
our case. The RVA results compare also well with the exact results for 
J1 J. 

The RR’s can also be used to compute the spin correlator (Si . Sj) 
which has an exponential decay behaviour exp(–|i with the spin 
correlation length which satisfies the equation 

(16) 

where = For J = J’ one finds = 0.737, which can be compared with 
its exact value given by 3.2. The latter results imply that at the isotropic 
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point the bonds extended over three rungs are quite important. The sim- 
plest improvement of the Dimer-RVB state is to add a bond of length 
analogue to a knight move, shown in figure (7); this first improvement leads 
to a third order RR. The ground state energy per site of this state is given 
by -0.5713 while the spin correlation length is 0.959. Hence there is an 
improvement in both quantities but still one needs longer bonds. 

Figure 7. Local configurations extended over three rungs (the knight move). 

The RVA method has already been applied to several model systems: to 
the Heisenberg two-leg ladder as we have seen above [22] and to two gener- 
alizations of it, the t-J [32] and the Hubbard [33] two-leg ladders where the 
t-J and the Hubbard Hamiltonian, respectively, are defined on the lattice 
represented in the figure (1); it has been also applied to other ladders, the 
four-leg ladder [26] and the diagonal ladders [34], and to the spin–1 chain 
[35]. In this latter case, very accurate calculations have been made by con- 
sidering several local configurations (instead of our two retained here) ; the 
results are compared with Density Matrix Renormalization Group (DMRG) 
calculations [31]. We see that, in any case, the comparison are very good 
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TABLE 2. Here m is total the number of multiplets, NA is the number of independent 
variational parameters? dJ is the number of multiplets with spin J, is the g.s. 
energy density of the matrix-product state (DMRG): 1 - Pm is the probability of the states 
truncated out, in the DMRG and is the spin correlation length of the MP state. The 
exact, results are given by = 1.4014845 and = 6.03 [31] 

and even sometimes the RVA method gives better results than the DMRG 
(see Table 2). A more complete review about RVA can be found in the 
following reference [21]. 

3. RVA method applied to conjugated polymers 

The low-energy properties of conjugated polymers involve 
Usually, they are described by the use of effective models as the well- 
known Pariser-Parr-Pople Hamiltonian [7, 8]. This model includes both 
electron-phonon interaction (semi-classically) and a long range Coulomb 
interaction. The characteristic values for each kind of energetic contribu- 
tion! kinetic, electron-phonon and electron-electron terms are approxima- 
tively of the same order of magnitude [17]; in this regime, the study of 
the PPP Hamiltonian – or some other short versions of it – are really not 
obvious. 

Compared to the previous model used in section (2), the spin 1/2 anti- 
ferromagnetic Heisenberg model for a two-leg ladder, the PPP – or related 
– model is much more complicated: the long-range part of the Coulomb 
interaction is very difficult to treat and the dynamical variable are still 
not only spin but electron which involves spin and charge degree of free- 
dom. However, due to the alternance between monomers, which can be 
large, and the link (the single bond) between the monomers, we will un- 
derline in this work a remarkable similarity between conjugated polymers 
and two-leg ladder. A similar wave function than (2) are proposed here for 
conjugated polymers - the rung of the ladder is played by the monomer and 
the resonon excitation of the two-leg ladder by a set of intermonomer fluc- 
tuations [36, 37]. We believe this wave function a natural and good starting 
point for further refinements. 
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We choose as model system the simplest conjugated polymers - the 
trans-polyacetylene. This compound shows a. dimerized structure with an 
alternance between double bond (1.35Å) and single bond (1.45Å); the 
monomer is then simply a double bond (see figure (8)). The electrons 
are assumed to be effectively describe not by the full PPP Hamiltonian but 
by the Extended Peierls-Hubbard model (EPH) [17, 14], a short version of 

it) for simplicity 

(17) 

The operator creates (annihilates) an electron of spin at site n, 

=                and nn =                     t is the nearest–neighbour hopping term 
without dimerization, is the usual dimerization order parameter, U is the 
on-site Hubbard repulsion and V  is the nearest-neighbour charge density 
– charge density interaction. We will note in the following for convenience, 
td = t + and t, = t - the hopping term for the double and the single 
bond respectively. 

Figure 8. 
levels associated with each double–bond. 

Model for the trans-polyacetylene and the system of bonding – antibonding 

Because of the dimerization, the one electron density is more pronounced 
on the double bonds than on the single bonds; this is more and more ap- 
parent when the dimerization increases. More generally, this is the case 
for every conjugated polymers where the one-electron density is peaked on 
the monomer region. In this sense, conjugated polymers are not strictly 
one dimensional systems but rather intermediate between quasi-zero and 
quasi-one dimensional systems [36, 37, 38, 39]. It seems then convenient to 
perform a unitary transformation which favours the orbitals localized on 
the monomers, in our case, on the double bonds. The new operators are 
then given by 

(18) 
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These operators create or annihilate electrons in the corresponding bond- 
ing or antibonding orbitals of the double bond n (see figure (8)). 

As for the case of the two-leg ladder, we select the Local Configurations 
(LC) which are the much important for the ground state wave function. This 
selection of the relevant LC is made by combining energetic and symmetry 
considerations. For that purpose, we use the electron-hole symmetry oper- 
ator, to classify the LC. On the Fock space of a single site n, the action 
of this operator are summarized as follows [40] 

(19) 
The electron-hole symmetry operators for several site is just given by 

the direct product of such single site operator J =       n               
^

 

The electronic configurations can be split into two classes of electron- 
hole symmetry denoted by (+) and (-). The ground state is in the (+) 
sector, J^ | GS >=| GS >; therefore we select, the lowest LC in energy 
which belong to this class of symmetry. We kept only four of such LC, 
represented in figure (9) which mere shown as the most important ones in 
finite cluster diagonalizations [10]. We present briefly now these LC; their 
associated creation operator and their energy. They are classified in two 
categories following their extension: the LC localized on one double bond 
are called Molecular Configurations (MC) – to underline the analogy with 
molecular crystals; the LC extended over two nearest-neighbour double- 
bonds are named Nearest-Neighbour-Intermonomer-Fluctuations (NNIF). 
In such classification, the singlet on the rungs of the previous section enters 
in the first class and the resonon in the second one. 

Figure 9. The set of local configurations considered in this work for the dimerized 
chain; a) the F-LC b) the D-LC c) the Ct1-LC and d) the TT -LC made by combining 
two localized triplet symbolized by the T on the figure. 

3.1. MOLECULAR CONFIGURATIONS (MC) 

The MC are the LC completely localized on the monomers. They give an 
appropriated description of the system in the strong dimerized limit. There 
is two kinds of MC in the (+) electron-hole symmetry sector [36, 37]. 
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– In the first, the monomer n is in its ground state; it is described by 
the following creation operator 

(20) 

For a reasonable choice of parameters, this is the lowest LC in energy 
so that we choose as reference state 

(21 ) 

where | Vacuum > is the state without any electron. With respect to 
this reference state, the local operator is simply given by the Unity 
In. We have named this LC, F-LC,. In the following all the creation 

operators and the energies are defined with respect to | 0 >. 
– In the second, the monomer n is doubly excited; this LC is associated 

with the following local operator 

(22) 

with energy given by = 4td. This LC introduces electronic correla- 
tion inside a particular double bond. We have named this LC D-LC. 

Notes that the LC where a. monoexcitation take place in a double bond, 
let’s call it S-LC, lower in energy than the D-LC, is in the (-) electron-hole 
symmetry sector; therefore, it will be a local constituent for excited states 

These two LC are the analogue of the singlet along the rung for the 
[36]. 

two-leg ladder. 

3.2. NEAREST-NEIGHBOUR-INTERMONOMER-FLUCTUATIONS (NNIF) 

With the two MC, the electrons are coupled by pairs on the double bonds 
and the resulting picture is the one of a molecular crystal in its ground 
state [36, 41, 39]; the analogue for the two-leg ladder is given by the state 
| 0 > represented in figure (3) with only singlets along the rungs. This 
crude picture is obviously not adapted for conjugated polymers where 
electrons are delocalized on the whole chain. As in the case of the two-leg 
ladder, fluctuations must be included in our treatment, we talk in this case 
of intermonomer fluctuations. This will be done in a somehow ’minimal’ 
way by considering the two following LC, extending over two double bonds 
only [36, 37]. 

– In the first, one electron is transfered from one monomer to the nearest- 
neighbour one; this operation is associated with the local operator 
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written as 

(23) 

with energy ct = This LC introduces some nearest-neighbour 
intermonomer charge fluctuation reproducing in a minimal way the 
conjugaison phenomenom. We named this LC, Ct1-LC. 

– In the second, some intermonomer spin fluctuation is introduced by 
combining two n.n. triplets into a singlet; the corresponding operator 
is 

(24) 

with energy given by = 4td – (U - V ); this LC is named TT -LC. 

There is more LC extended over two n.n. double-bonds within the (+) 
electron-hole symmetry class – and, of course, there is much more LC more 
extended – but we believe the two selected ones are the more important [37]. 
For instance, we saw that the S-LC is in the (-) class of symmetry, however, 
with the simple product form of the electron-hole symmetry operator, a LC 
with two S-LC - or more generally with an even number of S-LC - is in 
the (+) class of symmetry and should be considered here [37]. However, 
this kind of LC are sufficiently high in energy to be reasonably neglected. 

These two LC are the analogue of the resonon configuration for the 
two-leg ladder. 

3.3. RECURRENCE RELATION FOR THE GROUND STATE WAVE 
FUNCTION 

With our choice of four LC, all possible electronic configurations are then 
build up. They are characterized by the number of D, Ct1 and TT-LCs, nd, 
net and ntt respectively, and by the positions of these different local con- 
figurations. The positions of the D, Ct1 and TT -LCs are labelled by the 
coordinates z(k) (k = 1, ..,nd), y(j) (j = 1; ..,n et) and x(i) (i = 1; ..,ntt) re- 
spectively; implicitly, the necessary non-overlapping condition between LC 
is supposed to be fulfilled all along the paper. The electronic configurations 
are then expressed as 

(25) 
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We look for a ground state of the following form 

(26) 

where uƒ, ud. uIF, uet and utt are parameters to be determined and where 
the summation runs over all the possible configurations. 

This state is a kind of generalization of the Dimer-RVB state of the 
two-leg ladder. The singlet on the rung is replaced by a two component 
MC, which contain F-LC and D-LC, and the resonon is replaced by a two 

component NNIF, which contains Ct1-LC and TT -LC. By analogy with 
the previous case, we can write a recurrent relation followed by the wave 
function (26); it is given by 

(27) 

where |FN > and |DN > are the MC created by FN
|-

  and         respectively 
and |CtN-1,N > and |TTN-1,N > are the NNIF created by the CtN-1

|-
  

and + TTN-1 respectively. There are two constraints due to normalization to 
be fulfilled by the coefficients, explicitely + = 1 and + = 1. 
Among the five parameters three remain free and have to be determined 
variationally by minimalization of the total energy per unit cell. 

3.4. 

The energy per unit cell for a polymer is given again by 

RECURRENCE RELATIONS FOR THE ENERGY 

(28) 

(29) 

where 

These two quantities, the expectation value and the norm of the wake func- 
tion, are solutions of a set of coupled recurrent relations, as for the two-leg 
ladder case. In this case, they are simpler because the selected LC, MC and 
NNIF. are orthogonal; we don't have then to consider quantities as DN and 
YN and, finally, we get only two coupled recurrent relations instead of four 
in the previous section 
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TABLE 3. Energies per site from DMRG and
RSA calculations, eoo

DMRG   and           respectively, 
for U = 3t and V = 1.2t 

(30) 

(31) 

where is the correlated ground state energy of a double bond given 
by 

and W(uƒ,uIF,uct) expressed the energy of the NNIF-LC and their cou- 
pling with the MC 

(32) 

(33) 

With the two recurrent relations, we associated the following natural initial 
conditions Z0 = Z1 = 1 and E0 = 0, E1 = 

The set of equations (30) and (31) together with the definition (32), 
(33) and the initial conditions aforementioned, can be solved analyticaly 
and are also really natural to implement on a computer. 

In the following, comparisons are made with Density Matrix Renormal- 
ization Group results [20, 14, 21]. A finite system DMRG algorithm is used 
to calculate the ground state energy for several chain lengths up to four 
hundred sites and the energy per site is then extrapolated to the infinite 
lattice limit. The numerical error in the energy per site of the infinite lattice 
is estimated to be of the order of l0-4 or smaller. We compare the RVA 
results with these extrapolated values. 

A reasonable choice of parameters for the polyacetylene is given by 
U = 3t and V = 1.2t [13, 15]. In table 3, we show the energy per site oh- 
tained from DMRG and RVA calculations for different values of the dimer- 
ization parameter  . For = 2, the chain is fully dimerized: the results 
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given by the ansatz (26) is then very accurate per construction. Next, the 
accuracy of the RVA results decreases when the dimerization decreases; 
this appear clearly in the table 3. For values relevant for conjugated poly- 
mers, larger than 0.25, the energy approaches 90% of the DMRG energy; 
we think these results satisfactory according to the relative simplicity of 
our proposed trial wave function (26): only four local configurations are 
retained! This wave function is, in a sense, an extrapolation of the wave 
function analysed in small cluster calculations [10], to an infinite lattice. Of 
course some improvements are suitable and may include more extended LC; 
by the way, works are currently in progress in that direction by using again 
the Recurrent Variational Approach [42]. Nevertheless, we believe the wave 
function (26) sufficient to get a first explanation of some physical phenom- 
ena, as the very strong linear absorption due to excitonic states observed in 
polydiacetylenes [36]. 

Figure 10. Relative errors of the RVA results compared to the DMRG ones. The unfilled 
symbols are for calculations where U > 2V  these choices give a BOW ground state. On 
the contrary, the filled triangles correspond to calculations where U < 2V ; then a CDW 
ground state is stabilized. 

Last, it is well known that the ground state of the EPH model shows 
a Bond Order Wave if U > 2V  and a Charge Density Wave in the other 
case [43]. In figure (10), we show the relative error of the RVA results 
compared to the DMRG ones for several choices of Coulombic parameters 
in function of the dimerization parameter  , in the two different regimes. 
Once again, the results show clearly that our ansatz is better when 
increases. Moreover, its behaviour seems different in the two sides of the 
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transition, this is natural since our ansatz is not appropriated to describe 
properly a Charge Density Wave. 

4. Conclusions and Perspectives 

To conclude, we have presented in this note the Recurrent Variational Ap- 
proach and, more specifically, its first application to the electronic structure 
of conjugated polymers. The ansatz built here (26), shows some nice simi- 
larities with the trial state (3) made for the two-leg ladder. 

By comparisons with Density Matrix Renormalization Group calcula- 
tions, we think this trial wave function encouraging and a good starting 
point for further improvements [42]. Moreover, we believe such kind of 
simple wave functions useful to get some analytical insight into physical 
phenomena. [36, 37]. 

Two natural extensions of this work are currently in progress: first, it, is 
possible, in some extents, to improve the simple ansatz (26) by including 
more local configurations [42]; second, it is also possible to apply the method 
to other conjugated polymers of current interests as the poly-paraphenylene 
and the poly-paraphenylenevinylene. 
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EFFECTS OF SOLVATION FOR (R,R) TARTARIC-ACID AMIDES 
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Abstract. A review of the most recent applications of the semi-empirical solva- 
tion method (SM) as well as results of calculations for (R,R) tartaric-acid amides 
are presented. Solvation models (SMx) have shown to be efficient in predicting 
solvation effects for various organic molecules. Effects of solvation, as calcul- 
ated with the use of SM5.4, alter conformational preferences of isolated mole- 
cules of (R,R) tartaric-acid amides, so that in water solution the lowest-energy 
conformer of the primary amide with respect to the main carbon chain is the 
trans (T) conformer while for the tertiary amide it is the gauche minus (G-) con- 
former. The lowest-energy structures of isolated molecules for these amides are 
gauche plus (G+), stabilized by intramolecular hydrogen bonds. The calculated 
results are in agreement with the experimental data, which indicate that both in 
crystal structure and in polar solution the T- and G- conformers are observed for 
the primary and tertiary amides, respectively. In addition, in non-polar chloro- 
form solvent the G+ structure of the tertiary amide can be observed. 

1. Introduction 

(R,R )-tartaric acid (see Figure 1) and its salts hold a crucial role in the history of 
stereochemistry. Pasteur [1] discovered the enantiomers and Bijvoet et al. [2] as- 
signed an absolute configuration to the very first organic molecule while study- 
ing (R,R )-tartaric acid salts. Currently, (R,R )-tartaric acid and its derivatives are 
widely used in resolution of chiral amines [3-5] and as chiral auxiliaries in many 
asymmetric syntheses [6-15]. Moreover, (R,R )-tartaric acid amides have been 
successfully used in designing biodegradable polymers [16, 17]. 
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Figure 1. Zig-zag formula of (R,R)-tartaric acid and its derivatives. X = NH2 
for the diamide and X = N(CH3)2 for the N,N,N’,N’-tetramethyldiamide. 

Computational efforts to describe the conformational preferences of (R,R)- 
tartaric acid and its derivatives - mainly for isolated molecules - were made re- 
cently [18-25]. The conformations of these molecules also attracted attention 
from experimental chemists [22-40]. (R,R )-tartaric acid and its dimethyl diester 
were observed in crystals, in conformations with extended carbon chain and pla- 
nar   -hydroxy-carboxylic moieties (Tss and Tas for the acid and the ester, res- 
pectively) [25-28] (see Figure 2). The predominance of the T-structure was also 
shown by studies of optical rotation [31], vibrational circular dichroism (VCD) 
[23], Raman optical activity [32, 35], and nuclear magnetic resonance (NMR) 
[22, 33, 34]. The results of ab-initio and semiempirical calculations indicated 
that for the isolated molecules the Tss and Tas conformers were those of lowest 
energy [22, 21, 23, 25]. It should be noted, however, that early interpretations of 
NMR and VCD studies indicated that for the dimethyl diester of (R,R )-tartaric 
acid the G+ conformation is favored [36-38]. 

Conformations of primary, secondary, and tertiary amides of (R,R)-tartaric 
acid, both symmetrically and asymmetrically substituted, have been studied ciys- 
tallographically [22, 24, 29, 30-40] Moreover, ab initio studies up to MP2 / 6- 
3 lG*//RHF/6-3 lG* level [41] for both the diamide and N,N,N’,N ’-tetramethyl- 
diamide of (R,R)-tartaric acid have been carried out [20, 22]. X-ray results have 
shown that primary and secondary amides of (R,R )-tartaric acid tend to adopt a 
conformation with the extended carbon chain – the Taa structure. In this Taa 
conformation both the   -hydroxy-amide moieties form planes and the structure 
gains stabilization from hydrogen bonding between donors, the NH, and accep- 
tors, the proximal OH groups. Moreover, the Taa structure is favorably stabili- 
zed by the attraction of antiparallel local dipoles formed along distal Csp3H and 
Csp2=O bonds [18, 21, 22]. 

In the case of tertiary amides, the planar arrangement of   -hydroxy-amide 
moieties is not favored due to bulky substituents. The repulsion between the N- 
alkyl substituents and the hydrogen atom attached to the distal Csp3 atom desta- 
bilizes the T structures of tertiary amides of (R,R )-tartaric acid [18, 21, 22]. As a 
result, the N,N,N’,N’ -tetramethyldiamide of (R,R )-tartaric acid is found in crys- 
tals in the G-p+p+ conformation, in which the main carbon chain is bent and the 
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  -hydroxy-amide moieties do not form planes but the O-Csp3-Csp2=O torsion an- 
gle is about 90° [29, 39]. 

s (synplanar) a (antiplanar) p+ (perpendicular) 

Figure 2. Rotational profiles of (R,R)-tartanic acid and its derivaties (a) Rotation around 
the Csp3-Csp3 bond and (b) rotation around the Csp3-Gsp2 bond. X = NH2 or N(CH3)2 . 

In contrast to the X-ray results, ab initio calculations of the isolated molecu- 
les of primary, and tertiary amides indicated that for these molecules the G+aa 
structure is favored. The driving force being hydrogen bonds between distal OH 
and C=O groups and in the case of the primary amide hydrogen bonds with NH 
groups as donors and proximal OH as acceptors [20, 22]. 

The differences between the crystallographic results and ab-initio calculations 
appear to be in line with NMR studies. NMR analyses indicated that in a polar 
solution of N,N,N’,N’ -tetramethyldiamide of (R,R)-tartaric acid the G-conformer 
predominates, whereas in a nonpolar solution in chloroform there is a significant 
amount of the G+ conformers [22]. 

These differences stimulated our interest and prompted us to study the effects 
of solvation on (R,R)-tartaric acid amides. Encouraged by the widespread usage 
of AMSOL [42] (vide infra) we decided to use it to calculate Gibbs free energies 
of hydratation. We performed the calculations with the use of the solvation mo- 
del SM5.4 [43-46] and hamiltonian PM3 [47] for all structures, optimized at the 
RHF/6-31G* level [20]. 

2. Computational methods 

Solvation models (SMx) are semi-empirical models that introduce into calcul- 
ations the effects of solvents, for example water [43. 48-52], alkanes [53, 54], 
chloroform [46], and others [44]. They were developed by Donald G. Truhlar, 
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Christopher J. Cramer and their co-workers during the last decade [61, 100, 55, 
56]. In SMx, terms responsible for cavity foimation. dispersion, solvent structure 
and local field polarization are present [51, 57]. The solvation energy is obtained 
via the usual approximation that the solute. treated at the quantum mechanical 
level, is immersed in an isotropic polarizable continuum representing the solvent. 
Therefore the standard free energy of the solute in solution can be expressed as: 

(1) 

where Gº (gas) is the gas phase solute energy and is a free energy of solva- 
tion. 

The solvation energy is written as: 

(2) 

where GCDS (cavitation-dispersion-solvent structure) is the contribution of the 
first-shell solvation effects to the standard-state transfer free energy, and 
(electronic-nuclear-polarization) includes the change in electronic and nuclear 
internal energy of the solute and the electron polarization free energy of the sol- 
ute-solvent system upon insertion of the solute into the solvent. Furthermore, the 
first-shell solvation term is expressed as: 

(3) 

so that the assumption of proportionality of the solvent-accessible surface and of 
the cavity energy is explicitly shown. In this equation, is the atomic surface 
tension of atom k and Ak, which is the solvent-accessible area of atom k, is a 
function that depends on the van der Waals radius for the k-th atom and on the 
radius of the sphere encompassing an explicit solvent molecule. Obviously, the 
solvent-accessible area does not include regions that overlap with the cognate 
spheres computed for all other atoms surrounding the k-th atom and must there- 
fore be reevaluated during each geometry optimization step in order to reflect 
changes in the molecular conformation. 

The term, called the electrostatic term, can be written as: 

(4) 

where Gp represents the polarization free energy, and is the change in the 
solute’s internal free energy upon insertion in solution - approximated, as usual, 
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as the change in the sum of electronic total energy and nuclear repulsion energy 
of the solute in going from the gas phase to solution. 

The polarization free energy of inserting a molecule in a medium of dielectric 
constant is expressed in the generalized Born approximation for multi-centered 
systems as: 

(5) 

where k and k’ are atomic centers, qk is the partial charge on atom k, and ykk’ is a 

Coulomb integral. The Coulomb integrals ykk’ are modeled such that they 

reduce to the self Coulomb integrals ykk when the distance Rkk between identical 

atoms tends to zero, and at large distances they are asymptotic to 1/Rkk , where 

Rkk is the interatomic distance between k and k’. The expression for Coulomb 
integrals ykk is: 

(6) 

where is an effective atomic radius and dkk is an empirically optimized con- 
stant. Ckk, was introduced in the SM1–SM3 models to correct empirically cer- 
tain trends in experimental data. However, in the SM5 solvation models Ckk, is 
equal to zero. 

In this work we were using SM5.4 aqueous model, [43] in which the solute 
Hamiltonian is modeled using NDDO molecular orbital theory – AMI or PM3 – 
with class IV atomic charges from the CM 1 A and CM 1 P charge models [61]. In
these CM1A and CM1P charge models, charges are obtained from one electron 
density matrix by a semiempirical linear mapping. These charges have two ma- 
jor advantages. Firstly, they make up for errors intrinsic to replacing a continu- 
ous charge distribution by a set of distributed point charges because the mapping 
from which they are obtained is chosen to minimize errors in the physical obser- 
vables predicted from point charges. Secondly, they make up for deficiencies in 
the semiempirical wave function from which they are obtained because the para- 
meterizations are chosen to minimize deviations from experiment. 

All calculations were performed with the AMSOL 6.5.3 package [42] on the 
Cray J916 in Poznan Supercomputing and Networking Center. 



194 

3. Use of SMx solvation models 

The SM2/AM1 model was used to examine anomeric and reverse anomeric ef- 
fects and allowed to state that aqueous solvation tends to reduce anomeric stabil- 
ization [58]. Moreover, SM2/AM1 and SM3/PM3 models were accounted for in 
calculations of the aqueous solvation effects on the anomeric and conformation- 
al equilibria of D-glucopy-ranose. The solvation models put the relative ordering 
of the hydroxymethyl conformers in line with the experimentally determined or- 
dering of populations. The calculations indicated that the anomeric equilibrium 
is controlled primarily by effects that the gauche/trans O-C6-C5-O hydroxyme- 
thyl conformational equilibrium is dominated by favorable solute-solvent hydro- 
gen bonding interactions, and that the rotameric equilibria were controlled main- 
ly by dielectric polarization of the solvent [59]. On the other hand, Monte Carlo 
results for the effects of solvation on the anomeric equilibrium for 2-methoxy- 
tetrahydropyran indicated that the AM1/SM2 method tends to underestimate the 
hydration effects for this compound [60]. 

The SM4/AM1 method with the charge model CM 1 A [61] was employed to 
account for solvation effects during the study on relative stability of alternative 
chair forms and hydroxymethyl conformations of þ-D-glucopyranose. The res- 
ults indicated that the conformation with axial OH groups is significantly further 
destabilized in solution in relation to the conformer with equatorial OH groups. 
This finding was elucidated as the result of favorable electrostatic polarization 
and hydrogen bonding interactions with the first solvation shell for the equator- 
ial conformer [62]. Similarly, the SM5.4/AM1 method was used in calculating 
free energies of solvation for exo-anomeric effects for different conformers of 
glucose and related systems. It was concluded that solvation effects reduced the 
energetic stabilization associated with the exo-anomeric effect in the tetrahydro- 
pyrans and that in glucose and glucoside systems solvation effects oppose the 
formation of intramolecular hydrogen bonds [63]. 

During the quantum mechanical conformational analysis of 1,2-ethanediol, 
aqueous solvation effects were taken into account via SM1a/AM1, SM2/AM1 
and SM3/PM3 methods. By adding calculated free energies of solvation to gas- 
phase free energies it was found that the trans population increased from 2% (in 
gas phase) to 12% (in water solvent) and that the portion of conformers having 
no internal hydrogen bond increased from 17% to 25%. The calculated results 
were in reasonable agreement with experimental data both in the gas phase and 
in aqueous solution [64]. 

The SM2/AM1 model performed well in predicting free energies of hydrata- 
tion for the substituted benzenes [65]. The use of the SM2/AM1 model to assess 
solvation effects allowed to propose a mechanism for the cis-trans isomerization 
of diazene, which proved consistent with experimental observations [66]. The 
results obtained indicated that trace amounts of acid can rapidly protonate trans 
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N2H2 to form N2H2
+ and that N2H2

+ can lose a proton to form either the cis or 
trans isomer in an equilibrium ratio. 

The SM2.1/AM1 model was used to calculate solvent effects for bioactive 
isoxazoline and oxime derivatives obtained in reaction from 7-ketolignans [67]. 
Solvent effects on the conformation of a synthetic N-methylpiperazine derivative 
which shows antihelminthic potency and binds to minor groove of B-DNA were 
estimated by Monte Carlo free energy simulations with explicit solvent represen- 
tation and SM1/AM1 model. The authors concluded that the SM1/AM1 model 
provides a good qualitative description of the variation of the solvation free en- 

ergy during conformational changes at a fraction of the cost of free energy simu- 

lations including explicit solvents [68]. 
A computational study of substituent and solvent effects for conformational 

preferences of 2-phenethylamines and on the intramolecular amine-aryl interac- 
tions in charged and neutral molecules was carried out up to MP2/6-311++G(d,p)/ 
/MP2/6-31G(d,p) level and solvent effects were accounted for using SM2/AM1 
methods. The best agreement with experiment was obtained when the high level 
ab initio results were combined with the SM2/AM1 calculated effect [69]. The 
effects of aqueous solvation on the conformational properties of a conformation- 
ally restricted analogue of a dipeptide – phenylalanine – were studied by means 
of the SM2/AM1 method. Results indicated that the rotational barriers between 
the minima were lower in aqueous solution than in gas phase, which was in good 
agreement with experimental observations that most small peptides in aqueous 
solution consist of a large number of rapidly interconverting structures [70]. 

Similarly, the effects of solvation on the conformational properties of coca- 
ine and its two potent substitutes were calculated with SM2/AM1 and, based on 
the calculated increased pKa values, decreased conformational flexibility, and 
decreased aqueous solvation, the authors proposed a model explaining the in- 
creased binding affinity of the studied cocaine substitutes to the cocaine receptor 
[71]. SM2/AM1 and SM3/PM3 models were exploited during the comparison 
of experimental and theoretical structures of a transition state analogue used for 
the induction of anti-cocaine catalitic antibodies. Results implied that accurate 
modeling of the potential energy surfaces for the hydrolysis of cocaine requires 
solvation methods like SMx [72]. The SM2/AM1 computational analysis gave 
insight into the role of solubility and the positioning of the 3þ-substituents in ec- 
gonine methyl esters for inhibition of cocaine binding and dopamine uptake. The 
results indicated that more favorable aqueous solubility contributes to a decrease 
in experimental binding values due to additional energy required to desolvate the 
analogues as they interact with the cocaine binding site [73]. 

Moreover, the SM2/AM1 calculations indicated that free energy terms asso- 
ciated with cavity formation, solvent reorganization, and dispersion interactions 
can be correlated to binding affinity, activation and neural response at the L-ala- 
nine receptor. From the consideration of this model, molecular features of the 



196 M. HOFFMANN AND J. RYCHLEWSKI 

analogues that were important for binding and neural response were deduced, 
and other analogues or ligands were developed and tested [74]. 

The SM2.1/AM1 solvation model was used to calculate the aqueous potential 
energies in modeling hydrogen bonds during calculations of the potential energy 
surface for intermolecular amide hydrogen bonds [75]. In a study on relative sta- 
bility of trimethylamine – formic acid versus trimethylammonium formate SM2 
/AM1 as well as SCIPCM method [124] were used to assess solvation free ener- 
gies for the two complexes. On the basis of high level ab initio calculations it is 
concluded that in vacuo the trimethylamine-formic acid complex is favored by 
7.0 kcal/mol, whereas in water the timethylarnmonium formate is favored by 
6.2 kcal/mol and 8.4 kcal/mol, according to SM2/AM1 and SCI-PCM methods, 
respectively [76]. 

Rabinowitz and Little concluded during their computations of the biological- 
ly relevant reactivities of cyclopentapolycyclic aromatic hydrocarbons that the 
use of SM2/AM1 provide important insights for modeling molecular processes 
in biological systems [77]. Harris and Loew demonstrated in their comparative 
study of free energies of solvation of phenylimidazole inhibitors of cytochrome 
P450cam that SM2/AM1 and free energy simulations give very similar results, 
whereas the Poisson-Boltzmann method is inferior to them [78]. 

Correlation and solvation effects on heterocyclic equilibria in aqueous solu- 
tion were analyzed with the use of SM2/AM1 and Onsager models. It was found 
that the Onsager model was inferior to SM2/AM1, because it underestimates the 
solvation of the syn-form. Local bond moments, as shown by SM2/AM1, had si- 
gnificant effects on the bulk electric polarizaton, even when they largely cancel 
in the net dipole moment. Moreover, the equilibrium shifts calculated with SM2 
/AM1, due to the effects of methyl substitution on the isoxazole ring, were con- 
sistent with the available experimental data [79]. 

The SM2/AM1 model was also used to correct, to aqueous solution, gas free 
energies of oxidation of tryptophan to dioexethane, in studying isotope effects 
and alternative substrate reactivities for tryptophan 2,3-dioxygenase [80], and 
also in studying the mechanism of the decomposition of pyridinyltriazenes in 
aqueous buffer and helping to chose the correct mechanism for the experimental 
data [81]. Moreover, the SM2/AM1 model was exploited during a study of the 
interaction of substrates and inhibitors with xanthine oxidase [82]. 

The study on the dehalogenation mechanism in vacuo and in solution shed 
some light on the dehalogenation of 4-chlorobenzoyl CoA by 4-chlorobenzoyl 
CoA dehalogenase. As shown from the influence of solvation effects on the non- 
enzymatic reaction profile determined with SM3/PM3, there was a large reaction 
barrier in solution, of 37.4 kcal/mol [83]. Similarly, ab initio coinputations up to 
MP2/6-3 1G(d)//HF/6-31 G(d) and semiempirical SM3/PM3 calculations gave 
some insight on the catalytic mechanism of formate dehydrogenase and hydrid 
transfer from formate to NAD+. In gas phase the reacton between formate and 
NAD+ is extremely favorable, but due to severe solvation effects of the charged 



SOLVATION FOR (R,R)-TARTARIC ACID AMIDES 197 

reactants there is a significant potential energy barrier for the hydrid transfer in 
solution so that the ester adduct is formed instead. The obstacle the enzyme must 
overcome is to prevent this side reaction – the foimation of the ester adduct – 
from happening. Therefore the enzyme must orient the fomate correctly in the 
active site to keep the carboxylate oxygens away from the C4 position of NAD+ 

Free energies of solvation calculated with the SM3/PM3 model were used in 

examining the factors controlling the catalytic efficiency of a transmethylation 

enzylne – catechol O-methyltransferase – in aqueous solution. The good agree- 
ment between the calculated kinetic isotope effects for the model reaction and 
the measured kinetic isotope effects for the enzymatic reaction suggest that the 
structure of the enzymatic transition state is very similar to that of the nonenzy- 
matic reaction. The authors, on the basis of experiments on similar compounds, 
suggested that the barrier in aqueous solution for transmethylation obtained with 
SM3/PM3 is probably a good estimate of the actual barrier in solution [85]. 

The SM2/AM1 model was successful in studies on alkaline hydrolysis of cla- 
vulanic acid – þ-lactam antibiotic and þ-lactamase inhibitor [86]. The SM3/PM3 
model was used to study the influence of the solvent on the basic hydrolysis of 
the þ-lactame ring, and calculations for a supramolecular complex with 20 mole- 
cules of water in the solvation sphere around the solute yielded a potential bar- 
rier very close to the experimental value [87, 88]. 

Free energies of solvation in water calculated with the use of the SM2/AM1 
method were incorporated as independent variables in a predictive model of the 
structure-function relationship of polyamine transport inhibitors, which affect 
the maintenance of the intracellular polyamine concentrations necessary for cell 
growth and proliferation [89]. 

Free energies of solvation in water and in n-hexadecane calculated with the 
SM2.1 /AM1 and SM4/AM1 models were used to correlate the logarithm of the 
ratio of brain-blood partitioning with the computed free energy of solvation in 
water. According to the authors, the power of this approach is in practical appli- 
cations such as the discovery of therapeutic agents that penetrate to brain, and it 
can be used as a powerful tool for rank-ordering compounds prior to synthesis 

The SM5.4IAM 1 model was used in explaining what controls partitioning of 
the nucleic acid bases between chloroform and water. The results obtained were 
in excellent agreement with experimental data, showing the high predictive accu- 
racy that can be obtained for chloroform-water partitioning coefficients from the 
SM5.4/AM1 model. The model took into account nonlinear interactions between 
different solute functional groups that were not typically included in partitioning 
models based on summing fragment contributions. The authors proudly stated: 
“the excellence of this approach means that it may be possible to use it for ratio- 
nal design of novel nucleic-acid bases so as to influence such oligonucleotide 
properties as helix stability, base pairing fidelity, binding constants, tendency 

[84]. 

[90]. 
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towards triple-helix formation, and other biological properties and functions 
sensitive to solvation and desolvation effects” [91]. 
Calculations of solvation and binding free energy differences between (3S)- 
tetrahydro-3-furyl-N-(( 1 S,2R0-3-(4-amino-N-isotbutylbenzenesulfonamido)- 1 -benzyl- 
2-hydroxypropyl) carbamate – a potent low molecular weight and orally bioac- 
tive inhibitor of the HIV-1 protease – and its analogues were carried out with 
free energy perturbation, SM2/AM1 and SM3/PM3 methods. Results showed 
how physicochemical properties like aqueous solubilities and bioavailabilities of 
these HIV-1 protease inhibitors were improved while maintaining their inhibit- 
ory potency [92]. 

Free energies of solvation in water and chloroform were calculated with the 
SM5.4/AM1 and SM5.4/PM3 models during a study on the effects of substitu- 
tion of the hydroxyl group by the fluorine atom for (R,R)-tartaric acid derivati- 
ves. The results indicated that the substitution of OH by F results in greater con- 
formational freedom of these compounds, and that solvation tends to decrease 
conformational diversity [18]. 

Computational studies with the use of the SM2/AM1 and SM3/PM3 models 
were performed to investigate the effects of fluorine substitution on phenol acid- 
ities. These solvation models produced free energies that were in good agree- 
ment with available experimental data and appeared quite useful in the predic- 
tion of solvent effects on the relative acidities of fluorophenols with respect to 
phenol [93]. Similarly, SM2/AM1 was used in modeling pKa  for 16 carboxylic 
acids and 15 chlorinated phenols. and it was stated that semiempirical solvation 
models predict solution phase acidity in qualitative agreement with experiment, 
but are not sufficiently accurate to yield absolute pKa values. However, scaling 
through linear regression for specific compound classes led to pKa estimations 
with standard deviations below or equal to 0.4. It was concluded that bulk water 
polarization is more important than solute-solvent coupling effects for pKa esti- 
mates [94]. On the other hand early studies with the use of the SM1/AM1 me- 
thod to account for aqueous solvation effects on chemical equilibria suggested 
that a useful accuracy is obtained and that errors occur in treating the electronic 
structure of the solute not the hydratation effect [95]. 

Results from SM2/AM1 calculations were used in predicting from neural net- 
works one-electron potentials for bioreductive agents to an accuracy of about 67 
mV. According to the authors, the success of such a procedure is very promising 
for future use in the design of molecules where the electrode potential is of cru- 
cial importance, like in anticancer drugs [96]. Density functional calculations in 
combination with calculations of free energy of hydratation were shown to be a 
powerful tool for calculating two-electron electrode potentials for quinones and 
naphtoquinones, and it was seen that the computationally inexpensive SM3/PM3 
method performs well for those systems where no internal hydrogen bond is 
formed [97]. 
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SM2/AM1 and SM3/PM3 models were used to study the hydrolysis of pyro- 
phosphate, which is coupled to virtually all biosynthetic reactions. However, the 
authors concluded that extreme care must be taken when applying semiempirical 
methods to compounds containing second-row atoms, since they may produce 
anomalously high atomic charges [98]. On the other hand, a study on and 
anti conformations of solvated cyclic 3’,5’ -adenosine monophosphate indicated 
that SM3/PM3 and SM2/AM1 models are inexpensive yet accurate approaches 

for determining the effects of bulk solvent, but they are not very useful for the 

representation of specific solute solvent interactions, which are better described 
by the supemolecule approach [99]. SM3/PM3 method was exploited during 
examining of the phosphate ester hydrolysis and confirmed that the cyclic tran- 
sition state is better solvated and indicated that the effect of solvation is domi- 
nated by the electric polarization associated with the hydroxy oxygen [100]. 

In addition, the SM2/AM1 model together with the SCRF method [101-103] 
was used to assess solvent effects on relative N- and O- acidity of 2- and 4-[(2,4, 
6-trinitrophenyl)amino] benzioic acids. The authors stated that SCRF appears 
superior to SM2/AM1 but that the poorer performance of the latter might be due 
to limitations of the underlying quantum mechanical – semiempirical – method 
rather than to the approximate treatment of the solvent [104]. 

The SM2/AM1 and SM3/PM3 methods were used to compare gas phase and 
aqueous alkaline hydrolysis of methyl acetate and predicted an energy barrier to 
hydrolysis in relatively good agreement with experiment [105]. The SM3/PM3 
method was used for the determination of activation energies in water through a 
computationally efficient procedure for modeling the first step of the alkaline 
hydrolysis of esters proposed by Tuner et al. [106]. The SM2.1/AM1 model 
was used in theoretical studies of the base-catalysed rearrangement of 4,4’-di- 
substituted benzils in gas phase and in aqueous solution and the results. in line 
with experimental trends, indicated that substituent effects are much larger in 
water, and that the contribution of both the migration step and the migrating ring 
become much more important in water than in the gas phase [107]. 

The SMI/AMI and SM2/AM1 methods were used in the examination of sol- 
vent effects on prototropic tautomerism of 6-thiopurine, and they showed that 
the thione tautomer was greatly stabilized in aqueous solution, in agreement with 
NMR and UV experimental data [108]. Similarly, the SM2/AM1 solvation mo- 
del was used in a study on tautomerism and protonation of 2-thiopurine, and the 
results indicated that in aqueous solution the thione forms are more stabilized 
than the thiol ones [109]. The biochemical and pharmacological importance of 
the tautomerism and protonation of 7-aminopyrazolopyrimidine was studied in 
water solution with the use of SM2/AM1 and other models accounting for solva- 
tion effects [110]. SM3/PM3 and SM4/PM3 methods were used in calculations 
of solvation effects for tautomeric equilibria of 2-pyridone and 2-hydroxypyri- 
dine dimeric forms, and the results led to a possible mechanism suggesting that 
tautomerization of a specific DNA base may be induced by forming a complex 



200 M. HOFFMAN AND J. RYCHLEWSKI 

with an intruder – a specific molecule with multiple hydrogen bonding capabil- 
ity, which triggers the mutation process [111]. 

Yet another example of the use of SM3/AM1 for nucleic acid bases comes 
from studies on solvation effects on tautomerizm of 8-azapurine [112]. Proton 
affinities for different atoms of 3N-, 7N- and 9N-[(1’R,3’R)-trans-3’-hydroxy- 
cyclopentanyl]adenine were calculated with the use of SM2/AM1 model and the 
obtained theoretical results together with experimental ones showed that the 9N- 
analogue can be separated from a mixture via acid wash [113]. Aqueous phase 
calculations were carried out with the SM2/AM1 model during a study on muta- 
genic significance of proton acidities in methylated guanine and thymine bases 
and deoxynucleosides. The calculated proton acidities correlate well with expe- 
rimental data. In line with experimental data the calculations predicted that O6- 
alkyldeoxyguanosines, and O²- and O4-alkyldeoxythymidines would be muta- 
genic, while N7-alkyldeoxy-guanosines would not. The experimentally untested 
N³-methyldeoxyguanosine was predicted to be mutagenic [114]. 

The effects of solvation on the conformational and tautomeric equilibria of 
formohydoxamic acid were calculated with the use of SM2/AM1 and SM3/PM3 
models, and the results suggested that N-oxide tautomers were preferentially sta- 
bilized in water. But not to the extent of making them competitive with the keto 
tautomer corresponding to the global minimum [115]. Similarly. SM2/AM1 and 
SM3/PM3 methods were used to account for solvent effects in water during the 
study on tautomerism of hydroxy-pyridazines. The calculated properties were 
generally in good agreement with existing experimental data [116]. 

SM1/AM1, in agreement with experimental observations, predicted that the 
anti conformer of the neurotransmitter dopamine, at neutral pH, is an important 
contributor to the conformer population [117]. SM1/AM 1 calculations provided 
support for the proposed solvent induced twisting mechanism of the biphenyl 
linkage, which offered a useful building block toward the design of molecular 
switches, where the rate of electron transport through the molecule, and there- 
fore solvatochromic behavior might be modified by the degree of twist between 
the two phenyl groups [118]. 

In an exceptionally interesting way, Pietro demonstrated the usefulness of the 
SM1/AM1 solvation method in teaching computational chemistry. Only the in- 
clusion of solvation effects led to the expected energy barrier (in agreement with 
experiment) in the reaction profile of deprotonation of nitroalkanes [119]. 

The SMK2/AM1 model was used to elucidate the source of the aqueous accel- 
eration of the Claisen rearrangement. The calculations allowed to state that this 
acceleration is caused by electronic polarization and first-shell hydration hydro- 
phillic effects, with the relative magnitudes and even the signs of these effects 
being quite sensitive to the substitution pattern [120]. 

Reaction coordinate calculations on phenylthiocyanates of fungicidal activity 
at SM1/AM1 level in water strongly suggested the position and mechanism for 
nucleophilic attack, which were in line with experimental data [121]. The mech- 
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anism for the hydrolysis of 2,2’-dichlorodiethyl sulfide was studied in water soli- 
ution with the use of the SM3/PM3 model and the results obtained showed the 
reaction in aqueous solution is substantially faster, with the neighboring group 
mechanism preferred over the conventional SN2 one [122]. 

Factors controlling regioselectivity in the reduction of polynitroaromatics in 
aqueous solution were examined with the use of SM2/AM1 model. The analysis 

supported the reliability of aqueous geometries predicted by SM2/AM 1. More- 

over, successful predictions for the regioselectivity of reduction further suppor- 

ted the validity of the modeling approach. The authors stated that "the ability of 
the SMx  series of solvation models to predict the electronic structure of reagents 
in solution should open the door for the study of many environmentally impor- 
tant reactions taking place in aqueous or other liquid media" [123]. 

The mechanism of catalysis of ester aminolysis by weak amine bases of sub- 
stituted phenylquinoline-6- and -8-carboxylates were evaluated, and the solvent 
effects were examined by semiempirical SM2.1/AM1, ab initio SCIPCM [124] 
and PS-Solv [125]. All these models predicted that a zwitterionic tetrahedral 
intermediate should be formed in this reaction. The results did not support the 
proposed earlier proton slide mechanism and allowed to propose a mechanism 
which was fully consistent with the experimental observations [126]. 

Effects of solvation on zwitterion formation between methylamine and fom- 
aldehyde were studied by various solvation methods. The SM2/AM1 model pre- 
dicted the expected zwitterionc minimum while SM3/PM3 failed to do so [127]. 
Calculations were performed with the use of AMSOL to account for solvation 
effects in the study of molecular properties and pharmacokinetic behavior of ce- 
tirizine, a zwitterionic third-generation antihistaminic. Results indicated that the 
folded conformation remains of low energy not only in vacuo but also in water 
solution [128]. 

In a computational investigation of substituent and solvent effects on acyloxy 
shifts in radicals, SM2/AM1 and SCIPCM models were exploited with explicit 
consideration of water molecules. All solvent models utilized agreed in predict- 
ing the [3,2] acyloxy shift to proceed more readily in aqueous solution than in 
gas phase, but in spite of the qualitative agreement with experimental data the 
calculated substituent and solvent effects were smaller than those observed expe- 
rimentally [ 129]. 

SM2/AM1 and SM3/PM3 calculations in water as well as SM4/AM1 and 
SM4/PM3 calculations were performed on cyclohexane to study proton transfer 
reactions in 1-methylindene with two bases, ammonia and trimethylamine. The 
calculations confirmed predictions that the proton moves relatively freely over 
the indene ring once it is abstracted from the original location by the base [130]. 

Solvation effects in n-heptane and acetonitrile were accounted for by using 
the SM5.4/AM1 method, in which the CM1A charge model was used during 
studies on singlet-triplet splittings and 1,2-hydrogen shift barriers for methyl- 
phenylborenide, methylphenylcarbene and methylphenylnitrenium. The calcul- 



202 M HOFFMANN AND J. RYCHLEWSKI 

ations allowed to rationalize the trends obsesved in these compounds as being 
due to different charge distributions and polarizabilities for singlets, triplets, and 
hydrogen-shift transition state structures [131]. 

In a test of the quality of solvation models proposed by Lankin et al. [132], 
AMSOL aqueous models provided semiquantitative agreement with the NMR 
data for protonated 3-fluoropiperidines in water solution. AMSOL calculations 
were used to estimate the solvation energies during conformational studies on 
methyl 4-O-(þ-D-galactopyranosyl)- þ-D-xylopyranside [133]. Solvation free 
energies in water and cyclohexane were utilized in conformational analysis and 
quantitative size and shape affinity relationship studies on 24 arylpiperazines 
(ligands of the serotoninergic receptor) in their neutral and protonated forms 
[134]. Moreover, the AMSOL package was utilized to calculate solvent effects 
during studies on enolization of molecular models representing D-ribulose- 1,5- 
bisphosphate, which studies allowed to propose a possible molceular mechanism 
for the enolization step in Rubisco enzyme [135]. Similarly, AMSOL calcul- 
ations were performed to estimate solvation effects in studies on the enzymatic 
reaction of interconversion of lactate and pyruvate catalysed by lactate dehydro- 
genase with nicotinamide adenine dinucleotide (NAD) as a cofactor [136]. 

It is worth mentioning that a new quantum mechanical and molecular mech- 
anical method was developed by Kaminski and Jorgensen, based on the CM1A 
charges computed by AMSOL [61]. Results obtained with this method demon- 
strated the proposed approach provides results competitive with other methods 
for estimating solvent effects on tautomerization [137]. 

4. Results and Discussion 

Tables I and 2 present results of ab initio calculations for isolated molecules of 
(R,R )-tartaric acid diamide and N,N,N’,N ’-tetramethyldiamide, respectively [20]. 
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Tables 3 and 4 present results of SM5.4 calculations with PM3 hamiltonian for 
molecules in water solution of (R,R )-tartaric acid diamide and N,N,N’,N’ -tetra- 
methyldiamide, respectively. 
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For the isolated molecules of both the primary and tertiary amides studied, 
the lowest-energy conformers are the G+aa ones. These structures, shown in 
Figs 3a (diamide) and 4a (tetramethyldiamide), are stabilized by intramolecular 
hydrogen bonds, each closing a six-membered ring with OH as donor and distal 
C=O as acceptor. In the case of the diamide, hydrogen bonds (each closing a 
five-membered ring with NH as donor and proximal OH as acceptor) are also 
present. 

As it can easily be noticed from a comparison between Tables 3 and 4, the 
energy of hydratation of (R,R)-tartaric acid diamide is greater than that of (R,R)- 
tartaric acid N,N,N’,N’ -tetramethyldiamide. This is understandable because the 
diamide has NH2 groups and is more polar than the tetramethyldiamide, which 
has N(CH3) 2 groups. 

In water solution, as shown by AMSOL calculations, the conformational pre- 
ferences of the studied amides show up. Gibbs free energies of hydratation cal- 
culated with the SM5.4 model and PM3 hamiltonian for structures optimized at 
the RHF/6-3 1 G* level indicated that those most favored by hydratation are the 
T- and G-conformers for the diamide and N,N,N’,N’ -tetramethyldiamide of (R, 
R)-tartaric acid, respectively. 

The lowest-energy conformer in water solution of (R,R)-tartaric acid diamide 
– the Taa one (see Figure 3b) – closely resembles the structure found in crystals (see 
Figure 3c) and in polar solvents. It is stabilized by hydrogen bonds, each closing 
a five-membered ring with NH as donor and proximal OH as acceptor. More- 
over, this Taa structure is stabilized by the attraction of antiparallel local dipoles 
formed along Csp3-H and distal C=O bonds. 
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Figure 3. Structures of (R,R)-tartaric acid diamide (a) lowest-energy conformer for isolated molecule; 
(b) lowest-energ! conformer in aqueous solution; (c) crystal structure Figs (a), (c) adapted from ref. 22 .

Figure 4 Structures of (R,R)-tartaric acid N,N,N’,N’ -tetramethyl diamide: (a) lowest-energy conformer 
for isolated molecule; (b) lowest-energy. conformer in aqueous solution; (c) cry stal structure. Fig. (a) 
adapted from ref. 22; fig. (c) adapted from ref. 29. 
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In the case of N,N,N ',N '-tetranethyldiamide of (R,R)-tartaric acid the lowest- 
energy conformer in water solution is the G-p+p+ one (Figure 4b). This structure 
also closely resembles that observed in crystals (Figure 4c) and in polar solvents. 

5. Conclusions 

Solvation effects, as calculated with the use of the AMSOL method, affect the 
confomational preferences of (R,R)-tartaric acid amides, so that their lowest- 
energy structures are different from the G+aa conformers favored in isolated 
molecules. Hydratation favores the Taa conformation for the primary amides 
and the G-p+p+ conformation for the tertiary amides of (R,R)-tartaric acid. 

The calculated results are in a very good agreement with the experimental 
data obtained from X-ray and NMR analyses [22, 29, 39]. This seems to indi- 
cate that the relatively simple and computationally economical semiempirical 
SM5.4 model with PM3 hamiltonian is efficient enough in predicting conforma- 
tional preferences, even for more difficult cases like (R,R)-tartaric acid amides 
in water solution. 
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Abstract. The vibrational frequencies of carbonate adsorbed on Pt (111) 
electrodes have been investigated by the cluster-model approach within the 
hybrid B3LYP DFT-based method. A rather large cluster model was used to 
represent the Pt (111) surface and a fast and efficient procedure based on 
the normal coordinate approach is proposed to compute the vibrational fre- 
quencies of adsorbed carbonate. This normal coordinate approach avoids 
the expensive computation of the hessian matrix of the cluster plus adsorb- 
ate supersystem. In addition, the vibrational analysis has also been carried 
out for carbonate in mono- and bi-dentate complexes that are often used as 
reference to assign the vibrational spectra of adsorbed carbonate. First, it is 
shown that for the mono- and bi-dentate complexes the B3LYP frequencies 
are comparable to the experimental data. The comparison to computed vib- 
rational frequencies for adsorbed carbonate does not support the Surface vs 
Organometallic Chemistry analogy usually invoked to assign the infrared 
bands of adsorbed species. Finally, to better represent the electrochemical 
environment, the effect of a uniform external electric field on the adsorbed 
carbonate frequencies has been analysed. 

1. Introduction 

Surface Electrochemistry is an important field in Surface Science, which is 
undergoing a very important development. In spite of the complexity of the 
systems, the experimental measurements have acquired a very high degree 
of sophistication and atomic resolution has almost been reached. After the 
development of special techniques that allowed the preparation of well de- 
fined single crystal electrodes [1, 2], attempts have been made to use surface 
analysis techniques in an electrochemical environment. However, one must 
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realise that such a direct transfer from Surface Science to Electrochemistry is 
not so simple because these techniques have been developed to carry out the 
experimental measurements under ultra high vacuum conditions. A huge ef- 
fort has been necessary to accommodate these surface science techniques to 
electrochemical environments. In particular, "in situ" infrared spectroscopy 
[3] has been one of the pioneering surface analysis techniques applied in 
electrochemical conditions. 

The main goal of in-situ infrared spectroscopy is to provide information 
about the adsorption sites and coordination modes of molecules on electro- 
des. In principle, the specific bands in the spectra of species adsorbed at el- 
ectrodes should allow to distinguish between different adsorption modes and 
to obtain structural information about the adsorbate-substrate interaction. 
Infrared spectroscopy has become more and more popular among electro- 
chemists although band assignment is far from being straightforward. In gas 
phase IR experiments, well-defined patterns based on comparison to spectra 
of highly purified compounds always exist. On the contrary, the interpret- 
ation of IR bands in Surface Science and Electrochemistry suffers from the 
lack of good references to be used to assign the IR bands of the adsorbed 
species. Therefore, spectroscopists attempt to add some analogies to chem- 
ical intuition. A very tempting possibility is to compare the IR spectra of a 
given molecule in different but related chemical environments. Think, for 
example. of an adsorbate on a metal surface and of the same species as a lig- 
and in a metal complex [4]. The IR spectra of a large number of inorganic 
and organometallic complexes are well established and could provide a rea- 
sonable first-order approach to interpret the spectra of the adsorbed species. 
However, the analogy between Surface Science and Organometallic Chemist- 
ry has been strongly questioned [5, 6]. It has been shown that the assignment 
of adsorption sites based on the comparison of the vibrational frequencies of 
adsorbates and of coordination compounds is not univocal at all, even using 
single-crystal well-defined surfaces [5, 6]. 

The use of quantum mechanical models for adsorbates on surfaces pro- 
vides a useful and alternative procedure to assign the experimental IR bands. 
Theoretical models allow to include some key features of the electrochem- 
ical systems as the influence of an external electric field on the vibrational 
frequencies, the effect of solvent or that of coadsorbed species. A particular, 
very convenient, peculiarity of theoretical models is the ability to separate 
the influence of each one of these effects. This feature permits to quantify 
the importance of different mechanisms and provides further understanding 
of Electrochemistry at a molecular level. The main goal of this paper is to 
propose an efficient strategy for the computation of the vibrational frequen- 
cies of adsorbed species. In particular, we will consider the adsorption of 
carbonate on Pt (111), a system extensively studied in electrochemistry from 
experiment [7] and theory [8]. Moreover, the assignment of the IR bands 
was precisely carried out by comparing the "in situ" spectra to that of mono- 
or bi-dentate carbonato-cobalt complexes identified long time ago [9, 10]. 
This choice permits a comparison of the vibrational frequencies of carbo- 
nate in two different chemical environments. From this comparison it will 
appear that some of the previous assignments are not supported. Further- 
more, the analysis of the vibrational modes of adsorbed carbonate permits to 
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understand the origin of this failure of the Surface Science and Organomet- 
allic Chemistry analogy. 

2. Computational methods 

The electronic structure of the cobalt carbonato complexes and of the Pt 
(111) surface cluster models interacting with the carbonate species in the 
different coordination modes have been studied by means of an ab-initio 
hybrid Density Functional Theory (DFT) based method. In particular, the 
widely used B3LYP exchange-correlation functional [11] has been chosen. 
The B3LYP functional was originally designed to correctly reproduce the 
thermochemical data of a series of organic molecules. However, it has been 
shown that this hybrid DFT approach is also adequate for transition metals 
containing system as well as to describe metal-oxide [12-14] or adsorbate- 
metal [15, 16] interactions. 

The Kohn-Sham molecular orbitals used to define the electron density 
have been expressed as a linear combination of Gaussian Type Orbitals. The 
C and 0 atoms of the carbonate anion are described with a standard split- 
valence plus polarisation basis set, 6-31G*Previous studies have shown that 
for the carbonate-Pt(111) interaction, these basis sets and the B3LYP method 
provide results with a level of accuracy that is accurate enough for the pre- 
sent purposes [8]. The description of the surface cluster models is based in a 
mixed approach where the cluster is divided into a “local” and an “outer” 
region. The “local” region contains the atom directly involved with the ad- 
sorbate, whereas the “outer” region is mainly devoted to provide an ade- 
quate environment to the “local” one and to improve the representation of 
the metal conduction band. For the atoms on the “local” region, the effect 
of the inner core electrons on the cluster electronic structure is replaced by a 
Relativistic, small core, Effective Core Potential, RECP [ 17]. Therefore, the 
5s²5p65d¹º electrons of each Pt atom in the "local regions" are explicitly in- 
cluded and are described by a standard basis set [ 17]. 

The same approach, basis set and ECP have been used to describe the el- 
ectronic density of Co in the carbonato complexes. For the Pt atoms in the 
“outer” region we used recently developed one-electron pseudopotentials 
[ 18, 19] especially appropriate for embedding purposes [20-23]. This one- 
electron pseudo-potential was initially derived in the form of Durand and 
Barthelat [24] and later fitted to the Hay-Wadt form [17] to allow its use in 
most of the avail-able computer codes. A basis [5s3p/2s1p] set for the one- 
electron Pt pseudo-atoms has been used. In all systems the search for the 
optimum geometrical parameters has been carried out employing analytical 
gradients. The frequency calculations depend on whether complexes or sur- 
face cluster models are used. In the first case the full hessian matrix is com- 
puted, the second derivatives being obtained by finite difference of analyti- 
cal first derivatives. In the case of surface cluster models a two-step proced- 
ure was used: this procedure will be described in detail in Section III.c. All 
calculations were carried out using the Gaussian 94 suite of computer codes 
[25]. 
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3. Models for the interpretation of infrared spectra 

The cluster model approach has long been used to model surfaces or chemi- 
sorption phenomena. The successes and limitations of this approach have 
recently been extensively reviewed [26-28]. This approach assumes that the 
properties of interest are of local nature, and hence, can be described by 
means of finite representations of the extended surface. It must be pointed 
out that for moderately large cluster models, ~25 atoms, the computation of 
the IR vibrational modes is computationally costly because the energy gra- 
dients calculation is a very time consuming step even when analytical first 
derivatives are used. However, comparison to experiment requires to consi- 
der a limited number of vibrational modes only, those corresponding to 
nuclear displacements of the adsorbate. Therefore, the approach that is often 
used for gas phase molecules is here highly inefficient, it requires a huge 
computational effort and most of it is worthless. Even if computers are beco- 
ming more and more powerful. a computational efficient strategy is required 
to compute the vibrational spectra of adsorbed molecules. Unfortunately. 
general methods able to describe the vibrational modes of a reduced part of 
the system are not available although one must mention the procedure re- 
cently proposed by Head [29]. The normal coordinate approach outlined 
below is a cheap alternative to Head’s method. 

3.1. SURFACE CLUSTER 

Reasonably large cluster models are used to simulate the various interactions 
that are expected to occur between the carbonate species and the Pt (111) 
surface. Different clusters are employed to represent different coordination 
modes, although some of the different chemisorption sites may be studied 
using the same cluster. For the interactions directly above the atop site, the 
cluster model used is Pt13(7,3,3), where numbers in parenthesis indicate that it 
contains seven Pt atoms in the first layer, three in the second and three in the 
third, Fig. la. Upon carbonate adsorption, the C3v symmetry point group of 
this bare surface cluster is reduced to Cs. A Pt18(12,6) cluster, Fig. 1b, is used 
to represent the bridge sites. In principle, this cluster model also exhibits C3v 
point symmetry but due to the definition of the "local" region its symmetry 
is lowered to Cs and to Cs or C1 upon carbonate adsorption on the long and 
short bridge, respectively. For each coordination mode and adsorption site 
described above, geometry optimisations have been performed. The internal 
geometry of the adsorbed carbonate and the distance to the surface were op- 
timised. These optimisations were carried out maintain the C2v symmetry of 
the adsorbed molecule and its orientation perpendicular to the surface. The 
Pt-Pt distance in the cluster was kept fixed at the bulk value, 2.77Å, in all the 
calculations. 

Next, we describe the Pt atoms included in the “local” and “outer” regi- 
ons of each cluster. For Pt13, the seven atoms on the first layer are included 
in the “local” region although we have also explored the case where only 
the first layer central atom is included in the “local” region. For Pt18 the 
“local” region is defined by the four cluster atoms surrounding the bridge 
site, shadowed in Fig. 1. 
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(a) 

(b) 

Figure 1. Cluster models employed for the study of chemisorption of carbonate: (a) 
Pt13(7,3,3); (b)Pt18 12,6). Darker atoms define the "local" region, see text. 
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Figure 2. The bidentate and monodentate complexes. 
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3.2. CARBONATO COMPLEXES 

The vibrational frequencies of carbonato complexes have been used to as- 
sign some of the frequencies experimentally observed by Iwasita et al. [7] in 
an electrochemical environment. These are hexacoordinated Co (III) comp- 
lexes with five or six ligands, one carbonato interacting with the metal either 
through one or two oxygen atoms and either five or four NH3 molecules res- 
pectively, see Fig. 2. 

Within the approximation of considering the complexes in the gas phase, 
the optimum geometry and vibrational frequencies of bi- and mono-dentate 
complexes have been obtained from a full geometry optimisation. To the 
best of our knowledge, no precise geometrical parameters are available for 
these complexes. Next, the vibrational frequencies have been computed as 
commented above and comparison with the experimental data is used to 
validate the particular theoretical approach chosen to carry out the present 
study. 

3.3. THE NORMAL COORDINATES APPROACH 

The brute force calculation of the vibrational frequencies of an adsorbate on 
a metal surface is computationally demanding because one is constrained to 
obtain and diagonalise the hessian matrix of the whole system. The first step 
is strongly time-consuming and it would be useful to have some procedure 
to compute directly the vibrational frequencies of interest while avoiding the 
construction of the whole hessian matrix. A possibility that has been used re- 
cently consists in computing just the block of the hessian matrix that corres- 
ponds to the nuclear displacements of the adsorbate alone [30]. Though this 
procedure results in considerable time saving it still requires several evalua- 
tions of energy gradients, at least one for each displacement of each coordi- 
nate of the adsorbate. The result of such a procedure is the complete set of 
frequencies of the adsorbate. In many cases this information is surabondant 
because one is often concerned with a limited number of adsorbate normal 
modes. A direct approach to these normal modes is clearly welcome. 

In the case of a simple diatomic molecule like CO chemisorbed on metal 
surfaces the computation of its stretching frequency is straightforward. The 
usual procedure is to vary the CO length maintaining the centre of mass at 
the equilibrium distance [21, 31-34]. This stratagem permits to obtain dif- 
ferent values for the energy at different internuclear distances that are then 
fitted into a polynomial curve and the second derivative of the polynomial at 
the minimum leads to the force constant and by using the CO reduced mass 
the stretching vibrational frequency is obtained. This is the easiest possible 
case given that the internuclear distance coincides with the normal coordin- 
ate of the vibration. In principle the above procedure can be applied to any 
normal mode of any molecule, but the recipe to be used is not so clear when 
the target of the study is a polyatomic molecule vibrational mode. Then the 
motion of the nuclei in the molecule is approached by a series of uncoupled 
oscillators, or normal modes. Each oscillator has a normal coordinate speci- 
fic of this particular normal mode and indicates the motion of the atoms of 
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the system in that specific uncoupled vibration. The normal coordinates are 
given by the eigenvectors of the full hessian matrix. Later, we will outline a 
procedure that permits to obtain a good approximation of the normal coor- 
dinates bypassing the construction of the hessian matrix of the full system. 

Once the normal coordinate of interest is known, it is possible to simulta- 
neously move all atoms of the system, following the displacements indicated 
by the appropriate eigenvector. The total energy of the system as a function 
of the normal displacements results in potential curve similar to that descri- 
bed for the case of the chemisorbed CO. From this curve the force constant 
of the vibration can be easily obtained. In practice it is common to express 
the displacements defining each normal coordinate, Qi, as 

(1) 

i.e., a linear combination of mass-weighted Cartesian coordinates qk (k = 1, 
3N; N = number of atoms). The motion of all atoms along Qi requires a si- 
multaneous displacement of each mass-weighted coordinate qk proportional 
to Lki. Because of the units of q k, a further transformation in the Li vector is 
necessary to produce displacements along Qi that effectively represent a dis- 
placement in units of length and, hence, can be directly added to r, the vec- 
tor containing the equilibrium coordinates of all the atoms of the molecule. 
The transformed Li, hereafter referred to as displaces all atoms from the 
equilibrium position according to the normal vibration mode, maintains the 
coordinates of the centre of mass fixed at the equilibrium position, and leads 
to displacements that have the proper length units. Displacements of all nuc- 
lei proportional to lead to geometries that are shifted from equilibrium 
along Qi to an extent that is precisely given by the proportionality constant. 
In principle, values of the proportionality constant leading to changes in the 
total energy of ~1mH are appropriate and guarantee that the displacements 
are within the harmonic region.

The transformation from Li to simply consists in dividing each com- 
ponent of Li by the square root of the mass of its corresponding atom. Defi- 
ning as the second derivative of the curve of the energy versus these nor- 
mal coordinates permits to obtain the vibrational frequency by 

(2) 

However, it must be pointed out that expressed in Cartesian coordinates, 
is not normalised. Gaussian94 first normalises before printing and also 
prints the former norm or, more precisely, its inverse. This last quantity has 
mass units and is referred to as the normal mode reduced mass, which is not 
to be confused with the reduced mass defined in classical mechanics. The 
normal mode reduced mass appears because of the fact that, after transform- 
ing to the new normalised coordinates, one is no longer representing the en- 
ergy versus Qi but versus Qi divided by the square root of this reduced mass. 
As a result, the resulting force constant is multiplied by this mass and the 
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actual frequency of the normal mode is obtained by dividing the result by 
this normal mode reduced mass. This is the origin of the reduced mass term, 
formally it divides the force constant and permits to obtain the frequency. 

The point that remains to be explained is how to obtain each Li without 
carrying out a total or partial hessian matrix calculation for the full system. 
The procedure suggested in the present paper is approximated yet very ef- 
ficient. The basic idea relies on the fact that functional groups in chemistry 
have representative vibrational frequencies rather insensitive on the particu- 
lar environment. This fact suggests that it is possible to transfer the normal 
modes from one system to another. Here, a full hessian matrix calculation 
for the adsorbate-cluster model supersystem is carried out but using a rather 
reduced surface model. This simple calculation allows to obtain the normal 
coordinate and the normal mode reduced mass of interest. The present pro- 
cedure assumes that the adsorbate geometry and vibrational frequencies are 
not largely affected by the cluster size. There is strong evidence that this is 
indeed the case [26-28]. 

Following the above arguments, the geometry of the molecule above the 
reduced cluster model is optimised and the vibrational frequencies are com- 
puted by explicit diagonalization of the hessian matrix. In this diagonaliza- 
tion, the masses of the atoms of the substrate are considered to be infinite to 
decouple the internal modes from the surface phonons. Once the normal 
modes are determined and the normal coordinates Qi of the mode are obtai- 
ned in cartesian coordinates, the vibrational frequency of a given mode 
can be easily calculated for the same molecule interacting with a larger clus- 
ter model. For the Pt18-carbonate on the short bridge coordination mode, the 
calculation of the vibrational frequencies from the explicit computation of 
the full hessian matrix takes about 520 CPU hours on a superescalar parallel 
machine. The calculation of a single frequency on the same cluster requires 
only 6 CPU hours on the same machine plus the time required to obtain the 
normal modes on the small cluster. This is, however, a small fraction of the 
total time. The reason for carrying out both calculations is to check the hy- 
pothesis made on the transferability of the normal modes. The error of the 
normal approach with respect to the usual method based in the construction 
of the full hessian is less than 0.3%. Here, we must point out that the gain in 
CPU time is much larger if one wishes to compute the dependence of the 
vibrational frequencies with respect to a uniform external electric field. This 
follows from the fact that the normal modes of the smaller cluster are also 
transferred to cases where the electric field is present, with the additional hy- 
pothesis that the intensity of the electric field is small enough not to induce 
noticeable changes in the adsorbate geometry. 

4. Results and Discussion 

4.1. RESULTS FOR COMPLEXES 

Before starting the discussion concerning the Co (III) carbonato complexes 
it is worth to recall that the purpose of this section is two-fold. First, to show 
that the present computational approach properly describes the vibrational 
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frequencies of these metals complexes supporting the calculated values for 
adsorbed carbonate. Second, to provide an adequate comparison between 
carbonato as a ligand and as an adsorbate. 

First, a full geometry optimisation of the monodentate and bidentate Co 
(III) complexes has been carried out, a summary of the optimised geometri- 
cal parameters is given in Fig 2. For the monodentate complex, the carbon- 
ate ligand C2 axis tilts to allow a favourable interaction between the carbon- 
ate and two of the NH3 ligands. The two NH bonds of the NH3 molecules in- 
teracting with the carbonate are somehow longer than the rest and the three 
CO bond lengths of the carbonate are significantly different. The longest 
CO bond distance connects the carbon atom with the oxygen atom interact- 
ing with the metal atom. This is easy to understand because this interaction is 
stronger than that existing between the oxygen atom and the NH3 ligands. 
Accordingly, the CO bond involving the O interacting with the hydrogen 
atoms is longer than the other one. However, this bond length, 1.29 Å, is 
shorter than the one of the free carbonate CO bond length calculated at the 
same level of theory. This is probably because the interaction between the 
carbonate and the metal weakens the CO bond directly involved in this in- 
teraction; as a consequence the two other CO bonds are strengthened. The 
internal geometry of all the four remaining NH3 ligands of the bidentate 
complex is almost the same. In addition, the equatorial and axial N-Co(III) 
bond lengths are also almost equal, 2.10Å vs. 1.99Å. One must caution that 
solvation effects, not considered here, can affect the final geometry. 

Contrary to the monodentate complex, the carbonato ligand of the biden- 
tate complex has a C2v symmetry, with no direct interaction between the car- 
bonate and any other ligand. Surprisingly, the O-Co(III) bond length is al- 
most the same in the bidentate and monodentate complexes, 1.84 vs. 1.87Å. 
This may be originating from steric factors between the carbonato and NH3 

ligands in the monodentate complex. This result contradicts the assumption 
of Fujita et al. [9], who performed a normal coordinate analysis and compu- 
ted several C-O force constants assuming that the oxygen-metal bond should 
be stronger in the monodentate case and, as a consequence, the bond length 
shorter. 

To the best of our knowledge, no experimental data are available for di- 
rect comparison with our computed structures. Fortunately. experimental 
infrared spectra are available [9, 10, 35] that can be directly compared to the 
frequencies obtained from our calculations. In general the present calculated 
values are in a rather good agreement with the experiment. However, there is 
disagreement concerning the assignment of a few peaks. A simulated spec- 
trum has been obtained (Fig. 3) by fitting the data to lorentzian functions, 
using the SYNSPEK program [36]. 

First, we comment the band involving the carbonate ligand and computed 
at 1214 cm-¹. This is in agreement with the assignment proposed by Gate- 
house et al. [10] for the band appearing experimentally at 1297 cm-¹, and 
indicates that the calculated values are within 6% close to the experiment. 
Here, we must note that calculations refer to the gas phase complex whereas 
experiments are carried out for a crystal form of the complex. Therefore the 
agreement between experiment and theory is reasonable. However, some of 
our calculations disagree with assignments made either by Gatehouse et al. 
[10] or by Fujita et al. [9]. According to the present calculations, the band at 
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1440 cm-¹ is due to displacements of the NH3 ligands interacting with the 
carbonato ligands, not to the carbonate as suggested in [10]. Likewise, the 
mode appearing at 924 cm-¹ in the calculation and experimentally measured 
at 1050 cm-¹ corresponds to NH3 ligands, not to the carbonato ligand. 
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Figure 3. Calculated infrared spectrum of the monodentate [Co(III)(NH3)3CO3]²+ complex .

A similar description is obtained for the bidentate complex. The experi- 
mental highest frequencies are there 1590-1640 cm-¹ (A1), 1260-1290 cm-¹ 
(B2) and 1300 cm-¹ (A,) [37], and are very close to those yielded by the cal- 
culations. Therefore, the comparison between experimental and calculated 
frequencies for the two complexes is fairly good and validates the theoretical 
approach used, giving confidence to the predictions made for the adsorbed 
species. 

4.2. RESULTS FOR THE ADSORBED CARBONATE 

In a previous study [8] two different adsorbed species were considered: the 
carbonate anion, CO3²-, and the carbon trioxide, CO3 (the corresponding neu- 
tral molecule). This was a necessary test to avoid possible cluster artefacts 
arising from the use of a charged adsorbate. The result of these calculations 
showed that, once adsorbed, the carbon trioxide and the carbonate become 
the same species. This is supported by the fact that the two adsorbates have 
the same equilibrium geometry, the same final Mulliken charge distribution 
- the carbonate gives one electron to the cluster and the carbon trioxide ta- 
kes one electron from the cluster - and the distance between the adsorbates 
and the substrate are identical. The only observed difference concerned the 
adsorption energy and this is due to a well-known artefact of the cluster mo- 
del [38, 39]. While the absolute values of the Ionisation Potential (IP) and 
Electron Affinity (EA) for a real metal surface are the same, the computed 
values for a given cluster model representing a metal surface are somewhat 
different showing one of the limitations of the cluster model approach. 
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Using the strategy described in Sec. 3, we have calculated the two highest 
frequencies of the adsorbed carbonate. As a first step, the frequencies for the 
adsorbed molecule were computed following the standard procedure, i.e., 
explicit construction and diagonalization of the hessian matrix assuming in- 
finite substrate mass. Indeed, the same calculation has been carried out with- 
out and with the presence of a uniform external electric field with the idea to 
validate the normal coordinates computational strategy outlined in the pre- 
vious section. A summary of results is given in Table 1. 

TABLE I. The two highest frequencies of the short bridge carbonate adsorbed on Pt4 and 
Pt18 surface cluster models: (a) frequencies obtained from explicit diagonalization of the 

full hessian matrix; (b) frequencies obtained using the normal coordinate approach 

The first important result is that the frequencies obtained from the diago- 
nalization of the hessian matrix for carbonate adsorbed on Pt4 or Pt18 clusters 
are almost the same. This shows that the adsorbate vibrational properties do 
not largely depend on the cluster model and can be considered as a local 
property. Moreover, it allows one to trust the results obtained on moderately 
large clusters such as Pt18 without needing to consider more extended mo- 
dels. In addition, results on Table l clearly show that the agreement between 
the vibrational frequencies obtained from the hessian and from the normal 
cooordinates approach is outstanding. This holds in the case where there is 
no external electric field and, also, in the case where a uniform external field 
of 0.01 a.u. is applied in the direction perpendicular to the surface. 

Next, we describe the influence of the electric field on the frequencies by 
using the normal coordinate approach. A summary of results is given in Fig. 
4. The optimised geometry of adsorbed carbonate is not largely changed by 
the electric field although the distance from the adsorbate to the surface in- 
creases with its intensity, till desorption occurs when the intensity of the field 
reaches 0.03 a.u. This result shows that the energetics of carbonate adsorp- 
tion is controlled by the electric field whereas the internal geometry is not. 
In any case, the comparison with the experimental data of Iwasita et al. [7] is 
not straightforward because of the particularities of the electrochemical mea- 
surements. The information obtained from the electrochemical experiments 
concerns the variation of the frequencies versus the potential and not versus 
the electric field. Therefore, a direct comparison is not possible. A detailed 
description of the influence of electric fields in the vibrational frequencies 
of adsorbed carbonate will be reported elsewhere [40]. 
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4.3. COMPARING CARBONATE ADSORBED ON PT (111) TO THE 
CO (III) CARBONATO COMPLEX 

The first important remark is that, as a result of these two different chemical 
environments, large differences are found for the distance of the carbonate 
oxygen to the metal atom. In the monodentate complex, the metal-oxygen 
atom of the carbonate distance is 1.87 Å while in the cases of the atop, fcc 
and hcp monodentate adsorption mode, the optimised distances are 2.37, 
1.63 and 1.71 Å, respectively [8]. In the bidentate complex, the optimised 
oxygen-metal distance is 1.84 Å. On Pt18, the optimised O-Pt bond lengths 
are also quite different for the short bridge, long bridge and chelating adsor- 
ption modes, respectively 2.07, 2.37 and 2.53 Å [8]. The differences in the 
optimised bond lengths show that the comparison is speculative and add fur- 
ther arguments to the claim that the nature of the bond in the complex and 
at the surface is not the same. Indeed, the vibrational normal modes may be 
different in each case. 

Figure 4. Symmetric and asymmetric adsorbed carbonate frequencies versus a uniform external 
electric field applied perpendicularly to the surface. 

In fact, in a previous paper [8] it was shown that the comparison between 
the frequencies of carbonate in a Co (III) complex and adsorbed on a Pt 
(111) surface was quite misleading. In particular, the splitting of the two de- 
generate highest frequencies of free carbonate was different for the species 
in the complex and on the surface. Hence, the use of the complex spectrum 
as a reference leads to a wrong assignment of the frequencies obtained with 
the carbonate adsorbed on a Pt (111) electrode. A detailed analysis of the 
different vibrational modes shows that only some of these modes are trans- 
ferable from the complex to the surface. The transferability depending on 
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which part of the adsorbate is involved in the normal mode and whether the 
motion of the atoms in this normal mode imply a strong interaction with the 
surface. 

Several arguments can be invoked to show that a comparison to the com- 
plex should be avoided. First, the nature of the chemical bonding between 
the carbonate and a metal atom is different in a complex than in an adsorb- 
ate / surface system. In our case, the metal atom of the complex is a Co (III) 
while the metal of the surface is Pt, a meaningful comparison will require at 
least to use Pt complexes. It is well established that. in different carbonate- 
containing species, the splitting of the degenerate frequencies depends on 
the metal, its oxidation number, and on the particular compound [ 10, 37]. A 
second reason why a comparison to complexes often leads to untrustful con- 
clusions is simply the fact that the carbonate environment is quite different. 
In fact, some ligands of the complex can give rise to steric factors not exist- 
ing on a surface. An additional point is that in the bidentate complex the lig- 
and interacts with one metal atom only while when adsorbed in a bridging 
mode it interacts with two platinum atoms. A similar situation occurs in the 
cases on-top, fcc-hollow and hcp hollow-site. It clearly follows that a com- 
parison of the frequencies of carbonate adsorbed on these thee different 
adsorption sites with those of a single complex can be used for qualitative 
purposes only. For instance, to recognise carbonate adsorbed on the surface 
but neither to assign the adsorption site nor to assign the different IR bands 
to particular vibrational modes. 

5. Conclusions 

A new and efficient computational strategy has been presented, that simpli- 
fies the calculation of the vibrational frequencies of a molecular system ad- 
sorbed on moderate to large cluster models. This procedure is based on a 
certain hypothesis and assumption. Nevertheless, present results show that 
these do not affect the numerical accuracy of the calculated frequencies. An 
important consequence of this strategy is that largely simplifies the study of 
the effect of a uniform electric field on the frequencies of an adsorbed spe- 
cies. This is because it is not necessary to recalculate the normal coordinates 
at each value of the electric field. The method has been presented in connec- 
tion to a cluster model representation of the surface, but it can be directly 
applied to periodical approaches without further modification. 

In the case of carbonate it has been shown that the B3LYP calculated fre- 
quencies of the mono- and bi-dentate complexes give results that are com- 
parable to available experimental data. A more important conclusion follows 
from the examination of the normal modes. This analysis has permitted to 
reinterpret the assignments of a few infrared bands. The present study does 
also show that it is not possible to use these carbonato complexes to assign 
frequencies of adsorbate carbonate on Pt (111). The difference between the 
metal in complexes and at a surface, the different topologies and the steric 
factors due to ligands of complexes make the analogy between Surface Che- 
mistry and Organometallic Chemistry extremely dangerous. In particular, 
the different metal-adsorbate bond lengths are a univocal proof of the dif- 
ference in the nature of the chemical bond at a surface and in a complex. 
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Alternatively, it is proposed that a comparison between theoretical frequen- 
cies obtained from cluster model calculations and experimental spectra is a 
worthwhile approach to study and assign the vibrational frequencies of oxy- 
anions adsorbed on single-crystal electrodes. 
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Abstract. In this paper we address the study of optical and magnetic properties 
of metal oxides based on the cluster model approach and ab initio quantum che- 
mistry techniques. Two different multireference approaches are used to compute 
the wave functions of the ground and the excited electronic states involved in 
optical transitions and magnetic interactions. The Difference Dedicated Config- 
uration Interaction (DDCI) approach is a variational method based on the direct 
computation of energy differences between states. The Complete Active Space 
Self-Consistent Field (CASSCF) followed by Complete Active Space Second- 
Order Perturbation Theory (CASPT2) approach combines the Configuration 
Interaction (CI) techniques and many-body perturbation theory to account for 
electron correlation effects. Both methods turn out to be very suitable to esti- 
mate the differential electronic correlation and compute excitation energies. To 
illustrate the suitability of both methods, four applications are presented in this 
work: the study of d-d transitions and magnetic interactions in fcc transition- 
metal oxides, and the study of excitonic and vacancy states in MgO. 

1. Introduction 

The combination of the cluster model approach and modern powerful quantum 
chemistry techniques can provide useful information about the electronic struc- 
ture of local phenomena in metal oxides. The theoretical description of the elec- 
tronic states involved in local optical transitions and magnetic phenomena, for 
example, in these oxides needs very accurate computational schemes, because 
of the generally very large differential electron correlation effects. Recently, two 
very promising methods have become available, that allow to study optical and 
magnetic phenomena with a high degree of precision. The first one, the Differ- 

227 

J. Maruani et al, (eds.), New Trends in Quantum Systems in Chemistry and Physics, Volume 2, 221-245. 
© 2000 Kluwer Academic Publishers. Printed in the Netherlands. 



228 C. SOUSA ET AL. 

ence Dedicated Configuration Interaction (DDCI) method [1, 2], is based on the 
direct computation of the energy difference between the electronic states of in- 
terest by Configuration Interaction (CI) techniques, whereas the second method, 
referred to as CASSCF / CASPT2 [3, 4], includes part of the electron correlation 
effects in a variational way and estimates the rest by many body perturbation 
theory. Here, we present four applications in which both methods are explored 
for their accuracy and efficiency to describe electronic states involved in local 
electronic properties. 

The paper is organized as follows: in the subsequent section we give a short 
description of the two computational schemes. Thereafter, Section III discusses 
the four applications in separate subsections. Each subsection first gives some 
information about the material model, basis sets and the approximations made 
in the calculation of the wave functions. The first application concerns the d-d 
transitions in the transition metal (TM) oxides NiO, CoO and MnO. These tran- 
sitions are very localized and it has been shown before that an accurate descrip- 
tion of the states involved can be obtained within the cluster model approach [5- 
13]. Secondly, the theoretical description of the transitions accompanying an 
oxygen vacancy (F center) in MgO is discussed. Not only bulk vacancies are 
treated but attention is also focused on the F centers on the regular surface at a 
step and corner site. In the third place, we intent to give an accurate estimate of 
the excitation energy of a Frenkel exciton in MgO. This exciton is created when 
an electron is excited form a core level on Mg into the conduction band [ 14]. 
There is theoretical evidence that this excitation leads to a localized exciton be- 
cause of the strong hole-particle interaction [ 15]. in the last place, the magnetic 
interactions in the cubic transition metal oxides —CuO, NiO, CoO, FeO and 
MnO-    are studied. The unpaired 3d-electrons on the transition metals give rise 
to a net spin moment. The strength of the interaction between the spin moments 
on neighboring metal sites can be accurately calculated within the cluster model 
approach provided that electron correlation effects are accounted for [ 16- 19]. 
Section IV summarizes the conclusions. 

2. Computational methods 

2.1. DDCI 

The most straightforward way to improve the mean-field approximation of the 
Hartree-Fock approach is to extent the N-electron wave function with more de- 
terminants and variationally optimize the expansion coefficients. For systems 
where the Hattree-Fock wave function is a good starting point. the inclusion of 
determinants connected with single and double excitations usually recovers a 
large part of the electron correlation effects. However, for more complicated 
systems a multireference wave function is required, which implies a much faster 
increase in size of the computational problem than for a single reference wave 
function. Several very efficient implementations exist nowadays to reduce the 
number of parameters in the calculation without losing accuracy. One way is to 
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impose additional restrictions on the configuration expansion coefficients as is 
done in the internally contracted CI method [20, 21]. In this approach, the con- 
figuration expansion is constructed by applying excitation operators to the ref- 
erence wave function as a whole. On the other hand, the Difference Dedicated 
CI scheme is based on the understanding that many external determinants con- 
tribute equally to the correlation energy of the electronic states involved in the 
process under study. Therefore, a selection is made and only those determinants 
are included that contribute to the energy difference between the states. First, an 
uncontracted list of determinants is constructed from the multireference wave 
function by single and double replacements from the determinants in the refer- 
ence space, usually a Complete Active Space (CAS) that reflects the essential 
physical mechanisms of the system under study. Thereafter, a selection is made 
by second-order perturbation theory. For a system with two unpaired electrons. 
it has been proven that in case of a degenerate reference space only the deter- 
minants |k) that fulfill the condition: 

(1) 

(where |i) and |j) represent two different determinants in the reference space) 
contribute to the energy difference of the states involved [22]. This condition 
selects those determinants with at most two holes in the inactive orbitals, one 
hole in the inactive orbitals plus one particle in the secondary orbitals, or two 
particles in the secondary orbitals. The complete diagonalization of the resulting 
CI matrix is usually referred to as DDCI2, making reference to the two degrees 
of freedom in the generation of the external determinants. Although, for almost 
any real system the selection condition does not apply strictly - normally the 
system has a non-degenerate reference space and often more than two unpaired 
electrons - the DDCI2 method gives very reasonable results for magnetic inter- 
action problems. However, it has been shown recently that adding some well 
defined set of determinants to the wave function gives an important contribution 
to the energy difference between the states of interest. These extra determinants 
are characterized by at most one hole in the inactive orbitals plus two particles 
in the secondary orbitals or two holes in the inactive plus one particle in the se- 
condary orbitals. The resulting method is labeled DDCI3 because of the three 
degrees of freedom in the generation of the determinants. DDCI3 is also the ap- 
propriate DDCI variant to compute energy differences involving electronic exci- 
tations [23, 24]. Figure 1 schematically depicts the determinants treated in the 
DDCI2 and the DDCI3 approaches. The DDCI3 calculations reported in this 
paper have been performed with the CASDI suite of progams [25]. 

2.2. CASSCF / CASPT2 

Another possibility to improve the Martree-Fock wave function is to estimate el- 
ectron correlation effects by many -body perturbation theory. The division of the 
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Hamiltonian proposed by Muller and Plesset gives rise to a very successful and 
efficient method to treat electron correlation effects in systems that can be des- 
cribed by a single reference wave function. However, for a multireference wave 
function the Moller-Plesset division can no longer be made and an alternative 
choice of is needed. One such scheme is the Complete Active Space See- 
ond-Order Perturbation Theory (CASPT2) developed by Anderson and Roos [3, 
4]. We will briefly resume the most important definitions of the theory; one is 
referred to the original articles for a more extensive description of the method. 
The reference wave function is a CASSCF wave function that accounts for the 
largest part of the non-dynamical electron correlation. The zeroth-order Hamil- 
tonian is defined as follows and reduces to the Moller-Plesset operator in the 
limit of zero active orbitals: 

(2) 

where |0) is the CASSCF reference wave function and the Epq are excitation 
operators. In contrast to the Moller-Plesset the one-electron operator in the 
present zeroth-order Hamiltonian has non-zero matrix elements between the dif- 
ferent orbital subspaces and is only diagonal within these subspaces. For this 
reason a diagonalization step is required in order to obtain the second-order cor- 
rection to the energy. The first-order wave function is written as an internally 
contracted expansion of all configurations connected to single and double repla- 
cements from the CASSCF wave function: 

(3) 

As in any perturbational scheme based on Fock-type zeroth-order Hamilton- 
ians, configurations can appear in the first-order wave function with an expecta- 
tion value of very close to (or even lower than) the expectation value of the 
reference wave function. This can lead to very small (or even negative) energy 
denominators both in the expressions for the second-order correction to the en- 
ergy, E(2), and in the expressions for the coefficients of the configurations in the 
first-order wave function, C(1) and cause a breakdown of the perturbation treat- 
ment of the electron correlation. The best way to solve this problem is to include 
the trouble causing configuration in the CASSCF wave function, however, it of- 
ten happens that the state that causes the breakdown does not have a large inter- 
action matrix element with the reference state and therefore not very important 
to obtain a good estimate of the second-order energy. Roos and Anderson [26] 
introduced a so-called level-shift technique for the CASPT2 that shifts up in en- 
ergy all configurations in first-order wave function by an arbitrary amount 
avoiding in this way the destructive influence of the intruder state without being 
forced to extend the active space in the CASSCF step. Once the zeroth-order 
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Hamiltonian has been diagonalized, a correction is applied for the appearance of 
the level shift in the denominators of the expressions for E(2). This level shift me- 
thod has been applied successfully to a wide variety of problems in the field of 
spectroscopy and can be considered as a pragmatic solution to the intruder state 
problem inherent to perturbation theory. All CASSCF / CASPT2 calculations 
presented here have been done with MOLCAS-4 [27]. 

Figure 1. Schematic representation of the determinants treated in the different DDCI approaches. 
The different classes of external determinants are labeled by the excitation operator, = , 
that by acting on a determinant in the reference space generates a determinant of this class. The 
Following labels are used: i, j for inactive orbitals; t, u for active orbitals; a, b for secondary or- 
bitals. The open circles denote the creation of a hole in the inactive orbitals, whereas the crosses 
indicate the creation of an electron in the secondary space. 

3. Applications 

3.1. d-d EXCITATIONS IN NiO, CoO AND MnO 

All three transition metal oxides considered crystallize in an fcc cubic structure 
with a lattice parameter of 4.16 Å, 4.26 Å, and 4.43 Å, for NiO, CoO and MnO, 
respectively [28]. The materials are modeled with a TMO6 cluster embedded in 
optimized point charges [10] to account for the long-range electrostatic poten- 
tial. These charges reproduce the Madelung field in the cluster region with high 
accuracy (less than 1 mHa in the cluster atoms). We also investigate the effect 
of the Pauli repulsion between the cluster and the ions in the direct surrounding 
in NiO and MnO. This short range repulsion is either included by adding ab ki- 
tio embedding model potentials (AIEMP) [29] to the cluster or by embedding 
the cluster in frozen ions. The basis sets are constructed from atomic natural or- 
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bitals (ANO), for the transition metal ions a [21s, 15p,10d, 6f] / (7s, 6p, 4d, 2f) 
basis set is employed and for the oxygen anions, we use a [14s, 9p, 4d] / (6s, 5p, 
Id) basis set [30, 31]. The formal ionic charges of  the transition metal cations of 
2+ gives rise to a ground state configuration for Ni, a config- 
uration for Co and a configuration for Mn. The electrons in open-shell 
orbitals are coupled to a 3A2g, 4T1g, and 6A1g ground state, respectively. In this 
section we discuss the relative energies of the 3dn states arising from the rearran- 
gement of the electrons in the 3d-shell. For this purpose, we construct CASSCF 
wave functions for each 3dn state with an active space that consists of the orbit- 
als with mainly TM-3d character and a set of correlating virtuals, the so-called 
d’ orbitals. In the subsequent CASPT2 step, we use as zeroth-order this multire- 
ference wave function to account for the remaining electron correlation effects 
arising from the TM-3s, 3p and 3d electrons and the O-2s and 2p electrons. A 
previous systematic study has shown that this division between variational and 
perturbational treatments of the electron correlation effects is adequate to obtain 
excitation energies within 0.1 5 eV of the experimental values [10]. 

Table 1 lists CASSCF and CASPT2 energies of the lowest 3dn states of NiO, 
CoO, and MnO. The results are compared with experimental data obtained from 
optical absorption experiments for NiO and CoO [32, 33] and electron-energy- 
loss spectroscopy for MnO [34]. Note that results listed for CoO are obtained 
for a CoO6 cluster embedded in point charges only and. therefore, do not have 
included the effect of the Pauli repulsion. In NiO, the Pauli repulsion due to the 
18 Ni²+ ions coordinating the six oxygen ions in the cluster is included by repre- 
senting these ions by AIEMPs (1s, 1p) [29], and in MnO, we included the Pauli 
repulsion by embedding the MnO6 cluster in 18 frozen ions. To circumvent the 
problem of freezing open-shell ions, we modeled the extra Mn²+ ions by frozen 
Mg2+ ions, which have a rather similar ionic radius [35]. For MnO, we only list 
the sextet-quastet transitions because transitions to doublet states are expected to 
have a very low intensity. which prevents the experimental observation of these 
transitions. It is seen in Table 1 that the CASSCF wave function already gives a 
rather satisfactory description of the relative energies of the 3dn states, the order- 
ing is, with a few exceptions. similar as observed in the experiments. However. 
CASPT2 introduces important changes in the relative energies of the 3dn states 
in all three compounds, ranging from an increase of the excitation energy of 
0.15 eV for the first excited 3dn state in NiO to a decrease of more than 0.5 eV 
for several higher lying 3dn states in all three materials. 

Comparison of the experimental data to the CASPT2 values shows that for 
the large majority of states the calculated value does not deviate more than 0.2 
eV from the experimentally determined one. Exceptions are the 4A2g state in Co- 
O (1.79 vs. 2.14) and the lower d-d transitions in MnO, for which the calculated 
transition energies are too high. In none of these cases are there indications from 
the perturbation theory that intruder states artificially affect the calculated transi- 
tion energies. Hence, it is unlikely that the discrepancy between calculated and 
experimental values can be attributed to an incorrect or incomplete treatment of 
the electron correlation effects. 
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TABLE 1 Relative energes (in eV) of the lowest 3dn states in bulk TMO (TM=Ni. Co, Mn) ob- 
tained by CASSCF and CASPT2. The active space is formed by the TM-3d orbitals and a set of 
correlating virtuals with the same symmetry character CASPT2 correlates the TM-3s, 3p, 3d elec- 
trons and the O-2s, 2p electrons 

(a) with a level shift of 0.20 au 

On the other hand, a previous study showed that the lack of Pauli repulsion 
between the cluster atoms and the direct surrounding introduces a small but not 
negligible error in the calculated values of the d-d transitions [36]. It was found 
that the Pauli repulsion increases the splitting of the eg and t2g TM-3d orbitals by 
~0.15 eV in NiO. Assuming a similar effect for CoO and recalling that the ex- 
citation energy of the 4A2g state is proportional to 2x10Dq, we may conclude that 
the excitation energy for this state listed in Table I will increase by about 0.3 eV 
when Pauli repulsion is accounted for. This increase will bring the calculated ex- 
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citation energy within the typical accuracy of the CASSCF / CASPT2 method, ~ 
0.2 eV. 

Figure. 2. Level diagram of the d-d transitions in bulk MnO. The CASPT2 values obtained for the 
Mn²+ and the Mn³+ ions are compared with the EELS data of Ref [34] 
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For MnO the situation is less clear. The calculated transition energies of the 
lower d-d transitions are significantly higher than the experimental ones: ~ 0.7 
eV for the a4T1g and the a4T2g states, and -0.5 eV for the 4A1g, 4Eg and b4T2g sta- 
tes. The remaining d-d transitions are calculated within the accuracy of the com- 
putational method of ±0.15 eV as observed for NiO and CoO. In order to ex- 
plain the differences between theory and experiment, we tested two different 
hypotheses. The first one is that the lower d-d transitions arise froin Mn2+ ions 
located at the (100) surface. In NiO, a surface state has been observed with a 
transition energy of 0.6 eV, i.e., 0.5 eV lower than the first bulk transition [37- 
39]. The second possibility is that these lower d-d transitions arise froin Mn³+ 
impurities in the crystal. In fact, Fromme et al. [34] assign a small shoulder ob- 
served at 1.18 eV to the 5Eg 3T1g transition on a Mn³+ impurity. Calculations 
on a MnO5 cluster embedded in Evjen charges show that the symmetry lowering 
at the surface from Oh to C4v does not cause the appearance of surface states at 
lower transition energies than those for the bulk. The calculated 6A1 4A2, 4E 

and 4B2 transition energies are larger than 3 eV. On the other hand, the calcul- 
ated transitions for a Mn3+ ion impurity in MnO appear at energies significantly 
lower than the ones calculated for the Mn²+ ion; the lowest Mn3+ transition, 5Eg 
     5T1g, appears at 1.36 eV, the transition to the 3T1g state at 1.85 eV and the 3Eg 

transition is calculated at 2.46 eV. Figure 2 summarizes the calculated and obser- 
ved transition energies. The level diagram suggests an alternative interpretation 
for the peaks observed in the EELS experiments [34]. The lower three peaks 
might arise froin a Mn³+ impurity while the peak at 3.0 eV may be assigned to 
the first d-d transition of the Mn2+ ion. The study of the d-d transitions in MnO 
with X-ray fluorescence spectroscopy [40] gives additional support for this hy- 
pothesis. In these spectra the lowest peak that carries significant intensity only 
arises at 3 eV. Nevertheless it is obvious that a more comprehensive analysis of 
the transition energies in MnO is needed. 

3.2. F CENTERS IN MgO 

The oxygen vacancies in solid MgO give rise to interesting features in the opti- 
cal spectra. The so called F centers are characterized by the trapped electrons in 
the cavity left by removing the anion. The removal of an O-

 ion or a neutral O 
atom results in F+ or F centers with one or two electrons trapped, respectively. It 
is widely accepted that these electrons are localized at the center of the vacancy 
[41] and therefore, the combination of cluster model approach and high accurate 
ab initio methodologies is a reliable technique to study the spectroscopy of these 
vacancies. It is well known that both F and F+ centers give rise to an intense ab- 
sorption band around 5 eV which is composed of two bands, one at 4.96 eV due 
to F+ centers and one due to neutral F centers at 5.0 eV [42, 43]. In a previous 
work, Illas and Pacchioni [41] studied the F centers in bulk and surface MgO by 
means of cluster models and MRCI wave functions. The computed excitation 
energies for bulk F and F+ centers were 6.0 and 5.8 eV respectively, with an er- 
ror of 0.8-1 eV with respect to the experiment, due to limitations in the level of 
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calculation, mainly the basis sets size. Applying the same error estimation, these 
authors could assess the surface optical transitions at 2.2-2.5 eV for F and F+ de- 
fects. The interpretation of the optical measurements of MgO surface is much 
less clear. The bands assigned in the literature to surface F centers vary from 2- 
2.3 eV to 1.15 eV while other bands remain unassigned (see reference [44] and 
references therein). 

In this work we will present the results of the optical transitions associated to 
F centers formed at low-coordinated sites of the MgO (100) surface. As these 
excitations will appear at lower energy than those in the regular surface we will 
check whether they can be responsible of some of the unassigned features of the 
spectrum. 

To model a regular surface, a step and a corner, we use the following cluster 
models: a Vac (Mg²+)5 (Q²-)12 (Mg²+)12 (TIP)12 cluster embedded in an array of 
634 point charges for the surface, a Vac (Mg²+)4 (O²)10 (Mg²+)20 cluster embed- 
ded in an array of 563 point charges for a step and a Vac (Mg²+)3 (O²-)6 (Mg²+)10 
cluster embedded in 323 point charges for a corner, where Vac refers to the va- 
cancy left by an 0 anion and TIP is the total ion potential [45] without basis set 
to model the 12 outermost Mg²+ cations All atoms are treated as effective core 
potentials (ECP) that include the 1s, 2s and 2p electrons for the Mg cations and 
the 1s core orbital for the O anions. The basis sets used are the following: an op- 
timized (3s, 2p, Id) uncontracted basis set for the vacancy, a contracted 4s, 1p 
/ (2s. 1p) basis for the next Mg²+ neighbors, a [4s, 4p] / (2s, 2p) for O²- and a 
[4s] / (Is) contraction for the outermost Mg²+ ions (for more details concerning 
basis set and cluster models see ref. [44]). Since the creation of a vacancy can 
induce non-negligible geometrical relaxation, the positions of the Mg nearest 
neighbors and the 0 next nearest neighbors of the vacancy are optimized at the 
Hartree-Fock level for the ground state of the F and F+ centers for each cluster. 
The rest of the atoms and point charges are fixed at the ideal crystal position. 
DDCI calculations have been performed for the lowest excited states for both F 
and F+ centers in the three clusters. The model space is a CAS which involves 
two orbitals and either two or one electron for F and F+ centers, respectively. To 
construct the CAS a set of molecular orbitals has to be chosen. However, excita- 
tion energies computed by DDCI3 are not very dependent upon the molecular 
orbitals used [44].

In Table 2 we summarize the results of the DDCl calculations on the lowest 
excitation energies for terrace, step and corner F and F+ centers. As expected, 
for a given transition the excitation energy decreases as the coordination of the 
defect decreases. For F centers, the allowed singlet to singlet lowest transition 
occurs at 3.4 eV for the surface, 2.9 eV for the step and 2.6 eV for the corner. 
The same trend is found for the F+ centers, where the first doublet to doublet 
transition, goes from 3.6 eV for the surface, to 2.6 eV for the step and 2.4 eV 
for the comer. As observed previously for the bulk calculations, excitations for 
the F+ centers appear around 0.2 eV below the excitations due to F centers. The 
excitations at the step and corner sites are shifted about 0.5-1.2 eV compared to 
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the surface transitions indicating that, if these defects are present on the surface, 
two different optical bands should be detected in the spectrum. 

TABLE 2. Summary of excitation energies (in eV) of F and F+ centers on the MgO surface step 
and comer sites (a)

 

(a) DDCI calculations for F centers were performed using the orbitals from the ³A1 state. For the 
surface and those from the ³A' and ³A states for the step and corner, respectively. For F+ centers the 
orbitals of the ²A1 state were used for the surface and ²A' and ²A for the step and comer 

Comparison of our results with experiment is difficult because, except for 
the band appearing at 5 eV, the rest of the bands are not unambiguously assig- 
ned. For bulk MgO previous calculations showed an overestimation of 0.8-1 eV 
of the excitation energy, that is, an error of -15%. Applying a similar correction 
to our present calculations, the singlet to singlet allowed transitions are predic- 
ted to occur at -2.9 and -3.0 eV for F and F+ surface centers, at -2.5 and -2.2 
eV for F and F+ step centers and at -2.2 and -2.1 eV for F and F+ comer cen- 
ters. These values allow us to tentatively assign the bands observed around 2-2.3 
eV to low-coordinated (step and comer) F centers while the transitions due to 
surface vacancies should be seen around 3 eV. Recent EELS measurements on 
MgO ultrathin films grown on Ag(100) have shown bands at 3.3 eV and 2.1 eV, 
that were assigned to surface F centers [46]. These new experimental data give 
additional support to our theoretical assignments. The assignment we propose 
implies that the oxygen vacancies detected by optical spectroscopy are localized 
both at regular surface and at low-coordinated sites. 

A final point concerns the comparison of the DDCI method and the CAS- 
SCF / CASPT2 approach. We have performed some test calculations for the 
step cluster using all electron basis sets of moderate size for all cluster atoms. 
These calculations not only permit a direct comparison of the two approaches 
for the inclusion of electron correlation but also provide a test of the ECP and 
basis used in the previously commented calculations Compared to the results 
listed in Table 2 for the surface, the DDCI excitation energies obtained with all 
electron basis sets change less than 0.1 eV for all states considered. Moreover. 
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CASPT2 excitation energies are also very similar to the DDCI energies obtained 
with the all electron basis sets. The perturbative scheme gives energies which are 
about 0.2 eV lower. Hence we conclude that the present choice of ECP and basis 
set are sufficient to compute excitation energies of F centers in the MgO (100) 
surface. 

3.3. FRENKEL EXCITONS IN MgO 

In a previous paper, we studied the character of the excited states of bulk MgO 
[47]. This type of excitations involves the creation of a hole in an occupied orbi- 
tal and a particle in an empty orbital. When the hole-particle interaction is strong 
enough a localized excitonic state arises. Our previous study showed that there 
are no excitonic states when the hole is made on the ligand orbitals, either in the 
valence O(2p) or the core O(1s) orbitals. However, we found evidence for the 
existence of an excitonic state arising from an excitation from either an inner 
Mg(1s) orbital or a Mg(2p) orbital [15, 47]. In these cases, the localization of 
the hole on a Mg²+ center, leading to an effective Mg³+ center, results in an ex- 
cited orbital localized inside the cluster region which extends up to the first shell 
of oxygen neighbors only. The electron in the excited state showed a strong Mg- 
3s character and we concluded that the excitonic states coming from an excita- 
tion in the Mg levels are indeed localized. These results confirm the assignment 
arising from the measurements of O’Brien et al, [14]. These authors measured 
the absorption spectrum of bulk MgO and reported a peak around 0.3 eV below 
the MgO conduction band. This peak was assigned to an excitonic state due to a 
Mg 2p6 2p5 3s¹ transition with a transition energy of 53.4 eV. 

In our previous work. we focused on the character of the excited states by 
means of the analysis of SCF wave functions. At this level of calculation, the 
computed excitation energy for the Mg 2p6 2p5 3s1 transition was 54.6 eV, 
that is, more than 1 eV above the experimental result. In the present study we 
attempt the calculation of this excitation by means of more accurate multiconfi- 
gurational methods, particularly, the CASSCF / CASPT2 approach commented 
before. To model the MgO crystal, a Mg13O14 cluster is used. This cluster model 
is arranged in a cube and contains a central Mg, the six O nearest neighbors, the 
next 12 Mg neighbors and 8 0 occupying the vertices of the cube. The cluster is 
embedded in a set of optimized point charges to ensure a good representation of 
the long-range electrostatic potential in the cluster region. All electrons of the 
cluster are explicitly considered, and the following ANO basis sets are used for 
all atoms: for the central Mg, a [17s, 12p, 5d] / (5s, 4p, 1d) contracted basis set; 
for the six O's, a [14s, 9p, 4d] / (4s. 3p, 1d); for the 12 Mg’s, a [17s. 12p, 5d] / 
(4s, 3p), and for the remaining 8 O’s a [ 14s, 9p, 4d] / (3s, 2p) contracted basis 
set. The system contains 270 electrons and 358 basis functions. 

CASSCF wave functions based on an active space formed by two orbitals (a 
central Mg-2p orbital and an orbital with strong central Mg-3s character) and by 
two electrons are constructed for a singlet closed-shell ground state and singlet 
and triplet excited states. The CASSCF result is improved by perturbation theory 
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performing a CASPT2 calculation in which all Mg and O 2s and 2p electrons 
are correlated. The presence of a hole in a Mg(2p) orbital in the reference wave 
function, makes the perturbative treatment of the correlation energy extra sens- 
itive for intruder state problems, since many configurations will appear in the 
first-order wave function with similar (and, of course, also much lower) energy 
expectation values of as the reference wave function. For this reason, we 
observe rather low weights of the CASSCF wave function in the first-order cor- 
rected one. However, these low weights do not significantly affect the second- 
order estimate of the total conelation energy, because the individual terms have 
very small interaction matrix elements with the CASSCF wave function. In test 
calculations on a MgO6 cluster embedded in point charges, we observe a very 
similar correction of the excitation energy by CASPT2 (around 1 eV in both ca- 
ses) without the appearance of intruder states in the wave function, giving addi- 
tional evidence that the perturbative correction to the excitation energy is not si- 
gnificantly influenced by the intruder states encountered in the larger cluster. 

The CASSCF excitation energies for the excited triplet state is 54.5 eV, simi- 
lar to the SCF value reported in a previous work. The Mulliken population ana- 
lysis of the active orbitals indicate a high degree of localization of the excited 
state, in agreement with previous results. The inclusion of electron conelation 
by CASPT2 decreases the CASSCF excitation energies around 1 eV, leading to 
a final value for the excitation of 53.4 eV. For the excited singlet state the CAS- 
SCF value is 54.7 eV and the CASPT2, 53.6 eV. The experimental transition 
energy, 53.4 eV, has to be compared with the excitation energy to the excited 
singlet state, which corresponds to the spin allowed transition, at 53.6 eV. This 
result is converged for the size of the basis set, as the excitation energies obtai- 
ned with smaller basis sets on the first layer of 0 ions and the second shell of 
Mg ions are virtually the same. Furthermore, the extension of the present cluster 
with the next shell of Mg atoms, Mg19O14, does not change the values of the ex- 
citation energies. Agreement with the experiment is very satisfactory showing 
that the CASSCF / CASPT2 method is a good approach to study these localized 
excited states in ionic materials. 

3.4. MAGNETIC COUPLING IN TMO (TM=Cu, Ni, Co, Fe, Mn) 

The localized nature of magnetic moments in ionic transition-metal compounds 
permits an accurate study of the interactions between the moments located on 
neighboring TM ions. The extraction of the magnitude of the interaction from 
experimental data is commonly done by fitting magnetic susceptibility data to a 
Heisenberg Hamiltonian that contains two center interactions only and is usually 
limited to neighboring TM ions. For this reason the cluster model approach em- 
erges as a natural choice to study the magnetic interactions in ionic compouds. 
More specifically, recent cluster model studies have established the appropriate- 
ness of the approach by quantitatively reproducing experimental values of the 
magnetic coupling in a variety of ionic materials with a two-center cluster only 
[19]. It has also been demonstrated that the inclusion of more magnetic centers 
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in the cluster do not significantly change the calculated values [48]. Here, we re- 
port the results of CASSCF / CASPT2calculations on the magnetic interactions 
in the series of late transition metal oxides TMO (TM=Cu, Ni, Co, Fe, Mn). It is 
expected that the magnetic interaction in this series decreases from Cu to Mn, 
since the decrease of the nuclear charge on the metal causes an increase in the 
charge transfer energy and, hence. a decrease in the importance of the covalent 
interactions. 

To facilitate the comparison between the different compounds, we use ideal- 
ized structures for CuO and FeO, whose real crystal structures show defects and 
/ or orthorhombic distortions. The lattice parameters are as follows: 4.087 and 
4.332 Å for CuO and FeO (extrapolation to x=0 of FeO1-x), respectively. Those 
for the other compounds are given in subsection A of this section. The clusters 
used in the calculations contain two TM ions and a bridging oxygen between 
them. The 10 oxygen anions directly surrounding the TM2O unit are also inclu- 
ded in the cluster. The short range repulsion due to the 4 TM ions surrounding 
the bridging oxygen is taken into account by including Mg²+ AIEMPs provided 
with a (1s, 1p) basis set to ensure the strong-orthogonality between cluster and 
embedding ions [49]. In addition. calculations are performed for the magnetic 
interactions at the TMO(100) surface. For this purpose, TM2O9 clusters are con- 
structed. The thee TM ions around the bridging oxygen are described in the 
same way as for the bulk, and the effect of the rest of the crystal is included by a 
set of Evjen charges. We use the following ANO basis sets to describe the one- 
electron space: for the TM ions, [21s, 15p, 10d, 6f] / (6s, 5p, 3d, 1f); for the 
bridging oxygen, [14s, 9p, 4d] / (5s, 4p, 1d), and for the edge oxygens [14s. 9p] 
/ (3s, 2p). The active space in the CASSCF calculation is formed by the open- 
shell orbitals and all the unpaired electrons, i.e., (2/2) for CuO, (4/4) for NiO, 
(10/14) for CoO since the ground state configuration of Co²+ in an octahedral 
field has contributions from both the          and the e3

 g t 2 
4 

g    configurations,  (8/8)  for 
FeO, and (10/10) for MnO. CASPT2 correlates the TM-3s, 3p, 3d and the O-2s, 
2p electrons. 

Table 3 summarizes results obtained for the bulk and the surface. First, we 
observe that the trend of decreasing magnetic interaction strength, parameterized 
by J in the Heisenberg Hamiltonian, is reproduced both by CASSCF and CAS- 
PT2. The analysis of the one-electron functions and multireference N-electron 
wave function indicates that indeed the covalent interaction - appearing either 
through a mixing in the one-electron functions of the O-2p and TM-3d atomic 
orbitals or as configurations connected to charge transfer excitations in the N- 
electron wave function - is strongest for CuO and a gradual decrease is observed 
towards MnO. Secondly, the results in Table 3 show that the treatment of exter- 
nal electron correlation increases the calculated J by a factor of about 4. This has 
been observed in many applications before and illustrates once more the neces- 
sity to account for this electron correlation in order to obtain reasonable estim- 
ates of the magnetic coupling parameter. In third place, it must be noted that in 
some cases CASPT2 fails to estimate the electron correlation effects. For MnO 
(bulk), CoO (100) and MnO (100) the zeroth-order Hamiltonian cannot be dia- 
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gonalized. More specifically, this occurs for the lower spin coupled (singlet and 
/ or triplet) states, which all have a very long reference wave function expansion; 
typically between 103 and 104 CSFs, none of them with coefficients > 0.1. This 
prevents the diagonalization of the zeroth-order Hamiltonian in CASPT2 within 
a reasonable number of iterations. However, the comparison of the estimate of 
the magnetic interaction parameters derived from the higher spin coupled states 
with the materials that do not show convergence problems indicate that the ef- 
fect of CASPT2 is the same in these troublesome cases. 

TABLE 3 CASSCF and CASPT2 values of the magnetic coupling parameter J (in meV) for bulk 
TMO and for the TMO (100) surface. The active space in the CASSCF is Formed by the open shell 
orbitals located on the TM ions and the unpaired electrons. CASPT2 correlates the TM-3s, 3p. 3d 
and the O-2s, 2p electrons 

The value calculated for NiO (bulk), 13.7 meV, compares very reasonably 
with the experimental value - 19 meV - obtained from magnetic susceptibility 
[50] and Raman scattering [51]. The agreement can even be slightly improved 
by extending the active space with the 2p orbital of the bridging oxygen and a 
set of virtuals with the same symmetry character as the TM-3d and O-2p orbit- 
als. This active space allows for a more precise treatment of the charge transfer 
configurations in the wave function and leads to an improvement of the calcul- 
ated J-value. These calculations have only been performed for CuO and NiO 
since for the other compounds the active space would increase to an unmanage- 
able size, e.g. for CoO an active space with 22 active orbitals needs to be evalu- 
ated. Both for CuO and for NiO an increase of about 30% of the CASSCF value 
is obtained with the larger active space, -30.7 meV and -5.2 meV respectively. 
The CASPT2 value increases to -90.7 meV for CuO and to -14.8 meV for NiO, 
that is an increase of 16% and 8% respectively. Comparison of the computed 
magnetic coupling constant for bulk MnO with experimental data is not as direct 
as for bulk NiO, because of the lack of a CASPT2 estimate. However, assuming 
a similar increase as in the other oxides with respect to the CASSCF value (ap- 
proximately a factor of 3.5), a value of -1.2 meV can be extrapolated for MnO. 
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This is in fair agreement with the experimental estimate of -1.7 meV obtained 
from inelastic neutron scattering [52] and analysis of thermodynamic data [53]. 

Finally, the comparison of bulk and surface reveals the decrease of the mag- 
netic interaction with the coordination number of the TM ion. In all cases, the 
calculated J value decreases by approximately 30% at the CASSCF level and 
between 30% (CuO) and 10% (FeO) for CASPT2. This effect has been studied 
in more detail for NiO previously [17]. It was shown that the decrease of J is 
completely determined by the lower coordination of the Ni ions at the surface 
and that the lower Madelung potential at the surface only has a minor influence 
on the magnetic coupling. This is in contrast with another theoretical prediction 
based on the Hubbard model Hamiltonian, which predicts an increase of the 
coupling at the surface by ~50% [54]. Very recently, a helium atom diffraction 
study has been published of the antiferromagnetic transition on the NiO(100) 
surface [55]. The interpretation of the experimental data suggest that the mag- 
netic coupling at the surface is lower than in the bulk. 

4. Conclusions 

We have performed electronic structure calculations to study local physical pro- 
cesses in metal oxides. The energy scale at which the processes occur is rather 
wide, it ranges from ~50 eV for the excitonic state in MgO to less than 1 meV 
involved in the magnetic interaction in MnO. Multireference wave functions are 
constructed that include the essential ingredients of the physical phenomena of 
interest and thereafter. the remaining electron correlation effects are accounted 
for either by second-order perturbation theory (CASPT2 ) or in variational man- 
ner (DDCI). Both approaches give accurate results and permit to analyze the un- 
derlying physical mechanisms. 

The study of the d-d transitions in NiO, CoO and MnO with the CASSCF / 
CASPT2 method makes evident the importance of electron correlation effects 
on the relative energies of the different 3dn states. For NiO and CoO we confirm 
the interpretation made in optical spectroscopy experiments, but the assignment 
of the lowest peaks in the EELS spectrum of MnO cannot be confirmed. The 
lowest transitions have been calculated at 3.0 eV, which is 0.8 eV higher than 
the lowest peak in the spectrum. Additional calculations suggest that these peaks 
might arise from Mn³+ impurities in the crystal. 

The DDCI results for the F centers in MgO at different sites of the (IOO) sur- 
face show a decrease of the excitation energy with the decrease in the coordina- 
tion of the vacancy. Assuming an error in the calculated transition energies of 
15%, similar to the error observed for the transitions in bulk F centers, we can 
assign the peaks observed around 3 eV to regular surface F centers, the band ob- 
served around 2.4 eV to step sites and the band around 2.2 eV can be assigned 
to corner sites. 

The excitonic state in MgO (bulk) arising from the creation of a hole in the 
Mg-2p core level appears as an impurity level within the band gap of MgO. Pre- 
vious cluster model studies provided theoretical evidence of the local character 
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of this excitonic state. In the present work we improved the estimated transition 
energy by accounting for electron correlation effects by means of CASSCF / 
CASPT2. Modeling MgO with a Mg13O14 cluster embedded in point charges, 
CASSGF gives a transition energy of 54.7 eV. This energy is lowered by about 
1 eV at the CASPT2 level. The final estimate of 53.6 eV compares very well 
with the experimental value of 53.4 eV. 

Finally, the magnetic interactions in the fcc TMO (TM=Cu, Ni, Co, Fe, Mn) 
have been analyzed. We find the magnetic interaction decreases with decreasing 
nuclear charge on the TM ion. A comparison of magnetic interactions between 

bulk atoms and between atoms located at the (100) surface shows that the inter- 
action in all five compounds is lowered at the surface. The calculated value of 
the interaction in bulk NiO compares rather well with the measured one, espe- 
cially when charge transfer effects are included in a more complete manner by 
extending the active space in CASSCF. 
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ELECTROSTATIC EFFECTS IN THE HETEROLYTIC DISSO- 
CIATION OF HYDROGEN AT MAGNESIUM OXIDE 

C. PISANI AND A. D’ERCOLE 
Unità INFM di Torino and Dipartimento di Chimica IFM, 
Università di Torino, via Giuria 5, I-10125 Torino, Italy 

Abstract. An embedded-cluster approximation is adopted for simulating 
the heterolytic dissociation of hydrogen at two intrinsic defects on the (001) 
surface of magnesium oxide: the isolated anion vacancy, and the “tub” 
divacancy. The dissociation process is shown to be critically dependent 
on the structure of the electrostatic field at the surface both as concerns 
energetics and final configuration. 

1. Introduction 

MgO powders activated at high temperatures have been known for many 
years to promote the heterolytic cleavage of hydrogen and methane molecu- 
les [1, 2]. The interest in this kind of reactions is motivated by the great 
technological relevance of the realization of heterogeneous catalysts capable 
of promoting in an efficient way the partial oxidation of methane [3]. While 
it is well established that the perfect (001) face, by far the most stable 
surface of crystalline MgO, is practically inert, it is not yet clear which 
types of defect at that face are responsible for its activity. 

The present work reports the results of a theoretical investigation con- 
cerning the heterolytic dissociation of hydrogen at two intrinsic defects on 
the (001) surface of magnesium oxide: the isolated anion vacancy (the clas- 
sical “F” defect) and the tub divacancy, the latter formed by removing two 
nearest neighbor ions at the MgO (001) surface (to be identified in the 
following with a T). In two parallel papers [4, 5] we discuss this problem 
in more detail with reference to experimental information derived from re- 
cent infrared and electron paramagnetic resonance experiments [6]. Here 
we concentrate on the dissociation process by stressing the importance of 
the structure of the electrostatic field at the defect. 
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Figure 1. Embedded clusters used for simulating the anion vacancy (left) arid the tub 
divacancy (right). Oxygen arid magnesium ions are represented by white arid light grey 
circles: respectively. The O ions at which the protori is bound are marked with Greek 
letters. The position of the missing oxygen is marked with V. The two Mg ions marked 
with an asterisk are included only when protori adsorption at O(ß) is considered. 

2. Method 

We adopt for this study the perturbed-cluster technique [7] as implemented 
in the EMBED code in the frame of the Hartree-Fock (HF) approximation 
[8]. A detailed analysis of this method has been provided in a recent paper 
dealing with the characterization of different types of divacancy in MgO [9]. 
We only stress here an aspect which distinguishes the present from other 
embedding schemes (see for instance the contribution by Kantorovich in this 
volume). The general problem is to perform a quantum chemical calcula- 
tion concerning a limited number of atoms (the cluster) within a complex 
structure, while keeping into account in an approximate way the effects of 
the rest of the system. In some special cases as those here considered, the 
cluster is part of a periodic system except for the presence at its interior of a 
local defect. The energy-dependent embedding potential to be added to the 
cluster hamiltonian can then be derived from the knowledge of the solution 
for the perfect, host system. The latter is obtained by means of a periodic 
program which adopts the same techniques and approximations as for the 
treatment of the cluster: we use for this purpose the CRYSTAL code [10]. 
A consequence of this approach is observance of self-embedding consistency 
that is, in the absence of defects the one-electron density matrix within the 
cluster coincides with that of the host system. Most of the other ernbedding 
schemes are based on a combination of different approximations in the clus- 
ter region (where an aninitio Hamiltonian is used) and in the environment 
(described with a semi-classical or semi-empirical Hamiltonian, as a set of 
point charges plus pseudo-potentials, etc. ) . 
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Figure: 2. Equilibrium geometries for the three dissociated configurations. From top to 
bottom arid from left to right. the following vertical sections are considered: in a 
plane through and Mg(2). arid another through Mg(1) arid Mg(2); Ta, in a plane 
through arid Mg(2), arid in two planes orthogorial to this one. through Mg(2) arid 
O(ß); respectively; Tß. in the same planes as in the preceding case. Relaxations are given 
in Bohr with respect to the unperturbed lattice position: the two numbers in parentheses 
refer to the horizontal and vertical displacement. In square brackets, the corresporiding 
data are provided for the bare defect prior to hydrogen adsorption. The position of H 
arid H+ is reported with reference to the missing oxygen site, and to the oxygen to which 
the proton is bound, respectively. 

Figure 1 shows the embedded clusters adopted in the present study and 
introduces some conventions in the labelling of atoms; the two hydrogen 
atoms which are also part of the cluster are not represented. The three 
configurations of the dissociated H2 molecule to be discussed in the follow 
ing are reproduced in figure 2 along with the corresponding equilibrium 
geometry; they will be designed as Fa, and Tß, respectively. The last 
two are distinguished from the oxygen where the hydroxyl is formed. The 
basis set, is the same as in previous work [4]. Following the usual notation, 
it consists of 8-61 (Mg), 8-51 (0) and 31* (H) sets of contracted Gaussians; 
two sets of floating single Gaussian functions have been located at the site 
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TABLE 1. Calculated energies for the dissociation of 
the molecule (Hartree units). The HF results subse- 
quently corrected for correlation (at an MP2 level of 
approximation) and for long range polarization are re- 
ported 

of the two removed surface ions. Corrections for the basis set superposition 
error have been included. The contributions to energy of electron correla- 
tion inside the cluster and of polarization of the surroundings have been 
estimated a posteriori [9]. 

3. Results and discussion 

As shown in figure 2, local energy minima, are found in the three cases 
corresponding to the formation of a hydride ion close to the position of the 
missing oxygen and of a hydroxyl near the defect; the Mulliken charges of 
the two hydrogens are 1.77, 1.97, 1.91, and 0.75, 0.57, 0.48, for and 
TU, respectively. In the presence of the dissociated molecule, the Mg and 
O atoms near the vacancy are closer to their position in the unperturbed 
crystal than in its absence. This is to be expected, since the molecular 
moieties partly compensate for the missing ion charges, more so for the T 
than for the F defect. The length of the hydroxyl bond is almost the same 
in the three cases: 1.80, 1.80, 1. 82 Bohr, in the same sequence as above. 

Table 1 reports energy data for the dissociation reaction. At the HF 
level the two configurations at the tub are considerably more stable (41 
and 28 kcal/mol) than the undissociated molecule; the opposite is true for 
the anion vacancy. The effect of the correlation correction is to destabi- 
lize appreciably the dissociated structures; in fact, its contribution to the 
strength of the H-H molecular bond and to the stability of the O² ion 
is much higher than for O-H and . The polarization correction appears 
to act in the same direction, but to a. rather different, extent in the three 
cases. The explanation is similar to that we put forward when commenting 
on equilibrium geometries: the polarizing field acting on ions in the exter- 
nal zone is stronger in the absence than in the presence of the adsorbed 
molecule. Our estimate of this correction is rather rough [9] and can only 
he taken as indicative of the importance of long range polarization effects. 
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Figure 3. Electrostatic potential map for the two bare defects and identification of the 
position of the atoms of the dissociated H2 molecule (H atoms in the Tß configuration 
are in dark grey). The sections are in a vertical plane through the H atoms. Consecu- 
tive isopotential lines differ by 0.02 a.u. (0.54 V); continuous, dashed and dot-dashed 
curves refer to positive, negative, arid zero potential. respectively. Lines corresponding to 
absolute values larger than 0.3 a.u. are riot plotted. 

In summary, dissociation is thermodynamically favored at the tub even if 
only by a few kcal/mol, while it is endothermic at the anion vacancy by 
as much as 25 kcal/mol. It is interesting to observe that the O(ß) ion at 
the bottom of the tub, which is five-coordinated like all ions at the perfect 
(001) surface, is as reactive as the four-coordinated one. 

The possibility for dissociation to take place at low temperatures as 
experimentally observed [6] also depends on the activation barrier. The 
reaction path at the anion vacancy has been identified in previous work 
[4]. The molecule approaches the surface in an upright position pointing 
to a location intermediate between a corner oxygen and the center of the 
vacancy; at about 2 Åfrom the surface, the lower H atom is attracted toward 
the corner oxygen, while the other points to the vacant site at the surface. 
At the HF level of approximation, the activation energy (25 kcal/mol) is 
close to the reaction energy (19 kcal/mol). We have tried to perform an 
analogous study for the case of the dissociation at the divacancy. In spite 
of our efforts, we found no path leading to the configuration with an 
activation energy below 100 kcal/mol (note that the HF energy for the 
dissociation of the molecule into two separate atoms is about 80 kcal/mol). 
The results were quite different for Tß, where the HF activation barrier is 
only 24 kcal/mol (see below). 
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Figure 4. Energy versus the reaction coordinate (left plot), and subsequent configu- 
rations 1 to 7 of the molecule (right plot) for the process of H2 dissociation leading to the 
Tß configmation. In the right plot the electrostatic potential is reproduced as in figure 
3; the final configuration is represented by dark grey circles. 

The difference between the three cases can be explained when consid- 
ering the critical role played by the electrostatic field in these reactive pro- 
cesses. In order to discuss this point quantitatively, we report in figure 3 the 
electrostatic potential at the two defects. The potential difference between 
the location of the proton and the hydride for the dissociated and 
Tß configurations, is -0.252, -0.464, -0.403 a.u. In a naive picture, which 
takes the two species as possessing a charge of +1 and -1 |e|, these figures 
equal the net contribution (in Hartree) provided by electrostatic forces to 
the stabilization of the dissociated with respect to the undissociated config- 
uration. To that, one must add the residual electrostatic interaction 1/d , 
where d is the distance between the two species: -0.212, -0.145, -0.222 a.u., 
respectively. The electrostatic contribution to the stabilization of the ionic 
configuration is thus roughly estimated as 290, 390, 392 kcal/mol for the 
three cases. After adding the gain due to the formation of the O-H bond 
in the hydroxyl (around 80 kcal/mol); it is seen that the energy required 
for the heterolytic dissociation of H2 in the gas phase (410 kcal/mol) is 
more than compensated for in the tub cases. While the above figures are 
undoubtedly exaggerated (in particular, there is a residual electronic charge 
at the proton), they may justify the much larger stability of the dissociated 
molecule at the tub than at the anion vacancy. Analogous considerations 
can be formulated to clarify the large difference in the activation barrier. 
For this purpose, we must consider the configuration of the transition state 
and the corresponding value of the electrostatic field. The tramition state 
configuration for the case of the vacancy is not too dissimilar from both the 
undissociated and the dissociated configuration [4]: the molecule forms an 
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Figure 5. Difference density maps (total minus superposition of isolated species) for 
different configurations along the reaction path leading to the Tß configuration. The 
numbers identifying each plot are as in figure 4. Consecutive iso-difference-density curves 
differ by 0.005 |e|/Bohr³. The black dots mark the position of the two hydrogen nuclei. 

angle of about 30 degrees with the surface, its positive moiety is close to the 
position it will assume in the hydroxyl group, and the distance between the 
two nuclei is 3.0 Bohr (1.40 in the molecule, 4.72 in the equilibrium con- 
figuration). The electrostatic field in this configuration is very high. The 
fact that the energy of the transition state is only slightly higher than that 
of the dissociated molecule appears justified. The case is different for the 
reaction at the tub. Consider first the formation of the specks. The 
approach of the molecule to follows a similar pattern as before but 
the electrostatic field there is much lower, and the hydride ion must go a 
long way before reaching a region of sufficiently high and positive poten- 
tial. The Tß case is still different and will be described in more detail with 
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reference to figure 4. The molecule approaches the surface horizontally and 
penetrates into the tub in correspondence of the missing oxygen (steps 0-2), 
reaching a relative minimum: this position can be reached easily because of 
the small molecular size and of the relatively large spacing left open by the 
removal of the oxide ion. Next, the molecule goes deeper into the tub, bends 
toward O (ß) , becomes longer and progressively more polarized by reaching 
the transition state configuration (steps 3-6). This process continues and 
the molecule dissociates by forming a hydroxyl group at O(ß) and a hy- 
dride ion (steps 7-8). Finally, the latter comes back to the missing oxygen 
position (steps 9-10), The transition state configuration (6) corresponds to 
an elongated molecule (H-H distance 2.20 Bohr) near the Mg ion at the 
bottom of the tub, almost parallel to the tub axis. The electrostatic field 
there is enormous, and the molecule experiences a very high polarization 
which makes the subsequent cleaving of the H-H bond much easier. Fig- 
ure 5 gives further insight into the mechanism just described by providing 
difference density maps (total density minus superposition of isolated H, 
O2 , Mg2+, densities) of selected configurations along the reaction path. It 
appears that the transition state already corresponds to almost complete 
ionization. The partial de-polarization of ions at the border of the tub at 
the end of the dissociation process is also apparent. 

4. Conclusions 

Among the dissociated configurations here considered only Tß can be gen- 
erated at low temperature, while the others are excluded for two different 
reasons: at the isolated anion vacancy the activation energy is relatively 
small but the process is endothermic; at the tub an enormous barrier pre- 
vents the configuration to be appreciably populated. It is clear from 
the present analysis that an accurate description of the electrostatic po- 
tential in the proximity of the defects is mandatory for obtaining reliable 
information about their activity in this kind of processes. Embedded cluster 
techniques like those here employed seem particularly appropriate in this 
respect. 
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Abstract. A cluster approach was used to model the amorphous silica as a tri- 
dentate ligand of the NiII3c site, using the density functionnal theory. The geo- 
metry of mono- and dicarbonyl NiII complexes, identified by IR spectroscopy, 
was studied. Cluster models of Ni bound ions were investigated versus the net 
charge of the complex and the coordination of NiII ions. Simple ligands (OH-, 
H2O) were first used to model SiO- and SiOH or Si-O-Si fragments. A cluster 
composed of the (SiO-, SiOH, Si-O-Si) groups corresponding to a 1+ charged 
NiII3c complex reproduced well the NiO distances found by EXAFS and gave 
satisfying calculated CO frequencies for the mono- and the dicarbonyl comp- 
lexes. With silica clusters of larger size (cycles), the CO bond length was very 
close to that of free CO in neutral complexes whereas it decreases in the 1+ 
charged complexes. 

1. Introduction 

Quantum chemical calculations are being increasingly applied to predict the int- 
eraction of an adsorbate with specific catalytic sites [ 1]. The density functional 
theory (DFT) has proven its efficiency in predicting geometries, binding ener- 
gies and IR frequencies for transition metal carbonyl complexes 12-91. Cluster 
models were already used to model by ab initio calculations the adsorption of 
CO on Lewis sites on MgO [10] and to investigate the interaction of Ni and Pd 
atoms on the same support [11]. The cluster approach was successfully used on 
Cu-exchanged zeolites [12]. The model uses H2O ligands to represent the zeolite 
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framework and provides insight into the interaction of zeolite bound Cu ions. In 
addition, theoretical calculations of vibrational frequencies were performed on 
mono and di-carbonyl (nitrosyl) Cu complexes of various charge. Indeed, CO 
and NO are currently used to probe the degree of unsaturation of the coordina- 
tion shell and consequently the reactivity of supported transition metal ions in 
their oxidized and reduced states. 

The present investigation reports theoretical calculations using the DFT ap- 
proach of Ni binding and of CO interaction with NiII ions in a cluster model of 
silica. The interest of producing these silica-supported isolated NiII3c ions is that 
they are selectively photoreducible by hydrogen into isolated NiI3c ions [13, 14], 
suggested to be active for olefin oligomerization [15]. Several techniques contri- 
buted to characterize NiII species in Ni/SiO2 materials prepared by different me- 
thods. A recent EXAFS study showed that, depending on the deposition mode 
of NiII ions, several NiII species may coexist on the surface of the silica support 
[16]. Exchange in ethanediamine aqueous solutions was selected as being the 
best route to produce selectively, after an activating treatment at 973K, isolated 
3-fold coordinated NiII ions (NiII3c). Diffuse Reflectance VUV Studies (DRS) 
confirmed the 3-fold coordination of NiII [17]. From the EXAFS results it was 
possible to draw the geometry of the starting isolated NiII3c precursor, which cor- 
responds to a distorted site with a distribution of long (d (Ni-O) = 1.95 - 2.04 Å) 
and short (d (Ni-O) = 1.74-1.76 Å) Ni-O distances [16]. The reactivity of the 
NiII3c species was tested using the CO probe molecule in a recent IR investiga- 
tion [18]. The adsorption of CO was performed at 77K in order to avoid any 
reduction of the cation. Mono- and dicarbonyl NiII complexes were evidenced. 
No tricarbonyl NiII complexes were observed. 

To obtain more insight into the geometry of those carbonyl NiII complexes 
identified by IR CO binding energies in the carbonyl complexes, and the inter- 
action of the NiII ions with the support, a modelling of selected small molecular 
clusters simulating the amorphous silica surface and of the carbonyl complexes 
is done using quantum DFT calculations. We have chosen the cluster approach 
rather than the periodic method because silica is amorphous and is composed of 
several types of cycles. In addition, the activating thermal treatment undergone 
in the presence of Ni may modify the silica surface in an unknown way. This is 
the reason why we have first chosen fragments of silica, then cycles of silica in 
the cluster approach. 

2. Methodology for modelling calculations 

Calculations were performed with Gaussian 94 [19]. The geometrical parameters 
of the carbonyl complexes were optimized independently at the DFT level using 
the Becke-Three Parameter Hybrid Method with the Lee-Yang-Paar Correlation 
Functional (B3LYP) [20] and checked by vibrational analysis. In some cases 
(mentioned in the text) geometricel constraints were imposed. The basis set used 
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was a double zeta plus polarization basis set (DZVP2) [21]. The results were not 
corrected for basis set superposition error (BSSE) or zero point energy. 

3. Results and Discussion 

3.1. METAL-CARBONYL Ni(CO)4, Fe(CO)5, Cr(CO)6 COMPLEXES 

As a first test, geometries and vibrational spectra of known complexes such as 
Ni(CO)4, Fe(CO)5, Cr(CO)6 were optimized and their IR frequencies calculated. 
Table 1 reports the calculated CO and MC bond lengths and the vco of Ni(CO)5, 
Cr(CO)6 and Fe(CO)5 in comparison with experimental data. 

TABLE 1 Calculated CO and MC bond lengths (Å) and vco (cm-¹) for Ni(CO)4, Cr(CO)6 and 
Fe(CO)5 in comparison with experimental data 

Complex CO bond MC bond vco
Exp [4] vCO

Calc vCO 
Exp / 

length length (anharmonic) (harmonic) vCO 
Calc 

Exp Calc Exp Calc 

CO 1128 1146 2143 2169 0 988 

Ni(CO)4 1 13 1 153 1 825 1 831 2067,2154 2098,2173 0 985, 0 991 

Cr(CO)6 I 14 1 157 I 914 1 922 2018,2020, 2049,2070, 0 985, 0 976, 
21 13 2162 0 977 

Fe(CO)5 1 152 1 158 1 807 1 817 2036,2060 2061,2087 0 988, 0 987 

The experimental MC and CO bond lengths are well reproduced by the calc- 
ulations. For the CO stretching mode, the ratio of the experimental anharmonic 
(2143 cm-¹) to the harmonic frequency (2170 cm-¹) is equal to 0.988. The calc- 
ulated harmonic     vCO reproduces well the harmonic CO frequency. The vCO Exp / 
vCO ratios obtained fit this value with an accuracy equal to or better than I%, 
showing that the method used for the frequency calculation is accurate enough. 
Hence, the chosen method appears to be adequate for our study, 

For convenience, in the following sections the calculated harmonic CO fre- 
quencies are scaled with this factor (x 0.988) in order to be compared with the 
experimental anharmonic values. 

3.2. CARBONYL NiII COMPLEXES WITH OH-, H2O LIGANDS 

Simple ligands as OH- or H2O can be used to represent the silica surface: the 
negatively charged =SiO- (silanolate) may be represented by the OH- ligand, 

Calc 
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whereas H2O may represent the neutral sites =SiOH (silanol) and bridging oxy- 

gen (Si-O-Si=). The influence of the total charge of the monocarbonyl complex 
(0 to 2+) and of the number of ligands other than CO (1 to 3 ligands) on the NiII 

ion was studied. The ground state of NiII is singlet. Results obtained are reported 
in Table 2. 

TABLE 2. CO stretching frequencies calculated for various 
monocarbonyl NiII complexes after geometry optimization 

Figure 1 illustrates the evolution of the calculated vCO versus the charge and 
coordination number of the NiII ion in the monocarbonyl complex. It appears 
that for a fixed coordination number the charge of the complex has a consider- 
able effect on the CO frequency (about one hundred of cm-¹) whereas, for a fi- 
xed formal charge of the complex, the addition of a neutral ligand such as H2O 
has a smaller effect (about ten cm-¹). vCO is shown to decrease linearly with in- 
creased coordination numbers. 

Figure 1. vCO as a function of the charge of the monocarbonyl complex and of the Ni coordination 
number (ligands other than CO). 
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Whatever the coordination number of the NiII ion, a neutral complex is an in- 
adequate model since no positive shift of the frequency with respect to the fre- 
quency of the free CO molecule (2143 cm-¹), as shown by the experimental data, 
is calculated. On the other hand, the 2+ charged complex should also be exclu- 
ded because of a too high positive shift. The 1+ positively charged complexes 
give the more satisfying results for NiII3c site; the CO value found for the preval- 
ent NiII3c site (2224 cm-¹) fits the experimental one (2201 cm-¹) with an accuracy 
of 1%. 

This first study suggests that the tricoordinated NiII surface site has an overall 
charge of 1+ and that after CO adsorption the NiII keeps its 3-fold coordination 
to the silica surface. 

3.3. MODELLING THE NiII3c SITE AT THE SILICA SURFACE 

To go one step further in the modelling of the silica surface we have performed 
calculations with the silica groups as ligands of the NiII ion. The modelling of 
the [NiII3c] 1+ site requires one anionic and two neutral ligands. We have chosen a 

site with one SiO-, one SiOH and one =Si-O-Si= The ground state 
is triplet, as silica groups induce a weak ligand field. After geometry optimiza- 
tion, three Ni-O distances are found at 1.70, 1.83 and 2.02 Å, respectively, in 
agreement with the 1+ charged model involving three different ligands. The Ni- 
0 distance corresponding to the silanolate ligand is the shortest, in agreement 
with the strong electrostatic interaction. This cluster model is schematized here- 
after as Si4O3H13. The remaining dangling bonds on each Si atom are saturated 
with H atoms. 

Indeed, the intermediate Ni-O distance at 1.83Å is not observed by EXAFS 
data which show one short 1.75 Å) and one long Ni-O 2.00 Å) distances. 
This is not surprising, owing to the high signal to noise exhibited by our samples 
and the very weak EXAFS signal. Thus, the very disordered distribution of the 
Ni-O distances may hinder the intermediate Ni-O distance. 
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The average calculated Ni-Si distance (3.2 Å) is consistent with the experim- 
ental one measured from EXAFS (3.14 Å). The carbonyl complexes were then 
modelled, keeping Si-Si distances constant during the optimization of the carb- 
onyl complex, in order to take into account the presence of constraints induced 
by the silica bulk. 

3.4. MONOCARBONYL [(CO)NiII(Si4O3H13)]1+ COMPLEX 

The stable state is singlet, due to the high field induced by CO. The geometry is 
square-planar like, with a slightly tetrahedral distortion (Figure 2). As with (OH, 
H2O) ligands, the NiII ion remains tricoordinated to the support. The results con- 
cerning the geometry of the complex are reported in Table 3 and compared with 

the [NiII3c (OH-)(H2O)2(CO)]¹+complex. 
The change of ligands does not modify markedly the CO bond length, which 

is lower than in the free CO molecule, in agreement with experimental results (a 
frequency higher than that of the free CO frequency indicates a shorter C-O dis- 
tance), and the Ni-C-O angle is slightly lower than 180°: the Ni-CO moiety is 
very slightly bent and points away from the surface. 

Figure 2 Optimized geometry of [NiII (Si4O3H13) (CO)]¹+ 

Whatever the models used, the formation of the NiII-(CO) complex is exo- 
thermic. The binding energy of the carbonyl complex with the Si4O3H13 cluster 
is 9 kcal.mol-¹. Taking into account the BSSE and zero point energy corrections 
that are expected to be less than 5 kcal.mol-¹, the value of the corrected CO bin- 
ding energy will decrease to about 5-6 kcal.mol-¹, which is consistent with the 
observed reversible CO adsorption. 



CO ADSORPTION ON NiII IONS 263 

TABLE 3. Optimized geometries of the monocarbonyl NiII3c complexes 

3.5. DICARBONYL [(CO)2(NiIISi2O2H7)]1+ COMPLEX 

The minimum in the potential energy surface corresponding to a tricoordinated 

complex [NiII (OH-, H2O, H2O) (CO)2]1+ - and [NiII-(Si4O3H13) (CO)2]1+ - could 
not be reached: in both cases, the structure evolved towards a the discoordinated 
NiII2c-(CO)2 complex, with a square planar symmetry as shown in Figure 3 for 
the silica cluster. 

To model the silica-like cluster bound to the dicarbonyl NiII complex, two 
fragments are needed. This cluster can be obtained by eliminating the weaker Si- 
containing ligand in the above- mentioned Si4O3H13 cluster. We have chosen to 
exclude the siloxane group as it is located at the largest Ni-O distance, This new 
cluster (Si2O2H7) representing the silica surface is shown in Figure 3. 

Figure 3 Optimized geometry of [NiII (Si2O2H7) (CO)2]
1+

; the Si atoms are kept fixed 
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Table 4 reports on the results obtained for the optimized geometry of the di- 

carbonyl complex formed on the NiII ion dicoordinated to one OH- (SiO-) and 
one H2O (SiOH) ligands. The value of the CO binding energy is -34 kcal.mol-¹ 
for Si2O2H7 the cluster. These values are higher than those observed for the mo- 
nocarbonyl complex. This suggests that dicarbonyl species form in competition 
with monocarbonyl, as observed experimentally [18]. 

TABLE 4 Optimized parameters for dicarbonyl NiII2c complexes 

There is no significant difference between the two CO bond lengths in the di- 
carbonyl complex but the two Ni-C distances are not equal. This may be attribu- 
ted to the difference in charges carried by the two oxygen atoms of the support. 

3.6. TRICARBONYL NiII COMPLEX 

IR results show that the tricarbonyl complex is not formed. To check this result 
modelling was performed. It was not possible to reach a minimum in the poten- 
tial energy surface for the tricarbonyl NiII complex with a nickel dicoordinated 
to the cluster: the structure evolves toward a dicarbonyl complex. Even if a lig- 
and displacement of the silica surface is assumed by adding a third CO molecule 
as shown by the reaction: 

the formation of the tricarbonyl NiII complex is not favored: this reaction is endo- 
thermic (26 kcal.mol-¹). 

3.7. FREQUENCY CALCULATIONS 

Table 5 reports on the CO frequency calculations. It may be noticed that the cal- 
culated CO frequencies are higher than the experimental values as usually found 
using the harmonic approximation. For the monocarbonyl NiIIcomplex, the CO 
frequency calculated with the Si4O3 model is 2215 cm-¹ which differs by 14 cm-¹ 
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(0.6%) from the experimental value. This result is satisfying enough suggesting 
that our cluster model of silica-supported NiII3c ions is reasonable. The neutral 
model Ni-Si4O3H12 was also used. The calculated vCO was not in agreement with 
experimental results (calculated frequency 1952 cm-¹ for an experimental fre- 
quency of 220 1 cm-¹) confirming that the complex formed may not be neutral. 

For the dicarbonyl, one frequency is higher than the CO frequency in the mo- 
nocarbonyl complex whereas the other one is lower, as observed experimentally. 
The difference with the experimental value is about 1.3%. However, the calcul- 
ated monocarbonyl frequency is close to the frequency of the antisymmetric di- 
carbonyl vibration and this in contrast to the experimental results. Work is under 
way to find a dicarbonyl structure which give calculated CO frequencies close to 
the experimental values. 

TABLE 5 Calculated and measured CO stretching frequencies for carbonyl NiII complexes 

* The numbers ( ) indicate the shifts of the measured and calculated frequencies of the dicarbonyl 
complex with respect to the values of the corresponding monocarbonyl complex 

The calculated stretching frequencies, which are not measurable experiment- 
ally owing to the strong absorption of the support, are 440 cm-¹ for the monocar- 
bonyl and 408, 456 cm-¹ for the dicarbonyl complexes, respectively. 

3.8. EFFECT OF THE SIZE OF THE CLUSTER 

A geometry optimization of the monocarbonyl NiII complex was performed with 
a model larger than Si4O3H13. where the terminal H were replaced by OH groups 
(Si4O3H(OH)12). The CO bond length was 1.138 Å, which is only 0.001 Å high- 
er than the value found when using Si4O3H13. This confirms that a small cluster 
approach may be accurate enough to reproduce the CO bond length. Similar re- 
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sults were found by other authors [I2] for the replacement of H by OH terminal 
atoms. 

The silica groups used in this study belong to surface silica cycles. In a pre- 
vious work [22], one of our group tested the ability of several cycles represent- 
ing the silica surface to reproduce the structure of the NiII3c site. One of them, 
the Si5O8H8 cluster corresponding to a ten-membered ring with two adjacent 

SiO- (silanolate groups) and one SiOH corresponds to a neutral NiII -(Si5O8H8) 
complex and reproduces well the geometry of the NiII3c site. 

However, after geometry optimization of the neutral [NiII (Si5O8H8) (CO)] 
complex, the CO bond length 1.143 Å, did not reproduce the correct CO bond 
length (related to vCO) whereas the 1+ charged complex [NiII (Si5O8H9) (CO)]1+ 

led to a CO bond length of 1.136 Å very close to that found with the Si4O3H13 
cluster (1.137 Å) (Figure 4). 

Figure 4. Optimized geometry of [NiII -(Si5O8H9)]¹+-(CO), the Si atoms are kept fixed. 

Thus, the I+ charge of the NiII3c site is confirmed. This involves the presence 

of one SiO- group. This hypothesis is supported by considering the energetic 
costs of the deprotonation of two vicinal SiOH. Whatever the cluster taken into 
account (fragment or larger cycle), DFT calculations show that the deprotona- 
tion of the first ligand is slightly endothermic (around 20-30 kcal.mol-¹) while 
the deprotonation of the second silanol is strongly endothermic (around 200-230 
kcal.mol-¹). This positive charge is likely to be compensated by silanolate groups 

in the vicinity of the complex. The presence of some SiO- groups at the surface 
of silica is not surprising since the deposition of nickel occurs in basic medium 
favoring the deprotonation of silanol groups [23]. Moreover, the high outgassing 
treatment undergone by the samples maintains a high (but uncomplete) dehydro- 

xylation degree of silica and prevents protonation of the SiO- groups. 
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4. Conclusion 

A cluster approach was used to model the amorphous silica as a tridentate ligand 

of the NiII3c center. A cluster composed of the (SiO-, SiOH, Si-O-Si) groups cor- 
responding to a 1+ charged NiII3c complex reproduced well the NiO distances 
found by EXAFS and gave satisfying calculated CO frequencies for the mono- 
and dicarbonylcomplexes, This charge of the surface site may have a role on its 
reactivity, by for example favoring the adsorption of anions. No tricarbonyl is 
formed and this is also in agreement with experimental data. 

The monocarbonyl forms without any breaking of the bond of nickel with the 
silica support. On the other hand, the formation of the dicarbonyl implies the 
breaking of one Ni-O bond, showing the versatility of the silica surface as a tri- 
dentate ligand. 
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Abstract. The study of various TiLn species (L=Cl, H, CH3) is a prerequisite 
for understanding the mechanism of the Ziegler-Natta reaction. The oxid- 
ation state of the titanium chloride active sites in the heterogeneous catalyst 
remains uncertain. The aim of this study is to provide better comprehension 
of the bonding in TiCln compounds and to compare their reactivity toward 
simple reactants in order to help investigating adsorption and catalysis. From 
DFT-GGA calculations we show that the increase in coordination of titanium 
shortens the TiCl bond, increasing their covalent component. The TiCl bond 
remains, however, very ionic and very strong. On the contrary, the TiH and 
TiC bonds are rather weak; this allows the titanium complexes to loose such 
ligands and thus form hydrocarbons. TiCl3 structures have unusual geomet- 
ries that do not obey the Valence-Shell Electron-Pair Rules. Such deviations 
can be understood in terms of molecular orbital analysis. We also provide a 
topological description of the Electron Localisation Function (ELF) that ex- 
plains the arrangement of the H atoms in terms of the ligand field around 
the titanium atom. Lewis bases and Cl radicals react at the Ti centre, TiCl3 
being the most reactive structure. Lewis acids and H and CH3 radicals react 
with the ligand, initiating their abstraction; then, the products remain in high 
spin states. 

1. Introduction 

Ziegler-Natta catalysts are used for the polymerisation of  -olefins such as 
ethylene and propylene. The process is fast and stereoselective and has been 
the subject of a great deal of work (see [1] for a recent review). The catalyst 
is composed of MgCl2, TiCl4, AIR3 and Lewis bases. Titanium complexes, 
TiCl2 or TiCl3, or TiCl4 supported on disordered MgCl2 are the active part 
of the Ziegler-Natta catalyst for polymerisation of olefins. Most of the stud- 
ies privilege complexes and homogeneous catalysis. The Cossee mechanism 
[2] involves one active titanium centre to which the olefin binds to form a 
complex. The structure of the complex has been studied and agosticity has 
been evoked as inducing the stereoselectivity [3, 4]. The industrial process 
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however implies heterogeneous catalysis [5-8]. The main advantage of hete- 
rogeneous catalysis is the large turnover that increases the catalyst efficien- 
cy. Recently, in Somorjai's group, TiCl 4 was deposited on a support from 
the gas phase and reduced to generate the catalyst, TiCl2 or TiCl3 [9-14]. 
The oxidation state of the titanium at the active site is uncertain. The catalyst 
contains several ingredients which all seem to contribute to the activity. Be- 
sides, there is an equilibrium between the different gaseous titanium chlor- 
ides. TiCl4, a liquid in normal conditions, is a gas above 136°C. In ambient 
conditions, TiCl3 is a crystal that undergoes disproportionation reaction 
upon heating with the formation of TiCl2, a crystal with fairly low vapor 
pressure, and TiCl4. 

This reaction is endothermic. There is a wide range of temperatures where 
the partial pressure of TiCl4 allows the disproportionation [9]. 

Other halides undergo similar behaviour with the following values [ 15]. 

The knowledge of the structure of titanium in its different oxidation states 
(II to IV) should bring some information on its coordination to H, C1 and 
CH3. Here, we present optimised structures of titanium hydrides and chlor- 
ides using density functional theory with the generalised gradient approx- 
imation (DFT-GGA). Next, for the different oxidation states we study the 
addition of acids, radicals and bases on the chlorides. 

2. Computational methods 

Calculations were performed using GAUSS94 [ 16]. We used pseudopoten- 
tials [17] so as to limit the size of the calculations and to be able to keep the 
same basis sets for further calculations on periodic systems. For Ti, the basis 
set is that used for TiO2 [18, 19]. In the cases of low oxidation states (Ti and 
TiL) and of poorly electronegative ligands (L=H or CH3), we used 3 gauss- 
ians for the 4sp orbitals to improve the description of the s electrons (table 
1). This is not necessary when L=C1 since the electronic density on the titan- 
ium centre is much less important; in fact, a single gaussian for the 4sp or- 
bitals = 0.484) leads to a lower energy. For the chlorine atoms, we used 
the PS-31G basis set [20] with an additional d function = 0.25). 

We have started by Hartree-Fock (HF) calculations and next used the HF 
density matrices as guesses to run DFT-GGA calculations, using the Perdew 
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and Wang (PW) functional [21]. The dissociation energies of H2 and C12 
calculated by the DFT method, 102.4 kcal/mol and 80.2 kcal/mol are close 
to experimental values, 104.2 kcal/mol and 58.0 kcal/mol [15], whereas HF / 
MP4 values remain far from them. For the crystal bulk, we used the CRYS- 
TAL program [22] using an Hartree-Fock Hamiltonian and a post Hartree- 
Fock estimation of the correlation using the Perdew-Wang functional; the 
basis sets are the same as in the molecular calculations and optimisations 
have been performed using the steepest descent method [23]. 

To test the basis set effects, we have performed a series of calculations 
with the 6-311+G(2df) basis. The differences in the geometries are very 
small (for TiH3+, the TiH bonds are 1.63 Å instead of 1.61 Å; the H-Ti-H 
angle is 58° instead of 60°). The difference is much larger when the HF is 
compared with the DFT for the same basis set (the H-Ti-H angle becomes 
88'4). For TiC14, the Ti-C1 distance calculated with our basis set, 2.18 Å, is 
closer to the experimental value, 2.17 Å [24], than that obtained with the all- 
electron calculation, 2.12 Å. May be artificially, our optimised basis set is 
more realistic than larger ones. 

For the Electron Localisation Function (ELF) analyses, we have used the 
6-311G** basis set with the PW functional to be able to include the core 
basins in the representation. 

TABLE 1. Basis set for Ti 

3. Structure and bonding in the TiHn and TiC1n series 

Results of the calculations for the TiLn (L=H, C1, CH3) neutral structures are 
displayed in Tables 2-4, which provide dissociation energies, bond lengths, 
Mulliken charges and overlap populations for these compounds. 

For Ti-Hn the charge on Ti increases with n; however, the Ti-H bond 
becomes more and more covalent. The increase of Q(Ti) = -nQ(H) comes 
from the increase in n while Q(H) decreases. As a result, the titanium atom in 
TiH4 is much more acidic and much less basic than in TiH2. 
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TABLE 2. Dissociation energy defined as D E. = ETiHn - ETiHn-1-EH of a Ti-H bond (in 

kcal/mol)  

D.E. Ti-H (Å) Q(Ti), Q(H) OP(TiH) 
TiH (quartet) -72.3 1.937 0.273, -0.273 0.247 
TiH2 (triplet) -57.1 1.904 0.471, -0.236 0.266 
TiH3 (doublet) -48.8 1.858 0.540, -0.180 0.271 
TiH4 (singlet) -47.1 1.75 1 0.332, -0.083 0.288 

All the unsaturated structures that we have investigated are in high spin 
states. The Ti atom is a triplet s2d2. TiH, and TiC1, 

are quartets. The ground state of TiH2, 3B1, is bent 
with a H-Ti-H angle of 120.9° in agreement with the MRCI/SA-CASSCF 
calculations [25] while TiC12 is linear TiHC1 and TiCH3C1 are inter- 
mediate with angles of 136.8° and 126.6" respectively. TiH3 and TiC13 are 
2A'1 doublets with a D3h symmetry. TiL4 is a singlet with a tetrahedral geo- 
metry. 

TABLE 3. Dissociation energy defined as D E. = ETiMe  - ETiMen-1 - EMe of a Ti-C bond (in 

kcal/mol) 
n 

D.E. Ti-C (Å) Q(Ti), Q(CH3) OP(TiC) 
Ti(CH3) (quartet) -7 1.4 2.315 0.396, -0.396 0.193 
Ti(CH3)2 (triplet) -55.2 2.265 0.728, -0.364 0.199 
Ti(CH3)3 (doublet) -5 6.9 2.159 0.814, -0.271 0.218 
Ti(CH3)4 (singlet) -65.7 2.084 0.769, -0.256 0.214 

The Ti-C1 bond always appears to be much stronger than the Ti-H bond. 
Titanium chlorides are stable relative to the loss of a C1 ligand while titanium 
hydrides should thermodynamically decompose. Indeed (table 4) TiC1 bond 
strengths, ~100/125 kcal/mol, are much larger than half of the dissociation 
energy, (l/2)ED(C1-C1) = 40.9 kcal/mol. On the contrary, TiH and TIC bond 
strengths (tables 2-3), ~47/72 kcal/mol for H and ~55/72 kcal/mol for C, are 
close to half of the dissociation energies, (1/2)ED(H-H) = 60.4 kcal/mol and 
(1/2)ED(C-C) = 61.4 kcal/mol. TiH3 and TiH4 are metastable relative to dis- 
sociation into H2 (14.8 and 24.8 kcal/mol respectively, assuming no inter- 
action) and TiHn-2 in a higher spin state. 

Since Ti is electropositive, the TiL bonds are very ionic and their strength 
should be related to the ease of the electron transfer to the ligand. The large 
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electron affinity of C1 (83.4 kcal/mol) relative to that of H (17.4 kcal/mol) 
[15] or of C (29.24 kcal/mol) explains the formation of a stronger bond. 

TABLE 4 Dissociation energy defined as ETiC1 - ETiC1n-1- EC1 of a Ti-C1 bond (in kcal / 

mol) * For bulk crystals the energy represents the average energy for a Ti-C1 bond The 
experimental value for the Ti-C1 distance in TiC14 (vapour phase) is 2 18 Å [24] 

D.E. Ti-C1 (A) Q(Ti), Q(C1) OP(TiC1) 

n 

TiC1 (quartet) -126.8 2.38             -                       -
TiC12 (triplet) -112.3 2.29 1.418,-0.709 0.101 
TiC13 (doublet) -100.2 2.21 1.585,-0.528 0.121 

TiC14 (singlet) -103.7 2.17 1.523,-0.381 0.170 
TiC12 89.9* 2.683 1.517,-0.758 0.054 
(crystal bulk) 

(crystal bulk) 
TiC13                         -110.4*     2.464           1.392,-0.464     0.1 12 

Ti-L bond distances decrease with the coordination. At first, this trend 
could seem unexpected since the natural ideas of saturation and bond order 
conservation suggest that the bonding capacity of an atom decreases with the 
number of ligands as for C-H bonds in the series from divalent to tetravalent 
carbon atoms (hybridation sp, sp2 and sp3). A first explanation is the de- 
crease of the ionic radius of the titanium atom. However, the bonds are not 
completely ionic. An increase of the covalent character with the coordin- 
ation also explains the shortening of Ti-L. As the oxidation state of the titan- 
ium increases from +1 to +4, the charge on the titanium atom increases, the 
difference in electronegativity between Ti and L decreases (atomic levels 
become closer in energy); it follows that the Ti-L bonds become more co- 
valent. Relative to other neutral TiLn species, the Ti-L bond has the smallest 
covalent character in TiL and the largest one in TiL4; this is confirmed by 
the charges on the ligand (large for TIL, weak for TiL4) and by Mulliken 
overlap populations (small for TIL, large for TiL4; this trend persists when 
fixed distances are assumed). The OPs are smaller for L=C1 than for L=H or 
CH3; however they are far from being negligible in TiC14 and the shorten- 
ing of the bonds are nearly equal for L=C1 (8.8%) and for L=H (9.6%). The 
same trend is observed for the comparison of the solids (TiC13 vs. TiC12). 
The same is also true for the comparison of TiO, Ti2O3 and TiO2 [26]. 

Crystals appear to be very stable compared to molecules. However, 
the average Ti-C1 bond energies for TiC12 and TiC13 crystals are comparable 
to those of TiC1n molecules. The crystals are very ionic compared with mol- 
ecules; the bond lengths are longer and the charges are larger. The lattice 
parameters obtained by the DFT-GGA optimisations (3.652 and 5.897 Å, for 
TiC12, 6.120, 17.50 Å, z = 0.079 for TiC13) are close (identical for TiC13) to 
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the experimental values (3.561, 5.875 Å for TiC12, 6.12, 17.5 Å, z = 0.079 
for TiC13) [43,44]. 

4. Discussion on the non-VSEPR geometries of TiH3 

C. MARTINSKY AND C. MINOT 

Figure I. The pyramidalisation angle, 

According to the Valence Shell Electron Pair Rules (VSEPR) rules [27, 
28] TiH3+ (d0) should be planar (D3h) and TiH3- (d2) pyramidal (at least 
for the singlet state). Results from the calculations are opposite. The cation 
with three valence electron pairs (we consider the singlet state in this section) 
is pyramidal as similar systems [3, 29, 30]. In the HF calculations, the pyra- 
midalisation angle, (see figure 1), is 120.8°, leading to H-Ti-H = 96°, so 
that the structure appears as an ML3 fragment of an octahedron. With the 
DFT calculation, pyramidalisation is even more pronounced = 146.8°). 
TiC13+ is less pyramidal = 113°) due to the repulsion between the chlor- 

ine atoms. With the full electron basis set, it is nearly planar. TiH3- with 8 
valence electrons has a planar structure. 

4.1. THE MO ANALYSIS

CH3+ is known to be planar (sp2 hybridisation) in order to maximize the 
bonding between the 2s, 2px and 2py orbitals of the carbon and the 1s(H) 
(see figure 2). This opens a gap with the 2pz (non-bonding LUMO). Simil- 

arly, for TiH3+ the ML3 environment, with three ligands in the directions x, 
y and z, intensifies the o-bonding interaction between 4s, 3dz2 and 3dx2-y2 
orbitals of the titanium and 1s(H) and opens a gap with the non-bonding d 
orbitals (LUMOs). 
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Figure 2. MO splitting for CH3+ (planar structure. z is perpendicular to the plane) and TiH3+ 
(partial octahedron. x, y and z are the directions of the ligands) 

In the C3v geometry, TiH3+ possesses 3 MOs with A and E symmetry. 
According to a Walsh diagram shown in figure 3 (D3h C3v), an optimum 
is obtained for the H-Ti-H = 90° (0- = 125.3o) which is close to the optimum 
for the E set. The A orbital, less sensitive to 0- ,  starts by being slightly destab- 
ilised by the pyramidalisation, since the H atoms move from an in-phase 
overlap with the torus of the 3dz2 orbital approaching the nodal cone. The 
average valence orbital level shows a minimum slightly inferior to 0- =125.3°, 
the value associated with the ML3 fragment of an octahedron. In the HF cal- 
culation, this geometry represents the optimum for the total energy. In the 
DFT calculation, the pyramidalisation is more pronounced = 146.8°) in a 
region where the ligand-ligand (H-H) interactions play the dominant role; A 
goes down and E goes up. Correlation stabilizes the H-H approach and in- 
creases the pyramidalisation. On the contrary, in TiC13+, the repulsion bet- 
ween the chlorine atoms prevents them from getting closer and the pyramid- 
alisation is reduced. 

The ligand-ligand interaction is revealed when the asymmetry between 
the three ligands is allowed. Then, two H ligands strongly interact to form a 
o -  -bond; they interact with the titanium that is mostly bound to the third one. 
As for TiH+. the ground state of the (H2)TiH+ complex is a triplet (section 
5.1). The C3v singlet structure is thus very high in energy, 53.8 kcal/mol 

above that of the triplet (H2)TiH+. The interest of the C3v structures is most- 
ly topological. They allow to analyse the coordination in ML3 structures 
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where the M-L bond is stronger than Ti-H. Note however that the cationic 
species have the largest tendency to decompose. 

Figure 3. Walsh diagram for TiH3+ obtained by the DFT calculations. The upper curve is the 
energy level of the E orbitals and the lower curve is that of the A orbital. The average level 
also represented shows a minimum slightly below 0- =125.3°, the value associated to the MH3 
fragment of an octahedron. In the HF calculation, this also represents the optimum for the 
total energy. In the DFT calculation, the optimum for the total energy is at 146.8° when the 3 
H get closer to each other. It is associated with a dominant increase of the potential energy 
and to a ligand-ligand interaction. 

Neutral species are planar (doublet state with D3h symmetry). In addition 
to 3 stabilizing interactions (4s-3dz2, 3dxy and 3dx2-y2 orbitals; z is now 
the C3 axis) a 4th, 4s+3dz2, populated by a single electron must now have 
some bonding character. The 4s-3dZ2 atomic orbital is a flat hybrid that 
participates in the most bonding and antibonding A1 molecular orbitals. 
The 4s+3dz2 atomic orbital is an elongated hybrid that is weakly bonding 
and is occupied by the single electron. The planar geometry is the result of 
this new interaction. The geometry has changed to accommodate the extra 
electron in a bonding orbital that belongs to the nonbonding set in the pyr- 
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amidalised set. The trend for the ligand-ligand interaction is less pronoun- 
ced than for the cationic species. The doublet state is metastable and should 
decompose to H2 and a quadruplet TiH; this reaction represents 24.8 kcal / 

The negative species, TiC13-, is not fundamentally different. The energy 
level of the elongated hybrid is not sufficiently different from the E" level so 
that it could take two electrons. The best situation is therefore a triplet with 
one electron in the E" set. This leads to a Jahn-Teller situation. and the struc- 
ture distorts to C2v symmetry (an A2 state with a Y geometry and a B1 state 
with a T geometry, see figure 4). This is also the case for the corresponding 
hydride, TiH3-, even though the E" set does not overlap with the orbitals of 
the hydrogen atoms. 

mol only and is not easily obtained from the D3h symmetry. 

Figure 4. For TiH3-, the 3B1 state has a T geometry (c(=123°4 and one TiH bond is smaller 

than the other two, 2 020 Å vs 2.011 Å), the 3A2 state has a Y geometry (o( =114°7 and one 
TiH bond is longer than the other two, 2.059 Å vs 2 059 Å) 

4.2. THE ELF ANALYSIS 

Bader and Gillespie [31] have explained exceptions from the VSEPR rules 
in terms of core distortion using an analysis of the laplacian of the electronic 
density [32]. VSEPR first assumes that the electron density at the core is 
spherical. TiH3+ is pyramidalised and looks like an incomplete octahedron 
with only three ligands. The valence electron density extends in the outer 
shell of the core, imposing to the core basin a octahedral arrangement that is 
responsible for the pyramidalisation. 

We propose an analysis of the cation structure using the topological anal- 
ysis of ELF (Electron Localisation Function) in different geometries. The 
original feature of this topological method allows to visualize the octahedral 
ligand field around the titanium atom. This method, introduced by Becke 
and Edgecombe [33] defines a partition of the molecular space by measur- 
ing how efficient the Pauli repulsion is at a given point in space [34-37]. 
The Pauli repulsion is related to the electron delocalisation in term of kinetic 
energy excess. The formal expression of ELF is : 
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where D0(r) = 2.871 p(r)5/3 is the kinetic energy density of a homogene- 
ous electron gas of density p(r) and is the excess kinetic energy den- 
sity due to the Pauli repulsion : 

where Ts[p(r)] is the positive definite kinetic energy density of the actual 

fermionic system and |         |  the von Weizsäcker functional [38], is the po- 

sitive definite kinetic energy of particle with density p(r) in the absence of 
Pauli repulsion. The constant 2.871 is the Fermi constant in atomic units. 

The molecular space is divided into core and valence basins, the latter be- 
ing classified according to their connectivity to the core basins as monosyn- 
aptic basins, associated with electron pairs, or dissynaptic basins. associated 
with covalent bonds. Moreover, an integration of the electronic population 
over each basin gives the number of electrons in each of them and the fluc- 
tuation between basins is related to the electronic delocalisation [39]. 

We present the results for the planar (D3h) and the pyramidalised (C3v) 
geometry. Mostly because of the extension of the d orbitals, the core basins 
of Ti are not spherical. In the pyramidalised geometry (figure 5b), the TiH 
basins face the critical points of the titanium core basins showing some co- 
valency: in the planar geometry (figure 5a), this is the opposite; the electrons 
are weakly localised along the Ti-H directions. corresponding to a TiH bond 
that remains very ionic. The integration of the electronic population over the 
basin gives a strong positive charge on Ti (+ 1.8). The covalent contribution 
is larger for the pyramidalised shape, with a smaller positive charge (+1.5) 
on Ti. The fluctuation study shows that the electron population of the Ti-H 
basins is larger in the pyramidalised structure (14.3 %) than in the planar 
one (7.5%). For the intermediate geometry, on ML3 fragment of an octa- 
hedron. the fluctuation value, 9.5%, is close to that for the planar geometry; 
up to this degree of pyramidalisation, the system remains mostly ionic and 
the electron redistribution allowing the strong pyramidalisation in the DFT 
calculation mainly occurs beyond this limit. 

TiC13+ (singlet) has been found to be nearly planar; in the ELF represen- 
tation for the D3h geometry there are no Ti-C1 basins and the lone pair ba- 
sins of C1 do not face the critical points of the Ti core. Thus, the ionicity of 
the Ti-C1 bond can be clearly seen (figure 6). 

TiC12CH3+ (singlet) is calculated to be pyramidal [3], even if the optim- 
ised parameters are sensitive to the calculation method [29]. 

8p(r) 
-
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– 

Figure 5. Tridimensional visualisation of the ELF function for TiH3
+ for the D3h and C3v 

symmetry, The ML3 topology of the C3v species is clearly seen in the side view. The orien- 
tation of the core basins vs. the Ti-H dissynaptic basins appears in the top view. 

Top View Side View 

– 

Figure 6. ELF representation of TiC13
+. The ionic character of Ti-C1 bond can be clearly seen. 

The basins of the titanium atom are not facing those of the ligands like in TiH3
+ with D3h 

symmetry. 
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5. Reactivity 

In this section, we probe the reactivity of titanium chloride vs. ion-radicals 
and molecules that represent Lewis acids or bases. 

TABLE 5. Heat of reaction of basic, radicalar and acidic species on TiC1n (in kcal/mol, 
defined positive when exothermic) 

CH3- C1- NH3 H CH3 C1 CH3+ H+ 

TiC12 122.8 76.5 44.3 36.6 54. 100.2 104.5 166.3 

TiC13 146.7 90.7 56.5 44.0 65. 103.7 96.2 128.9 
TiC14 132.4 65.7 23.2 43.6 5.9 1.9 86.2 99.3 

5.1. BASlC PROPERTY OF THE TITANIUM CHLORIDES 

We have considered the addition of two positive ions, CH3+ and H+ to test 
the basic properties of TiC1n compounds. 

The reactivity of TiC12, the chloride that has the smallest coordination 
and which possesses two valence electrons, is potentially large. TiC12 is iso- 
lobal to a methylene species and, thus. could be thought of as an amphoteric 
compound with both a possibility to give or receive electrons in binding a 
new ligand to the titanium atom. From the spin state, Ti(II) appears to be 
poorly basic. The donation of an electron pair requires the promotion to a 
singlet state that costs 174 kcal/mol for TiC12. Indeed. relative to acidic spe- 
cies. the titanium centre is not the active site. Acids preferentially bind to the 
chlorine ligand and the most stable add-product remains in a triplet state. 
The proton prefers to bridge two C1 ligands (figure 7a, triplet state) than to 
form a Ti-H bond (figure 7b, singlet state). The acidic species, bridging two 
chlorine ligands, allows the formation of a sequence of atoms with opposite 
charges, favorable to the growth of an ionic structure. Indeed, in the TiC12 
crystal structure (or the dimer structure), a TiC12 unit binds to another one 

though bridging C1s and does not form a Ti-Ti "double bond". CH3+ binds 
to a single chlorine ligand. 

The singlet states obtained by addition of CH3+ or H+ to TiC12 and elec- 
tron donation from Ti(II) to the cation are secondary minima, 5.1 kcal/mol 
and 39.7 kcal/mol above the triplet state. respectively. Structures are pyram- 
idal; the eclipsed form, which is not the best, shows the agostic effect [3, 4]. 
In the ground state (triplet), the methyl is bound to a chlorine atom (dC-C1 = 
1.86 Å) that is distant from the titanium atom (dTiC1 = 2.46 Å). 
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For TiC13 and TiC14, the chlorine atom is again the atom involved in the 

bonding. H+ and CH3+ bind to a single chlorine ligand to form an HC1 mo- 

lecule (H-C1 = 1.35Å) in interaction with TiC12+ or TiC13+. The basicity of 
TiC12 is larger than that of the other titanium chlorides (right hand side of 
table 5) since the charge on the chlorine atom is the largest (table 2). 

(a) (b) 

Figure 7. Structures of the protonated TiC12. The triplet stale (a) is more sta-ble than the sin- 
glet state (b) by 39.7 kcal/mol. 

Figure 8. CH3....TiH2
+ complexes in singlet states (the conformation that exhibits agosti- 

city, at the left hand side, is 1.3 kcal/mol above the staggered conformation). The ground 
state is a triplet: CH3C1....TiC1. 

The addition of H+ to TiHC1 leads to TiH2Cl+. The optimisation of the 
triplet state allows to compare the basicity of the H and C1 ligands in TiHCi. 
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In spite of the larger negative charge on C1, H+ binds to H and forms a line- 
ar (H2)-Ti-C1+ complex (dTi(H2) = 2.23Å). This is coherent with large H-H 
and Ti-C1 bond strengths compared with H-C1 and Ti-H ones. The binding 
energy, 205.3 kcal/mol, is larger than that of TiC12, 166.3 kcal/mol (table 5). 

We mentioned in section 4.1 that (H2)TiH+ in a triplet state was also much 

more stable than the singlet TiH3+ with C3v symmetry: the proton binds to 
the H ligand to remove it. On a positively charged titanium centre, the alkyl 
ligands do not remain bound to the titanium; they migrate to bind to the 
ligands. 

The optimisation of TiHCH3C1+ (triplet state) leads to a methane (with an 
orientation along a local C2 axis) bound to Ti-C1. Alkyl groups alike the 
hydrogen bind together while C1 remains attached to the titanium atom. The 
binding energies, 228.0 kcal/mol for CH3+/TiHC1 and 276.9 kcal/mol for 

H+/TiCH3C1 are superior to that for H+/TiCHC1. Alkyl ligands are more ef- 
fective than C1 ligands to fix incoming acidic species. 

In conclusion, the TiC1n compounds are reactive toward acidic species 
through their ligands. The compounds where Ti is in the lowest oxidation 
state is the most reactive (n=2 better than n=4). Products are in high spin 
states. The alkyl ligands are more reactive than the C1 ligands. 

5.2. RADICALAR PROPERTY OF THE TITANIUM CHLORIDES 

We have considered the addition of three radicals, C1., H. and CH3., as mod- 
els for bases. In the Ziegler-Natta reaction, Lewis bases involved are esters of 
aromatic acids and hindered amines. Bases are supposed either to interact 
with the support (MgC12) or to coordinate with Ti [40, 41]. 

Since TiC12 and TiC13 are high spin compounds, one would expect that 
one of the unpaired electrons from the titanium should couple with those 
from the radical to build a bond. Note that such behaviour was not found 
in the previous section; the reason is that, when Ti bears a positive charge, 
the uncoupled electrons are more tightly hold by the nucleus and are less 
reactive. Both TiC12 and TiC13 should be more reactive than TiC14 that is a 
closed shell system. 

On Tic12 and TiC13, all the radicals react at the Ti centre. This is true for 

C1. since titanium chlorides are stable relative to the decomposition (section 
3). The addition on the saturated compound is weaker than the others. The 
ligand abstraction is always endothermic : 

C1 + TiC12 C12 + TiC1 (quartet) 
C1 + TiC13 C12 + TiC12 (triplet) 
C1 + TiC14 C12 + TiC13 (doublet) 

+32.1 kcal/mol 
+20.1 kcal/mol 
+23.5 kcal/mol 
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On TiC12 and TiC13, H. and CH3. also bind to the titanium centre, in spite 
of the exothermicity of ligand abstraction. The formation of HC1 or CH3C1 
is weakly exothermic : 

H + TiC12 HC1+ TiC1 (quartet) 
H + TiC13 HC1+ TiC12 (triplet) 
H + TiC14 HC1+ TiC13 (doublet) 

-1.1 kcal/mol 
-13.1 kcal/mol 
-9.7 kcal/mol 

Similarly : 

CH3 + TiC12 CH3C1 + TiC1 (quartet) 

CH3 + TiC13 CH3C1 + TiC12 (triplet) 
CH3 + TiC14 CH3C1+ TiC13 (doublet) 

The coupling of the unpaired electrons represents a greater energy gain. 
For instance, HC1 ... TiC1 (quartet) is less stable than TiC12H (doublet) by 
20.7 kcal/mol. The latter has a C2v symmetry; the Ti-H distance, 1.71 Å is 
short compared with that in the TiH3 structure (table 2). The TiC13H struc- 
ture has a C3v symmetry with a short Ti-H distance, 1.66 Å. 

On TiC14, the H. and CH3. radicals bind to the chlorine atom leading 
more easily to a decomposition as found by Herzler [42]. H is attached to 
two chlorine ligands leading to a HC12TiC12 bridging structure with a C2v 

symmetry. The reactivity of H. seems remarkably large, TiC14 being poorly 
reactive with the neutral species. It behaves as a saturated compound and an 
increase of the titanium coordination requires charged species. The enthalpy 
of reaction with the CH3. radical is weak. The methyl binds to a single chlo- 
rine (C-C1=1.89 Å, C1-Ti= 2.41 A). 

The addition of H. to TiHC1, much more exothermic than that to TiC12, 
involves the reactivity of the H ligand. Since the formation of H2 is strongly 
exothermic, the H radical binds to the H ligand rather than to the C1 ligand 
as protons also do (see previous section) or to the titanium centre : 

-58.8 kcal/mol 

-6.6 kcal/mol 

-2.8 kcal/mol 

-9.3 kcal/mol 
-5.9 kcal/mol 

H. + TiHC1 H2 + TiC1 (quartet) 

H. + TiHC1--+ HC1+ TiH (quartet) 

This is coherent with large H-H and Ti-C1 bond strengths compared with 
H-C1 and Ti-H ones. The interaction energy of H2 ... TiC1 is very weak; it has 
been found athermic in spite of large structural modifications (HH = 0.86 Å, 
TiH = 2.00Å). 
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5.3. ACIDIC PROPERTY OF THE TITANIUM CHLORIDES 

We have considered the addition of two negative ions, CH3- and C1-, and a 
neutral Lewis base, NH3, to test the acidic properties of TiC1n compounds. 
These bases bind to the titanium atom that is a Lewis acidic site. For TiC13 or 
TiC12, the unpaired electrons are inactive relative to the addition; the add- 
products are doublets and triplets respectively. Ti atoms in TiC14 are in the 
highest oxidation state, Ti(IV); they bear the largest positive charges and 
should be, froin these considerations, the most reactive toward basic species. 
However, they also are the most coordinated complexes and this favors the 
reactivity on TiC13 or TiC12 species. Considering successive additions of C1- 

to Ti4+, the last addition (C1- + TiC14 TiC1 5-) goes beyond the charge 
compensation. In this respect, the value of 65.7 kcal/mol already seems large 
compared with the values froin table 4. 

TiC13 is slightly more reactive than TiC12 an TiC14. Experimentally, 
TiC14 is not catalytically active without reduction and, since it is necessary to 
add MgC12 to the reaction, TiC14 is not by itself a sufficient Lewis acid. 

5.4. TiC12 DIMERISATION 

The interest in the dimers is double. Dimerisation is a first model for the sur- 
face of the solids, increasing the coordination of the atoms without changing 
the oxidation states. Dimers placed on support (epitactically on the lateral 
surfaces of MgC12 crystals or on the corners or edges of crystallites) have 
also supposed to be the reactive sites for the Ziegler-Natta reaction [40, 41]. 

Dimerisation could be understood in the light of the previous sections. It 
involves reciprocal acid-base interactions between the two monomers: don- 
ation froin the C1 ligand from one monomer (basic centre) to Ti of the other 
(acidic centre). It results that titanium atoms are connected through bridging 
chlorine atoms. The unpaired electrons do not participate to the bonding; 
the Ti-Ti overlap population has negative values. This leads to alternation of 
titanium cations and chloride anions as in the solid. The TiC1 bond distances 
in the bridge are longer than those involving the terminal C1’s. 

The best optimised dimer structures have three (µ3) bridging ligands with 
a Cs symmetry. The µ3 structure is slightly asymmetrical. The structure of 
(TiC13)2 and (TiC14)2 are similar with a more pronounced asymmetry. In 
the µ3 (TiC14)2 structure, the bridging ligand from the symmetry plane ap- 
pears to be much more bound to the least coordinated titanium (Ti-C1=2.20 
Å) than to the other one (Ti-C1=2.85 Å) and, therefore, this structure could 
as well be qualified as a µ2 structure. Nevertheless, the elongated bond con- 
tributes to complete the octahedral arrangement around the most bound 
titanium centre. 
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5.5. ADDITION OF C2H4 

Optimisation of the ethene-TiC1n complexes leads to The bind- 
ing energy of ethene is 33, 30 and 17 kcal/mol for TiC12, TiC13 and TiC14 
respectively. Ethene behaves as an electron-rich compound binding to the 
titanium centres as the basic compounds do. There is indeed a small electron 
transfer from ethene to the TiC1n complex. 

Figure 9 a. Structure of (TiC12)2. 

The coupling is larger for (TiC12)2 or (TiC13)2 than for (TiC14)2. 

Figure 9, b and c. Structures of (TiC13)2 and (TiC14)2. 

In the TiC12-C2H4 complex (with a C2v symmetry, z is the C2 axis), the 
chlorine (yz plane) and two carbon atoms (xz plane) are in different planes. 
The C1 atoms interact with the dz2-x2 orbital and orbital interacts 
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with the dz2-y2 orbital so that both of them avoid to overlap with the out-of- 
phase component of the torus of dz2 orbital in their plane. Such orthogon- 
ality cannot be obtained when there are more C1 ligands. in TiC13-C2H4 or 
TiC14-C2H4. The binding is thus stronger with the TiC12. 

Figure 10. Structure of C1Ti-CH2-CH3 obtained from by optmisation of TiHC1-C2H4 with a 

ethene 

The optimisation of the TiHC1-C2H4 complex starting from a  -bonding 
ethene leads to a final structure, C1Ti-CH2-CH3, corresponding to an inter- 
mediate in the Cossee mechanism. This structure (figure 10) is consistent 
with the addition of a zwiterrionic form of ethene according to our analysis 
(sections 5.1 and 5.3); the C- binds to the titanium centre and the C+ binds 
to the H ligand leading to its abstraction : the Ti-H bond is cleaved and the 
transferred hydrogen becomes the agostic

 
hydrogen of the newly formed 

methyl group. The Ti-H distance is 2.11 Å and the C-H distance is 1.17 Å 
(to be compared with 1.12 Å for the two other H atoms). The formation en- 
ergy of the complex represents 54.8 kcal/mol; again it is verified that the H 
ligand is more reactive than the C1 ligand. 

6. Conclusions 

TiC1n compounds show unfamiliar behaviour. The main specific features are 
• The shortening of the bond distances with increasing coordination. 
• Non-VSEPR geometry. 
• The titanium atom in all oxidation states appears to be an acidic centre. 
• Ligands are potentially basic sites. The participation of the ligands to the 

reactivity toward acidic or radicalar species leads to their abstraction. 
• The unpaired electrons of Ti(II) and Ti(III) couple with radicals to build 

bonds. 

These features are reasonable. The shortening of bond distances is asso- 
ciated with increased valency. The non-VSEPR geometry is understandable 
in terms of MO and ELF analysis. The implication of the ligand is associated 
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with abstraction reactions that are thermodynamically favorable and experi- 
mentally observed. 

It is generally assumed that the Ti atom is the main active site for the Zie- 
gler-Natta reaction. Addition on Ti requires a basic reactant. Otherwise, the 
ligand is more active. H and R ligands react with cations more easily than C1 
since it is less bound to Ti. The R ligands easily react to be detached from 
the titanium centre. The addition of ethene on TiHC1 uses both possibilities: 
the activity of the Ti site and that of the H ligand. TiC12 and TiC13 are more 
reactive than TiC14. TiHC12 and TiCH3C1 are more reactive than TiC12. 

The addition at the Ti centre should imply a Lewis base as reactant. Radi- 
calar species do not seem as effective as initially thought. The  -electrons of 
an olefin have both a diradicalar and a zwitterionic component; the develop- 
ment of a negative charge on one side of the olefin is necessary to bind to 
the Ti centre. We intend to investigate the olefin adsorption and explore the 
reactivity on solid surfaces. 
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Abstract. The synthesis of many types of high T, superconducting cuprates 
occurred over a decade ago but the cause of the superconducting condensation 
and electronic structure of such materials is still a matter of significant delib- 
eration. Although there is no consensus as to the origin of pairing, there is, 
on the other hand, a wide agreement about the main behaviour, which a the- 
oretical description should provide. In this paper a theory is presented which 
accounts, in a straightforward way, for much of the essential behaviour of high 
Tc superconducting cuprates. 

1. Introduction 

By the millenium it will be almost 15 years since the finding of high Tc su- 
perconducting cuprates but the nature of the superconducting condensate and 
electronic structure of such materials is still a matter of significant deliberation. 
In this paper a theory is proposed which accounts, in a simplified way, for 
many of the essential features of high Tc superconducting cuprates. Although 
there is no agreement as to the origin of pairing there is, on the other hand, 
a wide agreement concerning the main behaviour which a theoretical descrip- 
tion should provide. The fundamental structural characteristic of n – or p–type 
cuprates are the cuprate layers shown in Figure 1 where the square arrangement 
of lattice points is centred on a Cu atom shown in black. Every cuprate layer 
is a four-sided arrangement of N/2 lattice points with local C4v point group 
symmetry about the Cu atom and with every lattice point with integer index 1 
[1-13]. The inclination for pairs of electrons to evade the region of short range 
repulsion and to reside in the longer range attractive region of an effective po- 
tential can enable the system to adopt a low energy coherent electronic state 
with superconductive behaviour. Thus our theory presented here is based on 
the correlation of electrons interacting with a short range screened Coulomb 
repulsion and perhaps a longer range attraction. 
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Figure 1. Copper/oxygen layer of Superconducting cuprates. Black and white circles represent 
copper and oxygen atoms respectively. A pair of E-basis Wannier functions, which are a linear 
combination of Cu and O atomic orbitals, transforming as (x, y) are localised on every lattice 
point at the centre of the unit cell. 

Our theory is based on an important mathematical argument given by us pre- 
viously [14-16] but which is simple enough that it bears repetition here. In 
the usual Bardeen-Cooper-Schrieffer (BCS) theory of superconductivity with 
attractive off-diagonal matrix elements of the phonon induced electron-electron 
interaction, it is common to find the stability of the superconducting state ex- 
plained by a so-called n-fold stabilisation phenomenon. So that, if there are n 
quasi-degenerate states at energy above the Fermi level and these are coupled 
by an attractive matrix element -v then the Hamiltonian matrix has (n–1) eigen- 
values at energy and one which can be identified as the superconducting state 
which can cross below the Fermi level at energy –nV. However a similar 
superconducting stabilisation can also occur with repulsive off-diagonal matrix 
elements. A simple demonstration of this is obtained by reflecting on the real 
symmetricaI eigen-problem shown below. 

(1) 

The sub-blocks are of ord er K. The lowest eigenvalue at energy – KV splits 
off from the other eigenvalues at and, if this eigenvalue is negative it can cross 
over and become the ground state. The matrix shown in eq(1) appears to be 
directly applicable to doped cuprate layers. It can be shown that in both cases 
above, if the basis functions are pairwise occupied as in a BCS wavefunction, 
then both lowest states have a macroscopic number of electron pairs all in 
the same pair state by noting that, following Yang [17-18] or Gor’kov [19] or 
Coleman [20], the second order reduced electronic density matrices both have 
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one macroscopically large eigenvalue representing a superconducting condensate 
of pairs. This will be demonstrated in detail below. 

2. Flat band electron energy dispersion in superconducting cuprates 

The d-wave symmetry [1-13] of the wavefunction describing the condensed 
electrons in superconducting cuprates can be subjected to a group theoretical 
analysis [5] which shows that such a symmetry cannot originate in a single 
band description of the cuprates. Our choice, rationalised in [5], is for a pair of 
localised E-basis functions in the C4v group [23] associated with each unit cell 
which are symmetry adapted combinations of Cu e-orbitals and in-plane oxygen 
pz orbitals. Apical oxygen px and py orbitals [8] too have such symmetry and 
one can combine all these orbitals judiciously to give a pair of E-basis functions 
on every unit cell. 

We assume, following the arguments of [5] that there are a pair of localised 
Wannier type orbitals centred on each cell 1 of the form trans- 
forming together as the E degenerate irreducible representation in the C4v point 
group. For mathematical expedience every pair of 1, x orbitals is assigned a sig- 
nature (-1)l+1 and (-1)l for every pair of I, y orbitals. Hole doping is presumed 
to occur from a full valence band and electron doping into a vacant conduction 
band appropriate to the set of Wannier functions. 

If the above supposition concerning the pair of E-basis functions on each 
lattice point is legitimate we should be able to make some statements concerning 
the electronic energy bands associated with these. Following Alexandrov [8] 
in the tight binding approximation we attain an X-band and Y-band each with 
dispersion relations given by 

(2a) 

(2b) 

where and are empirically selected transfer integrals in the and con- 
figurations for nearest neighbour Wannier functions. We will adopt a plausible 
ratio of = 4 on the basis of crystalline and overlap anisotropies. The 
sign of this ratio differs from Alexandrov [8] but is required in our theory for a 
reasonable description of the photoemission data. The electronic energy surface 
in k-space of uppermost energy levels is constructed by taking the higher of 
the Ex(k) and Ey(k) for a given k=(kx, ky) where the lattice constant is set to 
1. The resulting uppermost energy level dispersion relation for = 0.2eV is 
displayed in Figure 2. 
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Figure 2. Dispersion relation for uppermost energy levels for the Ex(k), Ey(k) bands discussed 
in the text for a given k = (kx, ky). The energy surface has fourfold symmetry about the origin. 
The result is compared with the photoemission data of Shen et al [7] also shown in the lower 
part of the figure. 

The important features of the Angular resolved photoemission spectra dis- 
cussed by Shen et al [7] are reproduced. The flatness of the bands which are a 
widely discussed feature of cuprates [7,6,8] should be noted. 
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3. Off-diagonal long-range order in cuprate layer electrons 

We adopt an extended Hubbard Hamiltonian postulated for the active space of 
the form 

(3) 

where h and v are pertinent one and two body parts of the effective Hamiltonian. 
Because of short range repulsion this has positive off-diagonal matrix elements 

for electron pair transfers between Wannier orbitals. We will presume that the 
effective pair interaction has the form v(i, j) exp(—yrij)e²/Drij. This is the 
same appearance as discussed in [15] where y is the Thomas-Fermi screening 
constant calculated for the carriers induced by doping and D is the background 
dielectric constant as discussed by Mott and Davis [24]. Thus, the effective 
electron pair interaction is assumed to have a short range repulsive hard core. 
The symbol above is qualified here so as to characterize the envelope of the 
function and does not rule out a longer range attractive tail due to bipolaronic 
coupling or Friedel oscillations. The summation in eq(3) is over cell orbitals 
and spins and where only on-cell and nearest neighbour matrix elements will 
be taken into account as significant in a localised basis. 

If we suppose that there are N orbitals in the cuprate layer accessible to 
2M electrons the fractional doping is given by p = M/N where 1 p 0 
so that for hole doping a full set of cells with p = I, and for electron doping 
p = 0, will be important. Cell orbitals in the cuprate layer can be occupied by 
a pair of singlet coupled electrons (a dimer or singly occupied by single 
unpaired electron with down or up spin. Every configuration of electrons 
arranged in the cuprate layer orbitals can be represented by a Slater determinant 
and an approximate many electron wavefunction obtained in principle from 
diagonalisation of the matrix representation of the Hamiltonian in the basis of 
Slater determinants. Although an exact diagonalisation of such a Hamiltonian 
matrix is prohibitively arduous we are able to construct a mean-field theory 
which, with the tentative assumptions of our theory, provides a remarkable 
phenomenological portrayal of the behaviour of high Tc cuprate superconductors. 

Every Slater determinant basis function, represented in the Hamiltonian ma- 
trix, corresponds to a unique arrangement of electrons on the cuprate layer and 
these can be grouped into N!/(N – sets corresponding to the 
possible ways of arranging the spin down and up spin monomers and to 
sub-classify the grouping of the remaining (N – – – 
MD!)MD! dimer        configurations into 2 classes resolved by the ± sign of 
the product of the occupied dimer orbital signatures as described in detail in 
[15]. Thus grouped, and neglecting the coupling between blocks the Hamilto- 
nian matrix has the block form shown overleaf. The off-diagonal coupling is 
most important for pair transfers between Slater determinant basis functions of 
opposite signature. Every block j has – 
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quasi-degenerate states with average energy – V)MD(1 - 2p + X) for 
hole doping and – V(1 - 2p + X)) for electron doping relative to the 
completely dissociated normal state described by the lowest block on the right 
hand side of the Hamiltonian matrix. is the screened diagonal Coulomb 
repulsion for bringing electrons together into the same orbital and X = MD/N 
and where V is the sum of nearest neighbour pair transfer matrix elements which 
is repulsive overall. 

The ground state wavefunction is given by the geminal power 

(4) 

To deduce thermal behaviour of the superconductor excited state energies and 
wavefunctions are necessary which are obtained as follows. Every block j of the 
Hamiltonian matrix has gj low-lying states with eigenvectors which are 
a linear combination of the sub-block degenerate states which may be brought 
together to give excited state wavefunctions of the form 

(5) 

where |c,| = 1 and s = 1:2.... refers to the sub-block s with eigen- 
vector of the block j of our concern. The above wavefunction describes a 
general state of the superconductor for any degree of pair dissociation up to Tc 

It is important to note that every sub-block in the Hamiltonian matrix has 
the form displayed in eq(l) above.           will depend on the level of dimer 
dissociation. We will estimate as in [15] by linearising in the density 
of condensed electrons derived below to give an average energy X(1 – 2p + 

– V) for hole doping and X(1 - 2p + – p) – V) for electron 
doping relative to the completely dissociated normal state described by the 
lowest block on the right hand side of the Hamiltonian matrix.   is the screened 
diagonal Coulomb repulsion for bringing electrons into the same orbital when 
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its neighbours are fully paired and X = MD/N where V is the sum of nearest 
neighbour pair transfer matrix elements. The linearisation procedure adopted 
here to estimate the doping dependence of is likely to be reliable at low 
doping and can implicitly embrace a number of effects not considered here but 
we do not anticipate this to be a good semblance to reality at high doping. 

The second order electronic density matrix can be constructed from the Hamil- 
tonian matrix eigenvector given in eq(5) above to give 

(6) 

This can be seen to have a macroscopically large eigenvalue signifying a 
condensate of electron pairs. All low-lying states have the same 
density matrix eigenvector and eigenvalue. 

Consequently the thermally averaged second order reduced electronic density 
matrix eigenvector is 

(7) 

which has dx²-y² pair symmetry in the C4v group in conformity with experi- 
mental determinations of the condensate symmetry in high Tc superconducting 
cuprates. The function transforms as the B1 irreducible representa- 
tion in the C4v group. is the macroscopically large reduced second order elec- 
tronic density matrix eigenvalue corresponding to a population MD(1-2p+X) 
condensed electron pairs where X  is calculated from the Helmholtz free energy 
F defined in section 4 below. 

The distance over which stays finite as |r-1 - r2| increases is a 
measure of the pair size or coherence length and in this theory, in view of the 
localised basis, this quantity is of the order of a few Angstroms in conformity 
with experimental observations [5,15]. 
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4. Thermal behaviour of superconducting cuprates up to Tc 

Following the arguments of [15] the Helmholtz free energy per orbital, F, is 
given up to Tc by 

E. J. BRÄNDAS ET AL. 

(8) 

where t = p when p > 1/2 and t = (1 – p) when p < 1/2. This is simply 
derived using the degeneracy factor gj and energy relative to the normal 
state Ej for each block j given above and the formula F = -(kT/N)lnQ 
where Q = exp(-Ej /kT) is the Canonical partition function and where 
the logarithm of the sum is evaluated by the method of the maximum term. 
Therefore minimisation of F with respect to X gives the equilibrium condition 
as a solution of the non-linear equation 

(9) 

The root of this non-linear equation gives the equilibrium value of X and for 
that reason the density of condensed electrons. The transition temperature can 
be located by noting that at Tc the equilibrium values of X are constrained by 
X = 0 for electron doping and X = (2p – 1) for hole doping corresponding to 
zero density of condensed electrons. 

Insertion of these conditions into eq(9) gives the transition temperature Tc for 
both doping cases given by 

(10a) 

(10b) 

where eq(10a) refers to electron doping when p < 1/2 and eq(10b) to hole 
doping when p > l/2. The doping phase diagram implied by eqs(10a,10b) is 
shown in Figure 3 (which also demonstrates the experimentally well established 
electron-hole symmetry) and, for plausible values of matrix elements and back- 
ground dielectric constant given in the caption to Figure 3, our theory depicts 
superconductivity at high temperatures in the same doping range as for cuprates. 

The temperature and doping dependence of the energy gap can also be derived 
as follows. The energy to remove one electron pair from the condensate at 
absolute zero is 

(11a) 

(11b) 
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where eq(11a) refers to electron doping when p < 1/2 and eq(11b) to hole 
doping when p > 1/2, This gives the ratio Eg(0)/kTc , given by 

(12a) 

(12b) 

where eq(12a) refers to electron doping when p < 1/2 and eq(12b) to hole 
doping when p > 1/2. These results represent an average of the energy gap 
over k-space. 

Figure 3. Theoretical phase diagram and doping dependence of the transition temperature 
predicted by our theory for the parameters D = 5, V = 0.564eV compared with the well 
known cxperimental doping Tc curve shown above. The superconducting (SC), insulating (I) and 
metallic phases are characterised by use the Mott-Edwards-Sienko relation [23,24,28] as described 
in [15]. 
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The predictions of this for hole doping are shown in Figure 4. A comparison 
can be made with a recent collection of gap data given by Deutscher [4] where 
the above so-called strong coupling ratio varies from about 20 to 6 and falls 
with rising doping levels as predicted by our theory. 

Figure 4. Theoretical gap ratios Eg(0)/(kTc ) as a function of doping for superconducting 
cuprates. 

At finite temperature the energy gap is the difference between the eigenvalues 
of two neighbouring blocks of the Hamiltonian matrix and given by 

(13a.) 

(13b) 

where eq(13a) refers to electron doping when p < 1/2 and eq(13b) to hole 
doping when p > 1/2. 

The ratio Eg(T)/Eg(0) is compared with experimentally determined values in 
Figure 5 where it can be seen that the theory reproduces the weak temperature 
dependence of the gap. We expect that an accurate theory with fluctuations 
included would remove the discontinuity shown in Figure 4 due to short range 
order in the pairing amplitude in the neighbourhood of Tc and such an effect 
can account for the trends reviewed by Deutcher in which the gap does not 
disappear at Tc. 

5. Temperature and doping dependence of density of condensed electrons 

The prediction that the zero temperature density of condensed electrons should 
be proportional to (p(1 – p) is tested against experimental observations in Figure 
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6 where the hole concentration is estimated from the chemical formula of a series 
of cuprates by valence counting. 

Figure 5. Theoretical temperature dependence of the superconducting energy gap. 

Figure 6. Muon spin relaxation rate,     against 2p(1 – p) for La2–x Srx CuO4 and YBa2Cu3Oy. 
The experimental data are from Uemura [27] and 2p(1 – p) is estimated from the chemical 
formula . There are 14 points starting from the left which correspond to the following x or y 
values. 1. x = 0.08. 2. x = 0.1, 3. x = 0.15, 4. x = 0.15, 5. y = 6.66 6. y = 6.67, 
7. x = 0.20, 8. x = 0.21, 9. y = 6.67, 10. y = 6.86, 11. y = 6.95. 12. y = 6.95, 13. 
y = 7.0, 14. y = 7.0. 15. Y0 The linear fit for this theory differs slightly 
from one given previously [21]. 
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It can be seen that the prediction is in satisfactory agreement with experimental 
observations [27]. The temperature dependence of the density of condensed 
electrons is shown in Figure 7 which has utilised the thermal average of the 
density of condensed electrons obtained as described above.

The response for low doping closely follows a two-fluid type behaviour for 
low hole doping but which deviates from this at higher doping levels. Schneider 
and Keller [26] analysed Muon spin relaxation rate data and noted universal 
trends in the reduced transition temperature for a series of extreme type II T* 
superconductors which includes the cuprates and the reduced muon spin relation 
rate in whereby 

(14) 

Tc,max is the maximum transition temperature in family of materials.  is 
known to be proportional to the condensate density. The universal trends found 
are summarised in Figure 8 and compared with our prediction for the doping 
sequence given in Figure 3. The density of condensed electrons continues to 
increase beyond Tc,max in the same way as found experimentally. In particular 
the experimental data and our prediction both have a highest value for near 
to 2. 

Figure 7. Theoretical temperature dependence of the condensate density. 

6. Condensation energy and heat capacity 

Heat capacity measurements on superconducting cuprates have been widely 
undertaken and recently Loram et al [25] reported condensation energies for a 
cuprate superconductor as a function of doping. In our theory the heat capacity 
per localised orbital (Cv /Nk) is given by 
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(15) 

which is obtained in the standard way from F given in eq(8). The condensation 
energy is given above in section 3. The trends shown by the theory are given 
in Figure 9. The heat capacity in the overdoped regime is predicted to be a few 
times larger than the underdoped. These unusual features seem to agree with 
experimental observations [25,29,30]. 

Figure 8. Ratio of Reduced transition temperature to Reduced density of condensed electrons due 
to Schneider and Keller [26] against the predictions of our theory shown in the lower part of the 
figure. 

7. Temperature dependence of the Knight shift 

The Knight shift in NMR measures the local magnetic susceptibility around a 
nucleus. Following the arguments in [15] the reduced Knight shift Ks(T)/Ks(Tc) 
for our theory is given by 

(16) 

This quantity has been computed and is shown in Figure 10 and seems to 
provide a good description of the experimental data up to Tc. In order to 
describe the susceptibility above Tc other singlet excitations not at heart related 
to the superconductivity can be invoked. Therefore we are in accord with Loram 
et al [26] whose view is that the normal state spin gap is not essentially related 
to the superconducting pairing. However such excitations in the normal state 
are yet to be included in our theory but our conjecture is that this will not alter 
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the predicted behaviour by our theory below up to Tc very much. One can 
conceive a theory where monomer spins are excited into a state above Tc with 
a higher magnetic moment at a mobility edge thereby relating the spin gap and 
normal state conductivity along comparable lines to that by Alexandrov [8] and 
this is extension is underway. 

E. J. BRÄNDAS ET AL. 

Figure 9. Theoretical heat capacity as a function of doping. (The p values are = 0.98, b = 
0.97, c = 0.95, d = 0.92, e = 0.9). 

Figure 10. Theoretical Knight shift compared with experimetal data. For full details see [15]. 

It is pertinent to comment here on the collapse of the Nuclear spin relaxation 
rate seen below Tc in NMR experiments. When nuclear spins in a material are 
aligned by an external magnetic field they can relax to equilibrium by causing 
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unpaired electron spin flips. In our theory this process of relaxation should 
effectively cease well below Tc due to pairing up of electron spins. 

8. Summary and Conclusion 

This paper describes an extension of the repulsive electron correlation model to 
embrace the d-wave condensate and other new experimental features. The use 
of simplifying tentative assumptions renders the major aspects of a complicated 
problem amenable to analysis. Since the advent of BCS theory we have become 
used to the idea that attractive off-diagonal matrix elements of a potential can 
give rise to a so-called ‘special eigenvalue problem’ [31] and superconductivity. 
The question must arise then as to the driving force for a superconducting 
condensation in the model presented here. The key principle must be that 
electrons seek to avoid each other at short range and take advantage of any long 
range attractive region of a potential. In our model this effect shows up the 
sign (–1)l in the many many electron wavefunction thereby giving a smaller 
weighting to electronic configurations in which electrons are very close. 

All told, the theory makes predictions for weakly doped cuprates for temper- 
atures up to Tc which are in remarkable agreement with experimentation. Our 
end result is that high temperature superconductivity is primarily an electron 
correlation effect possibly supplemented by longer range polaronic attraction 
of the type discussed by Mott and Alexandrov (see [8] for other references). 
Indeed, it can be argued that this is a theory of unbound bipolarons on a cuprate 
layer where the Fermion statistics are strictly maintained. 

Indeed, it may be possible to develop and hybridise this model with the suc- 
cessful features of other models such as that due to Alexandrov and Mott [8,32] 
or Jansen and Block [33]. The complexity [34] of cuprate superconductors 
makes it extremely difficult to describe all features of the cuprates in a single 
model. 

We consider the normal state spin-gap as of indirect significance for high 
temperature superconductivity but further work is needed to substantiate this 
standpoint. 
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