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Preface

Liquid crystal science and applications now permeate almost all segments of the
society—from large industrial displays to individual homes and offices. Nondisplay
applications in nonlinear optics, optical communication, and data/signal/image pro-
cessing are receiving increasing attention and are growing at a rapid pace. Since the last
edition (1995), tremendous progress has been made in the study of optics of liquid
crystals, and advances are measured by orders of magnitude rather than small
increments. Feature sizes have shrunk from microns to nanometers; optical nonlin-
earities, such as the refractive index coefficient, have “grown” a millionfold from
10�3 to 103 cm2/W. This book is intended to capture the essentials of these funda-
mental breakthroughs and point out new exciting possibilities, while providing the
reader a basic overall grounding in liquid crystal optics. 

This edition of Liquid Crystals, consisting of ten original book chapters that have
been completely revised with the addition of the latest concepts, devices, applications,
literature, and two new chapters, provides a comprehensive coverage of the funda-
mentals of liquid crystal physical, optical, electro- and nonlinear optical properties, and
related optical phenomena. It is intended for students in their final years of under-
graduate studies in the sciences and beginning graduate students and researchers. It
will also serve as a general useful introductory guide to all newcomers to the field of
liquid crystals and contemporary optics and photonics materials and devices.

Studies of liquid crystals are highly inter- and multidisciplinary, encompassing
physics, materials science, optics, and engineering. Liquid crystal science and tech-
nologies are rapidly advancing. As such, details of actual devices and applications
may likely change or become obsolete. In order to present a treatment that is useful
and more readily understandable to the intended readers, I have limited the discussion
to only the fundamentals that can withstand the passage of time. Wherever possible
and without loss of the physics, I have replaced vigorous theoretical formalisms with
their simplified versions, for the sake of clarity. 

Chapters 1–5 cover the basic physics and optical properties of liquid crystals
intended for beginning workers in liquid crystal related areas. Although the major
focus is on nematics, we have included sufficient discussions on other mesophases of
liquid crystals such as the smectics, ferroelectrics, and cholesterics to enable the read-
ers to proceed to more advanced or specialized topics elsewhere. New sections have
also been added. For example, in Chapter 4, a particularly important addition is a
quantitative discussion of the optical properties and fundamentals of one-dimensional
photonic crystal band structures. Dispersion is added to fill in an important gap in
most treatments of cholesteric liquid crystals. 

In Chapter 6, we explore the fundamentals of liquid crystals for electro-optics and
display, and nondisplay related applications such as sensing, switching and specialized
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nanostructured tunable photonic crystals and frequency selective surfaces. In Chapter 7
we provide a thorough account of the various theoretical and computational techniques
used to describe optical propagation through liquid crystals and anisotropic materials.

Chapters 8–12 provide the most comprehensive self-contained treatment of
nonlinear optics of liquid crystals available anywhere, and have greatly expanded on
the coverage of the same subject matter in the previous edition of the book with
updated literature reviews and fundamental discussions. In particular, readers will
find quantitative and complete theories and analysis of important nonlinear optical
processes such as photorefractivity, various all-optical image/beam processing, stim-
ulated scattering and optical phase conjugation, nonlinear multiphoton absorptions,
and optical limiting of short laser pulses and continuous-wave lasers.

During the course of writing this book, as in my other work, I have enjoyed valu-
able encouragement and support from a wide spectrum of people. First and foremost
is my wife, Chor San. Her patience, understanding, and unqualified support are
important sources of strength and motivation. I would also like to express my grati-
tude to my present and former students and co-authors for valuable contributions to
the advances we have made together and the rewarding life experiences. Support
from the National Science Foundation, Army Research Office, Air Force Office of
Scientific Research, Defense Advanced Research Projects Agency, and Naval Air
Development Center over the years is also gratefully acknowledged. 

IAM-CHOON KHOO

University Park, Pennsylvania
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1

1
Introduction to Liquid Crystals

1.1. MOLECULAR STRUCTURES AND CHEMICAL COMPOSITIONS

Liquid crystals are wonderful materials. In addition to the solid crystalline and liq-
uid phases, liquid crystals exhibit intermediate phases where they flow like liquids,
yet possess some physical properties characteristic of crystals. Materials that
exhibit such unusual phases are often called mesogens (i.e., they are mesogenic),
and the various phases in which they could exist are termed mesophases.1,2 The
well-known and widely studied ones are thermotropics, polymerics,3 and lyotrop-
ics. As a function of temperature, or depending on the constituents, concentration,
substituents, and so on, these liquid crystals exist in many so-called mesophases—
nematic, cholesteric, smectic, and ferroelectric. To understand the physical and
optical properties of these materials, we will begin by looking into their constituent
molecules.4

1.1.1. Chemical Structures

Figure 1.1 shows the basic structures of the most commonly occurring liquid crystal
molecules. They are aromatic, and, if they contain benzene rings, they are often
referred to as benzene derivatives. In general, aromatic liquid crystal molecules such
as those shown in Figure 1.1 comprise a side chain R, two or more aromatic rings A
and A�, connected by linkage groups X and Y, and at the other end connected to a ter-
minal group R�.

Examples of side-chain and terminal groups are alkyl (CnH2n�1), alkoxy (CnH2n�1O),
and others such as acyloxyl, alkylcarbonate, alkoxycarbonyl, and the nitro and cyano
groups. The Xs of the linkage groups are simple bonds or groups such as stilbene

(�CH�CH�), ester ( ), tolane (�C�C�), azoxy (�N�N�), Schiff base

(�CH�N�), acetylene (�C�C�), and diacetylene (�C�C�C�C�). The names
of liquid crystals are often fashioned after the linkage group (e.g., Schiff-base liquid
crystal).

C

O
O

Liquid Crystals, Second Edition By Iam-Choon Khoo
Copyright © 2007 John Wiley & Sons, Inc.
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2 INTRODUCTION TO LIQUID CRYSTALS

There are quite a number of aromatic rings. These include saturated cyclohexane
or unsaturated phenyl, biphenyl, and terphenyl in various combinations.

The majority of liquid crystals are benzene derivatives mentioned previously. The
rest include heterocyclics, organometallics, sterols, and some organic salts or fatty
acids. Their typical structures are shown in Figures 1.2–1.4.

Heterocyclic liquid crystals are similar in structure to benzene derivatives, with
one or more of the benzene rings replaced by a pyridine, pyrimidine, or other similar
groups. Cholesterol derivatives are the most common chemical compounds that
exhibit the cholesteric (or chiral nematic) phase of liquid crystals. Organometallic

Figure 1.1. Molecular structure of a typical liquid crystal.

Figure 1.2. Molecular structure of a heterocyclic liquid crystal.

Figure 1.3. Molecular structure of an organometallic liquid crystal.

Figure 1.4. Molecular structure of a sterol.
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compounds are special in that they contain metallic atoms and possess interesting
dynamical and magneto-optical properties.4

All the physical and optical properties of liquid crystals are governed by the prop-
erties of these constituent groups and how they are chemically synthesized together.
Dielectric constants, elastic constants, viscosities, absorption spectra, transition tem-
peratures, existence of mesophases, anisotropies, and optical nonlinearities are all
consequences of how these molecules are engineered. Since these molecules are
quite large and anisotropic, and therefore very complex, it is practically impossible
to treat all the possible variations in the molecular architecture and the resulting
changes in the physical properties. Nevertheless, there are some generally applicable
observations on the dependence of the physical properties on the molecular con-
stituents. These will be highlighted in the appropriate sections.

The chemical stability of liquid crystals depends very much on the central linkage
group. Schiff-base liquid crystals are usually quite unstable. Ester, azo, and azoxy
compounds are more stable, but are also quite susceptible to moisture, temperature
change, and ultraviolet (UV) radiation. Compounds without a central linkage group
are among the most stable liquid crystals ever synthesized. The most widely studied
one is pentylcyanobiphenyl (5CB), whose structure is shown in Figure 1.5. Other
compounds such as pyrimide and phenylcyclohexane are also quite stable.

1.2. ELECTRONIC PROPERTIES

1.2.1. Electronic Transitions and Ultraviolet Absorption

The electronic properties and processes occurring in liquid crystals are decided
largely by the electronic properties of the constituent molecules. Since liquid crystal
constituent molecules are quite large, their energy level structures are rather com-
plex. As a matter of fact, just the process of writing down the Hamiltonian for an iso-
lated molecule itself can be a very tedious undertaking. To also take into account
interactions among the molecular groups and to account for the difference between
individual molecules’ electronic properties and the actual liquid crystals’ responses
will be a monumental task. It is fair to say that existing theories are still not suffi-
ciently precise in relating the molecular structures and the liquid crystal responses.
We shall limit ourselves here to stating some of the well-established results, mainly
from molecular theory and experimental observations.

In essence, the basic framework of molecular theory is similar to that described in
Chapter 10, except that much more energy levels, or bands, are involved. In general,

ELECTRONIC PROPERTIES 3

Figure 1.5. Molecular structure of pentylcyanobiphenyl (5CB).
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the energy levels are referred to as orbitals. There are �, n, and � orbitals, with their
excited counterparts labeled as �*, n*, and �*, respectively. The energy differences
between these electronic states which are connected by dipole transitions give the so-
called resonant frequencies (or, if the levels are so large that bands are formed, give
rise to absorption bands) of the molecule; the dependence of the molecular suscepti-
bility on the frequency of the probing light gives the dispersion of the optical dielec-
tric constant (see Chapter 10).

Since most liquid crystals are aromatic compounds, containing one or more aro-
matic rings, the energy levels or orbitals of aromatic rings play a major role. In par-
ticular, the � → �* transitions in a benzene molecule have been extensively studied.
Figure 1.6 shows three possible � → �* transitions in a benzene molecule.

In general, these transitions correspond to the absorption of light in the near-UV
spectral region (� 200 nm). These results for a benzene molecule can also be used to
interpret the absorption of liquid crystals containing phenyl rings. On the other hand,
in a saturated cyclohexane ring or band, usually only � electrons are involved. The 
� → �* transitions correspond to the absorption of light of shorter wavelength 
(� 180 nm) in comparison to the � → �* transition mentioned previously.

These electronic properties are also often viewed in terms of the presence or
absence of conjugation (i.e., alternations of single and double bonds, as in the case of
a benzene ring). In such conjugated molecules the � electron’s wave function is delo-
calized along the conjugation length, resulting in the absorption of light in a longer
wavelength region compared to, for example, that associated with the � electron in
compounds that do not possess conjugation. Absorption data and spectral depend-
ence for a variety of molecular constituents, including phenyl rings, biphenyls,
terphenyls, tolanes, and diphenyl-diacetylenes, may be found in Khoo and Wu.5

1.2.2. Visible and Infrared Absorption

From the preceding discussion, one can see that, in general, liquid crystals are quite
absorptive in the UV region, as are most organic molecules. In the visible and near-
infrared regimes (i.e., from 0.4 to 5 �m), there are relatively fewer absorption bands,
and thus liquid crystals are quite transparent in these regimes.

4 INTRODUCTION TO LIQUID CRYSTALS

Figure 1.6. � → �* electronic transitions in a benzene molecule.
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As the wavelength is increased toward the infrared (e.g., � 9 �m), rovibrational
transitions begin to dominate. Since rovibrational energy levels are omnipresent in
all large molecules, in general, liquid crystals are quite absorptive in the infrared
regime.

The spectral transmission dependence of two typical liquid crystals is shown in
Figures 1.7a and 1.7b. The absorption coefficient � in the ultraviolet (� 0.2 �m)
regime is on the order of 103 cm�1; in the visible (� 0.5 �m) regime, � � 100 cm�1;
in the near-infrared (� 10 �m) regime, � � 102 cm�1; and in the infrared (� 10 �m)
regime, � � 102 cm�1. There are, of course, large variations among the thousands of
liquid crystals “discovered” or engineered so far, hence it is possible to identify 
liquid crystals with the desired absorption/transparency for a particular wavelength
of interest.

Outside the far-infrared regime, e.g., in the microwave region, there have also
been active studies.6 At the 20–60 GHz region, for example, liquid crystals continue
to exhibit sizable birefringence. Studies have shown that for a typical liquid crystal
such as E7, the dielectric permittivities for extraordinary and ordinary waves are 

ELECTRONIC PROPERTIES 5

Figure 1.7. Transmission spectra of nematic liquid crystals: (a) 5CB and (b) MBBA.
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�e � 3.17 (refractive index ne � 1.78) and �0 � 2.72 (refractive index n0 � 1.65),
respectively, i.e., a birefringence of �n � 0.13. 

1.3. LYOTROPIC, POLYMERIC, AND THERMOTROPIC
LIQUID CRYSTALS

One can classify liquid crystals in accordance with the physical parameters control-
ling the existence of the liquid crystalline phases. There are three distinct types of liq-
uid crystals: lyotropic, polymeric, and thermotropic. These materials exhibit liquid
crystalline properties as a function of different physical parameters and environments.

1.3.1. Lyotropic Liquid Crystals

Lyotropic liquid crystals are obtained when an appropriate concentration of a material
is dissolved in some solvent. The most common systems are those formed by water and
amphiphilic molecules (molecules that possess a hydrophilic part that interacts
strongly with water and a hydrophobic part that is water insoluble) such as soaps, deter-
gents, and lipids. Here the most important variable controlling the existence of the liq-
uid crystalline phase is the amount of solvent (or concentration). There are quite a
number of phases observed in such water-amphiphilic systems, as the composition and
temperature are varied; some appear as spherical micelles, and others possess ordered
structures with one-, two-, or three-dimensional positional order. Examples of these
kinds of molecules are soaps (Fig. 1.8) and various phospholipids like those present in
cell membranes.  Lyotropic liquid crystals are of interest in biological studies.2

1.3.2. Polymeric Liquid Crystals

Polymeric liquid crystals are basically the polymer versions of the monomers dis-
cussed in Section 1.1. There are three common types of polymers, as shown in
Figures 1.9a–1.9c, which are characterized by the degree of flexibility. The vinyl
type (Fig. 1.9a) is the most flexible; the Dupont Kevlar polymer (Fig. 1.9b) is semi-
rigid; and the polypeptide chain (Fig. 1.9c) is the most rigid. Mesogenic (or liquid

6 INTRODUCTION TO LIQUID CRYSTALS

Figure 1.8. Chemical structure and cartoon representation of sodium dodecylsulfate (soap) forming
micelles.
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crystalline) polymers are classified in accordance with the molecular architectural
arrangement of the mesogenic monomer. Main-chain polymers are built up by join-
ing together the rigid mesogenic groups in a manner depicted schematically in
Figure 1.10a; the link may be a direct bond or some flexible spacer. Liquid crystal
side-chain polymers are formed by the pendant side attachment of mesogenic
monomers to a conventional polymeric chain, as depicted in Figure 1.10b. A good
account of polymeric liquid crystals may be found in Ciferri et al.3 In general,
polymeric liquid crystals are characterized by much higher viscosity than that of
monomers, and they appear to be useful for optical storage applications.

1.3.3. Thermotropic Liquid Crystals: Nematics, Cholesterics, and Smectics

The most widely used liquid crystals, and extensively studied for their linear as well
as nonlinear optical properties, are thermotropic liquid crystals. They exhibit various
liquid crystalline phases as a function of temperature. Although their molecular
structures, as discussed in Section 1.1, are, in general, quite complicated, they are

LYOTROPIC, POLYMERIC, AND THERMOTROPIC LIQUID CRYSTALS 7

Figure 1.9. Three different types of polymeric liquid crystals. (a) Vinyl type; (b) Kevlar polymer; 
(c) polypeptide chain.
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often represented as “rigid rods.” These rigid rods interact with one another and form
distinctive ordered structures. There are three main classes of thermotropic liquid
crystals: nematic, cholesteric, and smectic. There are several subclassifications of
smectic liquid crystals in accordance with the positional and directional arrange-
ments of the molecules.

These mesophases are defined and characterized by many physical parameters such
as long- and short-range order, orientational distribution functions, and so on. They are
explained in greater detail in the following chapters. Here we continue to use the rigid-
rod model and pictorially describe these phases in terms of their molecular arrangement.

Figure 1.11a depicts schematically the collective arrangement of the rodlike liq-
uid crystal molecules in the nematic phase. The molecules are positionally random,
very much like liquids; x-ray diffraction from nematics does not exhibit any diffrac-
tion peak. These molecules are, however, directionally correlated; they are aligned in
a general direction defined by a unit vector ñ, the so-called director axis.

In general, nematic molecules are centrosymmetric; their physical properties are
the same in the �n� and the �n� directions. In other words, if the individual molecules
carry a permanent electric dipole (such a polar nature is typically the case), they will
assemble in such a way that the bulk dipole moment vanishes.

Cholesterics, now often called chiral nematic liquid crystals, resemble nematic liq-
uid crystals in all physical properties except that the molecules tend to align in a heli-
cal manner as depicted in Figure 1.11b. This property results from the synthesis of
cholesteric liquid crystals; they are obtained by adding a chiral molecule to a nematic
liquid crystal. Some materials, such as cholesterol esters, are naturally chiral.

Smectic liquid crystals, unlike nematics, possess positional order; that is, the posi-
tion of the molecules is correlated in some ordered pattern. Several subphases of
smectics have been “discovered,” in accordance with the arrangement or ordering of
the molecules and their structural symmetry properties.1,2 We discuss here three rep-
resentative ones: smectic-A, smectic-C, and smectic-C* (ferroelectrics).

8 INTRODUCTION TO LIQUID CRYSTALS

Figure 1.10. Polymeric liquid crystals: (a) main chain and (b) side chain.
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Figure 1.12a depicts the layered structure of a smectic-A liquid crystal. In each
layer the molecules are positionally random, but directionally ordered with their long
axis normal to the plane of the layer. Similar to nematics, smectic-A liquid crystals
are optically uniaxial, that is, there is a rotational symmetry around the director axis.

The smectic-C phase is different from the smectic-A phase in that the material is
optically biaxial, and the molecular arrangement is such that the long axis is tilted
away from the layer normal z� (see Fig. 1.12b).

In smectic-C* liquid crystals, as depicted in Figure 1.l2c, the director axis n� is
tilted away from the layer normal z� and “precesses” around the z� axis in successive
layers. This is analogous to cholesterics and is due to the introduction of optical-
active or chiral molecules to the smectic-C liquid crystals.

Smectic-C* liquid crystals are interesting in one important respect—namely, that
they comprise a system that permits, by the symmetry principle, the existence of a
spontaneous electric polarization. This can be explained simply in the following way.

The spontaneous electric polarization p� is a vector and represents a breakdown of
symmetry; that is, there is a directional preference. If the liquid crystal properties are
independent of the director axis n� direction (i.e., �n� is the same as �n� ), p� , if it exists,
must be locally perpendicular to n� . In the case of smectic-A, which possesses rotational
symmetry around n� , p� must therefore be vanishing. In the case of smectic-C, there is a
reflection symmetry (mirror symmetry) about the plane defined by the n� and z� axes, so
p�  is also vanishing.

This reflection symmetry is broken if a chiral center is introduced to the molecule,
resulting in a smectic-C* system. By convention, p� is defined as positive if it is along
the direction of z� � n� , and as negative otherwise. Figure 1.12c shows that since n�
precesses around z� , p� also precesses around z� . If, by some external field, the helical
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Figure 1.11. Molecular alignments of liquid crystals: (a) nematic and (b) cholesteric or chiral nematic.
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structure is unwound and n� points in a fixed direction, as in Figure 1.12d, then p� will
point in one direction. Clearly, this and other director axis reorientation processes are
accompanied by considerable change in the optical refractive index and other prop-
erties of the system, and they can be utilized in practical electro- and opto-optical
modulation devices. A detailed discussion of smectic liquid crystals is given in
Chapter 4.

1.3.4. Other Liquid Crystalline Phases and Molecular Engineered Structures

Besides those phases mentioned above, many other phases of liquid crystals
such as smectic G, H, I, F,…,Q,..., and cholesteric blue phase have been identi-
fied,2,7,8 to name a few. Numerous new molecular engineered liquid crystalline

10 INTRODUCTION TO LIQUID CRYSTALS

Figure 1.12. Molecular arrangements of liquid crystals: (a) smectic-A, (b) smectic-C, (c) smectic-C* or
ferroelectric, and (d) unwound smectic-C*.
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compounds/structures have also emerged.9,10 Figure 1.13 shows, for example, the
shuttlecock-shaped liquid crystal formed by incorporating fullerene C60 to various
crystals and liquid crystals reported by Sawamura et al.9

1.4. MIXTURES AND COMPOSITES

In general, temperature ranges for the various mesophases of pure liquid crystals are
quite limited. This and other physical limitations impose severe shortcomings on the
practical usage of these materials. Accordingly, while much fundamental research is
still performed with pure liquid crystals, industrial applications employ mostly mix-
tures, composites, or specially doped liquid crystals with tailor-made physical and
optical properties. Current progress and large-scale application of liquid crystals in
optical technology are largely the result of tremendous advances in such new-mate-
rial development efforts.

There are many ways and means of modifying a liquid crystal’s physical proper-
ties. At the most fundamental level, various chemical groups such as bonds or atoms
can be substituted into a particular class of liquid crystals. A good example is the
cyanobiphenyl homologous series nCB (n�1, 2, 3,…). As n is increased through
synthesis, the viscosities, anisotropies, molecular sizes, and many other parameters
are greatly modified. Some of these physical properties can also be modified by 
substitution. For example, the hydrogen in the 2, 3, and 4 positions of the phenyl ring
may be substituted by some fluoro (F) or chloro (Cl) group.11

MIXTURES AND COMPOSITES 11

Figure 1.13. Shuttlecock-shaped liquid crystal formed by incorporating fullerene C60 to various liquid
crystals reported.9
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Besides these molecular synthesis techniques, there are other physical processes
that can be employed to dramatically improve the performance characteristics of liq-
uid crystals. In the following sections we describe three well-developed ones, focus-
ing our discussion on nematic liquid crystals.

1.4.1. Mixtures

A large majority of liquid crystals in current device usage are eutectic mixtures of
two or more mesogenic substances. A good example is E7 (from EM Chemicals),
which is a mixture of four liquid crystals (see Fig. 1.14).

The optical properties, dielectric anisotropies, and viscosities of E7 are very dif-
ferent from those of the individual mixture constituents. Creating mixtures is an art,
guided of course by some scientific principles.11

One of the guiding principles for making the right mixture can be illustrated by
the exemplary phase diagram of two materials with different melting (i.e., crystal →
nematic) and clearing (i.e., nematic → isotropic) points, as shown in Figure 1.15.
Both substances have small nematic ranges (Ti�Tn and Ti��Tn�). When mixed at the
right concentration,4 however, the nematic range (Ti

m�Tn
m) of the mixture can be

several magnitudes larger.
If the mixture components do not react chemically with one another, clearly their

bulk physical properties, such as dielectric constant, viscosity, and anisotropy, are
some weighted sum of the individual responses; that is, the physical parameter �m of
the mixture is related to the individual responses’ �i’s by �m � �ci�i, where ci is the
corresponding molar fraction. However, because of molecular correlation effects and
the critical dependence of the constituents on their widely varying transition temper-
atures and other collective effects, the simple linear additive representation of the
mixture’s response is at best a rough approximation. In general, one would expect
that optical and other parameters (e.g., absorption lines or bands), which depend

12 INTRODUCTION TO LIQUID CRYSTALS

Figure 1.14. Molecular structures of the four constituents making up the liquid crystal E7 (from EM
Chemicals).
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largely on the electronic responses of individual molecules, will follow the simple
additive rule more closely than physical parameters (e.g., viscosities), which are
highly dependent on intermolecular forces.

In accordance with the foregoing discussion, liquid crystal mixtures formed by
different concentrations of the same set of constituents should be regarded as physi-
cally and optically different materials.

1.4.2. Dye-Doped Liquid Crystals

From the standpoint of optical properties, the doping of liquid crystals by appropri-
ately dissolved concentrations and types of dyes clearly deserves special attention.
The most important effect of dye molecules on liquid crystals is the modification of
their well-known linear, and more recently observed nonlinear, optical properties
(see Chapters 8 and 12).

An obvious effect of dissolved dye is to increase the absorption of a particular liq-
uid crystal at some specified wavelength region. If the dye molecules undergo some
physical or orientational changes following photon absorption, they could also affect
the orientation of the host liquid crystal, giving rise to nonlinear or storage-type opti-
cal effects12 (see Chapter 8).

In linear optical and electro-optical applications, another frequently employed effect
is the so-called guest–host effect. This utilizes the fact that the absorption coefficients
of the dissolved dichroic dyes are different for optical fields polarized parallel or per-
pendicular to the long (optical) axis of the dye molecule. In general, a dichroic dye mol-
ecule absorbs much more for optical field polarization parallel to its long axis than for
optical field polarization perpendicular to its long axis. These molecules are generally
elongated in shape and can be oriented and reoriented by the host nematic liquid crys-
tals. Accordingly, the transmission of the cell can be switched with the application of
an external field (see Fig. 1.16).

MIXTURES AND COMPOSITES 13

Figure 1.15. Phase diagram of the mixture of two liquid crystals.
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1.4.3. Polymer-Dispersed Liquid Crystals 

Just as the presence of dye molecules modifies the absorption characteristics of liq-
uid crystals, the presence of a material interdispersed in the liquid crystals of a dif-
ferent refractive index modifies the scattering properties of the resulting “mixed”
system. Polymer-dispersed liquid crystals are formed by introducing liquid crystals
as micron- or sub-micron-sized droplets into a polymer matrix. The optical indices of
these randomly oriented liquid crystal droplets, in the absence of an external align-
ment field, depend on the liquid crystal–polymer interaction at the boundary, and
therefore assume a random distribution (see Fig. 1.17a). This causes large scattering.
Upon the application of an external field, the droplets will be aligned (Fig. 1.17b),
and the system will become clear as the refractive index of the liquid crystal droplets
matches the isotropic polymer backgrounds.

Polymer-dispersed liquid crystals were introduced many years ago.13 There are
now several techniques for preparing such composite liquid crystalline materials,
including the phase separation and the encapsulation methods.14 More recently, opti-
cal holographic interference methods15–17 have been employed successfully in mak-
ing polymer-dispersed liquid crystal photonic crystals (regular array of materials of
different refractive indices). Caputo et al.18 and Strangi et al.19 have also demon-
strated one-dimensional (1D) polymer/liquid crystal layered structures that exhibit
high diffraction efficiency as well as laser emission capabilities.

1.5. LIQUID CRYSTAL CELLS AND SAMPLE PREPARATION

Liquid crystals, particularly nematics which are commonly employed in many electro-
optical devices, behave physically very much like liquids. Milk is often a good analogy

14 INTRODUCTION TO LIQUID CRYSTALS

Figure 1.16. Alignment of a dichroic dye-doped nematic liquid crystal: (a) before application of switch-
ing electric field; (b) switching field on.
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to liquid crystals in such bulk, “unaligned” states. Its crystalline properties become
apparent when such milky liquids are contained in (usually) flat thin cells. The
alignment of the liquid crystal axis in such cells is essentially controlled by the cell
walls, whose surfaces are treated in a variety of ways to achieve various director axis
alignments.

1.5.1. Bulk Thin Film

For nematics, two commonly used alignments are the so-called homogeneous (or
planar) and homeotropic alignments, as shown in Figures 1.18a and 1.18b, respec-
tively. To create homeotropic alignment, the cell walls are treated with a surfactant
such as hexadecyl-trimethyl~ammoniumbromide (HTAB).20 These surfactants are
basically soaps, whose molecules tend to align themselves perpendicular to the wall
and thus impart the homeotropic alignment to the liquid crystal.

In the laboratory, a quick and effective way to make a homeotropic nematic liquid
crystal sample is as follows: Dissolve 1 part of HTAB in 50 parts of distilled deion-
ized water by volume. Clean two glass slides (or other optical flats appropriate for
the spectral region of interest). Dip the slides in the HTAB solution and slowly with-
draw them. This effectively introduces a coating of HTAB molecules on the glass
slides. The glass slides should then be dried in an oven or by other means. To prepare
the nematic liquid crystal sample, prepare a spacer (Mylar or some nonreactive plas-
tic) of desirable dimension and thinness and place the spacer on one of the slides. Fill
the inner spacer with the nematic liquid crystal under study (it helps to first warm it
to the isotropic phase). Place the second slide on top of this and clamp the two slides
together. Once assembled, the sample should be left alone, and it will slowly (in a
few minutes) settle into a clear homeotropically aligned state.

Planar alignment can be achieved in many ways. A commonly employed method is
to first coat the cell wall with some polymer such as polyvinyl alcohol (PVA) and then
rub it unidirectionally with a lens tissue. This process creates elongated stress/strain

LIQUID CRYSTAL CELLS AND SAMPLE PREPARATION 15

Figure 1.17. Schematic depiction of a polymer-dispersed liquid crystal material: (a) in the absence of an
external alignment field (highly scattered state); (b) when an external alignment field is on (transparent state).
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on the polymer and facilitates the alignment of the long axis of the liquid crystal mol-
ecules along the rubbed direction (i.e., on the plane of the cell wall). Another method
is to deposit silicon oxide obliquely onto the cell wall.

In preparing a PVA-coated planar sample in the laboratory, the following technique
has been proven to be quite reliable. Dissolve chemically pure PVA (which is solid at
room temperature) in distilled deionized water at an elevated temperature (near the
boiling point) at a concentration of about 0.2%. Dip the cleaned glass slide into 
the PVA solution at room temperature and slowly withdraw it, thus leaving a film of
the solution on the slide. (Alternatively, one could place a small amount of the PVA
solution on the slide and spread it into a thin coating.) The coated slide is then dried in
an oven, followed by unidirectional rubbing of its surfaces with a lens tissue. The rest
of the procedure for cell assembly is the same as that for homeotropic alignment.

Ideally, of course, these cell preparation processes should be performed in a clean
room and preferably in an enclosure free of humidity or other chemicals (e.g., a nitro-
gen-filled enclosure) in order to prolong the lifetime of the sample. Nevertheless, the
liquid crystal cells prepared with the techniques outlined previously have been
shown to last several months and can withstand many temperature cyclings through
the nematic–isotropic phase transition point, provided the liquid crystals used are
chemically stable. In general, nematics such as 5CB and E7 are quite stable, whereas
p-methoxybenzylidene-p�-n-butylaniline (MBAA) tends to degrade in a few days.

Besides these two standard cell alignments, there are many other variations such
as hybrid, twisted, supertwisted, fingerprint, multidomain vertically aligned, etc.
Industrial processing of these nematic cells, as well as the transparent conductive
coating of the cell windows for electro-optical device applications, is understandably
more elaborate.

16 INTRODUCTION TO LIQUID CRYSTALS

Figure 1.18. Nematic liquid crystal cells: (a) homeogeneous (or planar) aligned and (b) homeotropic
aligned.
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For chiral nematic liquid crystals, the method outlined previously for a planar
nematic cell has been shown to be quite effective. For smectic-A the preparation
method is similar to that for a homeotropic nematic cell. In this case, however, it
helps to have an externally applied field to help maintain the homeotropic alignment
as the sample (slowly) cools down from the nematic to the smectic phase. The cell
preparation methods for a ferroelectric liquid crystal (FLC), smectic-C* for surface
stabilized FLC (SSFLC) operation, is more complicated as it involves surface stabi-
lization.21,22 On the other hand, smectic-A* (Sm-A*) cells for soft-mode FLC
(SMFLC) operation are easier to prepare using the methods described above.23

1.5.2. Liquid Crystal Optical Slab Waveguide, Fiber,
and Nanostructured  Photonic Crystals

Besides the bulk thin film structures discussed in the preceding section, liquid crys-
tals could also be fabricated into optical waveguides24–30 or nanostructured photonic
crystals.31

Both slab and cylindrical (fiber) waveguide structures have been investigated.  A
typical liquid crystal slab waveguide24,25 is shown in Figure 1.19. A thin film (approx-
imately 1 �m) of liquid crystal is sandwiched between two glass slides (of lower
refractive index than the liquid crystal), one of which has been deposited with an
organic film into which an input laser is introduced via the coupling prism. The laser
excites the transverse electric (TE) and/or transverse magnetic (TM) modes in the
organic film, which are then guided into the nematic liquid crystal region. Using such
optical waveguides, Whinnery et al.24 and Giallorenzi et al.25 have measured the scat-
tering losses in nematic and smectic liquid crystals and introduced electro-optical and
integrated optical switching devices. However, the large losses in nematics (about 20
dB/cm) and their relatively slow responses impose serious limitations in practical
integrated electro-optical applications. The scattering losses in smectic waveguides
are generally much lower, and they may be useful in nonlinear optical applications
(see Chapter 10).

Liquid crystal “fibers” are usually made by filling hollow fibers (microcapillaries)
made of material of lower indices of refraction.26,27 The microcapillaries are usually
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Figure 1.19. Schematic depiction of a liquid crystal slab waveguide structure.
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made of Pyrex or silica glass, whose refractive indices are 1.47 and 1.45, respec-
tively. It was reported26 that the scattering losses of the nematic liquid crystal fiber
core are considerably reduced for a core diameter smaller than 10 �m; typically, the
loss is about 3 dB/cm (compared to 20 dB/cm for a slab waveguide or bulk thin film).
Also, the director axis alignment within the core is highly dependent on the liquid
crystals–capillary interface interaction (i.e., the capillary material). In silica or Pyrex
capillaries the nematic director tends to align along the axis of the fiber (Fig. 1.20a),
whereas in borosilicate capillaries the nematic director tends to align in a radial
direction, occasionally mixed in with a thread of axially aligned material running
down the axis of the fiber (Fig. 1.20b). 

Fabrications of such fibers with isotropic phase liquid crystals are much eas-
ier.27,29 Because of the fluid property and much lower scattering loss, liquid crystal
fibers of much longer dimension have been fabricated and shown to exhibit interest-
ing nonlinear optical properties;  high quality image transmitting fiber arrays28,29

have also been fabricated for  passive pulsed laser limiting applications. Other opti-
cal devices based on liquid crystal filled photonic crystal (holey) fibers have also
been reported.30

Recently, photonic crystals31 in one-, two-, and three-dimensional forms have
received intense research interest owing to the rich variety of possibilities in terms of

18 INTRODUCTION TO LIQUID CRYSTALS

Figure 1.20. (a) Axial alignment of a nematic liquid crystal cored fiber; (b) mixed radial and axial align-
ments of a nematic liquid crystal cored fiber.
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material compositions, lattice structures, and their electronic as well as optical prop-
erties. By using an active tunable material as a constituent, photonic crystals can
function as tunable filters, switches, and lasing devices. In particular, liquid crystals
have been employed in many studies involving opals and inverse opal structures (see
Fig. 1.21). In particular, Graugnard et al.31 has reported non-close-packed inverse
opals, consisting of overlapping air spheres in a TiO2 matrix, which were infiltrated
with liquid crystal. Because of the higher volume fraction for nematic liquid crystal
(NLC) infiltration, a larger electrical tuning range (� 20 nm) of the Bragg reflection
peak can be achieved.
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2
Order Parameter, Phase Transition,
and Free Energies

2.1. BASIC CONCEPTS

2.1.1. Introduction

Generally speaking, we can divide liquid crystalline phases into two distinctly
different types: the ordered and the disordered. For the ordered phase, the theoretical
framework invoked for describing the physical properties of liquid crystals is closer
in form to that pertaining to solids; it is often called elastic continuum theory. In this
case various terms and definitions typical of solid materials (e.g., elastic constant,
distortion energy, torque, etc.) are commonly used. Nevertheless, the interesting fact
about liquid crystals is that in such an ordered phase they still possess many proper-
ties typical of liquids. In particular, they flow like liquids and thus require hydrody-
namical theories for their complete description. These are explained in further detail
in the next chapter.

Liquid crystals in the disordered or isotropic phase behave very much like
ordinary fluids of anisotropic molecules. They can thus be described by theories per-
taining to anisotropic fluids. There is, however, one important difference.

Near the isotropic → nematic phase transition temperature, liquid crystals
exhibit some highly correlated pretransitional effects. In general, the molecules
become highly susceptible to external fields, and their responses tend to slow down
considerably.

In the next few sections we introduce some basic concepts and definitions,
such as order parameter, short- and long-range order, phase transition, and so on,
which form the basis for describing the ordered and disordered phases of liquid
crystals.
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2.1.2. Scalar and Tensor Order Parameters

The physics of liquid crystals is best described in terms of the so-called order param-
eters1,2. If we use the long axis of the molecule as a reference and denote it as k̂, the
microscopic scalar order parameter S is defined1,2 as follows:

(2.1)

With reference to Figure 2.1, � is the angle made by the molecular axis with the
director axis. The average � � is taken over the whole ensemble; this kind of order is
usually termed long-range order. It is called microscopic because it describes the
average response of a molecule. The scalar order parameter defined previously is suf-
ficient to describe liquid crystalline systems composed of molecules that possess
cylindrical or rotational symmetry around the long axis k̂.

On the other hand, for molecules lacking such symmetry, or in cases where such
rotational symmetry is “destroyed” by the presence of asymmetric dopants or
intramolecular material interactions, a more general tensor order parameter Sij is
needed. Sij is defined as

(2.2)

where i
�
, j

�
, and k

�
are unit vectors along the molecular axes. With reference to Figure

2.1, the three diagonal components Sii, Sjj, and Skk are given by

(2.3a)Sii � �
1

2
2 23 sin cos 1 ,� �� �

S n i n jij � � � �
1

2
3( )( ) 1 ,� �� � � �

S k n k n� � � �

� �

1

2

1

2
2

3 1

3cos 1 .

( )( )� �

� �

� � � �

�

Figure 2.1. Coordinate system defining the microscopic order parameter of a nematic liquid crystal mol-
ecule. i, j, and k are the molecular axes, whereas n̂ is the laboratory axis that denotes the average direction
of liquid crystal alignment.
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(2.3b)

(2.3c)

Note that Sii�Sjj�Skk�0. Put another way, S is a traceless tensor because its diago-
nal elements add up to zero.

For a more complete description of the statistical properties of the liquid crystal
orientation, functions involving higher powers of cos2 � are needed. The most natu-
ral functions to use are the Legendre polynomials P1(cos �) (l � 0, 1, 2,…), in terms
of which we can write Equation (2.1) as S ��P2�, which measures the average of
cos2 �. The next nonvanishing term is �P4�, which provides a measure of the disper-
sion of �cos2 ��.

The order parameters defined previously in terms of the directional averages can
be translated into expressions in terms of the anisotropies in the physical parameters
such as magnetic, electric, and optical susceptibilities. For example, in terms of the
optical dielectric anisotropies �� � ����z, one can define a so-called macroscopic
order parameter which characterizes the bulk response

(2.4)

It is called macroscopic because it describes the bulk property of the material. To be
more explicit, consider a uniaxial material such that in the molecular axis system is
of the form

(2.5)

Writing Q�� explicitly in terms of their diagonal components, we thus have

(2.6)

and

(2.7)

It is useful to note here that, in tensor form, ��� can be expressed as

(2.8)

Note that this form shows that � � �� for an optical field parallel to n̂ and � � �z for
an optical field perpendicular to n̂.

� � � ��� �� � �� � �� n n

Qzz � 2
3 .� �

Q Qxx yy� �� 1
3 � �

�

�

�

�
�� �

��

�

�

0 0

0 0

0 0

.















Q�� �� �� ��

�

��� � � ��� �� 1
3 .∑

Sii � �
1

2
23 cos 1 .�

Sjj � �
1

2
2 23 sin sin 1 ,� �
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Similarly, other parameters such as the magnetic (�m) and electric (�) susceptibil-
ities may be expressed as

(2.9a)

and

(2.9b)

respectively, in terms of their respective anisotropies ��m and ��.
In general, however, optical dielectric anisotropy and its dc or low-frequency

counterpart (the dielectric anisotropy) provide a less reliable measure of the order
parameter because they involve electric fields. This is because of the so-called local
field effect: the effective electric field acting on a molecule is a superposition of the
electric field from the externally applied source and the field created by the induced
dipoles surrounding the molecules. For systems where the molecules are not corre-
lated, the effective field can be fairly accurately approximated by some local field
correction factor;3 in liquid crystalline systems these correction factors are much less
accurate. For a more reliable determination of the order parameter, one usually
employs non-electric-field-related parameters, such as the magnetic susceptibility
anisotropy:

(2.10)

2.1.3. Long- and Short-Range Order

The order parameter, defined by Equation (2.2) and its variants such as Equations
(2.4) and (2.8), is an average over the whole system and therefore provides a measure
of the long-range orientation order. The smaller the fluctuation of the molecular axis
from the director axis orientation direction, the closer the magnitude of S is to unity.
In a perfectly aligned liquid crystal, as in other crystalline materials, �cos2 �� � 1 and
S � 1; on the other hand, in a perfectly random system, such as ordinary liquids or the
isotropic phase of liquid crystals, �cos2 �� � and S � 0.

An important distinction between liquid crystals and ordinary anisotropic or
isotropic liquids is that, in the isotropic phase, there could exist a so-called short-range
order;1,2 that is, molecules within a short distance of one another are correlated by
intermolecular interactions.4 These molecular interactions may be viewed as remnants
of those existing in the nematic phase. Clearly, the closer the isotropic liquid crystal is
to the phase transition temperature, the more pronounced the short-range order and its
manifestations in many physical parameters will be. Short-range order in the isotropic
phase gives rise to interesting critical behavior in the response of the liquid crystals to
externally applied fields (electric, magnetic, and optical) (see Section 3.2).

As pointed out at the beginning of this chapter, the physical and optical properties of
liquid crystals may be roughly classified into two types: one pertaining to the ordered
phase, characterized by long-range order and crystalline like physical properties; the

1�
3

Q m m
�� �� �� ��

�

� � �� �
1

3
.∑

� � � ��� �� � �� �� � n n ,

� ��� �� � �� � �m m mn n� ��
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other pertaining to the so-called disordered phase, where a short-range order exists. All
these order parameters show critical dependences as the temperature approaches the
phase transition temperature Tc from the respective directions.

2.2. MOLECULAR INTERACTIONS AND PHASE TRANSITIONS

In principle, if the electronic structure of a liquid crystal molecule is known, one can
deduce the various thermodynamical properties. This is a monumental task in quantum
statistical chemistry that has seldom, if ever, been attempted in a quantitative or con-
clusive way. There are some fairly reliable guidelines, usually obtained empirically,
that relate molecular structures with the existence of the liquid crystal mesophases and,
less reliably, the corresponding transition temperatures.

One simple observation is that to generate liquid crystals, one should use elongated
molecules. This is best illustrated by the nCB homolog5 (n � 1, 2, 3,...). For n 	 4, the
material does not exhibit a nematic phase. For n � 5–7, the material possesses a
nematic range. For n 
 8, smectic phases begin to appear.

Another reliable observation is that the nematic � isotropic phase transition tem-
perature Tc is a good indicator of the thermal stability of the nematic phase;6 the
higher the Tc, the greater the thermal stability of the nematic phase is. In this respect,
the types of chemical groups used as substituents in the terminal groups or side chain
play a significant role—an increase in the polarizability of the substituent tends to be
accompanied by an increase in Tc.

Such molecular-structure-based approaches are clearly extremely complex and
often tend to yield contradictory predictions, because of the wide variation in the
molecular electronic structures and intermolecular interactions present. In order to
explain the phase transition and the behavior of the order parameter in the vicinity of
the phase transition temperature, some simpler physical models have been
employed.6 For the nematic phase, a simple but quite successful approach was intro-
duced by Maier and Saupe.7 The liquid crystal molecules are treated as rigid rods,
which are correlated (described by a long-range order parameter) with one another
by Coulomb interactions. For the isotropic phase, deGennes introduced a Landau
type of phase transition theory,1–3 which is based on a short-range order parameter.

The theoretical formalism for describing the nematic � isotropic phase transition
and some of the results and consequences are given in the next section. This is followed
by a summary of some of the basic concepts introduced for the isotropic phase.

2.3. MOLECULAR THEORIES AND RESULTS 
FOR THE LIQUID CRYSTALLINE PHASE

Among the various theories developed to describe the order parameter and phase
transitions in the liquid crystalline phase, the most popular and successful one is the
theory first advanced by Maier and Saupe and corroborated in studies by others.8 In
this formalism Coulombic intermolecular dipole–dipole interactions are assumed.

26 ORDER PARAMETER, PHASE TRANSITION, AND FREE ENERGIES
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The interaction energy of a molecule with its surroundings is then shown to be of the
form.6

(2.11)

where V is the molar volume (V �� M/p), S is the order parameter, and A is a constant
determined by the transition moments of the molecules. Both V and S are functions
of temperature. Comparing Equations (2.11) and (2.1) for the definition of S we note
that Wint�S2, so this mean field theory by Maier and Saupe is often referred to as the
S2 interaction theory.1 This interaction energy is included in the free enthalpy per
molecule (chemical potential) and is used in conjunction with an angular distribution
function f (�, �) for statistical mechanics calculations.

2.3.1. Maier–Saupe Theory: Order Parameter Near Tc

Following the formalism of deGennes, the interaction energy may be written as

(2.12)

The total free enthalpy per molecule is therefore

(2.13)

where Gi is the free enthalpy of the isotropic phase. Minimizing G(p, T ) with respect
to the distribution function f, one gets

(2.14)

where

(2.15)

and the partition function z is given by

(2.16)

From the definition of S � � � �cos2 �� , we have

(2.17)
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The coupled equations (2.15) and (2.17) for m and S may be solved graphically for
various values of U/KBT, the relative magnitude of the intermolecular interaction to the
thermal energies. Figure 2.2 depicts the case for T below a temperature Tc defined by

(2.18)

Figure 2.2 shows that curves 1 and 2 for S intersect at the origin O and two points
N and M. Both points O and N correspond to minima of G, whereas M corresponds
to a local maximum of G. For T � Tc, the value of G is lower at point N than at point
O; that is, S is nonzero and corresponds to the nematic phase. For temperatures above
Tc the stable (minimum energy) state corresponds to O; that is, S � O and corre-
sponds to the isotropic phase.

The transition at T � Tc is a first-order one. The order parameter just below Tc is

(2.19)

It has also been demonstrated that the temperature dependence of the order parame-
ter of most nematics is well approximated by the expression.9

(2.20)

where V and Vc are the molar volumes at T and Tc, respectively.

S
TV

T Vc c

� �1
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,
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0.22
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Figure 2.2. Schematic depiction of the numerical solution of the two transcendental equations for the
order parameter for T � Tc; there is only one intersection point (at the origin).
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In spite of some of these predictions which are in good agreement with the experi-
mental results, the Maier–Saupe theory is not without its shortcomings. For example,
the universal temperature dependence of S on T/Tc is really not valid;10 agreement
with experimental results requires an improved theory that accounts for the noncylin-
drical shape of the molecules.8 The temperature variation given in Equation (2.20)
also cannot account for the critical dependence of the refractive indices. Nevertheless,
the Maier–Saupe theory remains an effective, clear, and simple theoretical framework
and starting point for understanding nematic liquid crystal complexities.

2.3.2. Nonequilibrium and Dynamical Dependence of the Order Parameter

While the equilibrium statistical mechanics of the nematic liquid crystal order
parameter and related physical properties near Tc are now well understood, the
dynamical responses of the order parameter remain relatively unexplored. This is
probably due to the fact that most studies of the order parameter near the phase tran-
sition point, such as the critical exponent, changes in molar volume, and other phys-
ical parameters, are directed at understanding the phase transition processes
themselves and are usually performed with temperature changes occurring at very
slow rates.

There have been several studies in recent years, however, in which the tempera-
ture of the nematics are abruptly raised by very short laser pulses.5,11,12 The pulse
duration of the laser is in the nanosecond or picosecond time scale, which, as we shall
see, is much shorter than the response time of the order parameter. As a result the
nematic film under study exhibits delayed signals.

Figures 2.3a and 2.3b show the observed diffraction from a nematic film in a
dynamic grating experiment.11 In such an experiment, explained in more detail in
Chapter 7, the diffracted signal is a measure of the dynamical change in the refrac-
tive index, �n(t), following an instantaneous (delta function like) pump pulse. For a
nematic liquid crystal the principal change in the refractive index associated with a
rise in temperature is through the density and order parameter;12 that is,

(2.21)

Unlike the change in order parameter, which is a collective molecular effect, the
change in density d
 arises from the individual responses of the molecules and
responds relatively quickly to the temperature change.

These results are reflected in Figures 2.3a and 2.3b. The diffracted signal contains
an initial “spike,” which rises and decays away in the time scale on the order of the
laser pulse. On the other hand, the order parameter contribution to the signal builds
up rather slowly. In Figure 2.3a the buildup time is about 30 �s for nanosecond and vis-
ible laser pulse excitations, while in Figure 2.3b the buildup time is as long as 175 �s
for infrared laser pulse excitation. Figure 2.4 shows the observed “slowing down” in
the response of the order parameter as the temperature approaches Tc.

�n
dn

d
d

dn

dS
dS.� �
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One can also see from the relative heights of the density and order parameter com-
ponents in Figures 2.3a and 2.3b that the overall response of the nematic film is differ-
ent for the two forms of excitation. The absorption of infrared photons (� � 10.6 �m)
corresponds to the excitation of the ground (electronic) state’s rovibrational mani-
fold, whereas the visible photoabsorption (� � 0.53 �m) corresponds to the exci-
tation of the molecules to the electronically excited states (see Fig. 2.5). The
electronic molecular structures of these two excited states are different and may
therefore account for the different dynamical response behavior of the order
parameter, which is dependent on the intermolecular Coulombic dipole–dipole
interaction. From this observation one may conclude that the dynamical grating
technique would be an interesting technique for probing the different dynamical

30 ORDER PARAMETER, PHASE TRANSITION, AND FREE ENERGIES

Figure 2.3. (a) Observed oscilloscope trace of the diffracted signal in a dynamical scattering experiment
involving microsecond infrared (CO2 at 10.6 �m) laser pump pulses. Sample used is a planar aligned nematic
(E7) film; (b) observed oscilloscope trace of the diffracted signal from a nematic film under nanosecond vis-
ible (Nd: YAG at 0.53 �m) laser pump pulse excitation. Sample used is a planar aligned nematic (E7) film.
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behaviors of the order parameters for molecules in various states of excitation, as
well as the critical slowing down of the order parameter near Tc. This information
will be important in the operation of practical devices based on the laser-induced
order parameter changes in liquid crystals (see Chapter 12).

MOLECULAR THEORIES AND RESULTS FOR THE LIQUID CRYSTALLINE PHASE 31

Figure 2.4. Observed buildup times of the diffracted signal associated with order parameter change as a
function of the temperature vicinity of Tc; excitation by infrared microsecond laser pulses on E7 nematic film.

Figure 2.5. Schematic depiction of the molecular levels involved in ground electronic state rovibrational
excitations by infrared photoabsorptions and excited electronic state excitation by visible photoabsorptions.
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2.4. ISOTROPIC PHASE OF LIQUID CRYSTALS

Above Tc liquid crystals lose their directional order and behave in many respects like
liquids. All bulk physical parameters also assume an isotropic form although the
molecules are anisotropic.

The isotropic phase is, nevertheless, a very interesting and important phase for
both fundamental and applied studies. It is fundamentally interesting because of the
existence of short-range order, which gives rise to the critical temperature depend-
ence of various physical parameters just above the phase transition temperature.
These critical behaviors provide a good testing ground for the liquid crystal physics.

On the other hand, recent studies have also shown that isotropic liquid crystals may
be superior in many ways for constructing practical nonlinear optical devices (see
Section 12.6), in comparison to the other liquid crystalline phases (see Chapter 8). In
general, the scattering loss is less and thus allows longer interaction lengths, and
relaxation times are on a much faster scale. These properties easily make up for the
smaller optical nonlinearity for practical applications.

2.4.1. Free Energy and Phase Transition

We begin our discussion of the isotropic phase of liquid crystals with the free energy
of the system, following deGennes’ pioneering theoretical development.1,2 The start-
ing point is the order parameter, which we denote by Q.

In the absence of an external field, the isotropic phase is characterized by Q � 0;
the minimum of the free energy also corresponds to Q � 0. This means that, in the
Landau expansion of the free energy in terms of the order parameter Q, there is no
linear term in Q; that is,

(2.22)

where F0 is a constant and A(T ) and B(T ) are temperature-dependent expansion
coefficients:

(2.23)

where T* is very close to, but lower than, Tc. Typically, Tc � Tc
*�1K.

Note that F contains a nonzero term of order Q3. This odd function of Q ensures that
states with some nonvanishing value of Q (e.g., due to some alignment of molecules)
will have different free-energy values depending on the direction of the alignment. For
example, the free energy for a state with an order parameter Q of the form

(2.24a)Q1
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(i.e., with some alignment of the molecule in the z direction) is not the same as the
state with a negative Q parameter

(2.24b)

(which signifies some alignment of the molecules in the x-y plane).
The cubic term in F is also important in that it dictates that the phase transition

at T � Tc is of the first order (i.e., the first-order derivative of F, �F/��, is vanishing at
T � Tc, as shown in Fig. 2.6). The system has two stable minima, corresponding to
Q � 0 or Q � 0 (i.e., the coexistence of the isotropic and nematic phases). On the other
hand, for T�T *

c (� Tc), there is only one stable minimum at Q � 0; this translates into
the existence of a single liquid crystalline phase (e.g., nematic or smectic).

2.4.2. Free Energy in the Presence of an Applied Field

In the presence of an externally applied field (e.g., dc or low-frequency electric, mag-
netic, or optical electric field), a corresponding interaction term should be added to
the free energy.

For an applied magnetic field H, the energy associated with it is

(2.25)F d
H

int 0
�� �M H∫ ,

Q Q2 1

0 0

0 0

0 0 2

�

�
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Figure 2.6. Free energies F(Q) for different temperatures T. At T � Tc, �F / �Q � 0 at two values of Q,
where F has two stable minima. On the other hand, at T � Tc

* (� Tc), there is only one stable minimum
where �F / �Q � 0. 
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where M is the magnetization given by

(2.26)

Thus

(2.27)

Using Equation (2.9), we can rewrite Fint as

(2.28)

The first term on the right-hand side of Equation (2.28) is independent of the ori-
entation of the (anisotropic) molecules, and it can therefore be included in the
constant F0.

On the other hand, the second term is dependent on the orientation of the mole-
cules. Using Equation (2.10) for the order parameter Q�� we can write it as

(2.29)

Therefore, the total free energy of a liquid crystal in the isotropic phase, under the
action of an externally applied magnetic field, is given by

(2.30)

Without solving the problem explicitly, we can infer from the magnetic interaction
term that a lower energy state corresponds to some alignment of the molecules in the
direction of the magnetic field (for ��m � 0).

Using a similar approach, we can also deduce that the electric interaction contri-
bution to the free energy is given by (in inks units)

(2.31)

The orientation-dependent term is therefore

(2.32)

where Q�� is defined in Equation (2.4).
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In Chapter 8 we will present a detailed discussion of the isotropic phase molecu-
lar orientation effects by an applied optical field from a short intense laser pulse. It is
shown that both the response time and the induced order Q depend on the tempera-
ture vicinity (T – Tc) in a critical way; they both vary as (T – Tc)

�1, which becomes
very large near Tc. This near-Tc critical slowing down behavior of the order parame-
ter Q of the isotropic phase is similar to the slowing down behavior of the order
parameter S of the nematic phase discussed in the previous section. Besides the
nematic ↔ isotropic phase transition, which is the most prominent order ↔ disorder
transition exhibited by liquid crystals, there are other equally interesting phase tran-
sition processes among the various mesophases,13 such as smectic-A ↔ smectic-C*,
which will be discussed in Chapter 4.
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3
Nematic Liquid Crystals

3.1. INTRODUCTION

Nematics are the most widely studied liquid crystals. They are also the most widely
used. As a matter of fact, nematics best exemplify the dual nature of liquid
crystals–fluidity and crystalline structure. To describe their liquidlike properties,
one needs to invoke hydrodynamics. On the other hand, their crystalline properties
necessitate theoretical formalisms pertaining to solids or crystals. To study their
optical properties, it is also necessary that we invoke their electronic structures and
properties.

In this chapter we discuss all three aspects of nematogen theory: solid-state
continuum theory, hydrodynamics, and electro-optical properties, in that order.

3.2. ELASTIC CONTINUUM THEORY

3.2.1. The Vector Field: Director Axis n̂ (r�� )

In elastic continuum theory, introduced and refined over the last several decades by
several workers,1–3 nematics are basically viewed as crystalline in form. An aligned
sample may thus be regarded as a single crystal, in which the molecules are, on the
average, aligned along the direction defined by the director axis n̂ (r� ).

The crystal is uniaxial and is characterized by a tensorial order parameter:

(3.1)

As a result of externally applied fields, stresses/constraints from the boundary
surfaces, the director will also vary spatially. The characteristic length over which
significant variation in the order parameter will occur, in most cases, is much 
larger than the molecular size. Typically, for distortions of the form shown in
Figures 3.1a–3.1c, the characteristic length is on the order of 1 �m, whereas the
molecular dimension is on the order of at most a few tens of angstroms. Under this

S S T n n�� � � ���� �( ) .1
3� �
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circumstance, as in other similar systems or media (e.g., ferromagnets), the contin-
uum theory is valid.

The first principle of continuum theory therefore neglects the details of the molecu-
lar structures. Liquid crystal molecules are viewed as rigid rods; their entire collective
behavior may be described in terms of the director axis n̂ (r� ), a vector field. In this
picture the spatial variation of the order parameter is described by

(3.2)

In other words, in a spatially “distorted” nematic crystal, the local optical properties
are still those pertaining to a uniaxial crystal and remain unchanged; it is only the ori-
entation (direction) of n̂ that varies spatially.

For nematics, the states corresponding to n̂ and � n̂ are indistinguishable. In other
words, even if the individual molecules possess permanent dipoles (actually most
liquid crystal molecules do), the molecules are collectively arranged in such a way

S r S T n r n r�� � � ���( ) ( ) ( ) ( ) .1
3

� � �

� �� �

Figure 3.1. (a) Twist deformation in a nematic liquid crystal; (b) splay deformation; (c) bend deformation.
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that the net dipole moment is vanishingly small; that is, there are just as many dipoles
up as there are dipoles down in the collection of molecules represented by n̂.

3.2.2. Elastic Constants, Free Energies, and Molecular Fields

Upon application of an external perturbation field, a nematic liquid crystal will
undergo deformation just as any solid. There is, however, an important difference. A
good example is shown in Figure 3.1a, which depicts a “solid” subjected to torsion,
with one end fixed. In ordinary solids this would create a very large stress, arising
from the fact that the molecules are translationally displaced by the torsional stress.
On the other hand, such twist deformations in liquid crystals, owing to the fluidity of
the molecules, simply involve a rotation of the molecules in the direction of the
torque; there is no translational displacement of the center of gravity of the molecules,
and thus, the elastic energy involved is quite small. Similarly, other types of deforma-
tions such as splay and bend deformations, as shown in Figures 3.1b and 3.1c,
respectively, involving mainly changes in the director axis n̂ (r� ), will incur much less
elastic energy change than the corresponding ones in ordinary solids. It is evident
from Figures 3.1a–3.1c that the splay and bend deformations necessarily involve
flow of the liquid crystal, whereas the twist deformation does not. We will return to
these couplings between flow and director axis deformation in Section 3.5.

Twist, splay, and bend are the three principal distinct director axis deformations in
nematic liquid crystals. Since they correspond to spatial changes in n̂ (r� ), the basic
parameters involved in the deformation energies are various spatial derivatives [i.e.,
curvatures of n̂ (r� ), such as � � n̂ (r� ) and � � n̂ (r� ), etc.]. Following the theoretical
formalism first developed by Frank,1 the free-energy densities (in units of energy per
volume) associated with these deformations are given by

(3.3)

(3.4)

(3.5)

where K1, K2, and K3 are the respective Frank elastic constants.
In general, the three elastic constants are different in magnitude. Typically, they are

on the order of 10�6 dyne in centimeter-gram-second (cgs) units [or 10�11 N in meter-
kilogram-second (mks) units]. For p-methoxybenzylidene-p�-butylaniline (MBBA),
K1, K2, and K3 are, respectively, 5.8 � 10�7, 3.4 � 10�7, and 7 � 10�7 dyne. For
almost all nematics K3 is the largest, as a result of the rigid-rod shape of the molecules. 

In general, more than one form of deformation will be induced by an applied
external field. If all three forms of deformation are created, the total distortion free-
energy density is given by

(3.6)F K n K n n K n nd � � � � � � � �1
2 1

2 1
2 2

2 1
2 3

2( ) ( ) ( ) .� � �� � � � �

splay: ( ) ,

twist : ( ) ,

bend: (

1
1
2 1

2

2
1
2 2

2

3
1
2 3

f K n

f K n n

f K

� �

� � �

�

�

�

�

� �

nn n� �� �� ) ,2

38 NEMATIC LIQUID CRYSTALS

JWUS_LC-Khoo_Ch003.qxd  1/17/2007  11:51 AM  Page 38



This expression, and the resulting equations of motion and analysis, can be greatly
simplified if one makes a frequently used assumption, namely, the one-constant
approximation (K1 � K2 � K3 � K ). In this case Equation (3.6) becomes 

(3.7)

Equation (3.6) or its simplified version, Equation (3.7), describes the deformation of
the director axis vector field n̂ (r� ) in the bulk of the nematic liquid crystal. A complete
description should include the surface interaction energy at the nematic liquid crystal
cell boundaries. To accounting for this, the total energy density of the system should be

(3.8)

where the surface energy term is dependent on the surface treatment. In other words,
the equilibrium configuration of the nematic liquid crystal is obtained by a mini-
mization of the total free energy of the system, Ftotal � �F�

d dV. If external fields (elec-
tric, magnetic, or optical) are applied, the corresponding free-energy terms (see the
following sections) will be added to the total free-energy expression.

Under the so-called hard-boundary condition, in which the liquid crystal molecules
are strongly anchored to the boundary and do not respond to the applied perturbation
fields (see Fig. 3.2), the surface energy may thus be regarded as a constant; the surface
interactions therefore do not enter into the dynamical equations describing the field-
induced effects in nematic liquid crystals.

On the other hand, if the molecules are not strongly anchored to the boundary, that
is, the so-called soft-boundary condition (Fig. 3.3), an applied field will perturb the
orientation of the molecules at the cell boundaries. In this case a quantitative descrip-
tion of the dynamics of the field-induced effects must account for these surface
energy terms. A good account of surface energy interaction may be found in the work
of Barbero et al.,4 which treats the case of optical field-induced effects in a hybrid
aligned nematic liquid crystal cell.

F F Fd d�� � surface ,

F K n nd � � � �1
2

2 2( ) ( ) .� �� �� �

ELASTIC CONTINUUM THEORY 39

Figure 3.2. A homeotropic nematic liquid crystal with strong surface anchoring: (a) external field off;
(b) external field on — only the bulk director axis is deformed.
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From Equation (3.6) for the free energy, one can obtain the corresponding so-called
molecular fields f� using the Lagrange equation.3 In spatial coordinate component
form, we have 

(3.9)

where

(3.10)

More explicitly, Equation (3.9) gives, for the total molecular field associated with
splay, twist, and bend deformations,

(3.11)

and torque �z� n̂ � ff�, where

(3.12)

(3.13)

(3.14)

with A� n̂ • (� � n̂) and B� � n̂ � (� � n̂).
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Figure 3.3. Soft boundary condition. Applied field will reorient both the surface and bulk director axis.
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3.3. DIELECTRIC CONSTANTS AND REFRACTIVE INDICES

Dielectric constants and refractive indices, as well as electrical conductivities of
liquid crystals, are physical parameters that characterize the electronic responses 
of liquid crystals to externally applied fields (electric, magnetic, or optical). Because
of the molecular and energy level structures of nematic molecules, these responses
are highly dependent on the direction and the frequencies of the field. Accordingly,
we shall classify our studies of dielectric permittivity and other electro-optical
parameters into two distinctive frequency regimes: (1) dc and low frequency, and (2)
optical frequency. Where the transition from regime (1) to (2) occurs, of course, is
governed by the dielectric relaxation processes and the dynamical time constant; typ-
ically the Debye relaxation frequencies in nematics is on the order of 1010 Hz.

3.3.1. dc and Low-Frequency Dielectric Permittivity,
Conductivities, and Magnetic Susceptibility

The dielectric constant � is defined by the Maxwell equation:5

(3.15a)

where D� is the displacement current, E� is the electric field, and ��� is the tensor. For a
uniaxial nematic liquid crystal, we have

(3.15b)

Equations (3.15a) and (3.15b) yield, for the two principle axes,

(3.16)

and 

(3.17)

Typical values of �|| and �� are on the order of 5�0, where �0 is the permittivity of free
space. Similarly, the electric conductivities �|| and �� of nematics are defined by 

(3.18)

and 

(3.19)

where J|| and J� are the currents flowing along and perpendicularly to the director
axis, respectively. In conjunction with an applied dc electric field, the conductivity
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anisotropy could give rise to space charge accumulation and create strong director
axis reorientation in a nematic film, giving rise to an orientational photorefractive6

effect (see Chapter 8).
Most nematics (e.g., E7, 5CB, etc.) are said to possess positive (dielectric)

anisotropy (�|| � ��). On the other hand, some nematics, such as MBBA, possess
negative anisotropy (i.e., �|| � ��). The controlling factors are the molecular con-
stituents and structures.

In general, �|| and �� have different dispersion regions, as shown in Figure 3.4 for
4-methoxy-4�-n-butylazoxy-benzene,7 which possesses negative dielectric anisotropy
(�� � 0). Also plotted in Figure 3.4 is the dispersion of �iso, the dielectric constant for
the isotropic case. Notice that for frequencies of 109 Hz or less, �� � �||. At higher fre-
quencies and in the optical regime, �|| � �� (i.e., the dielectric anisotropy changes sign).

For some nematic liquid crystals this changeover in the sign of �� � �|| � ��

occurs at a much lower frequency (cf. Fig. 3.5 for phenylbenzoates8). This
changeover frequency fco is lower because of the long three-ringed molecular struc-
ture, which is highly resistant to the rotation of molecules around the short axes.

For electro-optical applications, the dielectric relaxation behavior of �|| and �� for
the different classes of nematic liquid crystals, and the relationships between the
molecular structures and the dielectric constant, is obviously very important. This
topic, however, is beyond the scope of this chapter, and the reader is referred to Blinov8

and Khoo and Wu9 and the references quoted therein for more detailed information.
Pure organic liquids are dielectric [i.e., nonconducting (� � 0) ]. The electric con-

ductivities of liquid crystals are due to some impurities or ions. In general, �|| is
larger than ��. Electrical conduction plays an important role in electro-optical appli-
cations of liquid crystals in terms of stability and instability, chemical degradation,

42 NEMATIC LIQUID CRYSTALS

Figure 3.4. Disperson data of the dielectric constant �|| and �� for the nematic and isotropic phase of
the liquid crystal 4-methoxy-4�-n-butylazoxy-benzene.
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and lifetime of device.9 Typically, �|| and �� are on the order of 10�10 S�1cm�1 for
pure nematics. As in almost all materials, these conductivities could be varied by sev-
eral orders of magnitude with the use of appropriate dopants.

The magnetic susceptibility of a material is defined in terms of the magnetization
M�, the magnetic induction B�, and the magnetic strength H� by

(3.20)

and 

(3.21)

The magnetic susceptibility tensor �m�� is anisotropic. For a uniaxial material such
as a nematic, the magnetic susceptibility takes the form

(3.22)

Note that this is similar to the dielectric constant ���.
Nematic liquid crystals, in fact liquid crystals in general, are diamagnetic.

Therefore,
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Figure 3.5. Disperson data of the dielectric constant �|| and �� for the nematic and isotropic phase of
the liquid crystal phenylbenzoate.
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are small and negative, on the order of 10�5 [in International System (SI) of units]. As
a result of the smallness of these magnetic susceptibilities, the magnetic interactions
among the molecules comprising the liquid crystal are small (in comparison with their
interaction with the external applied field). Consequently, the local field acting on the
molecules differs very little from the external field, and in general, magnetic meas-
urements are the preferred method to study liquid crystal order parameters and other
physical processes.

3.3.2. Free Energy and Torques by Electric and Magnetic Fields

In this section we consider the interactions of nematic liquid crystals with applied
fields (electric or magnetic); we will limit our discussion to only dielectric and
diamagnetic interactions.

For a generally applied (dc, low frequency, or optical) electric field E�, the dis-
placement D� may be written in the from

(3.23)

The electric interaction energy density is therefore

(3.24)

Note that the first term on the right-hand side of Equation (3.24) is independent of the
orientation of the director axis. It can therefore be neglected in the director axis
deformation energy. Accordingly, the free-energy density term associated with the
application of an electric field is given by 

(3.25)

in SI units [in cgs units, FE��(��/8�)(n̂ . E� )2]. The molecular torque produced by
the electric field is given by 

(3.26)

Similar considerations for the magnetic field yield a magnetic energy density term
Um given by

(3.27)
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a magnetic free-energy density (associated with director axis reorientation) Fm given
by

(3.28)

and a magnetic torque density

(3.29)

These electric and magnetic torques play a central role in various field-induced
effects in liquid crystals.

3.4. OPTICAL DIELECTRIC CONSTANTS AND REFRACTIVE INDICES

3.4.1. Linear Susceptibility and Local Field Effect

In the optical regime, �|| � ��. Typically, �|| is on the order of 2.89�0 and �� is 2.25�0.
These correspond to refractive indices n||�1.7 and n��1.5. An interesting property
of nematic liquid crystals is that such a large birefringence (����||��� � 0.2) is
manifested throughout the whole optical spectral regime [from near ultraviolet
(� 400 nm), to visible (� 500 nm) and near infrared (1�3 �m), to the infrared
regime (8�12 �m), i.e., from 400 nm to 12 �m]. Figure 3.6 shows the measured
birefringence of three typical nematic liquid crystals from the UV to the far infrared
(
�16 �m).

The optical dielectric constants originate from the linear polarization P� generated
by the incident optical field E�op on the nematic liquid crystal:

(3.30a)

From the defining equation

(3.30b)

we have 

(3.30c)

Here ��� (1) is the linear (sometimes termed “first order”) susceptibility tensor of the
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(molecular) parameter, the molecular polarizabilities tensor �ij, in the following
way:

(3.31a)

(3.31b)

where di is the ith component of the induced dipole d� and N is the number density. In
Chapter 8 a rigorous quantum mechanical derivation of � in terms of the dipole
matrix elements or oscillator strengths and the energy levels and level populations
will be presented. The connection between the microscopic parameter �ij and the
macroscopic parameter �ij is the local field correction factor (i.e., the difference
between the externally applied field and the actual field as experienced by the mole-
cules). Several theoretical formalisms have been developed to evaluate the field cor-
rection factor, ranging from simplified to complex and sophisticated ones.

� �

P Nd,�

�

�

� �

d E�� : loc ,

d Ei ij j�� loc ,
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Figure 3.6. Measured birefringence De � �|| � �� of three nematic liquid crystals.
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Most of the approaches used to obtain the local field correction factor are based
on the Lorentz results,5 which state that the internal field (i.e., the local field as expe-
rienced by a molecule E� loc in a solid) is related to the applied field E� app by

(3.32a)

In particular, Vuks10 analyzed experimental data and proposed that the local field in
an anisotropic crystal may be taken as isotropic and expressed in the form

(3.32b)

where �n2�� (nx
2 � ny

2 � nz
2) and nx, ny, and nz are the principal refractive indices

of the crystal. This approach has been employed in the study of liquid crystals.11 A
more generalized expression for anisotropic crystals is given in Dunmar:12

(3.33)

More generally, one can write Equation (3.33) as

(3.34)

where K�� , the local field “factor,” is a second-rank tensor, which states that the local
field E� loc is linearly related to the mascroscopic applied field E�app. In general, exper-
imental measurements show that the treatments by Vuks and Dunmar are qualita-
tively in agreement.

3.4.2. Equilibrium Temperature and Order Parameter 
Dependences of Refractive Indices

The two principal refractive indices n� and n|| of a uniaxial liquid crystal and the
anisotropy n|| � n� have been the subject of intensive studies for their fundamental
importance in the understanding of liquid crystal physics and for their vital roles in
applied electro-optic devices. Since the dielectric constants (�� and �||) enter directly
and linearly into the constitutive equations [Eqns. (3.30a) – (3.30c)], it is theoreti-
cally more convenient to discuss the fundamentals of these temperature dependences
in terms of the dielectric constants.

From Equation (3.34) for the local field E� loc and Equation (3.31) for the induced
dipole moments, we can express the polarization p� 	 Nd� by

(3.35)

where ��� is the polarizability tensor of the molecule, N is the number of molecules per
unit volume, and the parentheses denote averaging over the orientations of all molecules.
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The dielectric constant ��� (in units of �0) is therefore given by 

(3.36)

and 

(3.37)

From these considerations and from observations by deJeu and Bordewijk13 that 

(3.38)

and 

(3.39)

we can write �|| and �� as

(3.40)

and 

(3.41)

respectively, where Kl and Kt are the values of K�� along the principal axis and S is the
order parameter.

One can rewrite Equations (3.40) and (3.41) as

(3.42)

and 

(3.43)

where

(3.44)
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and 

(3.45)

Notice that we have replaced N by NA�/M, where NA is Avogadro’s number, � is the
density, and M is the mass number.

The final explicit forms of the �’s depend on the determination of the internal field
tensor. However, it is important to note that, in terms of the temperature dependence
of �’s,14

(3.46)

and 

(3.47)

In other words, the temperature (T) dependence of �|| and �� (and the corresponding
refractive indices n|| and n�) is through the dependences of � and S on T.

One of the most striking features of the temperature dependence of the refractive
indices of nematic liquid crystals is that the thermal index gradients (dn|| �dT and dn�/dT )
become extraordinarily large near the phase transition temperature (Figs. 3.7a and 3.7b).
From Equations (3.46), (3.47), (3.40), and (3.41), we can obtain dn|| �dT and dn� /dT as

(3.48)

(3.49)

Figure 3.8 shows the plot of dn|| �dT and dn� /dT for 5CB as a function of temperature,
with experimental data deduced from a more detailed measurement by Horn.15

Studies of the optical refractive indices of liquid crystals, as presented previously,
are traditionally confined to what one may term as the classical and steady-state
regime. In this regime the molecules are assumed to be in the ground state, and the
optical field intensity is stationary. Results or conclusions obtained from such an
approach, which have been outlined previously and in the next section, have to be
considered in the proper context when these fundamental assumptions about the state
of the molecules and the applied field are no longer true.

Detailed theories dealing with these quantum mechanical, nonlinear, or transient
optical effects are given in Chapters 8 and 10. As an example consider the expression for
the (linear) molecular polarizability given in Equation (10.28). Note that the refractive
indices of an excited molecule are completely different from those associated with a
molecule in the ground state; these differences are due to the fact that a totally different
set of dipole matrix elements dij and frequency denominators (�i � �j ) are involved.
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Second, if the intensities of the impinging optical fields are fast and oscillatory (e.g.,
picosecond laser pulses) and their time durations are comparable to the internal
relaxation dynamics of the molecules, those optical fields will “see” the transient
responses of the molecules. These transient responses in the internal motions

50 NEMATIC LIQUID CRYSTALS

Figure 3.7. (a) Temperature dependence of the refractive indices of 5CB in the visible spectrum. 
(b) Temperature dependence of the refractive indices of 5CB in the infrared (10.6 µm) region.
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(sometimes termed “internal temperature”) of the molecules are usually manifested
in the form of spectral shift; that is, the emission and the absorption spectra of the
molecules are momentarily shifted, usually in the picosecond time scale.
Accordingly, the “effective” molecular polarizabilities, which translate into the
refractive indices, will also experience a time-dependent change. These transient
changes in the refractive index associated with the molecular excitations under ultra-
short laser pulses should be clearly distinguished from the usual temperature effects
associated with the stationary or equilibrium state. In the stationary case the fast
molecular transients have relaxed and the absorbed energy has been converted to an
overall rise in the bulk temperature. As stated earlier in Chapter 1, even in the so-
called stationary situation where the internal molecular excitations have relaxed, the
order parameter S may still not attain the equilibrium state. This usually happens in the
nanosecond or microsecond time scale. Details of these considerations are given in
Chapter 9, where we discuss pulsed laser-induced heating effects.

3.5. FLOWS AND HYDRODYNAMICS

One of the most striking properties of liquid crystals is their ability to flow freely
while exhibiting various anisotropic and crystalline properties. It is this dual nature
of liquid crystals that makes them very interesting materials to study; it also makes
the theoretical formalism very complex.

FLOWS AND HYDRODYNAMICS 51

Figure 3.8. Plot of dn|| / dT and dn� / dT for the liquid crystal for temperature near Tc [after Khoo and
Normandin (14) and Horn (15)]. Solid curve is for visual aid only.
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The main feature that distinguishes liquid crystals in their ordered mesophases
(e.g., the nematic phase) from ordinary fluids is that their physical properties are
dependent on the orientation of the director axis n�(r�); these orientation flow processes
are necessarily coupled, except in very unusual cases (e.g., pure twisted deformation).
Therefore, studies of the hydrodynamics of liquid crystals will involve a great deal
more (anisotropic) parameters, than studies of the hydrodynamics of ordinary liquids.

We begin our discussion by reviewing first the hydrodynamics of an ordinary fluid.
This is followed by a discussion of the general hydrodynamics of liquid crystals.
Specific cases involving a variety of flow-orientational couplings are then treated.

3.5.1. Hydrodynamics of Ordinary Isotropic Fluids

Consider an elementary volume dV � dxdydz of a fluid moving in space as shown in
Figure 3.9. The following parameters are needed to describe its dynamics:

position vector: r�,

velocity: v� (r�, t),

density: �(r�, t),

pressure: p(r�, t), and

forces in general: f�(r�, t).

In later chapters where we study laser-induced acoustic (sound, density) waves in
liquid crystals, or generally when one deals with acoustic waves, it is necessary to
assume that the density �(r�, t) is a spatially and temporally varying function. In this
chapter, however, we “decouple” such density wave excitation from all the processes
under consideration and basically limit our attention to the flow and orientational
effects of an incompressible fluid. In that case we have

(3.50)�( , ) const.
�

r t �
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Figure 3.9. An elementary volume of fluid moving at velocity v (r, t) in space.
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For all liquids, in fact for all gas particles or charges in motion, the equation of con-
tinuity also holds

(3.51)

This equation states that the total variation of �v� over the surface of an enclosing vol-
ume is equal to the rate of decrease of the density. Since 
� / 
t � 0, we thus have,
from Equation (3.51),

(3.52)

The equation of motion describing the acceleration dv� /dt of the fluid elements is
simply Newton’s law:

(3.53a)

Studies of the hydrodynamics of liquids may be said to be centered around this equa-
tion of motion, as we identify all the various origins and mechanisms of forces act-
ing on the fluid elements and attempt to solve for their motion in time and space.

We shall start with the left-hand side of Equation (3.53a). Since v� � v� (r�, t),

(3.53b)

The force on the right-hand side of Equation (3.53a) comes from a variety of sources,
including the pressure gradient ���, viscous force f�vis, and external fields f�ext

(electric, magnetic, optical, gravitational, etc.). Equation (3.53a) thus becomes 

(3.54)

Let us ignore the external field for the moment. The formulation of the equation
of motion for a fluid element is complete once we identify the viscous forces. Note
that, in analogy to the pressure gradient term, the viscous force f�vis is the space deri-
vation of a quantity which has the unit of pressure (i.e., force per unit area). Such a
quantity is termed the stress tensor � (i.e., the force is caused by the gradient in the
stress; see Fig. 3.10). For example, the � component of f� may be expressed as

(3.55)f
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Accordingly, we may rewrite Equation (3.54) as

(3.56)

where summation over repeated indices is implicit.
By consideration of the fact that there is no force acting when the fluid velocity is

a constant, the stress tensor is taken to be linear in the gradients of the velocity (see
Fig. 3.10), that is,

(3.57)

The proportionality constant 
 in Equation (3.57) is the viscosity coefficient (in units
of g cm�1 S�1). Note that for a fluid under uniform rotation w�o (i.e., v� � w�o � r�),
we have �v� / �x� � ��v� / �x�, which means ��� � 0.

Equation (3.56), together with Equation (3.57), forms the basis for studying the
hydrodynamics of an isotropic fluid. Note that since the viscosity for f�vis is a spatial
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Figure 3.10. Stresses acting on opposite planes of an elementary volume of fluid.
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derivative of the stress tensor, which in turn is a spatial derivative of the velocity, f�
vis

is of the form 
�2v�. Equation (3.54) therefore may be written as

(3.58)

which is usually referred to as the Navier–Stokes equation for an incompressible fluid.

3.5.2. General Stress Tensor for Nematic Liquid Crystals

The general theoretical framework for describing the hydrodynamics of liquid crystals
has been developed principally by Leslie16 and Ericksen.17 Their approaches account
for the fact that the stress tensor depends not only on the velocity gradients, but also on
the orientation and rotation of the director. Accordingly, the stress tensor is given by

(3.59)

where the A��’s are defined by 

(3.60)

Note that all the other terms on the right-hand side of Equation (3.59) involve the
director orientation, except the fourth term, �4A��.This is the same term as that for an
isotropic fluid [cf. Eq. (3.57)], that is, �4�2
.

Therefore, in this formalism, there are six so-called Leslie coefficients, �1,�2,…,
�6, which have the dimension of viscosity coefficients. It was shown by Parodi18 that 

(3.61)

and so there are really five independent coefficients.
In the next few sections we will study particular cases of director axis orientation

and deformation and we will show how these Leslie coefficients are related to other
commonly used viscosity coefficients.

3.5.3. Flows with Fixed Director Axis Orientation

Consider here the simplest case of flows in which the director axis orientation is
held fixed. This may be achieved by a strong externally applied magnetic field (see
Fig. 3.11), where the magnetic field is along the direction n̂. Consider the case of
shear flow, where the velocity is in the z direction and the velocity gradient is along
the x direction. This process could occur, for example, in liquid crystals confined by
two parallel plates in the y-z plane. 
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In terms of the orientation of the director axis, there are three distinct possibilities
involving three corresponding viscosity coefficients:

1. 
1: n
∧

is parallel to the velocity gradient, that is, along the x axis (��90°, ��0°).

2. 
2: n
∧

is parallel to the flow velocity, that is, along the z axis and lies in the shear
plane x-z (��0°, ��0°).

3. 
3: n
∧

is perpendicular to the shear plane, that is, along the y axis (��0°,
��90°).

These three configurations have been investigated by Miesowicz,19 and the 
’s are
known as Miesowicz coefficients. In the original paper, as well as in the treatment by
deGennes,3 the definitions of 
1 and 
3 are interchanged. In deGennes notation, in
terms of 
a, 
b, and 
c, we have 
a � 
1, 
b � 
2, and 
c � 
3. The notation used
here is attributed to Helfrich,6 which is now the conventional one.

To obtain the relations between 
1,2,3 and the Leslie coefficients �1,2,...,6, one could
evaluate the stress tensor ��� and the shear rate A�� for various director orientations
and flow and velocity gradient directions. From these considerations, the following
relationships are obtained:3

(3.62)

In the shear plane x-z, the general effective viscosity coefficient is actually more
correctly expressed in the form20

(3.63)
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Figure 3.11. Sheer flow I the presence of an applied magnetic field.
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in order to account for angular velocity gradients. The coefficient 
1,2 is related to the
Leslie coefficient �1 by

(3.64)

3.5.4. Flows with Director Axis Reorientation

The preceding section deals with the case where the director axis is fixed during
fluid flow. In more general situations director axis reorientation often accompa-
nies fluid flows and vice versa. Taking into account the moment of inertia I and
the torque �� � n̂ � f�, where f� is the molecular internal elastic field defined in
Equation (3.11), ��ext is the torque associated with an externally applied field, and
��vis is the viscous torque associated with the viscous forces, the equation of
motion describing the angular acceleration d	/dt as the director axis may be
written as

(3.65)

The viscous torque ��vis consists of two components:3 one arising from pure rotational
effect (i.e., no coupling to the fluid flow) given by �1n̂ � N� and another arising from
coupling to the fluid motion given by �2n̂ � Ân̂. Therefore, we have 

(3.66)

Here N� is the rate of change of the director with respect to the immobile background
fluid, given by 

(3.67)

where �̂  is the angular velocity of the liquid. In Equation (3.66) Â is the velocity gra-
dient tensor defined by Equation (3.60).

The viscosity coefficients �1 and �2 are related to the Leslie coefficient �’s by3

(3.68a)
(3.68b)

� � �
� � � � �

1 3 2

2 2 3 6 5

� �

� � �

,
.+

�

N
dn

dt
n� � �

�

� �� ,

� �

	 � �vis � �n n�

�

�×








1 2N A .

I
d

dt
n f

	
� � � �( ) .�

� � �

	 	ext vis


 �1 2 1, .�

FLOWS AND HYDRODYNAMICS 57

JWUS_LC-Khoo_Ch003.qxd  1/17/2007  11:52 AM  Page 57



Consider the flow configuration depicted in Figure 3.11. Without the magnetic
field and setting � � 0, we have

(3.69a)

(3.69b)

(3.69c)

(3.69e)

(3.69d)

From Equation (3.66) the viscous torque along the y direction is given by

(3.70)

In the steady state, from which the shear torque vanishes, a stable director axis ori-
entation is induced by the flow with an angle �flow given by

(3.71)

For more complicated flow geometries, the director axis orientation will assume cor-
respondingly complex profiles.

3.6. FIELD-INDUCED DIRECTOR AXIS REORIENTATION EFFECTS

We now consider the process of director axis reorientation by an external static or
low-frequency field. Optical field effects are discussed in Chapter 6. The following
examples will illustrate some of the important relationships among the various
torques and dynamical effects discussed in the preceding sections. We will consider
the magnetic field as it does not involve complicated local field effects and other
electric phenomena (e.g., conduction). The electric field counterparts of the results
obtained here for the magnetic field can be simply obtained by the replacement of
��mH2 by ��E2 [cf. Eq. (3.26) and (3.29)].

3.6.1. Field-Induced Reorientation without Flow Coupling:
Freedericksz Transition

The following example demonstrates how the viscosity coefficient �1 comes into play
in field-induced reorientational effects. Consider pure twist deformation caused by an
externally applied field H� on a planar sample as depicted in Figure 3.12. Let � denote
the angle of deformation. The director axis n̂ is thus given by n̂ � (cos�, sin�, 0).
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From this and the preceding equations, the free energy [Eq. (3.4)] and elastic torque
[Eq. (3.13)] are, respectively,

(3.72a)

and

(3.72b)

The viscous torque is given by 

(3.73)

The torque exerted by the external field H� (applied perpendicular to the initial direc-
tor axis), from Equation (3.29), becomes

(3.74)

Hence, the torque balance � equation gives
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Figure 3.12. Pure twist deformation induced by an external magnetic field H on a planar sample; there
is no fluid motion.
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In the equilibrium situation, �1d�/dt � 0, and Equation (3.75a) becomes

(3.75b)

An interesting result from this equation is the so-called Freedericksz transition.3

For an applied field strength less than a critical field HF, ��0. For H � HF, reorien-
tation occurs. The expression for HF is given by

(3.76)

assuming that the reorientation obeys the hard-boundary (strong anchoring) condi-
tion (i.e., � � 0 at z � 0 and at z � d ). For H just above HF, � is given approxi-
mately by

(3.77a)

where

(3.77b)

For the case where H is abruptly reduced from its value above HF, to 0, Equation
(3.75a) becomes 

(3.78)

Writing �(z, t)��0 sin (�z /d) gives 

(3.79)

that is,

(3.80)

where the relaxation time constant � is given by
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Most practical liquid crystal devices employ ac electric field. Accordingly, the
Freedericksz transition field EF is given by simply replacing ��m with ��; i.e., we
have

(3.82a)

(3.82b)

For 5CB,20, 21 k�10�11 N, ���11 (�||�16, ���5), �0 � 8.85�10�12 F/m,
��/���0.5, and VF �1 V. 

In Chapters 6 and 7, we discuss these field-induced nematic director axis reorien-
tations in detail in the context of electro-optical switching and display applications.

3.6.2. Reorientation with Flow Coupling

Field-induced director axis reorientation, accompanied by fluid flow, is quite com-
plicated as it involves much more physical parameters.

Consider the interaction geometry shown in Figure 3.13. A homeotropically
aligned nematic liquid crystal film is acted on by an electric or a magnetic field in the
x direction. Let � denote the director axis reorientation angle from the original
alignment direction z. Assume hard-boundary conditions at the two cell walls at 
z � 0 and at z � d. The flow is in the x direction, with a z dependence.

The following are the pertinent parameters involved:
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Using Equation (3.65), the equation of motion taking into account these torques,
as well as the moment of inertia I of molecules involved, is given by

(3.84)

This equation may be solved for various experimental conditions. Optically induced
director axis reorientation and flow effects have been studied by two groups21,22

using picosecond laser pulses. A solution of the previous equation is also presented
in the work of Eichler and Macdonald.22
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4
Cholesteric, Smectic, and 
Ferroelectric Liquid Crystals

4.1. CHOLESTERIC LIQUID CRYSTALS

The physical properties of cholesteric liquid crystals are in almost all aspects similar
to nematics, except that the director axis assumes a helical form (Fig. 4.la) with a
finite pitch p � 2� /q0 . Figures 4.lb and 4.1c show two commonly occurring director
axis alignments: planar twisted and fingerprint, respectively. From this point of view,
we may regard nematics as a special case of cholesterics with p → �. Since the opti-
cal property of the nematic, a uniaxial material, is integrally related to the director
axis, the helical arrangement of the latter in a cholesteric certainly introduces new
optical properties, particularly in the propagation and reflection of light from choles-
teric liquid crystal cells. In this section we summarize the main physical properties
associated with the helical structure.

4.1.1. Free Energies

Since the equilibrium configuration of a cholesteric liquid crystal is a helical struc-
ture with a pitch wave vector q0 (q0 � 2� /p0), its elastic free energy will necessarily
reflect the presence of q0. The evolution of a cholesteric to a nematic liquid crystal
may be viewed as the “untwisting” of the helical structure (i.e., the twist deformation
energy is involved). This is indeed rigorously demonstrated in the Frank elastic the-
ory,1 where consideration of the absence of mirror symmetry in cholesterics results
in the addition of another factor to the twist deformation energy:

(4.1)

In Figure 4.1, the director axis is described by n̂ � (nx, ny, nz), where nx �
cos �(z), ny � sin �(z), and nz � 0. Note that this configuration corresponds to a state

K n n K n n q2
2

2 0
2( ) ( ) .

nematic cholesteric

� � � �� � � � �� ��
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of minimum free energy 

(4.2)

if q0 � ���/�z, that is,

(4.3)�� q z .0

F K n n K
z

q2 2
2

2 0

2
1

2

1

2
0� � � � � � �� �� ��

�
�
�





Figure 4.1. (a) Helical arrangement of the director axis in a cholesteric liquid crystal; p is the pitch and
h is the helix direction. Two typical cholesteric liquid crystal cell shown in (b) planar twisted and (c)
fingerprint.
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For a general distortion therefore the free energy of a cholesteric liquid crystal is given by

(4.4)

If the pitch of the cholesteric is not changed by an external probing field (electric, mag-
netic, or optical), the physical properties of cholesterics are those of locally uniaxial
crystals. In other words, the anisotropies in the dielectric constant (�� � �|| � ��), elec-
tric conductivity (�� � �|| � ��), magnetic susceptibility (��

m
� �||

m
� �

m
�), and so

on, are defined with respect to the local director axis direction. On the other hand, if one
refers to the helical axis (cf. Fig. 4.1, z direction), an applied probing field along z will
“see” the � components (i.e., ��, ��, ��, etc.). If the probing field is along a direc-
tion perpendicular to z, it will effectively see the average of the � and || components
[i.e., (��� �||), (����||), (��� �||), etc.].

Just as in the nematic case, the application of an applied magnetic or electric field
gives rise to additional terms in the free energy given by

(4.5a)
and

(4.5b)

respectively, as well as some terms which are independent of the orientation of the
director axis. ��m

� �
||
m

� �
m

�
for cholesterics are usually quite small (about 10 in

cgs units) in magnitude and negative in sign. In other words, the directors tend to
align normal to the magnetic field.  

4.1.2. Field-Induced Effects and Dynamics

In the purely dielectric interaction picture (i.e., no current flow), the realignment or
alignment of a cholesteric liquid crystal in an applied electric or magnetic field,
results from the system’s tendency to minimize its total free energy. 

Clearly, the equilibrium configuration of the director axis depends on its initial ori-
entation and the direction of the applied fields, as well as the signs of ��

m
and ��.We

will not delve into the various possible cases as they all involve the same basic mecha-
nism; that is, the director axis tends to align parallel to the field for positive dielectric
anisotropies, and normal to the field for negative dielectric anisotropies.

In the case of positive dielectric anisotropies, the field-induced reorientation
process is analogous to that discussed for nematics (cf. Sect. 3.6). In cholesterics,
however, the realignment of the director axis in the direction of the applied field will
naturally affect the helical structure.

Magnetic Field. Figure 4.2a shows the unperturbed director axis configuration in
the bulk of an ideal cholesteric liquid crystal. Upon the application of a magnetic
field, some molecules situated in the bulk regions A, A�, and so on are preferentially
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aligned along the direction of the field; others, situated in regions B, B�, and so forth
are not and would tend to reorient themselves along the field direction. As a result,
the pitch of the helical structure will be increased; the helix is no longer of the ideal
sinusoidal form. Finally, when the field is sufficiently high, this untwisting effect is
complete as the pitch approaches infinity; that is, the cholesteric liquid crystal is said
to have undergone a transition to the nematic phase.2

This process can be described by the free-energy minimization process. The total
free energy of the system is given by

(4.6)

This, upon minimization, yields the Euler equation:

(4.7)

which is analogous to Equation (3.75b). One can define a coherence length �H by

(4.8)

Equation (4.7) thus becomes
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Figure 4.2. Field induced untwisting of a cholesteric liquid crystal: (a) ideal sinusoidal helix; (b) increase
of pitch and deviation from ideal helix; (c) complete alignment along applied field and infinite pitch.
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Upon integration, it yields

(4.10)

The solution for �(z) is given by an elliptic function:

(4.11)

where u � z /�Hk and k are the argument and modulus of the elliptic function,
respectively.

The condition for minimum free-energy is given by

(4.12)

and the field-dependent pitch p(H) is given by

(4.13)

where F(k) and E(k) are complete elliptic integrals of the first and second kind. When
k � 1, E(k) � 1, and F(k) diverges logarithmically [i.e., p(H) → �]. When k → 1,
Equation (4.12) becomes

(4.14)

or

(4.15)

This shows that above a critical field Hc defined by

(4.16)

(where p0 is the unperturbed pitch), the helix will be completely untwisted (q → 0,
p → �); the system is essentially nematic. For a typical value of K2 � 10�6 dyne,

H
K

q
K

pc m m
2 2

0
2 2

02

1
�

�

�
�

�� �







=






q
K

Hm0
2

2

2
.

�� �
�

q H0
2

�
�

�

p H p F k E k kF k( )
2

( ) ( ) 4 ( ),0

2

� �
�

�






q
E k

kH0
2 ( )

�
�

�

sin ( ) ( , ),� z S u kn�

�
�

�H z

d

d






2
2sin .�

68 CHOLESTERIC, SMECTIC, AND FERROELECTRIC LIQUID CRYSTALS

JWUS_LC-Khoo_Ch004.qxd  1/17/2007  5:45 PM  Page 68



��m � 10�6 in cgs units, P0 � 20 �m, and Hc � 15,000 G. For H < Hc, the variation
of p with H is well approximated by the expressions

(4.17)

It should be noted here that the preceding treatment of field-induced pitch change
assumes that the cholesteric liquid crystal cell is thick and in an initially ideally
twisted arrangement, and there is negligible influence from the cell walls. For thin
cells or other initial director axis arrangements (e.g., fingerprint or focal-conic tex-
ture, etc.), the process will be more complicated. Nevertheless, this example serves
well to illustrate the field-induced director axis reorientation and pitch change effect
in cholesteric liquid crystals. Experimental measurements3 in such systems have
shown very good agreement with the theories.

Electric Field. The preceding and the following discussions of magnetic field
induced effect in cholesteric liquid crystals can be applied to the case of electric field
if we replace ��m by ��, and H by E, as pointed out in the previous chapter.

4.1.3. Twist and Conic Mode Relaxation Times

For situations where an applied field is abruptly turned off, the relaxation constants
depend on the kind of deformation involved. There are two distinct forms of
deformation: the pure twist one discussed previously and the so-called umbrella or
conic mode.1 The first form of deformation involves fluid motion, whereas the
latter does not.

The dynamics of the field-induced twist deformation in cholesterics is described
by an equation analogous to the equation for nematics:

(4.18)

The dynamical equation for the conic distortion is much more complicated4,5 and
involves the other two elastic constants K3 and K1.

The corresponding relaxation times are as follows:

(4.19)

for the twist mode, and

(4.20)	



conic
1

3 0
2

1
2

�
�K q K q

	



twist
1

2
2

�
K q



� �

� � �1 2

2

2
2 sin cos 0.

�
�t

K
d

dz
Hm� � ��

p p
p H

K

m

� � �0

2
0
4 4

4
2
2

1
( )

32(2 )
.

��

�
�











CHOLESTERIC LIQUID CRYSTALS 69

JWUS_LC-Khoo_Ch004.qxd  1/17/2007  5:45 PM  Page 69



for the conic mode, where q� is the wave vector characterizing the wave vector
distortion. These relaxation times are modified if an externally applied bias field is
present and they depend on the field and director axis configurations.5

4.2. LIGHT SCATTERING IN CHOLESTERICS

In terms of their optical properties, a prominent feature of cholesterics is the helical
structure of their director axes. Such helicity gives rise to selective reflection and
transmission of circularly polarized light. These processes may be quantitatively ana-
lyzed, using the electromagnetic approach given in the next section and in Chapter 7.
We begin here with some general observations.

Consider a right-handed helix, whose pitch is on the order of the optical wave-
length, as depicted in Figure 4.3. A normally incident right circularly polarized light
will be reflected as a right circularly polarized light, as the optical field follows the
director axis rotation; that is, it follows the helix (Fig. 4.3a). (Note that the right-
handed or left-handed circular polarization is defined by an observer looking at the
incoming light.)

Under the Bragg condition:

(4.21)

the reflection is total, and there is no transmission. 
On the other hand, an incident left circularly polarized light will be totally trans-

mitted (Fig. 4.3b). In the case of oblique incidence a similar analysis shows that
higher-order diffractions are possible. The Bragg diffraction becomes

(4.22)

where 
 is the angle of the refracted light in the cholesteric liquid crystal. In this case
the polarization states are elliptical.

We shall now examine light propagation in CLC in detail.

4.2.1. General Optical Propagation and Reflection: Normal Incidence

Consider a light wave propagating along the direction of the helix (ẑ direction). For
the locally uniaxial system, the electric displacement D� and electric field E� are
related by the following constitutive equation:

(4.23) 

where �a � �
�

� ��. Let us now consider specifically the propagation, along z, of an
electromagnetic wave of frequency �. If the optical electric fields are represented in
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linearly polarized states:

(4.24)

the Maxwell equation becomes
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Figure 4.3. Reflection and transmission of circularly polarized light in a cholesteric liquid crystal with
positive pitch. (a) Incident light is right circularly polarized; reflected light is right circularly polarized. (b)
Left circularly polarized light is totally transmitted.
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in which the dielectric tensor is

(4.26)

with � � (�|| � ��)/2,
−−�–
� � (�|| � ��)/2 (assume positive anisotropy), and q0 � 2�/P

(P is the pitch of cholesteric liquid crystal). Substituting Equation (4.26) in
Equation (4.25), we obtain the eigenlike equation 

(4.27)

Since we are dealing with a helical structure, it is more appropriate to express the
fields in terms of right-handed and left-handed circular waves:

(4.28)

respectively.
From Equations (4.27) and (4.28), we derive

(4.29a)

where �r is the reduced frequency, �r � �/c. Equation (4.29a) can be more explicitly
written as 

(4.29b)

To solve the problem, we assume that the solutions of ER and EL are of the forms

(4.30)

(By doing that, we actually transformed the field variable into the coordinate frame
rotating spatially with the cholesteric liquid crystal dielectric helix.) Substituting
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Equation (4.30) in (4.29b), we have

(4.31)

A nontrivial solution requires that

(4.32)

which yields

(4.33)

or

(4.34)

Quantitative analysis of various propagation modes and their polarization states
and other optical parameters can be quite involved,1,6 as one can see from the next
section. Here we summarize some of the pertinent results. 

Consider Figure 4.4a which plots � as a function of l in the case where � � 3 and−�–
� � 0.4. There are two distinct branches, which are called upper [for � square root

�� in Eq. (4.34)] and lower [for – square root � in Eq. (4.34)] branches in typical
liquid crystal literature.

For �	����� (i.e., cq0 /n||���cq0 /n�), only one wave with circular polariza-
tion may propagate. This is the Bragg reflection regime discussed in the previous
section. The spectral width �� of this reflection band is proportional to the optical
dielectric anisotropy:

(4.35)

Outside this selective reflection band, in general, there are two roots l1 and l2 with
positive group velocity (Vg � ��/�t � 0); that is, there are two forward propagating
waves and two backward propagating waves (�l1 and �l2 ). These mode structures
are very sensitive to the parameter:1

(4.36)

where k
2
1 � (�/c)2 −�–

�.
For x��1 (i.e., ����nP0), the optical wave is “guided” by the system; the elec-

tric vector of a linearly polarized wave (ordinary or extraordinary) follows the
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rotation of the director, and the angle of its rotation corresponds to the number of
turns of the helix. This is also known as the Mauguin regime.  

For the case where ne and no are close (i.e., k2
1 is small compared to q0l; x is large), the

eigenmodes are nearly circular. In this case the two eigenmodes l1 and l2 are given by:1

(4.37)

(4.38)

where k
2
0 � (�/c)2 �.

Writing l1�q0 � (�/c)n1 and l2 � q0 � (�/c)n2,the optical rotation per unit length
[
/d � (�/c)(n1� n2] is given by the following two equivalent expressions:

(4.39)

or

(4.40)

where �� � �/P. Note that in the vicinity of �� �1 (for ���P, in the vicinity of the
selective reflection band), the rotation per unit length can be very large. Also, the
rotation changes sign at �� � 1.

4.2.2. Cholesteric Liquid Crystal as a One-Dimensional Photonic Crystal

In this section, we shall analyze the dispersion relationship from the point of view
of band diagram frequently employed in photonic crystal study.7 From Equations
(4.28) and (4.30), one can see that the electric field associated with the eigenmode
is in general elliptically polarized depending on the values of a and b. We can define
a parameter1 � as

(4.41)

The axial ratio of the ellipse is 
�
, and the sign of � gives the sign of rotation (� sign
corresponds to the left–handed rotation, and – sign for the right–handed rotation).
From Equations (4.31), (4.34), and (4.41), we have

(4.42)
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with 
 corresponding to the upper and lower branches. Figure 4.4b shows the � val-
ues in terms of l for upper (solid line) and lower (dashed line) branches. 

Using the results from Figure 4.4b, we can replot Figure 4.4a by distinguishing
the polarization handedness associated with various modes. The result is shown in
Figure 4.5, with the dashed line corresponding to left-handed polarization (� � 0)
and the solid line for right-handed polarization (� � 0). 
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Figure 4.4. (a) Relation between frequency (�r) and wavevector (l) for propagation of electromagnetic
modes in a cholesteric spiral with ��3 and 

−�–
� �0.4. (b) Axial ratio and sign of rotation of the ellipses

associated with various modes in terms of l.
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In typical photonic crystal analysis, a plane wave is described by exp[i(kz ��t)].
Returning to Equation (4.30), we can see that the k wave vector is related to l by

(4.43)

Using these relationships for k in terms of l, we can “translate” Figure 4.5 into a plot
of � versus k to yield the familiar dispersion relationship �(k) used in photonic crystal
literature7 as plotted in Figure 4.6.

Now we would like to reexamine the polarization handedness of various modes 
in the “language” of photonic crystal, that is, using the �r � k band diagram. From
Equation (4.28) and considering the above k � l relation, the general electromagnetic
(EM) wave solutions can be written as 

(4.44)

Note that if (b � a) and (b � a) take the same sign, Ey is �/2 in advance of Ex result-
ing to left-handed polarization, whereas if (b � a) and (b � a) take opposite signs,
right-handed polarization occurs. Now let us calculate (b � a)/(b � a) for different
branches indicated in Figure 4.6.

For branch A,

(4.45)
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Figure 4.5. Replot of Figure 1(a) by distinguishing the different polarization handness associated with var-
ious mode. The dashed line corresponding to right handed polarized (� � 0) and solid line for left handed
polarized (� � 0).

JWUS_LC-Khoo_Ch004.qxd  1/17/2007  5:45 PM  Page 76



(4.46)

For branch B,

(4.47)

(4.48)

For branch C,

(4.49)

(4.50)

Similar equations can be found for branches D–F. The results of ratio (b � a)/(b � a)
for branches A–F are shown in Figure 4.7. 
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Figure 4.6. Different branches of �r � k relation for a cholesteric spiral with ��3 and ���0.4.
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Note that for k � 0 (propagation along � z direction), branches B and C are associated
with (b � a) / (b � a) � 0, such that right-handed polarization (RP) and the electromag-
netic modes experience a frequency gap (solid curve in Fig. 4.6). On the other hand,
modes in branch A [(b � a) / (b � a) � 0] have left-handed polarization (LP) and expe-
rience no frequency gap (dashed line in Fig. 4.6). Similar arguments can be made for the
k � 0 case. The two polarizations (LP and RP) have distinctive behaviors: one experi-
ences frequency gap at k �
 q0, while the other has no such gap. These confirm the state-
ments made earlier regarding reflection and transmission of right and left circularly
polarized light by cholesteric liquid crystals.

4.2.3. Cholesteric Liquid Crystals with Magneto-Optic Activity:
Negative Refraction Effect

In this section, we investigate the optical properties of cholesteric liquid crystals that
exhibit magneto-optic activity8–10 in the presence of an external static magnetic field:

(4.51)

with, � � (�|| � ��)/2,
−�–
� � (�||���)/2 (assuming positive anisotropy), and 

��12 � � i
 � ���12 comes from magneto-optic activity.10 Following the procedure
in the previous section, the eigenvalue problem becomes

(4.52)
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Figure 4.7. The value of (b�a)/(b�a) for different branches.
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To get nontrivial solutions, we require

(4.53) 

which yields the dispersion relation for the cholesteric liquid crystal (CLC) with
magneto-optic activity,

(4.54)

Note that if � � 0 (no magneto-optic activity), Equation (4.54) returns to the typical
cholesteric liquid crystal dispersion relation; cf. Equation (4.33). As we will see, the
term 4
kzq0 in Equation (4.54) gives rise to nonreciprocal optical properties.

From Equation (4.54), we get

Figure 4.8a depicts the numerically calculated photonic band structure for axial
propagation [�(kz, kx � ky � 0)] in cholesteric liquid crystal (� �1.7, �

––
� � 0.3).

The solid curve represents the band structure for CLC with magneto-optic activity
(
 � 0.01). For comparison, the case for 
 � 0 is also shown (dotted line).  It is
clear from Figure 4.8a that the presence of magneto-optic activity leads to a non-
reciprocal dispersion relation, as the band structure is not symmetric with regard to
the center of the reduced Brillouin zone (kz � 0) This asymmetric property can be
more clearly observed in Figure 4.8b, which is an enlarged view of the band struc-
ture near kz � 0 and Figure 4.8c near the band edge (kz � q0).

Besides the nonreciprocal alternation of CLC band structure, the presence of
magneto-optic activity can also cause the group velocity (vg) of the eigenmodes to
either increase or decrease or even change direction, depending on their polarization
handedness and direction of propagation. Figure 4.9 shows the behavior of the right
circularly polarized (RCP) eigenmode at band edge for various 
 values (magneto-
optic strength). With the increase of 
 value, the band slope (or vg) at band gap edge
changes from vg � 0 (standing circularly polarized) to vg 
 0. The change of group
velocity at band edge can generate interesting results. Figure 4.10 shows the calcu-
lated RCP photonic band structure for 
 � 0 and 
 � 0.2. As shown in the figure, for
� � �a, there is only one mode for the 
 � 0 case (k � ka). The mode has group
velocity in the � z direction. On the other hand, for 
 � 0.2, two modes are associated
with � � �a. One of the modes at k � ka,2 with phase velocity along the �z direction
has an opposite group velocity, pointing along the �z direction. These results show
that some RCP modes in cholesteric liquid crystal with sufficient magneto-optic activ-
ity could acquire antiparallel group and phase velocity at a certain frequency range
(the so-called negative index phenomena). CLC is but an example of chiral materials
which, in general, could exhibit a negative index of refraction.10
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4.3. SMECTIC AND FERROELECTRIC LIQUID CRYSTALS:
A QUICK SURVEY

Smectic liquid crystals possess a higher degree of order than nematics; they exhibit both
positional and directional orderings in their molecular arrangements. Long-range posi-
tional ordering in smectics is manifested in the form of layered structures, in which the
director axis is aligned in various directions depending on the smectic phase. To date, at
least nine distinct smectic phases, bearing the designation smectic-A, smectic-B,

80 CHOLESTERIC, SMECTIC, AND FERROELECTRIC LIQUID CRYSTALS

Figure 4.8 (a) Numerical calculated photonic band structure for axial propagation [�(kz, kx �  ky �  0)] in
cholesteric liquid crystal [� � 1.7, �

––
� � 0.3] with (solid curve 
 � 0.01 ) and without (dotted curve 
 � 0)

magneto-optic activity, (b) and (c) show the magnification of the photonic band structure near kz � 0 and
kz � q0.
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smectic-C through smectic-I, have been identified, in chronological order.11 Some smec-
tic liquid crystals, for example, smectic-C* materials, are ferroelectric; their molecules
possess permanent dipole moments.12,13 A good example of a room-temperature smec-
tic-A is 4,4�-n-octylcyanobiphenyl (OCB), whose molecular structure is shown in
Figure 4.11a. This material has also been studied in the context of nonlinear optical
pulse propagation and optical wave mixing phenomena.14,15 The liquid crystal nCB 
(n � 8 � 12) also exhibits the smectic-A phase.13 The well-studied liquid crystal 4-n-
octyloxy-4�-cyanobiphenyl (OOCBP), whose molecular structure is shown in Figure
4.11b, exhibits the smectic-C, smectic-A, and nematic phases as  functions of tempera-
ture. Smectic liquid crystals that are ferroelectric include HOBACPC,13 DOBAMBC,16

SMECTIC AND FERROELECTRIC LIQUID CRYSTALS: A QUICK SURVEY 81

Figure 4.9. Photonic band structure for RCP eigenmode near band edge kz � q0 for various magneto-
optic activity strength (
). 
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XL13654,17,18 and SCE9.19 A well-studied ferroelectric liquid crystal is DOBAMBC; its
molecular structure is shown in Figure 4.11c. Because of these differences in the degree
of order and molecular arrangement and the presence of a permanent dipole moment,
the physical properties of smectic liquid crystals are quite different from those of the
nematic phase. In this and the following sections we examine the pertinent physical the-
ories and the optical properties of three exemplary types of smectics: smectic-A, smec-
tic-C, and (ferroelectric) smectic-C*.

4.4. SMECTIC-A LIQUID CRYSTALS

4.4.1. Free Energy

The molecular arrangement of a smectic-A (SmA) liquid crystal is shown in Figure
4.lla. The physical properties of SmA are analogous to nematics in many ways.
However, because of the existence of the layered structures, there are important dif-
ferences in the dynamics and types of elastic deformation that could be induced by
applied fields.

In an ideal single-domain SmA sample, in which the layers are parallel and
equidistantly separated, the director axis components nx and ny are related to the layer
displacement u(x,y,z), in the limit of small distortion, by the following relationships:

(4.56a)n
u

xx ��
�
�

,
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Figure 4.10. Dispersion relationship near the band-edge for cholesteric liquid crystal without (dotted
lines) and with (full lines) magneto-optics coupling showing the possibilities of negative group velocity in
the latter case.
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(4.56b)

In the equilibrium case only u(x,y,z) and its spatial derivatives are needed to describe
elastic distortion in SmA. For example, a small director axis reorientation may be
represented by

(4.57)

The energy associated with this distortion, which corresponds to a compression of
the layer, is given by

(4.58)

This process is analogous to the compressibility of an isotropic liquid crystal.
Typically, the compressibility B� is on the order of 107–108 erg cm�3. Assuming further
that (i) there is no long-range transitional order in the plane, (ii) z and �z are equiva-
lent (no ferroelectricity), and (iii) the deformation is small so that the molecules at any
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Figure 4.11. (a) A smectic-A liquid crystal. (b) A liquid crystal that exhibits smectic-C, smectic-A, and
nematic phases. (c) Molecular structure of a ferroelectric liquid crystal.

JWUS_LC-Khoo_Ch004.qxd  1/17/2007  5:45 PM  Page 83



point remain perpendicular to the plane of the layer, the total free energy of the system
can be derived:1

(4.59)

The first term on the right-hand side is the unperturbed free energy. The second term
is the energy associated with layer compression. The third term is the splay 
distortion energy K1(��n̂)2, which is identical in form to that in nematics. Similarly,

the fourth term is the field-induced distortion energy ��m(��H�)2, as in nematics.
Note that Equation (4.59) contains only the splay distortion, which preserves the

layer spacing (see Fig. 4.12). The other two distortions, bend and twist, allowed in
nematics are prohibited in the SmA phase as they involve extremely high distortion
energy. This is also manifested in the form of a divergence in the value of the corre-
sponding elastic constants K3 and K2 in the nematic phase as the temperature
approaches the nematic → SmA transition,20 as shown in Figure 4.13.

4.4.2. Light Scattering in SmA Liquid Crystals

Light-scattering processes in SmA liquid crystals are governed by fluctuations in the
layer displacement; they are analogous to scattering in nematics, which will be dis-
cussed in detail in the next chapter. In terms of the Fourier Uq components of the
layer displacement, the free energy in the absence of an external field is given by1

(4.60)

where qz and q� are the scattering wave vector components parallel and perpendicu-
lar to the z axis, respectively.
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Figure 4.12. Splay distortion in a SmA liquid crystal.
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Following the derivation given in Chapter 5, the intensity of the scattered wave is
given by

(4.61)

where î and f̂ are the polarizations of the incoming and outgoing waves and ��(q) is
the fluctuation in the dielectric constant tensor:

(4.62)

where �� � �
�

� �
�
.

Using Equations (4.56a), and (4.56b), this gives

(4.63a)

(4.63b)

Accordingly, the scattered intensity can be derived:1

(4.64)

where � � (K1/B)1/2 is on the order of the layer thickness. There are two distinct
regimes: (1) qz �q� 
 0 and (2) qz � 0.

In case (1), note that q� �� 1 and we thus have

(4.65)I
K T

B

q

q
B

z

� � �2
2

2
,�

I
K T

B

q

q q
B

z

�
�

� �
�

2
2

2 2 4
,�

�

�� �yz

u

y
�� �

�
�

.

�� �xz

u

x
�� �

�
�

,

�� � � �� �� [ : : ],n n n n� �

I q i q f( ) ( ) ,
2

� � �� ���

SMECTIC-A LIQUID CRYSTALS 85

Figure 4.13. Measured values of bend and splay elastic constant in the nematic phase as a function of
the vicinity of nematic to SmA transition in CBOOA (after Cheung et al. (20)).
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which is on the order of KBT/Ecomp, similar to isotropic liquid crystals (see Chapter 5).
This is the usual case involving the transmission of light through a smectic film; the
scattering is much smaller than in the nematic phase.

Case (2), however, corresponds to large scattering. If qz � 0, Equation (4.64)
becomes

(4.66)

which is analogous to scattering in the nematic phase. The mode of excitation causing
large scattering corresponds to pure undulation for which the interlayer spacing is
fixed.

4.5. SMECTIC-C LIQUID CRYSTALS

4.5.1. Free Energy

The finite tilt of the director axis from the layer normal (taken as the ẑ axis) intro-
duces a new degree of freedom, namely, a rotation around the z axis, compared to the
SmA phase. This rotation preserves the layer spacing and therefore does not require
too much energy. Since �u/�y and �u/�x are equivalent to rotations around the x and
y axes, respectively, we may express the free energy in Smectic-C (SmC) liquid crys-
tals in terms of the rotation components:

(4.67)

Taking into account all the energy terms associated with director axis rotation, interlayer
distortion, and possible coupling between them, the total free energy of the system is
given by1

(4.68)

where

(4.69)

(4.70)F A
x

A
x

A
y

Bd
x y x� � � �

1

2

1

2

1

2

1

2

2 2 2

12 21

�
�

�

�
�
�

� � �

















��
�
u

z






2

,

F B
x

B
y

B
z

Bc
z z z� � � �

1

2

1

2

1

21 2 3 13

2 2 2

�

�

�

�

�

�

�� � �

















�� �z z

x z�

�

�
,

F F F Fc d cd� � � ,

� � �x y z

u

y

u

x
� ��

�
�

�
�

.

I
K T

B q

K T

K q
B B� ��

�
�

�

�2
2 4

2

1
2

� �

86 CHOLESTERIC, SMECTIC, AND FERROELECTRIC LIQUID CRYSTALS

JWUS_LC-Khoo_Ch004.qxd  1/17/2007  5:45 PM  Page 86



and 

(4.71)

Here Fc is the free energy associated with director axis rotation without change of
layer spacing, Fd is due to layer distortions, and Fcd is the cross term describing the
coupling of these layer distortions and the free-rotation process.

4.5.2. Field-Induced Director Axis Rotation in SmC Liquid Crystals

In practical implementations or switching devices, the logical thing to do is to
involve only one or a small number of these distortions. If an external field is applied,
the field-dependent terms [cf. Eq. (4.5a) and (4.5b)] should be added to the total free-
energy expression. The process of field-induced director axis distortion in SmC is
analogous to the nematic case. For example, the first three terms on the right-hand
side of Equation (4.70) correspond to the splay term in nematics:

(4.72)

Accordingly, if only such distortions (i.e., no layer displacement or coupling effects)
are induced in a SmC sample by an applied field, Freedericksz transitions (discussed
in the previous chapter for nematics) will occur.

Consider, for example, the effect caused by a magnetic field as depicted in 
Figure 4.14. The applied field has three components, H1, H2, and H3, and the respec-
tive diamagnetic susceptibility components are �m

1 , �m
2 , and �m

3 ; �m
3 corresponds to

the director axis, usually denoted as the C axis, �m
2 is along y, and �m

1 is in a direction
orthogonal to both C and y axis.

If the applied field is along the C axis (i.e., H3), a Freedericksz transition is possi-
ble for �m

2 � �m
3 . The director should rotate around the z axis so that, in the strong

field limit, its projection onto the smectic layer coincides with the y axis. There is no
change in the tilt angle �. The threshold field for this process is

(4.73)

where B is the appropriate elastic constant defined by Equation (4.69).

H
d

B
c m m3

2 3

1/2
sin

,�
�

� �

� �








1

2

1

2
.1 1

2

2

2

2

2 2

K
u

x

u

y
K

y x
x y�

�

�

�

�
�

�

�
� � �

















� �

F C
x x

C
y ycd

x z x z� �1 2 .
�
�

�

�
�
�

�

�
� � � �

SMECTIC-C LIQUID CRYSTALS 87

JWUS_LC-Khoo_Ch004.qxd  1/17/2007  5:45 PM  Page 87



If the applied field is along the y axis (i.e., H2), a rotation of the C axis around z as
depicted in Figure 4.15 will occur with a threshold field of

(4.74)

For an applied field along H1 and �m
2 � �m

1 , the threshold field is given by

(4.75)

Usually �m
3 > �m

2 � �m
1 and therefore case (2) involves the least field strength. 

4.6. SMECTIC-C* AND FERROELECTRIC LIQUID CRYSTALS

Smectic-C*, or ferroelectric liquid crystals, which possess nonzero spontaneous
polarization P�, may be classified into two categories. In the case of unwound SmC*
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Figure 4.14. Directions of the applied field components of H relative to the smectic C axis.

Figure 4.15. Rotation of the C axis around the layer normal; no change in layer spacing.
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liquid crystals, the director axis n̂ is tilted at a fixed angle � with respect to the layer
normal. It follows that the direction of P� is also fixed, as shown in Figure 1.12d. It is
optically homogeneous. On the other hand, the director axis of helically modulated
SmC* liquid crystals varies in a helical manner from layer to layer, as shown in
Figure 4.16. The director axis processes around the normal to the layer with a pitch
that is much larger than the layer thickness. The magnitude of the pitch is on the
order of the optical wavelength, and thus helically modulated SmC* liquid crystals
are optically inhomogeneous.

In helically modulated SmC* liquid crystals, the bulk polarization is vanishingly
small. The helicity can be unwound by an external field applied parallel to the smec-
tic layers. It can also be unwound by surface effects if the samples are sufficiently
thin (thickness �� pitch), leading to the so-called surface-stabilized ferroelectric
liquid crystal (SSFLC) with a nonvanishing macroscopic polarization.

Both the tilt angle � and the spontaneous polarization P� decrease in magnitude as
the temperature of the system is increased. Above a critical temperature TC*A, a phase
transition to the untilted SmA phase takes place.21

Various optical effects arise as a result of the presence of the spontaneous polar-
ization. Electro-optical effects will be discussed in Chapter 6. In this section our
attention will be focused on their basic physical and optical properties.

4.6.1. Free Energy of Ferroelectric Liquid Crystals

Recalling the free-energy expression for the nonferroelectric SmC liquid crystals dis-
cussed in the preceding section, one should not be too surprised to find that the free

SMECTIC-C* AND FERROELECTRIC LIQUID CRYSTALS 89

Figure 4.16. A helically modulated smectic-C* liquid crystal; the directions of both n and p vary spa-
tially in a helical manner.
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energy of ferroelectric liquid crystals is even more complicated. Besides the elastic
energy FE , several others play an equally important role in determining the response
of the ferroelectric-liquid crystal to an external field. These include the surface
energy density FS , the spontaneous polarization density FP, and the dielectric inter-
action energy density Fdiel with the applied field. These interactions have been stud-
ied by various workers; here we summarized the main results. 

The elastic part of the free energy is analogous to the chiral nematic phase. It has
been derived by Nakagawa et al.22 and can be expressed as follows:

(4.76)

where QT and QB are the inherent twist and bend wave numbers and b� n̂ � k̂ , where
k̂ is the layer normal unit vector.

Using the geometry shown in the Figure 4.16, the director axis n̂ becomes

(4.77)

Equation (4.59) becomes

(4.78)

where

(4.79a)

(4.79b)

(4.79c)

(4.79d)

(4.79e)

The dielectric interaction energy density is simply given by Fdiel �� D� �E�. For an 

applied electric field along the y axis, for example, in the plane of the smectic layer,
the interaction energy is given by
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where

(4.81a)

(4.81b)

More generally, Fdiel may be written as

(4.82)

where ����(��||���)/�.
The interaction of an electric field E� with the permanent polarization (sometimes

also termed spontaneous polarization) P�s is simply � P�s � E�. For the configuration
given in Figure 4.16, we have

(4.83)

As in the other phases of liquid crystals, the free energy associated with the surface
interaction is the most complicated one. It takes on further significance in the case of
surface-stabilized ferroelectric liquid crystals. These surface interactions have been
studied by various workers .23,24 In their treatments the surface energy is expressed as

(4.84)

where �s is the pretilt angle of the molecules. g1 and g2 are the respective coefficients
for the nonpolar and polar surface interaction terms. Nakagawa et al.22 later
improved upon this expression:

(4.85)

where

(4.86)

Here the superscripts 1 and 2 refer to the two cell boundary plates, � is a parameter
characterizing the anchoring potential, and C1,2 relates the relative stability between
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The total free energy of the ferroelectric liquid crystal system depicted in
Figure 4.16 is therefore given by

(4.87)

where F � FE � Fdiel � Fp � Fs.
The equilibrium configuration of the system is obtained by minimizing the total

energy with respect to �:

(4.88)

This yields

(4.89)

The dynamics of the molecular reorientation process is described by the torque
balance equation:

(4.90)

where 
1 is the rotational viscosity coefficient. 
In the bulk of the FLC, we thus have  

(4.91)

This equation is greatly simplified under the one-constant approximation (K1 � K2 �
K3 � K). This gives

(4.92)

From this, one can see that the dynamics is controlled by the elastic torque (first term
on the left-hand side), the optical dielectric torque (second term on the left-hand
side), and the polarization torque (third term on the right-hand side).
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The polarization part of the dynamics is governed by a time constant given by

(4.93)

Using typical values of Ps and 
1 for ferroelectric liquid crystals (Ps � 10�5 cm�2,

1 � 10�2 mks units, and E � 10�7 Vm�1), 	 is on the order of 100 �s. Ferroelectric
liquid crystals of much faster response time have by now been developed by several
research groups.25 In Chapter 6, we will discuss further details on electro-optical
switching in ferroelectric liquid crystals.

4.6.2. Smectic-C*–Smectic-A Phase Transition

The principal parameter that distinguishes smectic-C* from smectic-A is the tilt
angle �0 . Because of the chiral character of the molecule, the tilt processes around
the normal to the smectic layers, together with the transverse electric polarization P�

(cf. Fig. 4.16). In the theories developed to describe the phase transition phenomena
from the smectic-C* phase to the smectic-A phase, the tilt angle is treated as a pri-
mary order parameter of the system, very much as the director axis n̂ in the nematic
or cholesteric phase, while P� is regarded as a secondary one.

Writing the two components of P� and the tilt angle in the x-y plane as P� � (Px, Py)
and � � (�1, �2) the free-energy density f0(z) of the system can be expressed as a
Landau type of expansion in terms of �1, �2, Px, and Py, in the following form:26,27

(4.94)

In this expression only the coefficient of the term quadratic in the primary parame-
ter is temperature dependent, whereas the coefficient of the P2 term is constant; this
is so because it is not the interaction between the electric polarization that leads to a
phase transition. The coefficient A is of the form A � A0(T � TCA), where TCA is the
smectic-C–smectic-A transition temperature, K3 is the elastic constant, and 
 is the
coefficient of the so-called Lifshitz term responsible for the helicoidal structure. �
and C are the coefficients of the flexoelectric and piezoelectric bilinear couplings
between the tilt and the polarization. The coefficients 
 and C are dependent on the
chiral character of the molecules. For nonchiral molecules, 
 and C are zero; mini-
mization of the free energy given in Equation (4.94) yields a system where the direc-
tor axis is homogeneously tilted below the transition temperature Tc. There is no
linear coupling between the tilt and the polarization, and thus, P�. For temperatures

f z A B

d

dz

d

dz

0 1
2

2
2

1
2

2
2 2

1
2

2
1

( )
1

2

1

4
1

2

( ) ( )� � � �

� � �

� � � �

�
�

�
�


 





KK
d

dz

d

dz

P P P
d

dzx y x

3
1

2
2

2

2 2 11

2
( )

� �

�
�

�

























�

� � � �� � �P
d

dz
C P Py x y

�
� �2

2 1( ) .





	



� 1 .
P Es

SMECTIC-C* AND FERROELECTRIC LIQUID CRYSTALS 93

JWUS_LC-Khoo_Ch004.qxd  1/17/2007  5:45 PM  Page 93



below TC A, the smectic-C–smectic-A transition temperature, the magnitude of the tilt
angle � is given by a square-root dependence:

(4.95)

On the other hand, for chiral molecules, 
 and C are nonzero. In this case the free
energy is minimized if � and P� are described by the helical functions

(4.96)

(4.97)

Note that P� is locally perpendicular to the tilt. Both process around z with a pitch
wave vector q0 given by

(4.98)

The magnitude of the spontaneous polarization P0 is proportional to the tilt angle �0:

(4.99)

where �0 is similar to that given in Equation (4.95):

(4.100)

The smectic-C* smectic–A transition temperature TC*A is given by

(4.101)

Above TC*A, in the smectic-A phase, the two order parameters P0 and �0 vanish. If an
external field is present, as pointed out earlier, the helical structure can be unwound.
From this point of view, the effect of the electric field is equivalent to “canceling” the
elastic torque term K3q

2
0 in Equation (4.101), resulting in a homogeneous (i.e., non-

helical) C* system. The corresponding phase transition temperature for the unwound
system is thus given by

(4.102)
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Experimentally, TCA, TC*A, and T C*A
unwound are found to be very close to one

another. This is expected as the chiral terms in the free-energy expression are
basically small-perturbation terms. Their optical and electro-optical properties,
however, are considerably modified by the presence of the chirality and sponta-
neous polarization. As we remarked earlier, ferroelectric liquid crystals provide a
faster electro-optical switching mechanism.13 In the context of nonlinear optics,
the noncentrosymmetry caused by the presence of P� allows the generation of even
harmonic light.

REFERENCES

1. deGennes P. G. 1974. Physics of Liquid Crystals. Oxford: Clarendon Press.

2. Meyer, R. B. 1968. Appl. Phys. Lett. 14:208; deGennes, P. G. 1968. Solid State Commun.
6:163.

3. Sackmann, E., S. Meiboom, and L. C. Snyder. 1967. J. Am. Chem. Soc. 89:5982; Wysocki,
J., J. Adams, and W. Haas. 1968. Phys. Rev. Lett. 20:1025; Durand, G., L. Leger, F.
Rondele, and M. Veyssie. 1969. Ibid. 22: 227; Meyer, R. B. 1969. Appl. Phys. Lett. 14:208.

4. Fan, C., L. Kramer, and M. J. Stephen. 1970. Phys. Rev. A. 2: 2482.

5. Parson, J. D., and C. F. Hayes. 1974. Phys. Rev. A. 9:2652; see also deGennes.1

6. Yeh, P., and C. Gu. 1999. Optics of Liquid Crystal Displays. New York: Wiley Interscience.

7. Joannopoulos, J. D., R. Meade, and J. Winn. 1995. Photonic Crystals. Princeton, NJ:
Princeton University Press.

8. Zvedin, K., and V. A. Kotov. 1997. Modern Magnetooptics and Magnetooptical Materials.
Philadelphia, PA: Institute of Physics.

9. Eritsyan, S. 2000. J. Exp. Theor. Phys. 90:102–108.

10. Bita, I., and E. L. Thomas. 2005. Structurally chiral photonic crystals with magneto-optic
activity: Indirect photonic bandgaps, negative refraction, and superprism effect.  J. Opt.
Soc. Am. B. 22:1199–1210.

11. Gray, G. W., and J. Goodby. 1984. Smectic Liquid Crystals: Textures and Structures.
London: Leonard Hill.

12. Meyer, B., L. Liebert, L. Strzelecki, and P. J. Keller. 1975. J. Phys. (France) Lett. 36:69.

13. Khoo, I. C., and S. T. Wu. 1993. Optics and Nonlinear Optics of Liquid Crystals.
Singapore: World Scientific.; see also Anderson, G., I. Dahl, L. Komitov, S. T. Lagerwall,
K. Sharp, and B. Stebler. 1989. J. Appl. Phys. 66:4983 for other chiral smectics.

14. Khoo, I. C., and R. Normandin. 1984. J. Appl. Phys. 55:1416.

15. Khoo, I.C., R. R. Michael, and P. Y. Yan. 1987. IEEE J. Quantum Electron. QE-23:1344. 

16. Shtykov, N. M., M. I. Barnik, L. M. Blinov, and L. A. Beresnev. 1985. Mol. Cryst. Liq.
Cryst. 124:379.

17. Taguchi, A., Y. Oucji, H. Takezoe, and A. Fukuda. 1989. Jpn. J. Appl. Phys., Part 2. 28:
L997.

18. Macdonald, R., J. Schwartz, and H. J. Eichler. 1992. J. Nonlinear Opt. Phys. 1:103.

19. Liu, J., M. G. Robinson, K. M. Johnson, and D. Doroski. 1990. Opt. Lett. 15:267.

20. Cheung, L., R. B. Meyer, and H. Gruler. 1973. Phys. Rev. Lett. 31:349.

REFERENCES 95

JWUS_LC-Khoo_Ch004.qxd  1/17/2007  5:45 PM  Page 95



21. Pikin, S.A., and V. L. Indenbom. 1978. Ferroelectrics. 20:151.

22. Nakagawa, M., M. Ishikawa, and I. Akahane. 1988. Jpn. J. Appl. Phys., Part 1. 27:456. 

23. Handschy, M. A., and N. A. Clark. 1984. Ferroelectrics. 59:69.

24. Yamada, Y., T. Tsuge, N. Yamamoto, M. Yamawaki, H. Orihara, and Y. Ishibashi. 1987.
Jpn. J. Appl. Phys, Part 1. 26:1811.

25. See, for example, commercial information leaflets by the E. Merck (Germany) or BDH
(UK) companies; see also Khoo and Wu13.

26. Pikin, S. A., and V. L. Indenbom. 1978. Usp. Fiz. Nauk. 125:251.

27. Blinc, R., and B. Zeks. 1978. Phys. Rev. A. 18:740.

96 CHOLESTERIC, SMECTIC, AND FERROELECTRIC LIQUID CRYSTALS

JWUS_LC-Khoo_Ch004.qxd  1/17/2007  5:45 PM  Page 96



Liquid Crystals, Second Edition By Iam-Choon Khoo
Copyright © 2007 John Wiley & Sons, Inc.

97

5
Light Scattering

5.1. INTRODUCTION

In earlier chapters we discussed some specific light-scattering processes in the
mesophases of liquid crystals. In particular, we found that the ability of the mole-
cules to scatter light is very much dependent on the orientations and fluctuations of
the director axis and their reconfiguration under applied fields. There are, however,
light-scattering processes that occur on the molecular level that involve the electronic
responses of the molecules. In this chapter we discuss the general approaches and
techniques used to analyze light-scattering processes in liquid crystals that are appli-
cable in many respects to other media as well.

Approaches to the problems of light scattering in liquid crystals may be classified
into two categories. In one category, such as Brillouin and Raman scatterings, knowl-
edge of the actual molecular physical properties, such as resonances and energy level
structures, is needed. On the other hand, in the electromagnetic formalism for light-
scattering phenomena, one needs to invoke only the optical dielectric constants and
their fluctuations. This latter approach is generally used to analyze orientational fluc-
tuations in liquid crystals.

The process of light scattering can also be divided into linear and nonlinear
regimes. In linear optics the properties of liquid crystals are not affected by the inci-
dent light, which may be regarded as a probe or signal field. The resulting scattered
or transmitted light, in terms of its spatial or temporal frequency spectrum and inten-
sity, reflects the physical properties of the material. On the other hand, in the nonlin-
ear optical regime the incident light interacts strongly with and modifies the
properties of the liquid crystals. The resulting scattered or transmitted light will
reflect these strong interactions.

In this and the preceding chapters, our attention is focused on linear optical scatter-
ing processes, which are nevertheless quite important in nonlinear optical phenomena.
Nonlinear optics and the nonlinear optical properties of liquid crystals will be pre-
sented in Chapters 8–12. We begin with a review of the electromagnetic theory of light-
scattering terms associated with fluctuations of optical dielectric constants associated
with temperature effects.  Raman and Brillouin scatterings, which involve molecular
energy levels and rovibrational excitations, will be given later in this chapter.
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5.2. GENERAL ELECTROMAGNETIC FORMALISM OF LIGHT
SCATTERING IN LIQUID CRYSTALS

Scattering of light in a medium is caused by fluctuations of the optical dielectric
constants ��(r�, t). In isotropic liquids ��(r�, t) are mainly due to density fluctuations
caused by fluctuations in the temperature. For liquid crystals in their ordered
phases, an additional and important contribution to ��(r�, t) arises from director axis
fluctuations.

As a result of ��(r�, t), an incident light will be scattered. The direction, polarization,
and spectrum of the scattered light depends on the optical-geometrical configuration.

In general, for a uniaxial birefringent medium such as a liquid crystal, the dielec-
tric constant tensor may be written as

(5.1)

where n� and n� are the components of a unit vector n̂ along the optical axis. (In liq-
uid crystals n̂ is the director axis.) Fluctuations in ��� come from changes in �� and
�|| due to density and temperature fluctuations and from fluctuations in the directions
of n̂. Light scattering in liquid crystals was first quantitatively analyzed by
deGennes1 using classical electromagnetic theory and assuming that �� is small.

Consider a small volume dV located at a position r from the origin as shown in
Figure 5.1. The induced polarization �P� (dipole moment per unit volume) at this
location by an incident field E� inc�î E exp[i(k�i �r���t)] is given by

(5.2)

� � �

��

P E

E

�

�

�

�

0 inc

inc ,

�

�

� � � � ��� �� � �� � �� �� ��� n n ,

Figure 5.1. Scattering of light from an elementary volume located at r.
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where ��� is the change in the dielectric constant tensor. This contributes an outgoing
field at r� given by2

(5.3)

where P��(r�) is the component of �P� normal to the direction R �� r���r. The total out-
going field Eout at a position r� in the so-called far-field zone (|r��r| >> �) is given
by the integral of all the radiated contributions from the volume.

Let f̂ denote the polarization vector of the outgoing field and let k�f denote its
wave vector; that is, writing

(5.4)

we have

(5.5)

where q � kf � ki. The scattering amplitude afi is defined by

(5.6a)

that is,

(5.6b)

where ��fi (r�)�f̂ : �� : î . Writing

(5.7)

we have

(5.8)
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The differential scattering cross section d�/d	 � ���fi�2� (per solid angle) is given
by the thermal average of ��fi�2; that is,

(5.9)

The thermal average is used because the fluctuations are attributed to the tem-
perature.

5.3. SCATTERING FROM DIRECTOR AXIS FLUCTUATIONS IN
NEMATIC LIQUID CRYSTALS

Scattering of light in nematic liquid crystals is a complicated problem, since so many
vector fields are involved. The crucial parameters are the wave vectors ki and kf, the
scattering wave vector q, the director axis orientation n̂, and its fluctuations �n from
its equilibrium direction n̂0. As developed by deGennes,1 the problem of analyzing
light scattering in nematic liquid crystals can be greatly simplified if the coordinate
system is properly defined in terms of the initial orientation of the director axis n̂o

with respect to the scattering wave vector q.
As shown in Figure 5.2, the director axis fluctuation �n (which is normal to n̂o

since �n̂ � � 1) is decomposed into two orthogonal components �n1 and �n2, along
the unit vectors ê1 and ê2, respectively. Note that one of them, �n1, is in the plane
defined by q and n̂0 (taken as ẑ  ), and the other, �n2, is perpendicular to the q-z
plane.

d

d fi

�

	
�� �� � 	2 .
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Figure 5.2. Coordinate system for analyzing light scattering in nematic liquid crystals in terms of two
normal modes.
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In this case one can express �n1(r) and �n2(r) in terms of their Fourier components as

(5.10)

The inverse Fourier transform is given by

(5.11)

The total free energy associated with this director axis deformation is, from
Equation (3.6), given by

(5.12)

Substituting Equation (5.10) in Equation (5.12), we thus have

(5.13)

An important feature of the total free energy is that it is the sum of the energies
associated with the two normal modes �n1 and �n2; these modes are not coupled to
each other. From classical mechanics, at thermal equilibrium, the thermally averaged
energy of each normal mode is kBT, where kB is the Boltzmann constant. In other 

words, we have

(5.14)

that is,

(5.15)

From Equation (5.1) the change in ��� associated with the director axis fluctuation
comes from the second term:

(5.16)
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where î and f̂ are the incident and outgoing optical field polarization directions,
assumed to be orthogonal to one another (cf. Fig. 5.3). If we express �n(r) in terms
of its Fourier components, that is,

(5.18)

Equation (5.17) becomes

(5.19)

Using Equations (5.8) and (5.9) and ��fi given previously and noting that when
we square �fi cross terms are decoupled, we finally have

(5.20)
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Figure 5.3. Geometries for intense scattering of the incident light. Note that the incident and scattered
light are cross polarized.
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Using Equation (5.15) for ��n12(q)�2�, the differential cross section thus becomes

(5.21)

Consider the scattering geometry shown in Figure 5.3a. Note that q1 
 2k sin (�/2)
(since ki 
 kf 
 k), q3 � 0, i3 � f1 � f2 � 0, f3 � 1, i1 � cos (�/2), and i2 � sin (�/2).
Inserting these parameters into Equation (5.21) yields

(5.22)

Using ql � 2k sin (�/2) gives

(5.23)

One can similarly deduce the differential scattering cross sections for other geome-
tries. Equations (5.22) and (5.23) give good agreement with experimental observa-
tions:3, 4

1. Scattering is intense for crossed polarizations (i.e., when the incident and out-
going optical electric fields are orthogonal to each other).

2. Scattering is particularly strong at small scattering wave vector q, small �.

If an external field is present (e.g., a magnetic field applied in the z direction),
the director axis fluctuations may be reduced. Quantitatively, this may be esti-
mated by including in the free-energy equation [Eq. (5.12)] the magnetic interac-
tion term

(5.24)

The reader can easily show that this will modify the result for ��n1,2(q)�2� [cf. Eq. (5.15)]
to yield

(5.25)

which shows that the fluctuation-induced scattering will be quenched at high
field.5
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5.4. LIGHT SCATTERING IN THE ISOTROPIC PHASE OF 
LIQUID CRYSTALS

In the isotropic phase director axis orientations are random. The optical dielectric
constant, a thermal average, is therefore a scalar parameter. The fluctuations in this
case are due mainly to fluctuations in the density of the liquid caused by temperature
fluctuations.

Denoting the average dielectric constant in the isotropic phase by � and denoting
the local change in the volume by u(r), the dielectric constant may be expressed as

(5.26)

The compressional energy associated with the volume change is

(5.27)

(5.28)

where u(q) is the Fourier transform of u(r), in analogy to our previous analysis of
n(r) and n(q), and W is the isothermal compressibility. Applying the equipartition
theorem, we get

(5.29)

From Equation (5.8) and noting that ��fi(q) � f̂�î ��u (q), the scattering amplitude afi

is given by

(5.30)

This finally gives the differential cross section

(5.31)

Light scattering in the isotropic phase is considerably less than in the nematic
phase, as one may see from the photographs of a transmitted laser beam through a
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nematic liquid crystal in Figures 5.4a and 5.4b for temperatures below and above,
respectively, the phase transition temperature Tc. Because of such a drastic change in
the scattering loss, Tc is sometimes called the “clearing temperature.”

More quantitatively, one can compare the corresponding scattering cross sections
[cf. Eq. (5.21). and (5.31)]. The ratio �R of d�/d	 (nematic) over (divided by) d�/d	
(isotropic) is on the order of

(5.32)

Letting a be the characteristic length of the binding energy of the molecule u,
we have K � u/a, W � u/a3, 1/q � � (optical wavelength), and ��/�� � 1. Therefore,

(5.33)

Typically, � � 5000 Å and a 
 20 Å, so �R � 106; that is, scattering in the nematic
phase is about six orders of magnitude larger than scattering in the isotropic 
phase (cf. Fig. 5.4c). This is attributed to the fact that dilation leading to density
change in the isotropic phase is characterized by W; this involves much 
more energy than rotation of the director axis, characterized by K, in the nematic
phase.

As the temperature of the isotropic liquid crystal is lowered toward Tc, the molec-
ular correlation becomes appreciable, and the scattering contributed by the orienta-
tional fluctuations will begin to dominate. The scattering cross section is
proportional to 〈|��fi(q)|2〉 [cf. Eq. (5.9)]. Ignoring the tonsorial nature of �, the quan-
tity |��(q)|2 in the q variable may be expressed in terms of the correlation of �(r); that
is, the scattering cross section is proportional to

(5.34)

Using the Landau theory,1,6

(5.35)

where � is the so-called correlation length:
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Figure 5.4. Photograph of the transmitted laser beam through a nematic liquid crystal film (100 nm
thick): (a) below and (b) above the nematic–isotropic phase transition temperature; (c) experimentally
measured scattering coefficient below and above Tc of an unaligned E7 sample (after Khoo and Wu8).
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Substituting Equation (5.35) in Equation (5.34) gives

(5.37)

(5.38)

This is in agreement with the experimental observation of Lister and Stinson.7

5.5. TEMPERATURE, WAVELENGTH, AND CELL GEOMETRY
EFFECTS ON SCATTERING

While the ability to scatter light easily is a special advantage of nematics for various
optical and electro-optical applications, it also imposes a severe limitation on the
optical path length through the liquid crystal. The actual amount of scattering expe-
rienced by a light beam depends on a variety of factors, including the cell thickness,
geometry, boundary surface conditions, external fields, and optical wavelength. Here
we summarize some of the general observations.

As experimentally observed by Chatelain,3 light scattering in the nematic phase is
remarkably independent of the temperature vicinity to Tc (i.e., independent of Tc�T),
in spite of the dependence of the scattering cross section on several highly temperature-
dependent parameters such as the dielectric anisotropy �� and the elastic constants Kl,
K2, and K3. This is actually due to the fortuitous cancellation of the temperature depen-
dences of K and ��. In the Landau�deGennes theory, K is proportional to the square
of the order parameter, S2, whereas �� is proportional to S. From Equation (5.13) note
that d�/d	 � ��2/K and is therefore independent of S. In other words, the scattering
cross section d�/d	 is relatively constant with respect to variation in Tc�T.

This temperature independence is also noted in nonlinear scattering4 involving the
mixing of two coherent laser beams in nematic liquid crystals. The coherently scat-
tered wave intensity is also shown to be proportional to ��2/K and is thus independ-
ent of Tc � T.

The differential scattering cross sections given in Equations (5.21) and (5.31) allow
us to deduce the optical wavelength dependence. Note that, basically, for nematics

(5.39)

since �/c � K� 2
/� and q � 1/� for a fixed scattering angle. For isotropic liquid
crystals

(5.40)

which is a well-known dependence for an isotropic medium.
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The wavelength dependence of the scattering cross section of nematic liquid crys-
tals, in terms of losses experienced by a laser beam in traversing an aligned cell, has
been measured in our laboratory by Liu.8 Figure 5.5 shows a plot of the loss constant
� in an aligned E46 sample (defined by Itransmitted � Iincidente

��d, where d is the cell
thickness) for several argon and He-Ne laser lines. In general, a dependence of the
form ��n (n � 2.39) is observed.

Scattering of light in nematic cells is highly dependent on the cell geometry, espe-
cially the cell thickness. This may be seen by including the boundary elastic restor-
ing energy term, on the order of K/d2 (d is the cell thickness) into the calculation for
the director axis fluctuations. For d � q�1, this boundary energy term is insignifi-
cant. On the other hand, for d ��q�1, one would expect that the scattering would be
reduced by these boundary effects.

An important manifestation of the dependence of light scattering on the liquid
crystal cell geometry is seen in studies on nematic optical fibers.9 These are made by
filling a microcapillary tube with nematic liquid crystals. It is found that if the core
diameter of the nematic fiber is on the order of 10 �m or less, the scattering loss is
dramatically reduced to 1 or 2 dB/cm, compared to the usual value of about 20
dB/cm for a flat cell.

A rigorous calculation for the director axis fluctuations in a cell of finite thickness (as
opposed to the theory developed by deGennes previously for bulk film) has been per-
formed by Zeldovich and Tabiryan.10 Furthermore, their theory also treats the problem
of phase coherence of the light just after passing the cell (i.e., in the so-called near zone).
It is found that, in general, very strong transverse phase fluctuations, caused by thermal
fluctuations of the director axis, are experienced only by an obliquely incident extraor-
dinary wave; on the other hand, an ordinary wave undergoes no phase fluctuation for any

108 LIGHT SCATTERING

Figure 5.5. Experimentally measured scattering loss in a nematic liquid crystal (E46) that is homeotrop-
ically aligned. In a 90-µm-thick sample, the typical scattering loss was measured to be about 18 cm�1.
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alignment of the nematic liquid crystal cell (homeotropic, planar, or hybrid) at normal or
oblique incidence. These phase fluctuations across the beam’s cross section are mani-
fested in strong speckled scatterings of the transmitted beam.

5.6. SPECTRUM OF LIGHT AND ORIENTATION 
FLUCTUATION DYNAMICS

Just as the scattered light is distributed over a spectrum of wave vectors kf, for a given
incident wave vector ki, the frequency of the scattered light is distributed over a spec-
trum of frequencies �f, for a given incident light frequency �i. This spread in fre-
quency ��� �f – �i is inherently related to the fact that the director axis fluctuations
are characterized by finite relaxation time constants.

In general, if the relaxation dynamics is in an exponential form [e.g.,
�n(t) � �n(0)e�t/�], the frequency spectrum associated with this process, which is
obtained by the Fourier transform of �n(t), is a Lorentzian. The half-width of the
Lorentzian �� is related to � by ���2/�.

As shown in Chapter 3, the dynamics of the orientational fluctuations depends on
the distortion modes involved and the corresponding viscosity coefficient.

For a pure twist-type distortion, the equation of motion governing the elastic
restoring energy and the viscous force is of the form

(5.41)

where x is the direction of the wave vector q of the fluctuation. We may write

(5.42)

Equation (5.41) could be solved to give

(5.43)

The time constant for the twist deformation is thus

(5.44)

and the scattered light will possess a frequency spectrum, centered at �i, with a
half-width

(5.45)��
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The dynamics of the other two types of orientation distortions, bend and splay
deformations, are more complicated because such distortions are necessarily accom-
panied by flow (i.e., physical translational motion of the liquid crystal); this phe-
nomenon is sometimes called the backflow effect, which may be regarded as the
reverse effect of the flow-induced reorientation effect discussed in Chapter 3. A
quantitative analysis of these processes11 shows that the half-widths of the spectra
associated with pure splay and pure bend deformations are given, respectively, by 

(5.46a)

and

(5.46b)

where �2 and �3 are Leslie coefficients, and �1 and �2 are viscosity coefficients
defined in Chapter 3.

Using typical values (in cgs units) of K1 � 6 	 10�7, K2 � 3 	 10�7, K3 � 8 	 10�7,
�1 � 76 	 10�2, �2 � 103 	 l0�2, 
1 � 41 	 l0�2 for MBBA, �1� �2

3 /�2 � 19 	 10�2,
and �1��2

3 /�1 � 126 	 10�2, these linewidths are estimated to be on the order of

(5.47)

Depending on the value of q, the scattering wave vector, these frequency bandwidths are
on the order of a few to � 102 Hz. For example, if the wavelength of light  � � 0.5 �m
� 0.5 	 l0�4 cm and the scattering angle is 10�2, we have q2 
 1.6 	 106 and so
��splay � 16, whereas ��twist � ��bend �1.6. These are usually referred to as the
“slow” mode spectrum.

On the other hand, the relaxation process associated with the backflow is a com-
paratively faster one. This flow process is characterized by a time constant:12

(5.48)�
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and thus a frequency bandwidth ��f of

(5.49)

Using �2 �1	10�2 and ��l, we have ��f � 2	l0�2q�2, which is about four or five
orders of magnitude larger than the slow-mode spectrum.

5.7. RAMAN SCATTERINGS

5.7.1. Introduction

Raman scatterings provide very useful spectroscopic and molecular structural informa-
tion.13 The process involves the interaction of the incident lasers with the vibrational or
rotational excitations of the material. These Raman transitions involve two energy lev-
els of the material connected by a two-photon process, as shown in Figure 5.6. Actually,
of course, there are much more levels involved, but the following two-level model is
sufficient for describing the basic physics of the interaction.

When an incident laser of frequency �1 propagates through the material, two dis-
tinct Raman processes could happen. In the so-called Stokes scatterings, the electron
in level 1 will be excited to level 2, and light emission at a frequency �s � �1��R will
occur. In anti-Stokes scatterings, the electron in level 2 makes a transition to level 1,
owing to its interaction with the incident laser, and light emission at �� � �1 � �R

will take place.
The population of level 1 is usually greater than that of level 2, and Stokes scat-

tering will occur more efficiently than anti-Stokes scattering. However, if level 2 is
unusually populated (e.g., as a result of a laser-induced transition from level 1), this

��
�
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q
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2
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2
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Figure 5.6. Raman scattering involving the generation of Stokes and anti-Stokes light.
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notion regarding Stokes and anti-Stokes scattering efficiency is not valid, especially
when intense laser fields are involved.

Since the process involves the emission of light by the material, it may occur in
either spontaneous or stimulated fashion. In Chapter 9 stimulated Raman (as well as
Brillouin) scattering processes, where the generated radiations are phase coherent
with respect to the incident wave, will be discussed in the context of nonlinear optics.
Here we present a discussion of spontaneous and stimulated Raman scattering
processes in terms of quantum mechanics.

5.7.2. Quantum Theory of Raman Scattering: Scattering Cross Section

Raman scatterings are due to the interaction of light with material vibrations. Let q
be the normal vibrational coordinate and let U(q) be the potential energy associated
with this mode. Because of the optical field displacement qv on q, the polarizability
�(q) of the atom (or molecules comprising the nonlinear material) becomes

(5.50)

This gives an induced dipole moment dind:

(5.51)

and an interaction Hamiltonian HR:

(5.52)

In a quantized harmonic oscillator representation (cf. Yariv14), qv and E can be
expressed in terms of annihilation (a) and creation operators (a�):

(5.53a)

(5.53b)

The first term on the right-hand side of Equation (5.53b) comes from the incident
laser field E1, and the second term comes from the Stokes field ES.

The action of the annihilation a and creation operators a� is as follows: Let
�nl�, �ns�, and �nv� and denote the energy states of the laser, the Stokes, and the
molecular vibrations, respectively. Then we have al�nl�→ �nl�1�, a�

l �nl�→ �nl�1�;
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as �ns�→ �ns�1�; a�
s �ns�→ �ns�1�; and av �nv�→ �nv�1�, a�

v �nv�→ �nv�1�. In
other words, the action of the operators a and a� is to decrease or to increase,
respectively, the number of excitations in the corresponding energy state. In this
picture the total wave function of the system is represented by a product of the
laser, the Stokes, and the vibrational states, that is,

(5.54)

From Equations (5.52) and (5.53) we can see that, in general, the interaction
Hamiltonian HR for Raman scattering consists of a triple product in the a’s and a�’s.
In particular, Stokes scattering is associated with the action of a term alas

�av
� on the

initial total wave function of the system �i�s��nl��ns��0�v, which yields a final state
where the vibration state (initially a vacuum state) is increased by one unit, while a
photon is removed from the incident laser and a Stokes photon is created:

(5.55)

Similarly, the inverse scattering process corresponds to the action of al
�asav on an ini-

tial state �i�a��nl��ns��1�, that is,

(5.56)

In accordance with perturbation theory,14 the probability of these transitions is pro-
portional to the square moduli of the matrix elements for these processes. For Stokes
scattering,

(5.57)

For inverse scattering,

(5.58)

where D is the proportional constant, which may be shown by a rigorous quantum
mechanical calculation14 to be the same for these two processes.

Considering the growth in time of the Stokes photons and using Equations (5.57)
and (5.58), we have

(5.59)
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W f a a a i D n na a l s v a l s� � � � � 	 �� � �2 ( 1) ,

W f a a a i Dn ns s l s v s l s� � � � � 	� � � �2 ( 1).


� 	�


� 	 � 	 � 	� 
� 	 � 	 � �


� 	�i

a a a n n n n n n

fa

l s v l s v l s v

a

� � � � �1 1 1 0 .�


� 	�


� 	 � 	 � 	� 
� 	 � 	 � 	�


� 	�i

a a a n n n n n n

f
s

l s v l s v l s v

s

� � � � � �1 1 1 1 .�

� 	 � 	 � 	 � 	� � n n nl s v .

RAMAN SCATTERINGS 113

JWUS_LC-Khoo_Ch005.qxd  1/17/2007  11:59 AM  Page 113



where N1 and N2 are the respective probabilities of occupation of the ground state
�1�(nv�0) and the excited state �2�(nv�1).

In ordinary (spontaneous) Raman scattering, ns��1 and N2��N1. We thus have

(5.60)

Since the number of photons is conserved, dns /dt � �dnl /dt, Equation (5.60) yields

(5.61)

or

(5.62)

where n(w1) is the refractive index. This gives

(5.63)

where

(5.64)

is the attenuation constant for the incident laser at �1. Note that �l is independent of
the incident laser intensity. Also, from Equation (5.60), the number of Stokes
photons scattered is proportional to the incident laser intensity at any given time. By
considering the number of Stokes photons scattered into a differential solid angle d	,
the proportional constant D in Equation (5.64) is shown by Yariv14 to be related to the
differential cross section d�/d	 by

(5.65)

where N is the density of the molecules, V is the volume, n(�s) and n(�l) are the
respective refractive indices at Stokes and incident laser frequencies, and �� is the
natural linewidth of the transition.

From Equation (5.60) we can see that the rate of production of Stokes photons is
proportional to the incident laser intensity (i.e., proportional to nl). Hence, if the inci-
dent laser is intense enough, the Stokes photon number ns can be substantial (��1).
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In this case the scattering process will take on a totally different form, and the Stokes
wave will grow exponentially. To see this, consider Equation (5.59) for the case nl,
ns ��1. We have

(5.66)

This gives

(5.67)

or, for the Stokes intensity,

(5.68)

where

(5.69)

Since nl is related to Il by

we have

(5.70)

In other words, the Stokes wave experiences an exponential gain constant 
(if N1 � N2) that is proportional to the incident laser intensity. If this gain is larger
than the loss � owing to absorption, random scatterings, and so on experienced by the
Stokes wave, it is possible to have laser oscillations (i.e., the generation of Stokes
lasers). Such a process is called stimulated Raman scattering.

For a more detailed discussion of stimulated scatterings as nonlinear optical wave
mixing processes, the reader is referred to Chapter 11.

5.8. BRILLOUIN AND RAYLEIGH SCATTERINGS

In general, for pure nonabsorbing media, the spectrum of spontaneously scattered
light from an incident laser centered at �1 is of the form given in Figure 5.7. The
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Raman-Stokes radiations (at � � �l � �R) and the anti-Stokes radiations 
(at � � �1 � �R) are far to the side of the central frequency.

Around the central frequency �1, in general, the spectrum consists of a Rayleigh
scattering peak centered at �1, two Brillouin scattering peaks at (�l � ��), and a
broad background that is generally referred to as the Rayleigh wing.

Rayleigh scattering is due to the entropy or temperature fluctuations, which cause
nonpropagating density (and therefore dielectric constant) fluctuations. On the other
hand, Brillouin scattering is due to the propagating pressure (i.e., sound) waves, and
is often referred to as the electrostrictive effect. An incident laser can generate
copropagating or counterpropagating sound waves at a frequency �B. Hence, the
spectrum of the scattered light consists of a doublet centered at �l � �B.

Rayleigh wing scattering is due to the orientational fluctuations of the anisotropic
molecules. For typical liquids these orientational fluctuations are characteristic of the
individual molecules’ movements and occur in a very short time scale (� 10�12 s).
Consequently, the spectrum is quite broad. In liquid crystals studies of individual
molecular orientation dynamics have shown that the relaxation time scale is on the
order of picoseconds15 and thus the Rayleigh wing spectrum for liquid crystals is also
quite broad.

From the discussion given in earlier chapters, we note that in liquid crystals, the
main scattering is due to collective or correlated orientational fluctuations. These, of
course, are much slower processes than individual molecular motions. The spectrum
from these correlated or collective orientational fluctuations is therefore very sharp
and is embedded in the central Rayleigh peak region.

The dynamics of orientational scattering has been discussed on various occasions
in the preceding chapter. We shall discuss here the mechanism of Brillouin and
Rayleigh scatterings.

The origin of these scattering processes is the dielectric constant change  �� asso-
ciated with a change �� in the density, that is,

(5.71)� ��
�

�
��

�
�

.
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Figure 5.7. A typical spectrum of light spontaneously scattered from a liquid or liquid crystal.
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The fundamental independent variables for the density are the pressure P and the
entropy S. Therefore, we can express �� as

(5.72)

where the terms on the right-hand side of Equation (5.72) correspond to the adiabatic
and isobaric density fluctuations, respectively.

5.8.1. Brillouin Scattering

The pressure wave �P obeys an equation of motion of the form:16

(5.73)

where vs is the velocity of sound and T is the damping constant.
The velocity of sound can be expressed in terms of the compressibility Cs or the

bulk modulus 
:

(5.74)

Then

(5.75)

The damping constant can be further expressed as

(5.76)

where �s is the shear viscosity coefficient and �b is the bulk viscosity coeffi-
cient.

The presence of the Brillouin doublet in the scattered wave from the medium in
which there is an acoustic wave may be seen as follows. For simplicity, we will
ignore all tensor characteristics of the problem. Let the pressure wave be of the
form
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As a result of this change in pressure, a dielectric constant change occurs and is given
by

(5.78)

Using the definition for the electrostrictive coefficient �e � �(��/��) and 
Cs � 1/�(��/�P), we thus have

(5.79)

Writing the incident optical electric field as

(5.80)

we can see that the dielectric constant will give rise to an induced polarization

(5.81)

From Equation (5.77) for �P and Equation (5.80) for Einc, the reader can easily ver-
ify that the scattered waves contain two components. One component possesses a
wave vector k_ � k � q oscillating at a frequency � � �B. This corresponds to the
scattering of light from a retreating sound wave. The other scattered component is
characterized by a wave vector k� � k � q oscillating at a frequency � � �B. This
corresponds to the scattering of light from an oncoming sound wave. These two com-
ponents are very close to each other in magnitude.

The wave vectors of the incident k1 and scattered k2 light and the acoustic wave
vector q are related by the wave vector addition rule shown in Figure 5.8 for both
processes.
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Figure 5.8. Wave vector addition rule for the Brillouin scattering processes. 
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For Stokes scattering, �2 � �1 � �B and k2 � k1� q; for anti-Stokes scattering,
�2 � �1 � �B and k2 � k1 + q.

Since |k1| 
 |k2| and |q| � 2|k1|sin(�/2), the frequency �B of the acoustic wave is
thus given by

(5.82)

The spectral width of the scattered line is related to the acoustic damping constant 	.
This may be obtained by substituting �P in Equation (5.77) into the acoustic equa-
tion (5.73). This gives

(5.83)

or

(5.84)

(5.85)

if �B	 �� vs
2 (which is usually the case). This shows that the acoustic wave is char-

acterized by a damping constant

(5.86)

The inverse of this, �p � 1/	B, is often referred to as the phonon lifetime. As a result,
the spectrum of the Brillouin doublet is broadened by an amount

(5.87)

Using q � 2|k1|sin(�/2), we get

(5.88)

5.8.2. Rayleigh Scattering

The entropy fluctuation �S obeys a diffusion equation similar to that for the temper-
ature fluctuation:
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where Cp is the specific heat at constant pressure and K is the thermal conductivity.
A solution of the diffusion equation is a nonpropagative function of the form

(5.90)

where the thermal damping constant 	T is given by

(5.91)

Following the preceding analysis, we can see that the scattering caused by the
entropy fluctuation does not shift the frequency. Instead, because of the exponen-
tially decaying dependence, e�	T t it broadens the light by an amount ��� 	T. Again,
since q � 2|k1|sin(�/2), we have

(5.92)

5.9. NONLINEAR LIGHT SCATTERING: SUPRAOPTICAL
NONLINEARITY OF LIQUID CRYSTALS

Preceding sections deal mostly with what may be termed linear light-scattering
processes by the liquid crystals, in which changes in the liquid crystalline properties
give rise to the scattered light’s temporal and spatial (directions) frequencies. The
incident light or scattered lights do not create significant changes in the liquid crys-
tal properties. On the other hand, there are so-called nonlinear light-scattering
processes in which the light interacts sufficiently strongly with the liquid crystal to
change its molecular or crystalline properties (e.g., director axis orientation) or
molecular energy level populations (Raman scatterings). The reorientation of the
director axis gives rise to a different effective refractive index experienced by the
light and modifies its propagation, intensity, polarization states, etc., accordingly.
These nonlinear optical processes will be discussed in detail in Chapters 9–12.

As a result of their extraordinarily large light-scattering abilities [cf. Eq. (5.33)],
nematic liquid crystals are among the most nonlinear light-scattering medium and have
been studied in this context over the past two decades.  Recent studies17 have shown
that their extremely strong light-scattering properties can be utilized for self-action
effect with unprecedented low optical power and for interaction length that are orders
of magnitude shorter than before. Specifically, these authors have demonstrated an all-
optical polarization switching effect based on stimulated orientational scattering with a
1.55 �m laser (as well as visible lasers) in which the milliwatt power incident beam is
almost completely converted to an orthogonally polarized output after traversing a 
200-�m-thick nematic liquid crystal (NLC) film. With optimal choice of materials, the
operation power could easily be reduced to sub-milliwatt level. 
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Liquid crystals also ushered in the era of supranonlinearities characterized by an
optical index change coefficient n2 � 1 cm2/W or larger. (n2 is defined by n2��n/I,
where �n is the light-induced index change and I is the optical intensity.) By com-
parison, what used to be known as a highly nonlinear anisotropic liquid such as CS2

is characterized by an n2 about ten orders of magnitude lower. Such nonlinearities
were first discovered in methyl red dye molecule-18, C60-, and/or carbon nanotube-
doped NLC.19,20 These supraoptical nonlinearities have enabled many nonlinear
processes such as optical limiting and coherent image processing21 with even lower
operational power threshold and make these NLC films competitive alternatives to
their much more costly counterpart—optoelectronic devices (e.g., the optically
addressed LCSLM, which will be discussed in Chapter 6).

What then is the limit on such supranonlinearity, as one may naturally ask?  A
glimpse on that can be gained by considering the basic light–liquid crystal (LC)
interaction as depicted in Figure 5.9. The energy density involved in reorienting the
LC axis by an angle � is 

(5.93)

where L is the interaction length and K is the LC elastic constant. In a wave mixing
type of interaction geometry as shown, the reorientation angle � is of the form 

(5.94)

where q�2
/�. Τherefore, we have 
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Figure 5.9. Typical laser–nematic director axis interaction geometry in a wave mixing experiment to
measure the nonlinear refractive index change induced in the nematic liquid crystal.18–20 Note that an exter-
nal dc or ac voltage can be applied in conjunction with the optical field. Also the liquid crystal could be
doped with photosensitive molecules or nanoparticulates to enhance their nonlinear scattering efficiency.

n̂0

n̂

θ

Laser

Nematic liquid crystal

JWUS_LC-Khoo_Ch005.qxd  1/17/2007  11:59 AM  Page 121



On the other hand, the energy provided by the light beam is 

(5.96)

where α is the absorption coefficient and τ is the response time. Equating Elight and
ULC, i.e., assuming complete conversion of absorbed light energy to reorientation, we
get 

(5.97)

For an interaction geometry as depicted in Figure 5.8, the change in index experi-
enced by an incident electromagnetic wave 

(5.98) 

Writing �n� n2I yields the nonlinear index coefficient n2:

(5.99)

Depending on various parameters such as the birefringence, viscosity, and sample
thickness, and other factors such as laser intensity, presence of other applied fields or
photosensitive dopants, as well as the actual process involved, the value of n2 and the
response time can vary considerably. In NLC, typical 
 is on the order of tens of mil-
liseconds (10�2s), for � � 20 µm. Using K � 10�7 erg/cm, (ne�no) � 0.2, and 
α � 100 cm�1, we have n2 � 1 cm2/W. Even larger n2 values can be expected. For
example, if Λ � 100 µm, τ � 1 s, K � 10�7, (ne�no) � 0.4, and α � 200 cm�1, we
have n2 � 1000 cm2/W! Such incredibly large optical nonlinearity was first observed
by Khoo et al.18 and more recently by Simoni et al.22 One could indeed look forward
to even more pleasant surprises and nonlinear optical wonders to emerge from stud-
ies of liquid crystals in the near future. 
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6
Liquid Crystal Optics and Electro-Optics

6.1. INTRODUCTION

Perhaps the most studied and applied property of liquid crystals is their light-scatter-
ing ability. With the aid of an externally applied (usually electric field) field, one can
control or realign the anisotropic liquid crystal axis, thereby controlling the effective
refractive index and phase shift experienced by the light traversing the liquid crystal.
Such electro-optical processes form the basis for various optical transmission, reflec-
tion, switching, and modulation applications. Essentially, the liquid crystal cells are
placed within a stack of phase-shifting (phase retardation) wave plates or polarizing
elements to perform various electro-optical functions,1,2 see Figure 6.1. These oper-
ations usually require a phase shift �� on the order of � (e.g., quarter wave plate
requires �/4 and half-wave plate requires �, and so on). Depending on the actual con-
figuration, the phase shift imparted by the liquid crystal cell �� � d(�n)2�/�, where
d is the path length of the light through the liquid crystal layer, �n is the birefrin-
gence, and � is the wavelength. 

As seen in previous chapters, liquid crystals are noted for their large birefringence
and easy susceptibility to external field perturbation. To create the required phase
shift for optical application in the visible to near IR regime, only applied voltages of
a few volts and a film thickness of a few microns are required. Since the interaction
of the applied field (usually an ac field) with the nematic, for example, is essentially
a dielectric one, the process of electro-optical control is essentially free of current
flow and dissipation, i.e., very little power is consumed. As a result, liquid crystal has
enjoyed wide spread and an ever increasing demand in various optical display,
switching, information, and image processing industries. 

The problem of polarized light propagation in liquid crystals is actually quite
complex, and its quantitative description requires exact treatment of electromagnetic
and anisotropic media. The problem is compounded by the fact that, in general, the
director axis orientation within the cell is inhomogeneous and varies spatially in a
nonuniform manner because of boundary anchoring effects in response to an applied
field. Many sophisticated theoretical techniques and formalisms have been devel-
oped to quantitatively treat the detailed problem of light propagation in these highly
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anisotropic media. These theoretical formalisms will be discussed in detail in the
next chapter. 

In this chapter, we focus on the basic principles and seek only some general
understanding by dealing with analytically or conceptually solvable cases. We begin
by reviewing the essentials of electro-optics and various optical modulations and
switching processes. We provide also a general overview of some current liquid crys-
tal display devices as well as other widely used or potential useful optical devices.
Although our emphasis is on nematic liquid crystals, the basic optical principles
described here are generally applicable to other liquid crystal phases and electro-
optics crystals as well. 

6.2. REVIEW OF ELECTRO-OPTICS OF ANISOTROPIC AND
BIREFRINGENT CRYSTALS

6.2.1. Anisotropic, Uniaxial, and Biaxial Optical Crystals

All crystals are made up of many large constituent atoms and molecules assembled in
various crystalline symmetries. As such, they are optically anisotropic. A polarized
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Figure 6.1. Schematic of a typical liquid crystal display pixel consisting of electronic driving circuit,
polarizers, liquid crystal cell, color filter, and phase plate [not shown].
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126 LIQUID CRYSTAL OPTICS AND ELECTRO-OPTICS

light incident on the crystal will experience different refractive indices depending on
its states of polarization. If we denote the crystalline axes by 1, 2, and 3, the refractive
indices are n1, n2, and n3, for light polarized along x, y, and z, respectively. 

For light of arbitrary polarizations, or equivalently, an electro-optics crystal of an
arbitrary orientation relative to the polarized light propagation direction, the result-
ing propagation of polarized light in the crystal is rather complex as it involves all the
indices. In practical situations, one therefore cuts the crystals or orients the light
propagation direction such that the propagation direction and the polarization vectors
coincide with one of the principal planes of the crystals.

Usually the z axis, sometimes also referred to as the crystal axis, is chosen as an
axis of symmetry. For light propagating along this axis of symmetry, since light is a
transverse electromagnetic wave, its polarization vector (defined by the direction of
its electric field E) is perpendicular to the z axis, that is, E lies on the x-y plane. If n1

and n2 are unequal, such crystal is usually called biaxial. On the other hand, if n1 � n2

(for all intents and purposes), the crystal is called uniaxial. Conventionally, if 
n3 � n1, n2, the crystal is referred to as positive uniaxial or biaxial, whereas if n3 is 
� n1, n2, the crystal is referred to as negative uniaxial or biaxial. 

In the case of uniaxial crystal such as nematic liquid crystal, that is, n1 � n2, usu-
ally these indices are denoted as no and n3 is denoted as ne. The meaning of the sub-
scripts o and e will become clear in the following section when we discuss the
propagation of light in a birefringent crystal as ordinary or extraordinary ray using
the so-called index ellipsoid method,

(6.1)

Consider the case of light propagating along a direction k making an angle � with
the z axis, see Figure 6.2. The plane perpendicular to k going through the origin will
define the polarization vectors allowed; that is, there will be two orthogonal polar-
ization vectors, one lying in the x-z plane and one lying on the y-z plane. For exam-
ple, if k lies on the z-y plane, then the two allowed polarization vectors lie on the x-z
and y-z planes, with refractive indices no and ne(�), respectively. 

From Figure 6.2, one can see that the so-called ordinary wave experiences an
index that is independent of the propagation angle:

(6.2a)

On the other hand, the extraordinary wave experiences an index that is dependent on
the propagation angle �. From the index ellipsoid, the q dependent index can be sim-
ply calculated as
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6.2.2. Index Ellipsoid in the Presence of an Electric Field:
Linear Electro-Optics Effect

In general, application of an external field on a crystal will give rise to changes in the
optical refractive indices. The basic mechanisms responsible for the changes vary
widely. In typical electro-optical crystals such as lithium niobate, the change in
refractive index is due to the Pockel effect, where the index change is proportional to
the applied electric field vector. This is also the case in ferroelectric liquid crystals,
in which the change depends on the magnitude as well as direction of the applied
field. On the other hand, in nematic liquid crystals, the refractive index change is due
to reorientation of the director axis, which is quadratic in the applied electric field—
the so-called Kerr effect which will be treated in later sections in this chapter. 

In this section, we treat the case of linear electro-optic effect. In the presence of an
applied field, the index ellipsoid becomes1

(6.3)

where the various coefficients (1/n2)i are dependent on the applied field E. When the
applied field E � 0, the coefficients (1/n2)i (for i � 1, 2, 3) correspond to 1/n1

2, 1/n2
2,

and 1/n3
2, whereas (1/n2)j � 0 (for j � 4, 5, 6).
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Figure 6.2. Index ellipsoid for a plane polarized optical wave propagating along s in a uniaxial crystals.
ne(�) and no are the refractive indices for the extraordinary and ordinary components, respectively. 
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In a crystal exhibiting a linear optical effect, the changes in the coefficients (1/n2)
on the applied field E � E(E1, E2, and E3) are given by

(6.4)

More explicitly, we have

For example, we have �(1/n2)3�r31 E1�r32 E2�r33 E3. In other words, the applica-
tion of an electric field along one direction generally will give rise to refractive index
changes in all three directions. This is expected since the change in the refractive
index is due to perturbation of the total electronic wave functions by the applied elec-
tric field. In crystals, owing to the close interactions between neighboring
atoms/molecules, the response along some particular directions for a given applied
field direction could be more or less intense than in other directions depending on
crystalline structures and symmetry. Symmetry considerations could also allow one
to specify which particular matrix elements rij should be or should not be nonzero
(i.e., responds or do not respond) to the applied field.

For a widely used electro-optics crystal such as lithium niobate (LiNbO3), we
have the electro-optics coefficients r33�30.8 (in units of 10�12 m/V), r13�8.6,
r22�3.4, and r42�28, with ne�2.29 and no�2.20 (at ��550 nm). It is important to
note that these are typical values, and they could vary quite considerably depending
on the presence of impurities (or dopants) and the method of growing these crystals,
among other factors. For these values of electro-optics coefficients (�10�11 m/V), an
applied dc voltage of �10,000 V is needed to create a phase shift of �� in a crystal
of centimeter length. By comparison, in liquid crystal electro-optics devices, the typ-
ical ac voltage needed is around 1 V and the liquid crystal thickness is on the order
of a few microns. 

6.2.3. Polarizers and Retardation Plate

Most liquid crystal optical devices make use of the birefringence of the liquid crystal
in combination with a multitude of optical elements to control, modulate, or switch
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the light. Figure 6.3 illustrates a standard electro-optical setup for modulating the
intensity of light, where an electro-optics crystal is sandwiched between polarizers
and retardation (phase) plate.

Linear polarizers are usually made of anisotropic absorbing materials3 in which
the absorption along a crystalline axis is much stronger than the orthogonal axis
(which is usually called the transmission axis). Unpolarized light incident on the
polarizer will emerge as light polarized along the transmission axis. Accordingly, in
going through two crossed polarizers, the light will be extinguished, whereas maxi-
mal light transmission will occur if the two polarizers are oriented with their trans-
mission parallel to each other.

Circular polarizers are usually made by putting in tandem a linear polarizer and a
birefringent retardation plate, with the polarization vector bisecting the so-called fast
and slow axes of the retardation plate (cf. Fig. 6.3 without the electro-optics crystal).
Upon entering the retardation plate, the linearly polarized light will break up into two
components along these axes. As a result of the difference in the refractive indices
associated with the ‘‘fast’’ and ‘‘slow’’ axes, these two components will pick up dif-
ferent phase shifts and the light going through the retardation plate will acquire vari-
ous polarization states depending on the phase shift. Figure 6.4 shows the resultant
optical electric field upon traversing the linear polarizer� retardation plate for various
exemplary values of phase difference between the fast and the slow axis components.

For ��/2 or –�/2 (i.e., quarter wave) phase shift, the two components add up to
a circularly polarized light. For � or –� phase shift, the light is again linearly polar-
ized, but along a direction that is 90° with respect to the incident linear polarization
direction. For other values of the phase difference, the light acquires elliptical
polarizations.

Note on conventions: In this book, we use the convention typically used in optics
texts—from the observer’s point of view with light propagating towards the observer
to denote the handedness of the circular or elliptical polarizations. Also, unless oth-
erwise specifically stated, we express a plane propagating wave as �ei (�t � kz), where
� is the frequency and k is the wave vector.
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Figure 6.3. Typical electro-optic modulation scheme with polarizer–analyzer sandwiching an electro-
optics crystals and a retardation plate. 
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6.2.4. Basic Electro-Optics Modulation

Consider the electro-optics switching/modulation scheme as depicted in Figure 6.3.
Upon emergence from the input polarizer, the linearly polarized plane wave can be
expressed as

(6.6)

where Ai is its amplitude, (�t – kz) is the phase, � is the frequency of light, and k is
the wave vector given by k�n2�/�, with n the refractive index. The polarization vec-
tor is oriented at 45° with respect to the crystalline axes x	 and y	. Upon entering the
crystal, the light wave breaks down into two orthogonal components (this is equiva-
lent to saying that the crystal allows the generation of these two waves), one along
the x axis and one along the y axis. 

(6.7)

(6.8)

where kx � nx2�/� and ky � ny2�/�.
At the exit plane of the crystal of length l, these electric field components become

(6.9)

(6.10)

where �crystal��x – �y is the phase difference between x and y,

(6.11) 

The effect of the retardation plate on the e–o crystal is to impart a further phase shift
[e.g., �/2 phase shift for a quarter wave (�/4) plate] on the y component. The total
phase shift between the y and x components thus becomes 

(6.12)� �� �crystal phase shift by retardation plate.
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δ = 0,       π/4,              π/2,            3π/4,          π,      5π/4,      3π/2,       7π/4       2π [or 0] 

Figure 6.4. Various states of polarization resulting from the addition of two orthogonal components of
a polarized light with a relative phase shift. 
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The electric field components after the retardation plate become

(6.13)

(6.14)

Depending on the value of �, the polarization state of the resulting electric field vec-
tor E � Ex�Ey upon emergence from the retardation plate could be elliptical, linear,
or circular, see Figure 6.4. 

By summing the components of Ex and Ey on the transmission axis of the output
polarizer (along y), a straightforward analysis gives the output intensity 

(6.15)

The intensity of the output beam from the output polarizer thus varies according to
the value �, which is electrically controlled through the phase shift imparted by the
electro-optic crystal, �crystal.

6.3. ELECTRO-OPTICS OF NEMATIC LIQUID CRYSTALS

In general, the distortions on the electronic wave function of liquid crystal molecules
caused by an applied field do not cause appreciable change to its contribution to the
refractive indices (see Chapter 10). However, the orientation of the molecules can be
dramatically altered by the applied field. This process alters the overall optical prop-
erties of the medium and is the principal mechanism used in liquid-crystal-based
electro-optical devices. As noted in Section 6.2.2, the electrically induced orienta-
tional refractive index changes could be Pockel or Kerr effect. In this and the next
sections, we shall focus on nematic liquid crystals in which the director axis reorien-
tation is a Kerr-like effect; that is, the process is quadratic in the applied field.

6.3.1. Director Axis Reorientation in Homeotropic and Planar Cells:
Dual-Frequency Liquid Crystals

As an illustration, consider the two typical nematic liquid crystal cells as depicted in
Figure 1.18 in which the director axis is aligned in the homogeneous (or planar) and
homeotropic states. For electro-optic application, the cell windows are typically coated
with a transparent conductor such as indium tin oxide (ITO) to allow the application of
an electric voltage (field) across the cell. In general, ac voltages are employed to avoid
current flows, liquid crystal orientation instabilities, heating, and other electrochemi-
cal effects associated with a large dc field that will degrade the liquid crystals.4

The response of the nematic liquid director axis to the applied field depends on the
dielectric anisotropy. For positive uniaxial liquid crystals (i.e., ne�no), the director
axis will tend to align along the electric field, whereas in negative uniaxial liquid
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crystals, the director axis will tilt away from the electric field. To produce field-
induced director axis reorientation, one would employ positive uniaxial nematic liq-
uid crystal in planar alignment and negative uniaxial nematic liquid crystal in
homeotropic alignment. In the latter case, since the molecules are free to rotate in any
(random in fact) direction away from the homeotropic state, usually some small
pretilt is imparted on the cell surface to ‘‘guide’’ the molecular reorientation towards
the pretilt direction when the field is applied.

It is important to bear in mind that the real liquid crystals in practical use are usu-
ally not single constituents or purely dielectric. Using special dopants or by mixing
different liquid crystals, a final ‘‘compound’’ of more desirable physical, optical, and
electro-optical properties could be obtained. For example, if the liquid crystal is
doped with traces of materials that could modify the elastic constants Kii or dielectric
anisotropy �� (usually in a manner that does not affect other desirable properties
such as temperature range, stability against heat and moisture, etc.), then better
response times and lower switching threshold could be realized. Figure 6.5 shows
capacitance measurements of an undoped (5CB) planar aligned cell and a CdSe
nanorod5 doped 5CB cell. For a planar sample, the capacitance C is proportional to
the effective dielectric constant of the liquid crystal sandwiched between two con-
ducting electrodes (plates), that is, C � �LC�0(A/d ), where A is the area of the plate
and d is the cell gap. For a planar sample at low voltage, the value at low applied
voltage is ��, and at high voltage, the value approaches �||. The figure clearly indi-
cates that the CdSe-doped LC possesses larger dielectric anisotropy. This translates
into a lower switching threshold in Freedericksz transition as well as orientational
dc-optical field induced photorefractive effect.6
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Figure 6.5. Capacitance measurements of an undoped 5CB and a CdSe-doped 5CB planar aligned cell
as a function of the applied ac voltage. Cell thickness: mm, ac frequency: Hz. Note that the capacitance
value corresponds to Cp and Cpara for low and high voltage, respectively.
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Since the dielectric anisotropy is frequency dependent (cf. Fig. 3.5), one could
create a mixture of liquid crystals with different dielectric dispersions such that the
resulting so-called dual-frequency liquid crystal (DFLC) possesses an effective pos-
itive anisotropy at one frequency of the applied ac electric field, but possesses a neg-
ative anisotropy at another ac frequency.7 In that case, a planar aligned cell, for
example, could be switched to and fro the homeotropic alignment state by switching
the frequency of the applied field. Since the response times of the director axis are
dependent on the applied voltage, DFLC could allow one to switch between the two
alignment states at a faster rate than the director axis’s natural (no voltage applied)
relaxation time.

6.3.2. Freedericksz Transition Revisited

Consider the three typical aligned nematic liquid crystal cells as depicted in Figures
6.6a–6.6c corresponding to planar, homeotropic, and twisted NLCs of positive
anisotropy. With the applied electric field shown, they correspond to the splay, bend,
and twist deformations in nematic liquid crystals. Strictly speaking, it is only in the
third case that we have an example of pure twist deformation, so that only one elastic
constant K22 enters into the free-energy calculation. In the first and second cases, in
general, substantial director axis reorientation involves some combination of splay (S)
and bend (B) deformations; pure S and B deformations, characterized by elastic con-
stants K11 and K33 respectively, occur only for small reorientation.
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Figure 6.6. Geometry for observing (a) the S (splay) deformation, (b) the B (bend) deformation, and (c)
the T (twist) deformation. The upper row shows the initial orientation, and the bottom row shows the
deformation when the field exceeds the threshold values.
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Case 1: One-elastic-constant approximation. For the simplest case under one-
elastic-constant approximation and strong boundary anchoring condition, the free
energy of the NLC layer can be obtained by integrating over the sample thickness d

(6.16)

where � is the reorientation angle, K is the elastic constant, E is the applied field, and
����||���. The solution of Equation (6.16) can be obtained using a standard varia-
tion method,

(6.17)

The relation between the reorientation angle and external field can be derived by
integrating Equation (6.17),

(6.18)

�m is the maximum reorientation angle. Constant c can be determined by minimizing
the energy G. Then we derive the final expression relating � and E,

(6.19)

The right-hand side of Equation (6.18) is an elliptic integral of the first kind, which
is tabulated for values of k � sin�m � 1. For relatively small reorientation angles, the
elliptic integral can be expanded as a series. Equation (6.18) can be approximated to
the second-order,

(6.20)

Equation (6.20) shows that a deformation with �m � 0 occurs only if the external
fields exceed the threshold E � EF, where
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From Equation (6.21), the Freedericksz threshold voltage VF�EFd�(4�K/��)1/2 � is
independent of sample thickness. For small director orientation, the maximum reori-
entation angle �m may be obtained from Equation (6.20):

(6.22)

Case 2: Freedericksz transition voltage including elastic anisotropies. Taking
into account the anisotropic properties of the elastic constant (i.e., different K11, K22,
and K33), Equation (6.17) becomes

(6.23)

Following similar steps as in case (i), we can obtain

(6.24)

where

(6.25)

and the Freedericksz transition voltage VF�(4�K/��)1/2 �.

Case 3: Freedericksz transition voltage including elastic conductivity. If the
nematic liquid crystal layer is conductive, as a result of dopants or presence of impu-
rities, Equation (6.23) changes slightly under the influence of electrical conductivity.
The detailed lengthy derivation can be found in reference 8. We cite the final result
as follows.

The maximum reorientation angle �m is described by

(6.26)

where VF�(4�K/��)1/2�, ��(K33�K11/K11) accounts for elastic anisotropy, and 

(6.27)

with �c�4�	�/��.
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The Freedericksz transition voltage is identical to the case of nonconducting
nematic liquid crystals. However, the presence of electrical conductivity does affect
the director orientation for external voltage above threshold. For voltage above
threshold VF, the liquid crystal deformation depends on the ratio of elastic constants
K33/K11, on the electric conductivity, and on the applied frequency. For very high fre-
quency ��
, the coefficient a���/��, the NLC becomes nonconductive. But for
very low frequency ��0, the coefficient a��	/	�, the electric conductivity
becomes dominant. 

It is important to note that, in the above treatments, we have ignored flows and
other possible conduction-induced effects and instabilities in the director axis align-
ments, which will occur if dc fields are used. For these and other practical reasons, ac
fields are invariably the preferred choice in liquid crystal devices.

6.3.3. Field-Induced Refractive Index Change and Phase Shift

As a result of the ac field-induced director axis reorientation from the initial value, a
polarized light going through the nematic liquid crystal cell as an extraordinary wave
will experience refractive index changes and phase shifts, following the discussions in
preceding sections. As shown in the preceding section, owing to the hard-boundary
conditions, that is, � � 0 at the cell surfaces, the director axis reorientation angle �
varies as a function of the propagation distance into the cell, see Figure 6.7, with the
maximum orientation angle at the center of the cell. Accordingly, the phase shift
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Figure 6.7. Director axis reorientation profile in the cell at various applied voltage above the
Freedericksz transition.
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experienced by the light after its passage through the liquid crystal cell is given by an
integral of the form 

(6.28)

In actual devices where the precise value of the phase shift is needed, the actual phase
shift has to be calculated with quantitative numerical simulation of the director axis
reorientation profile. For analysis purposes (e.g., estimation of required voltage,
thickness dependence, etc.), the director axis reorientation profile that obeys the
hard-boundary condition (� � 0 at the boundary surfaces) can be approximated by a
sinusoidal function of the form

(6.29)

for the planar and homeotropic cells discussed previously. 
In many current liquid crystal display devices, the liquid crystal director axis is in

the twisted configuration. The 90° twisted cell is shown in Figure 6.6c. It consists of
two cell window surfaces that are treated to favor planar alignment of the director
axis, with the director axis rotated by an angle � � 90° from one cell window to the
other. In the supertwist nematic (STN), the rotation of the director axis from one sur-
face to the other can vary from 180° to 270°.9 STN director axis arrangement is
achieved by having large pretilt angles with the aid of chiral dopants.

Clearly, because of these more complex director axis initial alignments, their
subsequent reorientation by an applied field (usually applied perpendicular to the
cell surfaces) is more complicated, although it is still governed by the basic physi-
cal principle that the director axis will tend to assume a new configuration to min-
imize the total free energy. Consider, for example, the simpler case of a 90° twisted
cell. Under an applied field perpendicular to the cell surfaces, the director axis will
begin to tilt towards the cell normal, see Figure 6.8. Studies of the phase modula-
tion10 and transmission of a polarized light by such cell indicate that there are two
thresholds corresponding to the initiation of significant changes in the tilt and rota-
tion angles � and �, respectively. Just above a first threshold Vtilt given by

(6.30)

the director axis will tilt along the applied field direction, while collectively preserv-
ing the original twist profile (� remains unchanged). In this case, the main effect on
the incident light is a phase-only modulation for the optical setup used in Figure 6.3.
At much higher applied voltage, the rotational angle � will also be modified by the
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applied field. Eventually, for applied voltage �� Vtilt, the nematic axis unwinds and
��0 in the bulk of the cell. 

For STN cells, similar studies have identified the corresponding threshold volt-
ages for various pretilt angles and initial twist angles.11

6.4. NEMATIC LIQUID CRYSTAL SWITCHES AND DISPLAYS 

It is important to note here that liquid crystal display technology is advancing by
leaps and bounds, very much like other optoelectronic and micro- or nanoelectronics
technologies, as one strives to obtain higher resolution, faster response, wider field of
view, larger display area, and more functions in each display pixel. It would require
a (continuously updated) treatise to explore the details of the various display designs.
Therefore, our focus in this chapter, just as in the rest of this book, is on the funda-
mental principles governing electro-optics of liquid crystals in exemplary configura-
tion and cell designs. These and the computation methods described in the next
chapter will enable one to apply to specific design or configuration independent of
advancing time.

There are two types of LC switches for display application: transmissive and
reflective. Both types of display make use of the polarizing and birefringent proper-
ties of liquid crystals, in conjunction with polarizers and phase (retardation) plates,
see Figures 6.1 and 6.3. The unique physical properties of liquid crystals such as their
broadband (from near UV to far infrared) birefringence, and transparency make them
the preferred materials for display and many other optical devices. Because of the
large birefringence, it requires only a very thin cell to create the necessary phase shift
for optical devices. For example, with a �n of 0.2 operating at the visible region (e.g.,
� � 500 nm), the cell thickness d needed to produce a phase shift of � is about 1.5
µm, while the voltage required is � 1 V.
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Figure 6.8. Tilting and unwinding of the director axis of a 90° twisted nematic liquid crystal cell under
the action of an applied field.
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6.4.1. Liquid Crystal Switch: On-Axis Consideration for Twist,
Planar, and Homeotropic Aligned Cells

In Section 6.2.4, we discuss a polarizers�electro-optics crystal setup (Fig. 6.3)
commonly used for electro-optical intensity modulation purposes.

Consider, for example, a 90° twisted aligned cell, cf. Figure 6.6c in place of the
electro-optics crystal. In the normally black (NB) operation, the cell is placed
between two parallel polarizers (i.e., without the quarter wave plate). In passing the
cell, the polarization vector of the light, initially pointing along the x direction, will
follow the director axis orientation and exit the cell with its polarization along the y
direction, and therefore it will be extinguished by the output polarizer whose trans-
mission axis is along the y direction. On the other hand, if the output polarizer is
orthogonal to the input, then the y-polarized light will be maximally transmitted—
the so-alled normally white (NW) mode. For both types of polarizer orientations
(crossed or parallel), the transmission states can be switched from one to the other
if the director axis of the twisted nematic (TN) cell is ‘‘unwound’’ by a sufficiently
strong applied field to the homeotropic state, see Section 6.3.3, Equation (6.30). The
homeotropic state preserves the polarization of the on-axis light, and therefore the
exit light will remain x polarized. As a result the NB pixel will be switched to the
bright state and the NW pixel will be switched to the dark state.

In the case of homeotropic or planar aligned cell, it functions very much as the
electro-optics crystal, namely, as an electrically tunable phase shifter placed within
the polarizer/retardation plates setup as shown in Figure 6.3. Initially, if placed
between two crossed polarizer, the e and o waves see the same index (for on-axis-
propagation), and thus, the output is dark—the NB mode. When the director axis is
reoriented by the applied field, it will impart a phase shift between the e and o waves,
and the transmission will be ‘‘modulated’’ accordingly, see Equation (6.15).

6.4.2. Off-Axis Transmission, Viewing Angle, and 
Birefringence Compensation

The preceding discussions on liquid crystal electro-optics switch are for on-axis light
propagation. These considerations would suffice to modulate the laser beam made to
propagate along the axis. However, for display applications, the backplane illumina-
tion is diffuse, and thus, off-axis propagation of light through the cell has to be taken
into account. With references to all the modulation setups discussed in the preceding
section, it is clear that for off-axis light, the transmission function T is now a function
of many variables.

Consider the TN cell as depicted in Figure 6.6c in the NB operation. For on-axis
light, the initial transmission is 0. When the voltage is on, the transmission is at a
maximum for the on-axis light, see preceding section. However, for the off-axis light,
the e and o waves will pick up an extra phase shift because of the extra optical path
length through the cell, see Section 6.2.4. The transmission is therefore now depend-
ent on the angle of incidence and wavelength of the light, as well as the director axis
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reorientation angles � and �, which are in turn functions of the applied voltage V,
such that, T � T (�, �, �, V), and is not necessarily at the maximum value.

This off-axis consideration clearly also applies to the simpler case of a
homeotropically aligned cell, Figure 6.6b; that is, off-axis light will ‘‘pick up’’ polar-
ization vectors not exactly aligned with (or perpendicular to) the output analyzer, so
that what is supposed to be a bright (or dark) output could now have some finite
transmission. This is often referred to as light leakage effect, and is simply due to the
extra phase shift experienced by the off-axis light. 

Since the problem of light leakage is caused by the phase shift experienced by
light propagating through the birefringent liquid crystals, various methods of cor-
recting for this effect based on introducing a birefringent compensation film12 have
been introduced. One simple but effective means is to place a birefringent film (of
opposite anisotropy to that of the liquid crystal) adjacent to the LC film, so that when
polarized light traverses the liquid crystal layer and the birefringent, so-called com-
pensation, film, it effectively experiences net zero phase shift. 

To illustrate the above statements, consider, for example, the arrangement as
depicted in Figure 6.9. For a given angle of incidence (defined by �) and a director
axis orientation (defined by �), the effective refractive index as seen by the extraor-
dinary ray is given by Equation (6.2b),

(6.31)

This gives a phase shift �� between the extraordinary and ordinary waves (which
sees an index of no),
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Consider the limiting case of � � 0. This corresponds, for example, to the director
axis reorientation of a TN cell at high applied voltage, or a homeotropic cell at V � 0.
In that case, we have 

(6.33)

Clearly, the phase shift is dependent on the film thickness d, the wavelength �, and
the angle of incidence �. Since � can be positive or negative depending on whether
the light comes from either side of the z axis, the phase shift is thus asymmetrical
with respect to the angle of incidence. Accordingly, the compensation film should
possess the corresponding asymmetric angular dependent phase retardation property.
Also, the compensation film should have birefringence [ne(�) – no] of opposite sign
to that of the liquid crystal. 

For arbitrary angle � or director axis angular and spatial distributions, and more
complicated cell structure, the phase shift, and therefore the transmission of light
through the cell and other accompanying polarization selective elements, is not
amenable to simple analytical treatment. More sophisticated Jones matrix methods
or numerical technique such as the finite difference time domain (FDTD) numerical
methods discussed in the next chapter are needed to solve such a complex propaga-
tion problem.

6.4.3. Liquid Crystal Display Electronics 

Figure 6.1 depicts a typical display panel comprising rows and columns of pixels.
Each pixel typically measures several microns and consists of an aligned nematic (or
ferroelectric) liquid crystal between polarizers, phase plates, color filter, mirror, etc.,
in conjunction with an electronic thin film transistor (TFT) circuitry. Information
such as images are transmitted via the electronic circuitry using either direct or
matrix addressing scheme.13

In the direct addressing scheme, the external electrode of the segment substrate is
directly connected to each element of the display area, whereas the other substrate has
the common ground electrode. This method is only suitable for the low-information-
content displays due to the very high cost associated with many-pixel operation. 

There are two types of matrix addressing schemes—passive and active. The pas-
sive matrix (PM) addressing scheme requires the row and column electrodes to
address each individual pixel. This scheme still promises well in the area of bistable
device such as ferroelectric liquid crystal (FLC) display and bistable twisted nematic
(BTN) display because they do not need a control unit for gray-scale capability. The
active matrix (AM) addressing scheme is the most developed and widely adopted one
in current LC displays. In this scheme, each pixel is connected to a small electronic
switch or TFT made with a-Si, poly-Si, or CdSe. This switch not only enables the
pixel to hold the video information until it can be refreshed, but also prevents cross
talk among neighboring addressed pixels. 
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6.5. ELECTRO-OPTICAL EFFECTS IN OTHER PHASES 
OF LIQUID CRYSTALS

Although by far nematics are the most extensively used ones, other phases (smectic,
cholesteric, etc.) of liquid crystals and ‘‘mixed systems’’such as polymer-dispersed liq-
uid crystals capable of field-induced reorientation have also been employed for electro-
optical studies and applications. They are basically based on the same basic mechanism
of field-induced director axis reorientation similar to nematic liquid crystals; i.e., the
response is Kerr like in that it is independent of the direction of the electric field. In gen-
eral, nematic liquid crystal electro-optics devices switch at a rate of several tens of
hertz, corresponding to response times from a few to tens of microseconds. 

On the other hand, ferroelectric liquid crystals operate very much like Pockel
cells; their response depends linearly on the applied electric field vector, that is, they
depends on both the magnitude and direction of the electric field. They generally
switch faster than nematic cells. To date ferroelectric liquid crystals possess a switch-
ing speed of � 1 �s or less.

6.5.1. Surface Stabilized FLC

Recall that in the one-elastic-constant approximation (K11�K22�K33�K), the
dynamical Equation (4.92) for a ferroelectric liquid crystal under an applied field, see
Figure 4.10, is given by

(6.34)

For a typical FLC material and device: K�10�11 N, ��20°, ���10�11 F/m,
E�106 V/m, Ps�10�5 C/m2, and e�cos2 ��(�|| /��)sin2 � �1. If e is appreciable so
that the magnitude of the dielectric term [second term on left-hand-side of Eq. (6.34)]
may be comparable to that of the spontaneous polarization (third) term, then the elastic
term becomes the smallest among the three. Under this assumption, Equation (6.34)
becomes

(6.35)

A solution of Equation (6.35) is given by14

(6.36)
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(6.37)

In practical application, a SSFLC film is arranged such that the input light polar-
ization is parallel to the director and maintained at one of the bistable states, for
example, the ‘‘up’’ state, as shown in Figure 6.10a. The input and output polarizers
are crossed, that is, a dark state. When the sign of the electric field is reversed, the
director is rotated from the up to the down state, leading to some transmitted light,
that is, bright state (see Fig. 6.10b). The normalized transmission is proportional to
the tilt angle (�) and phase retardation �(�2�d�n/�):

(6.38)

The optimal transmission occurs at ��22.5° and ���. In order to achieve a uni-
form rotation, the SSFLC layer thickness is often limited to about 2�m. As men-
tioned before, FLC cells, in general, switch faster than nematic cells; the response
time �1/PsE ranges from 1�s to several tens of microseconds, owed largely to the
lower rotational viscosity, larger spontaneous polarization, and higher switching
fields.
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Figure 6.10. Schematic of a ferroelectric liquid crystal light switch with polarized light and crossed
polarizer sandwiching the cell for two applied fields in opposite directions.
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6.5.2. Soft-Mode FLCs

Soft-mode FLC (SMFLC) was introduced15 as an alternative way to switch FLC. In
this case, instead of varying the azimuthal angle (f) around the tilt cone, i.e., � is
constant as in SSFLC, SMFLCs use changes in the tilt (�) while f remains constant.
As a result, SSFLCs exhibit bistability, but SMFLCs are capable of continuous
intensity change. The SMFLCs employ smectic-A* phase, and uniform alignment is
much easier to obtain for SMFLCs than for SSFLCs, which employ smectic-C*. 

The experimental setup for realizing the soft-mode ferroelectric effect is depicted
in Figure 6.11. For this geometry, the free-energy density is given by15

(6.39)

where a��/a(T�Tc), � is the structure coefficient which is equivalent to the dipole
moment per unit volume for unit tilt angle, a and b are expansion coefficients (both
a and b are positive for a second-order transition), and 
 is the angle between the
electric field and the direction of the ferroelectric polarization. The last term is the
dielectric free energy.

In the small angle approximation, the �4 term can be neglected. Choosing 
 � 0,
a solution of � is as follows:

(6.40)

(6.41)

where ec is called the electroclinic coefficient. At a given temperature, the field-
induced tilt angle is proportional to the applied electric field E.

The dynamic behavior of the SMFLC is governed by equating the viscous torque:

(6.42)

to the elastic torque:

(6.43)
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(6.44)��
�

� � � �
�
�t

E T T bc� � � �( ) .3

��

�
� � � ��� � � � � �

�
�
F

T T b Ec( ) 3

�v

t
� ��

�
�
�
�

e
T Tc

c

�
�

�

�( )
,

�� e Ec ,

F a b E E� � � �1
2

2 1
4

4 1
2 0

2cos ,� � � � 
 � ��

144 LIQUID CRYSTAL OPTICS AND ELECTRO-OPTICS

JWUS_LC-Khoo_ch006.qxd  1/12/2007  12:17 PM  Page 144



In the low field limit, the b�3 term can be neglected and Equation (6.44) has the fol-
lowing solutions:

(6.45)

where the response time 
 is given by

(6.46)

For high field, the b�3 term has to be included and the field-dependent response time
becomes more apparent:

(6.47)

Studies16 have shown that near the smectic A–smectic C* transition, the response
time is dependent on temperature and the applied field: 
�E�2x with 1/3�x�1.
Response times as fast as 1 �s have been demonstrated.

To date, many more ‘‘modes’’ of switching operations for FLC cells have been
developed, such as the deformable helix effect analog switching,17 the “Sony-mode”
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Figure 6.11. A SMFLC switching set-up.
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V-shaped switching,18 “continuous director rotation (CDR) half-V switching,”19 and
various other ways of making a SSFLC bistable cell behave V-shaped, each with its
own special characteristics.20–23

6.6. NONDISPLAY APPLICATIONS OF LIQUID CRYSTALS

Besides display-type devices, liquid crystals find increasing uses in other electro-
optical devices throughout an extremely broad spectral range (from near UV to far
infrared and into the microwave regime). Their fluid nature and compatibility with
most optoelectronic materials allow them to be easily incorporated into other device
elements in various configurations, forms, shapes, and sizes. It is not surprising that
a whole host of tunable lens, filters, switches, and beam/image processing devices
have emerged.24–27 Because of their organic nature, liquid crystals have also recently
emerged as good candidates for biochemical sensing applications.28 As electronic
materials, liquid crystals have also been employed in the development of light emit-
ting diodes and electroluminescence devices.29 A complete exposition of these appli-
cations will require a treatise. In the following sections, we will discuss exemplary
cases corresponding to distinct mechanisms or device configurations involved. 

6.6.1. Liquid Crystal Spatial Light Modulator

As we have briefly alluded to in Chapter 5, liquid crystal is capable of very low
threshold reorientation if the light energy is efficiently transferred to reorient the liq-
uid crystals. One of the approaches is to use liquid crystal in conjunction with highly
photosensitive materials such as photoconducting semiconductors such as CdS, ZnS,
CdSe, and hydrogenated amorphous silicon (�-Si:H) to construct image sensing and
display devices such as spatial light modulators.30

Figure 6.12 shows the schematic construction of a typical optically addressed liq-
uid crystal spatial light modulator (OALCSLM) operating in the reflective mode. It
consists of an aligned liquid crystal layer sandwiched between transparent electrodes
and adjacent to a photoconducting semiconductor layer (�-Si:H) sensitive to the writ-
ing beams and a dielectric mirror coated to block the reading beam.

In the absence of light, the semiconductor layer is highly resistive, and thus the
bias voltage applied across the electrodes suffers the largest voltage drop across this
layer, and less in the LC layer. When illuminated by light, the semiconductor layer
becomes conducting, and the voltage drop now takes place across the LC layer. This
causes director axis reorientation and all the resulting optical property changes asso-
ciated with it. Accordingly, the spatial distribution in the incident optical intensity
(e.g., an image) will be recorded as an orientation and therefore an optical phase shift
spatial profile. A probing beam will sense this phase shift and reproduce the image
on the other side. 

Figure 6.12 shows how the OALCSLM is used as a four-wave-mixing-based
holographic imaging device. The incident signal is coherently mixed with a reference
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beam and records an intensity interference pattern on the LC from the left side. In the
language of holography, this interference pattern may be called a hologram. The
holographic interference pattern is transferred to the liquid crystal layer via the pho-
toconducting layer and the bias field. When the hologram is illuminated with a view-
ing light (the probe beam), a signal or reconstructed image is obtained. 

As will be explained in detail in Chapters 11 and 12, in the language of nonlinear
optics, this may also be called optical wave front conjugation, where the signal is
actually a time-reversed replica of the input image and will emerge after passing
through the distorting medium with the phase aberration corrected.30

From the point of view of nonlinear optics, OALCSLM is actually one of the most
nonlinear optical devices ever made as one can see from the following estimate.
Typically OALCSLM has a threshold sensitivity of about 50 �W/cm2. In typical
SLM two-beam interference operation, a writing beam optical intensity I on the order
of 500 �W/cm2 is used and the induced diffraction grating generates a first-order dif-
fraction efficiency of 10%. This corresponds to a phase shift experienced by the
probe beam �
 � �n2�d/� � n2I2�d/� � 0.1�. For a SLM liquid crystal layer thick-
ness d of 5 �m, these values for �
, I, and d mean that the nonlinear coefficient n2 is
on the order of 10 cm2/W at the optical wavelength �� 0.5 �m. Although it is elec-
trically assisted (by the bias voltage) and optically enhanced (by the photoconduct-
ing semiconductor layer), OALCSLM is by far the most nonlinear practical device
for image/information processing application.

Current thrusts in SLM developments are focused on making faster, higher reso-
lution, higher sensitivity, and broader spectral response devices. These expectations
call for developing higher birefringent material, low viscosity, and high speed and
high information content micro- or nanoelectronics circuit platforms. 
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Figure 6.12. Schematic of the various components of a typical optically addressed liquid crystal spatial
light modulator (OALCSLM) operating in the reflective mode.
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6.6.2. Tunable Photonic Crystals with Liquid Crystal 
Infiltrated Nanostructures

We turn our attention here to photonic crystals. Photonic crystals in 1-, 2- and 3D
forms made of various optoelectronic materials have received intense research inter-
est owing to the rich variety of possibilities in terms of material compositions, lattice
structures, and electronic as well as optical properties.31–33 By using an active tunable
material as a constituent, photonic crystals can function as tunable filters, switches,
and lasing devices. In particular, liquid crystals have been employed in many stud-
ies34–36 involving opals and inverse opal structures. However, most of the tuning
mechanisms are via thermal means, which are slow and unsuitable for practical
devices. Also, the tuning range is quite limited, as a result of the relatively small vol-
ume fraction of the tunable material.

Recent studies37 of non-close-packed inverse opal photonic crystal structure, see
Figure 6.13, impregnated with nematic liquid crystal have shown that, due to the
higher volume fraction for NLC infiltration, a much larger tuning range (� 20 nm)
of the Bragg reflection peak can be achieved, see Figure 6.14.

As one can see from literature dealing with the fabrication of photonic crystals by
self-assembly methods, the process is rather tedious. As mentioned in the previous
chapter, optical holography38 offers a quick one-step process, but the method applies
only to polymer-dispersed liquid crystal (PDLC) or systems where the structures can
be optically written.39,40

6.6.3. Tunable Frequency Selective Planar Structures

A completely different approach to making a 2D patterned structure has been prac-
ticed in the field of microwave and electromagnetic antenna designs. These planar

148 LIQUID CRYSTAL OPTICS AND ELECTRO-OPTICS

Figure 6.13. Non-close-packed inverse opal photonic crystal structure.
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frequency selective structures41 are often also referred to as frequency selective
surfaces (FSS). Basically they are two-dimensional periodic arrays of metallic
patches or aperture elements that possess low-pass, high-pass, bandpass, or multi-
band filtering properties for incident electromagnetic waves. Total reflection or total
transmission will occur when the wavelength corresponds to the “resonant length” of
the PFSS screen elements. The pattern of metallic patches on the dielectric substrate
is designed by a genetic algorithm (GA) technique. Details of the GA may be found
in previous studies.42

To realize low loss visible/IR FSS, the metallic portion of the FSS screen is
replaced by suitable dielectric materials which have lesser loss in the visible/IR.
An exemplary structure design39 is given in Figure 6.15a, especially tailored for
operation as an optical filter at 600 THz (0.5 �m). The unit cell size of the FSS is
0.393 �m � 0.393 �m, with a thickness of 0.172 �m, and consists of two different
dielectric materials in the same layer with �r1�1.82 and �r2�2.82. The response
for this polarization-independent all-dielectric PFSS is shown in Figure 6.15b,
which shows a sharp transmission dip or stop band centered at the desired wave-
length of 0.5 �m.

The planar geometry of the FSS allows easy incorporation of a liquid crystal
overlayer. The dimensions of the FSS unit cell as shown in the inset of Figure 6.16
are 3.04 �m � 3.04 �m. The FSS is composed of polyimide (�r1�2.6) blocks
(1.14 �m � 1.52 �m) embedded in a layer of silica (�r2�3.9) with a 1 �m overlayer
of liquid crystal. Both the polyimide blocks and silica have a thickness of 1.0 �m.
By changing the dielectric constants of the LC from 2 (no�1.414) to 4 (ne�2), the
stop band in the transmission response can be shifted from 92 THz (� 3.26 �m) to
83 THz (3.64 �m), that is, a tuning range of 380 nm for a birefringence �n of 0.6.
Accordingly, since the birefringence of nematic liquid crystals spans the entire vis-
ible to far infrared spectrum, LC-FSS will allow one to design and fabricate very
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Figure 6.14. Electrical tuning of Bragg reflection peak of nematic liquid crystal filled non-close packed
inverse opal photonic crystal.
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broad band high-extinction-ratio tunable filters/switches, and also negative index
materials/structures.39,43.

6.6.4. Liquid Crystals for Molecular Sensing and Detection 

The remarkable physical properties of liquid crystals also make them uniquely suit-
able for many other types of applications. For example, the color changes in choles-
teric liquid crystal as a function of temperature are now widely used in temperature
sensing/display.

Sensing and detection can also be done on the molecular level.28,44–46 These
approaches are based on the fact that the macroscopic properties such as alignment,
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(a)
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Wavelength (µm)

Figure 6.15. (a) Unit cell of an all-dielectric polarization independent FSS for operation in the visible
region (��0.5 �m; 600 THz ) as a stop-band filter. (b) Transmission (upper curve) and reflection (lower
curve) spectra for the all-dielectric FSS.
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order parameter, etc., of liquid crystals depend critically on the constituent molecules
and their electronic structures and properties, which in turn are extremely sensitive to
the presence of other trace molecules. 

For example, by exposing a liquid crystal cell to the sensing targets, the effect of
trace amounts of adsorbed molecules on the alignment surfaces will give rise to a
macroscopic change in the different director axis orientation profiles (cf. Figures
6.17a–6.17d).44 The director axis reorientation is in turn manifested in an overall
change in the optical properties28 of the liquid crystal cell, for example, color changes
for LC cells situated within an interferometer setup. Similar approaches have been
employed for detecting ligand–receptor and organoamines–carboxylic acids bindings. 

In another work,44 phase change of homogeneously aligned nematic liquid crys-
tals resulting from absorbed molecules near the phase transition temperature is used
in a surface plasmon resonance setup45 to monitor small changes in the concentration
of the analyte. At a certain analyte concentration, the liquid crystal will undergo
phase transition, and two surface plasmon resonances will appear. The wavelength
shift can be correlated to the relative concentration and the structure/shape of the ana-
lyte. Another approach46 uses a dual-waveguide interferometric technique to monitor
the density and thickness of absorbed layers at a solid–liquid interface. A ferroelec-
tric liquid crystal is used to switch the polarization of the input beam without caus-
ing appreciable beam movement. 
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Figure 6.16. Transmission spectra of an all-dielectric FSS with a liquid crystal superstrate. As the
dielectric constant of the liquid crystal is tuned  from 2 to 4, the structure exhibits broadly tunable filter
action.
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6.6.5. Beam Steering, Routing, and Optical Switching and 
Laser Hardened Optics

We close this chapter with further statements on liquid crystals as a preferred mate-
rial for optical and electro-optical applications. To date, liquid crystals and related
optical technologies have been incorporated in the design and fabrication of filters,
lens, waveguides, diffractive and reflective elements, routers and interconnects, etc.,
of various forms, shapes, and functions used in optical communication system47 as
well as in free-space beam steering systems.26 Their compatibility with almost all
optoelectronic materials as well as polymers and organic materials allows even more
possibilities and flexibility in the emerging field of flexible displays48 and polymer
cholesteric liquid crystal flake/fluid display.49

Although most optical elements involve low level light, liquid crystals are actually
excellent laser-hardened materials capable of handling very intense pulsed lasers or
high power continuous wave cw lasers.50 These studies have shown that common liq-
uid crystals such as 5CB and E7 can withstand a nanosecond laser pulse of � 10 J/cm2

(corresponding to an intensity � 1010 W/cm2), thus making them particularly useful to
construct high power laser optics such as polarization rotators, wave plates, optical
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Figure 6.17. Schematic depiction of aligned liquid crystal for chemical sensing. (a) Planar alignment of
liquid crystal on nanostructured substrate with receptor hosting mesogen. (b) Target compound creates in-
plane rotation of planar alignment. (c) Homeotropic alignment of liquid crystal on nanostructured sub-
strate with receptor hosting mesogen. (d) Target compound creates rotation of homeotropic to planar
alignment (after Ref. 44).
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isolators, and laser blocking notch filters. In Chapter 12, we will discuss some current
developments of ultrafast self-activated laser blocking and attenuating devices based
on nonlinear multiphoton absorption properties of liquid crystals. Under extended illu-
mination of the liquid crystals (E7 or 5CB) with cw laser intensity of several kW/cm2,
for example, in stimulated orientation scatterings with focused lasers (cf. Chapter 12),
liquid crystals also do not suffer any structural/chemical damages. These laser-hard-
ened properties of liquid crystals are likely to find an ever increasing usage along with
rapid progress in laser/optical technologies.
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7
Electromagnetic Formalisms 
for Optical Propagation

7.1. INTRODUCTION

In general, the methods for solving the problem of light propagation through a
medium depend on whether the light–matter interaction is linear or nonlinear. In lin-
ear optics, the light fields (electric or magnetic) are not intense enough to create
appreciable changes in the optical properties of the medium (e.g., refractive index,
absorption or scattering cross sections, etc.) and so its propagation through the
medium is dictated primarily by its properties. In nonlinear optics, the light–matter
interactions are sufficiently intense so that the optical properties of the medium are
affected by the optical fields. For example, the optical field is intense enough to cause
director axis reorientations and so it experiences an ever changing refractive index as
it propagates in the medium. Such coupled interactions give rise to many so-called
self-action effects such as self-focusing, self-phase modulations, stimulated scatter-
ing, etc. These nonlinear optical phenomena and other related processes will be dis-
cussed in Chapters 11 and 12. 

In this chapter, we discuss the case of linear optics of liquid crystal structures
extensively used in optical display applications. Such structures usually consist of
various optical phase shifting or polarizing elements in tandem and an aligned liq-
uid crystal cell serving as an electrically controlled phase-shifting element. In the
previous chapter, we discuss some aspects of the optics of an anisotropic medium
and illustrate mostly on-axis type of propagation and simple director axis reorienta-
tion geometry that allow analytical solutions or conceptual understanding. These
limiting-case studies would suffice if we desired only to grasp the “physics” of the
processes. However, exact quantitative determination of the polarization state of
light and the director axis reorientation profile in a liquid crystal cell under an
applied ac field is mandated by the stringent requirements placed on practical dis-
play devices. More sophisticated models and techniques are needed to calculate
both on-axis and off-axis propagations, inhomogeneous director axis distribution in
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conjunction with a multitude of phase plates, filters, retarders, etc.  Accordingly, a
detailed exposition of some of the fundamental theoretical formalisms and tech-
niques currently being used or developed for LC devices will be presented. For
completeness, we shall first review the current understanding of electromagnetic
theories of complex anisotropic media.

7.2. ELECTROMAGNETISM OF ANISOTROPIC MEDIA REVISITED

7.2.1. Maxwell Equations and Wave Equations

The first important step is to revisit the electromagnetism of an anisotropic medium,
which has been briefly alluded to in Chapters 3 and 6. For optical propagation in an
anisotropic medium such as a liquid crystal, the physical parameters of interest are the
field vectors, the material polarization induced by these fields, and the power flow. The
electromagnetic nature of light and the optical responses of the liquid crystals (assum-
ing source- and current-free � � 0, J � 0) are described by Maxwell’s equations:

(7.1)

(7.2)

(7.3)

(7.4)

supplemented by the constitutive equations:

(7.5)

(7.6)

where E (V/m) and H (A/m) are the electric and magnetic field, and D (Coul/m2) and
B (Wb/m2) are the electric and magnetic displacement vectors, respectively. P and M
are the corresponding electric and magnetic polarizations induced by the electric and
magnetic fields in the materials. �0 (8.854 � 10�12 F/m) is the permittivity and �0

(4� � 10�7 H/m) is the permeability of vacuum.
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In a source- and current-free environment, i.e., � � 0, J � 0, Equations (7.1)–(7.6)
can be combined by successive differentiation and substitution to yield the wave
equation:

(7.7)

7.2.2. Complex Refractive Index

Among the most important optical properties of a material is its refractive index, or
more correctly speaking, the refractive index experienced by a particular polarized
light traversing the medium. For simplicity, we shall focus our attention in this chap-
ter to crystalline materials such as liquid crystals in which there are three well-
defined principal crystalline axes. For such crystals, the dielectric and permeability
tensors are diagonal. Furthermore, we also limit our attention to linear responses,
i.e., the induced polarization P is proportional to the optical electric field E:

(7. 8)

where �e is the linear electric susceptibility. 
In the principal axes coordinate, �e is diagonal. Accordingly, the optical dielectric

tensor �, or permittivity, of the medium is diagonal:

(7.9)

The permittivity � (and its magnetic counterpart, the permeability �) are complex in
general, with an imaginary component accounting for losses (e.g., the finite electric
conductivity). The relative permittivity �r may be expressed as 

(7. 10)

Similarly, the linear magnetic polarization is expressed in terms of the magnetic field
intensity and the magnetic susceptibility:

(7. 11)M H��m
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and

(7. 12)

If the plane- polarized wave propagating in the positive z direction is expressed in
the form ei(k0nz��t), then the imaginary parts of both the permittivity and the perme-
ability need to be positive in order for the system to be causal. 

Substituting the expressions obtained above for the permittivity and permeability
of the medium, we get the refractive index,

(7. 13)

where n� indicates that we choose the square root for which the imaginary part n�
is positive. This corresponds to power flow in the �z direction (as can be demon-
strated by calculating the Poynting vector), and gives an exponential attenuation of
the fields in the direction of propagation of the wave when it propagates in a lossy
medium. If the wave propagates in the �z direction, the opposite root should be
taken (n�).

7.2.3. Negative Index Material 

A negative index will occur whenever Re{n�}� 0 (or Re{n�}�0 for a wave propa-
gating in the –z direction). From Equation (7.13), one can see that a sufficient (but not
necessary) condition to achieve this is to have ��r � 0 and ��r � 0. But even if the real
part of the permittivity or the permeability is positive, Re{n�}may still be negative if

(7.14)

As an example, consider a material with positive real relative permeability ��r.
Condition (7.14) above still holds as long as

(7.15)

Hence, the existence of a negative index material as defined will depend critically on
the ratio of the imaginary parts of the relative permittivity and permeability. For the
specific case of a material with a very small magnetic response, for which �'r � 1 and,
�''r �� 1, a large negative real permittivity together with a small loss tangent (for the
imaginary permittivity) may be required in order to satisfy inequality.1
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The idea was first proposed almost three decades ago,1 and was first experimen-
tally demonstrated in the microwave regime. In view of their application in sub-
wavelength resolution imaging and fabricating planar lensless optical elements, there
have been intense research efforts in developing negative index materials in the visi-
ble and near infrared spectra. The main problem in the development of actual nega-
tive index material (NIM) lies in reducing the high loss associated with the large
imaginary part of �.

A negative �� occurs in metals at IR/visible frequencies due to plasmonic reso-
nance, but there is no naturally occurring material that exhibits negative �� at these
frequencies. A simple example of a metallic nanoresonator suitable for NIM devel-
opment is a pair of closely spaced parallel metallic nanorods as shown in Figure 7.1.
When the parallel rods are illuminated with a high-frequency electromagnetic (EM)
wave, a current is induced along each rod forming a “closed” loop via displacement
currents between the rods. The parallel-nanorods structure exhibits electromagnetic
resonance at frequencies that depend on the plasmonic resonance of the metal, and
the dimensions and spacing of the rods.2–5 The dimensions (L, w, d) can be tuned so
that ��(�) and ��(�) are simultaneously negative at the desired frequencies, thereby
producing an effective negative refractive index. For optical application, these spac-
ings/dimensions are on the order of submicrons to 1 �m.

In many ways, such structures are analogous to studies6,7 conducted in the
far IR and microwave regimes with planar structures that consist of an array of
nanopatterned metallo-dielectric or all-dielectric films, the so-called frequency
selective surfaces (FSS) discussed in Chapter 6, Section 6.6.3. These structures
exhibit both frequency selectivity and negative index refraction properties.
More recently, Khoo et al.7 have demonstrated that nematic liquid crystals
containing nano-core-shell spheres made of polaritonic and drude materials
could possess tunable refractive indices ranging from negative through zero and
positive values (Fig. 7.2). In Chapter 4, we also discuss the possibility of realiz-
ing negative index properties in photonic crystals such as the 1D cholesteric
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Figure 7.1. Paired metallic nanorods that exhibits negative index of refraction in the visible spectrum.
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Figure 7.2. (a) A planar aligned nematic liquid crystal containing core-shell nanospheres. (b) Cross sec-
tion of the core [�1, �1]-shell [�2, �2] nanosphere with the liquid crystal host [�3, �3]. (c) Tunable refractive
index of the nanosphere dispersed liquid crystal as a function of liquid crystal host permittivity in the opti-
cal region. (d) Tunable refractive index as a function of liquid crystal host permittivity in the terahertz
region.
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liquid crystal that has electromagnetic coupling. Recently, negative index refrac-
tion in general chiral materials8 has been demonstrated.

7.2.4. Normal Modes, Power Flow, and Propagation Vectors 
in a Lossless Isotropic Medium

Consider again a monochromatic plane wave of frequency � with electric and mag-
netic wave vectors E and H, respectively:

(7.16a)

(7.16b)

where k is the propagation wave vector with a magnitude given by k � (�/c)n, where
n is the refractive index of the medium. We also assume that the medium is lossless,
that is, n is real and positive. 

Substituting Equations (7.16) in the Maxwell Equations (7.1–7.4) yields

(7.17)

(7.18)

Eliminating E or H from these equations will yield decoupled equations for H and E:

(7.19)

(7.20)

Equations (7.17) and (7.18) show that the propagation wave vector k, the electric
field E, and the magnetic field H are orthogonal to one another, see Figure 7.3. From
consideration of the electromagnetic energy, one can deduce that the power flow
associated with the electromagnetic wave is described by the Poynting vector S:

(7.21)

Equations  (7.17) and (7.18) can be written as 

(7.22)
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Combining these equations yields

(7.24)

Note that D2 � (n2/c2�) [E	D] since D	k � 0.
These equations show that D, K, and E all lie in the same plane, that is, in the x-z

plane (see Fig. 7.3), and D, E, and S are all orthogonal to H. These points are important
to keep in mind whenever one considers light propagation in an anisotropic medium. In
particular, when considering obliquely incident polarized light into a birefringent
medium, the normal and tangential components of various field vectors and their con-
tinuity across the interfaces and resulting different directions of propagation will come
into play.

7.2.5. Normal Modes and Propagation Vectors in a 
Lossless Anisotropic Medium

We now discuss the case where the medium is anisotropic. The general forms of the
electromagnetic (light) waves, that is, its polarization states, power flows, propaga-
tion modes, and so on, in an anisotropic medium are understandably more compli-
cated than in an isotropic medium. It is more instructive to discuss the power flow for
specific propagation directions. Consider again Equation (7.19). Writing out K and E
explicitly as
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Figure 7.3. Illustration of a plane light wave propagating along z-axis through a nematic liquid crystal
confined within two flat windows. The electric field E is along the x-axis, H is along the y-axis and k is
along z-axis. D is in the x-z plane. 
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Equation (7.19) yields

(7.25) 

where we have expressed the dielectric tensor in terms of the principal axes of the
crystals:

(7.26)

Nontrivial solutions for E’s, which are termed eigenmodes of the wave in the
medium, exist if the determinant of the matrix multiplying E is zero, that is,

(7.27)

For a given frequency �, Equation (7.27) is a three-dimensional surface (normal sur-
face) in the k (k1, k2, k3) space. In general, for a given propagation direction s there
will be two solutions for the k values corresponding to the intersections of s with the
normal surface. 

These considerations give rise to the index ellipsoid method for determining the
eigenmodes and their polarization states and refractive indices. For propagation in
the 1-2 (x-y) plane, the two eigenmodes of the matrices (one polarized along z and
one in the x-y plane) are given by:9
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and

For propagation in the 2-3 (y-z) plane (i.e., k1 � 0), we have

(7.29a)

For propagation in the 3-1 (z-x) plane (k2 � 0), we have 

(7.30a)

(7.30b)
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parts. The sphere gives the relation between � and k of the ordinary (O) wave; the
ellipsoid of revolution gives a similar relation for the extraordinary (E) wave:

(7.31a)

(7.31b)

where � is the angle between the direction of propagation and the optic axis (the
crystal axis) (see Fig. 7.4).

Using the equations discussed above, one can deduce the propagation wave vec-
tors and electric fields for the following typical cases. For propagation perpendicular
to the z axis (i.e., in the x-y plane), the unit vector s becomes 
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Figure 7.4. Index ellipsoid for a uniaxial medium such as nematic liquid crystal. S is the propagation
direction [in the y-z plane].
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where � is the angle of the direction of propagation in the x-y plane. From Equation
(7.28), the directions of polarization for the ordinary and extraordinary waves are given
respectively by 

(7.32b)

For propagation in the x-z plane (e.g., Section 7.4), s is given by 

(7.33a)

where � is the angle of s measured from the z axis. The refractive index of the ordi-
nary wave is n � no and the refractive index of the extraordinary wave is

(7.33b)

and their polarization vectors are given by Equation (7.30), respectively,

(7.33c)

For the simplest case of propagation along the z axis, the axis of symmetry for the
uniaxial liquid crystal, two modes of propagation characterized by equal refractive
indices n1 � n2 � no along the x and y directions exist.

7.3. GENERAL FORMALISMS FOR POLARIZED LIGHT
PROPAGATION THROUGH LIQUID CRYSTAL DEVICES

As discussed previously, liquid crystal display devices/pixels are made up of a
multitude of optical polarizing, phase shifting, and polarization rotation and
absorption/transmission elements. Furthermore, starting with a uniform director axis
of an aligned liquid crystal cell, the reorientation profile of the director axis under the
action of an applied field is, in general, inhomogeneous. The problem becomes even
more complex when one considers off-axis propagation. Such complicated
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“polarized” optical systems render it impossible to have analytical solutions or “pic-
tures” as presented in the previous chapter, and call for more powerful and sophisti-
cated analytical method. In this and the following section, we discuss various
theoretical formalisms that have been developed to tackle these problems.

7.3.1. Plane-Polarized Wave and Jones Vectors

We shall begin with a discussion of the basic formalism for treating polarized light.
Consider a plane-polarized monochromatic light wave, the electric field vector of
which can be written as10

(7.34)

where k�n � /c �n2�/	 and k.E � 0.
For propagation along the z direction, the two transverse components may be

written as

(7.35)

As discussed previously, the electric field vector can assume various polarization
states. Jones calculus is a method to treat propagation and evolution of these polar-
ization states in an anisotropic crystal, which will impart various phase shifts to the
principal axes components of the electric field. We begin by defining the Jones
vector:

(7.36)

Jones vector is a mathematical representation of the x and y components at any given
time t, such that, Ex(t) � Re (Jxe

i�t) � Re [Axe
i(�t � kx)].

In a lossless medium, we assume an amplitude of unity for the electric field
(i.e., A � 1),

(7.37)

For a linearly polarized light (
x � 
y) making an angle �, Ax � cos � and 
Ay � sin �:

(7.38)
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For example, the Jones vectors for a linearly x-polarized light (corresponding to 
� � 0) and a y-polarized light (� � �/2) are described respectively:

(7.39)

For a linearly polarized light whose plane of polarization is orthogonal to the above,
such that, � �� � � �/2, we have 

(7.40)

Similarly, the Jones vectors for the right and left circularly polarized lights are given
by 

(7.41)

Note that R*· L � 0:

(7.42)

Note: In the above definition of right and left circularly polarized light, we adopt the
convention frequently used in optics, that is, from the point of view of an observer
looking at the light head on. For R, the observer will see a clockwise rotation of the
electric field vector, while for L, the observer will see a counterclockwise rotation of
the electric field vector. This is also the convention used in Chapter 4 when we dis-
cussed circularly polarized light in the context of the optical properties of cholesteric
liquid crystals. 

To describe a general state of polarization, we ascribe a phase shift 
 between the
x and y components (see Chapter 6).  Accordingly, the Jones vector for a general
elliptical polarization state is of the form .9,10

(7.43)

We now consider the application of the Jones matrix method to the simple
problem of polarized light through a birefringent phase plate or retardation plate
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(see Fig. 7.5).  As illustrated in the previous chapter, depending on the phase shift
between the fast and slow axes components imparted by the retardation plates, the
resulting emergent light will have different states of polarization. To apply the
Jones matrix method, we represent the incident polarization state by a Jones col-
umn vector:

(7.44)

where Vx and Vy are two complex numbers representing the complex field amplitudes
along x and y.  To determine how the light propagates in the retardation plate, we
need to resolve it into components along the fast and slow axes of the crystal, that is,
a rotation around the z axis by an angle �:

(7.45)

where Vs and Vf are the slow and fast components, respectively. Let ns and nf be the
refractive indices of the slow and fast components, respectively. The polarization
state of the emerging beam in the crystal coordinate system is thus given by

(7.46)
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where l is the thickness of the plate and � is the radian frequency of the light beam.
Because of the index difference, the two components experience a phase delay after
their passage through the crystal respectively:

(7.47)

Writing � � (ns � nf) �l /c, Equation 7.46 becomes

(7.48)

The Jones vector of the polarization state of the emerging beam in the labora-
tory frame (i.e., xy coordinate system) is given by transforming back from the crys-
tal to the laboratory coordinate system, that is, applying a rotation matrix with �
replaced by ��:

(7.49)

This yields

(7.50)
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In the Jones matrix formalism, therefore, a retardation plate is described by a matrix
W(�,�) characterized by its phase retardation � and its azimuth angle �:

(7.53)

Note that the Jones matrix of a wave plate is a unitary matrix, that is,

(7.54)

where W*
ij � (W�)ji.

Using these transformation matrices, one can derive the polarization vectors for
light propagating (along the z axis) through various polarizers and phase retardation
elements such as those described in the previous chapter.

7.3.2. Jones Matrix Method for Propagation Through a 
Nematic Liquid Crystal Cell 

Consider the example of propagation through a general twisted NLC cell in a
typical liquid crystal display pixel as depicted schematically in Figure 7.6. The
pixel consists of an input (or entrance) polarizer, a liquid crystal cell with the direc-
tor axis oriented along the x direction at the input end. At the output end, the direc-
tor axis is oriented at an angle � with the x axis before merging with the exit
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Figure 7.6. Schematic depiction of a pixel element that consists of an input and an output polarizer sand-
wiching a LC cell with the director axis oriented along x-direction at the input end. At the output end, the
director axis is oriented at an angle � with the x axis before merging from the exit polarizer as shown.
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polarizer as shown. The transmission of the light through such a pixel has been cal-
culated to be of the form11

(7.55)

where

(7.56)

and �
 is the pretilt angle.
For the case of a planar aligned sample, that is, � � 0, we have

(7.57)

For crossed entrance–exit polarizers oriented such that �ent � 45° and �exit� 135°,
this expression reduces to simply 

(7.58)

For a 90° TN cell (� � 90°), we have 

(7.59)
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For a 180 STN cell, we have

(7.61)

For a 270 STN cell 

(7.62)

7.3.3. Oblique Incidence: 4�4 Matrix Methods  

The discussion above applies in the case when the light is incident normally on the plane
of the optical elements (see Fig. 7.5). In this case, the Jones matrices are two-component
vectors. However, for off-axis or obliquely incident light, this cannot account for various
physical effects, such as Fresnel refraction and reflection of light at the interface,
breakup of the light into ordinary and extraordinary components, and so on, and most
importantly, multiple reflections at the interfaces where there is discontinuity in the
refractive indices (e.g., between air and glass, between glass and polarizers). At each
interface, four electric and magnetic tangential field components (Ex, Ey, Hx, and Hy) are
required to fully describe the transmission and reflection.12

The 4�4 matrix method relates the tangential components of these field vectors at
the exit (Z2) to the inputs at the entrance plane (Z1):

(7.63)

where � � (Ex, Hy, Ey, �Hx) and M is the so-called transfer matrix. M depends on
the dielectric anisotropy (�����), the layer thickness (Z2�Z1), and the propagation
wave vector of the incident light. For the case where the light is incident from the
glass (index ng) to the LC interface at an angle �in, and the director axis is oriented
with respect to the z axis by the Euler angles �(z) and 
(z), Wohler et al.12 gives

(7.64)

where I is the identity matrix and � is a 4�4 matrix:
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In these equations,

(7.66)
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(7.67)
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where, 	ij�	i �	j, fi � exp(�iko	id ) and j, k, l � 1, 2, 3, 4, with 

(7.68)

and 

(7.69)

Once M is found, the transmitted field components can be obtained from the
equation.12,13

7.4. EXTENDED JONES MATRIX METHOD

Instead of the 4�4 matrix method described in the preceding section, oblique inci-
dence can also be treated using the so-called extended Jones matrix method14,15

involving 2�2 matrices, if the effects of multiple reflections can be neglected. To
avoid confusion, we employ the cgs units adopted by these authors. Maxwell equa-
tions become

(7.70)
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(7.72)

Consider a plane wave of the form exp[i(k.r � �t)] incident on a liquid crystal cell
as depicted in Figure 7.7. For propagation in the x-z plane at an angle �k with the z
axis, we have k�(k0 sin �k, 0, k0 cos �k).

In the extended Jones matrix method, the liquid crystal cell is divided into N (usu-
ally several hundreds for accurate computation) layers, with the dielectric tensor of
each layer differing from that of its adjacent layer. The input and output polarizers
are considered as two separate layers characterized by dielectric tensors of the form
of Equation (7.71).  In each layer, there are four eigenwaves: two transmitted and two
reflected waves. At each interface, the boundary condition that applies is that the tan-
gential components of the electric field are continuous. 
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For the liquid crystal pixel, as shown in Figure 7.7, the extended Jones matrix
becomes 

(7.73)

The Jones matrix at each layer is given by

(7.74)

where 

where d is the corresponding layer thickness and

(7.75)
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Let Ex
(0) and Ey

(0) be the incident field. The transmitted field Ex
(N�1), Ey

(N�1) is then given by

(7.79)

For an obliquely incident light, as shown in Figure 7.7, the transmission T is

(7.80)

where �p�sin�1[sin (�k)/Re (np)] is the exit angle of the light leaving the polarizer,
and Re(np) is the average real part of no and ne of the polarizer.

With the inclusion of the transmission at the air–glass interfaces at the entrance
and exit, the net optical transmission of the “pixel” becomes 

(7.81)

For normal incidence (�k � 0)

(7.82)

whereas for �k � 0, we have

(7.83)
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where �ent and �exit are the entrance and exit angles at the glass–air interfaces, respec-
tively.

Finally, the transmission for parallel (p) and vertical (s) components of the trans-
mission are given by

(7.85)Tp
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(7.86)

where

(7.87)

(7.88)

The transmission for various cell geometries, director axis orientations, pretilts, and
so on have been calculated.14

7.5 FINITE-DIFFERENCE TIME-DOMAIN TECHNIQUE

With the advance of computing power and speed, many other numerical methods tra-
ditionally used in radio and long wavelength regimes that were too cumbersome and
time consuming for applications involving short wavelength electromagnetic waves
(light) have become feasible. One numerical technique that is attracting increased
use is the so-called finite-difference time-domain technique.

The finite-difference time-domain (FDTD) method provides direct numerical
solutions of Maxwell’s equations in both space and time domains,16,17 and is widely
used to study electromagnetic radiation and scattering, especially when complex,
inhomogeneous geometries are involved. The FDTD method can also be used to
analyze optical wave propagation through liquid crystal (LC) structures.18,19 In sim-
ple stratified structures (i.e., structures in which the dielectric tensor varies along the
direction normal to the display surface) matrix-type methods, such as the extended
Jones method14 and the Berreman matrix method,20 can be satisfactorily used to
analyze optical propagation. However, these methods cannot give the accurate optical
information required for advanced displays possessing smaller pixels, in-plane elec-
trodes, or multidomains because of the underlying multidimensional director defor-
mations.21 By contrast, the FDTD approach is well suited to tackle these complex
propagation problems, and has been successfully implemented for applications such
as optics in textured LCs,22 diffraction gratings,23 and light interaction with LCs.24

7.5.1. The Implementation of FDTD Methods

Yee first devised a set of finite-difference equations for the time-dependent Maxwell
equations for isotropic media.16 In Yee’s algorithm, space and time are discretized
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and the finite central-difference expressions for their derivatives are used. Figure 7.8
shows the grid positions of the electric and magnetic field components in three-
dimensional space. At all grid points, the electric and magnetic components of the
coupled Maxwell equations are iteratively computed until the steady state is
obtained.17

To describe the application of the FDTD method to LCs, let us start from
Maxwell’s equations:

(7.89)

(7.90)

(7.91)

The optical dielectric tensor �� is represented as

(7.92)��
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Figure 7.8. Positions of the electric and magnetic field components in Yee grids.
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where each component of �� is related to the refractive indices no (ordinary ray) and
ne (extraordinary ray) by

(7.93)

where 
ij is Kronecker’s delta, and ni and nj are LC director components.
For leapfrog time stepping, each field component is discretized and every D� (H�)

component is updated by a circulating H� (D�) component. As an example, the x com-
ponents of the fields are updated using the following equations:

(7.95)

where n is the time step number, {i,j,k} are the indices of the grid points, �y and  �z
are the unit cell dimensions (distances between consecutive grid points in the y or z
directions), and �t is the time step. If the dimensions of the unit cell are the same, that
is, �x � �y � �z � �, the time step interval should satisfy the bounding condition
known as “Courant condition” in order to obtain numerical stability:17

(7.96)

where c is the velocity of light in free space and n is the dimension of the FDTD
space.

From Equation (7.94), the dielectric displacement components are first obtained
and they are used to calculate the corresponding electric field components using the
inverted constitutive relation of Equation (7.91). The obtained electric field compo-
nents are then used for to update the magnetic components. This procedure is iterated
until timestepping is concluded.

In order to determine the solution of the wave propagation in infinite (unbounded)
regions, the computational space should be truncated with nonphysical perfectly
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absorbing media. This can be achieved by surrounding the computational domain
with a perfectly matched layer (PML) introduced by Berenger.25 In the PML regions,
each field component is split into the additive subcomponents according to the coor-
dinate axis and Maxwell’s equations are modified with the split field components
having electric conductivities and magnetic losses which are designed to be matched
well with each other. This PML provides a reflectionless boundary for plane waves
of arbitrary incidence angle, frequency, and polarization. Figure 7.9 shows how the
main computational domain (i.e., the physical domain) is surrounded by PML
regions. In this simple one-dimensional case, Maxwell’s equations are expressed as

(7.97)

(7.98)

The matching condition19 of the PML conductivities �D
z and �H

z given by 

(7.99)

In addition, the PML conductivity increases as the thickness of the slab increases as
follows:

(7.100)

where 
 is the PML thickness and m is a small number which is usually determined
in the range from 3 to 4.17 The constant �max can be equal to

(7.101)

where c is the velocity of light in free space and R(0) is the desired reflection error at
normal incidence.

The incident plane wave onto the LC structure can be realized using a total/scat-
tered (TF/SF) field formulation.17 This technique is based on the linearity of
Maxwell’s equations. According to this technique, the total electric and magnetic
fields E�tot and H�tot are separated into two subcomponents––one is the component of
the incident field (E�inc, H�inc) and the other is that of the scattered field (E�scat, H�scat)
which results from the interaction between the incident field and any material in the
main domain:

(7.102)
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(7.103)

The main computational space is then separated by a virtual surface into an inner
and an outer space, as shown in Figure 7.9. In the inner space, the TF region, the
FDTD procedure is performed on both the incident and scattered waves, whereas in
the outer space, the SF region, only the scattered fields are considered. By using this
TF/SF technique, one can obtain the propagating plane wave not interacting with the
absorbing boundary conditions.26 In implementing this technique, the incident field
should be added at the TF/SF boundary. For the simple one-dimensional case of
Figure 7.9, if the incident field is known in the whole main domain, each field com-
ponent at the two TF/SF boundaries is corrected by adding the incident field compo-
nent as follows:

(7.104)

(7.105)

(7.106)

(7.107)

The curly brackets in Equations (7.104)�(7.107) indicate that all field components
are updated by a time-stepping procedure before the incident field correction term is
added.
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Figure 7.9. One-dimensional Yee grids: k is the index number of grids. TF and SF indicates total field
and scattered field regions, respectively.
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7.5.2. Example: FDTD Computations of the Twisted 
Nematic Cell in One Dimension

As a simple illustration27 of the FDTD technique, consider a twisted nematic liquid
crystal (E7) cell in one dimension (in z axis). The cell thickness is set equal to 5 �m.
The pretilt angles of the top and bottom glasses are assumed to be nearly zero (0.01°)
The director of the bottom glass is parallel to the x axis and the total twist angle is set
equal to 90°. 

In this case, Maxwell’s equations in the main computational region are

(7.108)

(7.109)

(7.110)

(7.111)

Within the PML regions, Maxwell’s equations can be rewritten as

(7.112)

(7.113)

(7.114)

(7.115)

The material constants of the nematic liquid crystal E7 used in this calculation are elas-
tic constants K1 � 11.2 � 10�12 N, K2 � 6.8 � 10�12  N, and K3 � 18.6 � 10�12 N; 
and the dielectric constants �� � 5.15 and �	 � 18.96. The ordinary and extraordinary
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refractive indices are no�1.5185 and ne�1.737, respectively. The dielectric tensor is
determined from the director profiles, which are obtained by the minimization of the
total free-energy density. 

Consider an x-polarized input plane wave (	�633� 10�9 m) from the bottom
glass. It is assumed that the index of the surrounding medium is 1. For Yee grids,
the unit cell space is �z �	/40 � 1.5825 � 10�8 m and the time step is �t � 2.639
� 10�17s. Figures 7.10 and 7.11 show the electric field distributions after 15,000
time steps. As shown in Figure 7.10, in the off state (0 V), as the incident wave

FINITE-DIFFERENCE TIME-DOMAIN TECHNIQUE 187

Figure 7.10. Electric field distribution through the LC layer at the off state in a TN cell. The solid and
dotted line denotes Ex and Ey field, respectively.

Figure 7.11. Electric field distribution through the LC layer at the on state in a TN cell. The solid and
dotted line denotes Ex and Ey field, respectively.
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propagates through the LC layer, the polarization state is changed from Ex to Ey

(the magnitude of the x component progressively diminishes, while the magnitude
of the y component grows), confirming the well-known “waveguide” property of
the twisted nematic cell. However, when the voltage is applied, the molecules
become untwisted and consequently the x-polarized input remains unchanged in
magnitude, while the y-polarized input remains at vanishing value, as shown in
Figure 7.11; that is, the polarization plane of the light is no longer rotated in the on
state (5 V).

Although we have demonstrated a basic one-dimensional propagation case,
FDTD is a very powerful and accurate method to describe almost every optical
response including refraction, reflection, diffraction, and scattering phenomena,
since the underlying principles are governed by Maxwell’s equations. It is likely to
see increased usage in analyzing optical propagation through inhomogeneous
anisotropic media such as liquid crystals in complex geometries.21�24
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8
Laser-Induced Orientational Optical
Nonlinearities in Liquid Crystals

8.1. GENERAL OVERVIEW OF LIQUID CRYSTAL NONLINEARITIES

In linear optical processes the physical properties of the liquid crystal, such as its
molecular structure, individual or collective molecular orientation, temperature, den-
sity, population of electronic levels, and so forth, are not affected by the optical
fields. The direction, amplitude, intensity, and phase of the optical fields are affected
in a unidirectional way (i.e., by the physical parameters of the liquid crystal). The
optical properties of liquid crystals may, of course, be controlled by some externally
applied dc or low-frequency fields; this gives rise to a variety of electro-optical
effects which are widely used in many electro-optical display and image-processing
applications as discussed in previous chapters.

Liquid crystals are also optically highly nonlinear materials in that their physical
properties (temperature, molecular orientation, density, electronic structure, etc.) are
easily perturbed by an applied optical field.1–5 Nonlinear optical processes associated
with electronic mechanisms will be discussed in Chapter 10. In this and the next
chapter, we discuss the principal nonelectronic mechanisms for the nonlinear optical
responses of liquid crystals.

Since liquid crystalline molecules are anisotropic, a polarized light from a laser
source can induce an alignment or ordering in the isotropic phase, or a realignment
of the molecules in the ordered phase. These result in a change in the refractive index.

Other commonly occurring mechanisms that give rise to refractive index changes
are laser-induced changes in the temperature, �T, and the density, ��. These changes
could arise from several mechanisms. A rise in temperature is a natural consequence
of photoabsorptions and the subsequent inter- and intramolecular thermalization or
nonradiative energy relaxation processes. In the isotropic phase the change in the
refractive index is due to the density change following a rise in temperature. In the
nematic phase the refractive indices are highly dependent on the temperature through
their dependence on the order parameters, as well as on the density, as discussed in
Chapter 3.
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Temperature changes inevitably lead to density changes via the thermoelastic cou-
pling (i.e., thermal expansion). However, density changes can also be due to the elec-
trostrictive effect (i.e., the movement of the liquid crystal molecules toward a region
of high laser field). To gain a first-order understanding of the electrostrictive effect,6,7

let us ignore for the moment the anisotropy of the liquid crystalline parameters.
Consider a molecule situated in a region illuminated by an optical field E. The field
induces a polarization P � �E, where � is the molecular polarizability. The electro-
magnetic energy expended on the molecule is thus

(8.1)

If the electric field is spatially varying (i.e., there are regions of high and low energy
densities E2), there will be a force acting on the molecule given by

(8.2)

that is, the molecule is pulled into the region of increasing field strength (see
Fig. 8.1). As a result, the density in the high field region is increased by an amount
��. This increase in density gives rise to an increase in the dielectric constant (and
therefore the refractive index) by an amount

(8.3)
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Figure 8.1. Molecules are pulled toward regions of higher field strength by electrostrictive forces.

JWUS_LC-Khoo_ch008.qxd  1/17/2007  12:19 PM  Page 191



192 LASER-INDUCED ORIENTATIONAL OPTICAL NONLINEARITIES

where

(8.4)

is the electrostrictive constant.
Large density and temperature changes could also give rise to flows and director

axis reorientations. An intense laser field induces flows in liquid crystals via the pres-
sure it exerts on the system.4,6 The pressure p(r, t) creating the flow may originate
from the thermoelastic or electrostrictive effects mentioned previously in conjunc-
tion with thermal and density changes. In nonabsorbing liquid crystals the flow is due
mainly to electrostrictive forces of the type shown in Equation (8.2), which are
derived generally from the so-called Maxwell stress:9

(8.5)

Electrostrictive effects are highly dependent on the gradient of the electromagnetic
fields, which are naturally present in tightly focused or spatially highly modulated
pulsed lasers.

Flows also give rise to director axis realignment (see Fig. 8.2). In the extreme case
of flow, the liquid crystal is forced to vacate the site it occupied (i.e., an empty space
is left). Laser-induced flow effects thus give rise to large index changes, as observed
in several studies involving nanosecond or picosecond laser pulses.6–9

In this and the next chapters, laser-induced changes in the director axis orienta-
tion �(r, t), density �(r, t), temperature T(r, t), and flows are separately discussed
for all the principal mesophases of liquid crystals. An intense laser pulse can also
generate electronic nonlinearities in liquid crystals. This is treated separately in
Chapter 10.
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Figure 8.2. An example of the flow-induced director axis reorientation effect in nematics. v is the flow
velocity.

JWUS_LC-Khoo_ch008.qxd  1/17/2007  12:19 PM  Page 192



8.2. LASER-INDUCED MOLECULAR REORIENTATIONS IN THE
ISOTROPIC PHASE

8.2.1. Individual Molecular Reorientations in Anisotropic Liquids

In the isotropic phase the liquid crystal molecules are randomly oriented owing to
thermal motion, just as in conventionally anisotropic liquids. An intense laser field
will force the anisotropic molecules to align themselves in the direction of the opti-
cal field through the dipolar interaction (see Fig. 8.3), in order to minimize the
energy. Such a process is often called laser-induced ordering; that is, the laser
induced some degree of preferred orientation in an otherwise random system.
Because the molecules are birefringent, this partial alignment gives rise to a change
in the effective optical dielectric constant (i.e., an optical field intensity-dependent
refractive index change).

If the laser is polarized in the x direction, as shown in Figure 8.4, the induced
polarization in the x direction is given by

(8.6)

where ��op is the optically induced change in the susceptibility. In terms of the prin-
cipal axes 1 and 2,

(8.7)

where

(8.8)

(8.9)P E Ex2 0 22 2 0 22 cos .� �� � � � �

P E Ex1 0 11 1 0 11 sin ,� �� � � � �

P P Px � �2 1cos sin ,� �

P Ex xx x� � �0
op ,�
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Figure 8.3. Laser-induced ordering in an anisotropic liquid.
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We therefore have

(8.10)

This may be expressed in terms of the average susceptibility:

(8.11)

and the susceptibility anisotropy:

(8.12)

by

(8.13)

In Equation (8.13) the angle brackets containing the factor (cos2� � ) signify that

��op is a macroscopic parameter and an ensemble average; it can be expressed in

terms of the (induced) order parameter Q � � cos2� � � by

(8.14)

The total polarization Px therefore becomes

(8.15)
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Figure 8.4. Interaction of a linearly polarized light with an anisotropic (birefringent) molecule.
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where the linear polarization Px
L

� �0��E is the contribution from the unperturbed sys-
tem, and the nonlinear polarization

(8.16)

arises from the laser-induced molecular orientation, or ordering.
From Equation (8.16) one can see that the molecular orientational nonlinearity in

the isotropic phase of a liquid crystal is directly proportional to the laser-induced
order parameter Q. In typical anisotropic liquids (e.g., CS2 or liquid crystals at tem-
peratures far above TC), the value of Q may be obtained by a statistical mechanics
approach. In the completely random system, the average orientation is described by
a distribution function f(�):

(8.17)

In a steady state the equilibrium value for f(�) is given by

(8.18)

where � is the interaction energy of a molecule [� � �0(��/2)|E|2] and �� is the
molecular polarization anisotropy (�� � ��/N). KB is the Boltzmann constant.

Laser-induced individual molecular orientations in liquid crystalline systems have
been studied by several groups.10–13 In the study by Lalanne et al.,13 both the uncor-
related individual molecular reorientations and the correlated reorientation effects,
described in the next section, induced by picosecond laser pulses have been meas-
ured. Typically, the individual molecular motion is characterized by a response time
on the order of a few picoseconds, and fluctuations in these individual molecular
motions give rise to a broad central peak in the Rayleigh scattering measurement;
this is usually referred to as the Rayleigh wing scattering component, and it always
exists in ordinary liquids (see Chapter 5). On the other hand, the correlated molecu-
lar reorientational effect discussed in the next section is characterized by a response
time on the order of 101–102 ns. This gives rise to a narrow central component in the
Rayleigh scattering spectrum and could also be called a Rayleigh wing component
because it also originates from orientational fluctuations.

Besides these molecular motions, an optical field could also induce other types of
orientation effects in liquid crystalline systems, for example, nuclear reorientation
caused by the field-induced nuclear orientational anisotropy. This process is some-
times referred to as the nuclear optical Kerr effect10 as it results in an optical inten-
sity-dependent change in the optical dielectric constant. Such effects in liquid
crystals have been investigated by Deeg and Fayer.10 In general, these nuclear
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motions are characterized by a rise time of a few picoseconds and a decay time of
about 102 ps in experiments involving subpicosecond laser pulses. The dynamics of
these nuclear motions are also more complex than the individual molecular reorien-
tational effects discussed previously.10

8.2.2. Correlated Molecular Reorientation Dynamics

For liquid crystals, owing to pretransitional effects near TC, the induced ordering Q
exhibits interesting correlated dynamics and temperature-dependent effects.

In general, short intense laser pulses are required to create appreciable molecular
alignment in liquids. To quantitatively describe the pulsed laser-induced effect, a
time-dependent approach is needed. In this regime f(�) obeys a Debye rotational dif-
fusion equation:10

(8.19)

where 	 is the viscosity coefficient. Substituting Equation (8.17) in Equation (8.19),
one obtains a dynamical equation for Q:

(8.20)

where the relaxation time 
D is given by

(8.21)

Equation (8.20) shows that Q�|E|2, and thus the nonlinear polarization from
Equation (8.16) becomes

(8.22)

In nonlinear optics terminology, see Chapter 11, this is a third-order nonlinear polar-
ization which is related to the electric field E by a third-order nonlinear susceptibility
that is proportional to |E|2. A nonlinear susceptibility of this form is equivalent to an
intensity-dependent refractive index change.

In the vicinity of the phase transition temperature TC, molecular correlations in
liquid crystals give rise to interesting so-called pretransitional phenomena. This is
manifested in the critical dependences of the laser-induced index change and the
response time on the temperature. These critical dependences are described by
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Landau’s14 theory of second-order phase transition advanced by deGennes,15 as
explained in Chapter 2.

The free energy per unit volume in the isotropic phase of a liquid crystal, in terms
of a general order parameter tensor Qtj, is given by

(8.23)

(8.24)

where A and T* are constants defined in Chapter 2.
From Equation (8.23) the dynamical equation for Qtj becomes11

(8.25)

where

(8.26)

The solution for Qtj is

(8.27)

where

(8.28)

The exact form of Qij(t), of course, depends on the temporal characteristics of the
laser field E(t
).

For simplicity, we assume that the incident laser pulse is polarized in the i direc-
tion, for example. Furthermore, we assume that the laser is a square pulse of duration


p. We thus have fij � fii � ��E2. For 0 � t � 
P, we have

(8.29)
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For time after the laser pulse, that is, t 
 
P, the order parameter freely relaxes and is
described by an exponential function:

(8.30)

The subscripts ii on Q denote that we are evaluating the ith component of the polar-
ization. Clearly, Qii relaxes with a time constant 
, which is given in Equation (8.28).
The dependence of 
 on (T � T*)�1 shows that there is a critical slowing down as the
system approaches T*.

Since the linear polarization PNL is proportional to Q, and Q is proportional to 

[cf. Eq. (8.29)], PNL is therefore proportional to 
 [i.e., proportional to (T � T*)�1].
This dependence on the temperature shows that the nonlinearity of the isotropic
phase will be greatly enhanced as one approaches T*, just as its response time is
greatly lengthened.

These phenomena, the critical slowing down of the relaxation and the enhance-
ment of the optical nonlinearity near TC, have been experimentally observed by
Wong and Shen.10 In MBBA, for example, the observed relaxation times vary from
about 100 ns at T � T* 
 10° to 900 ns at T � T* � 1° (see Fig. 8.5); the nonlin-
earity �1122 , for example, varies as 2.2 � 10�10 esu/(T � T*) (see Fig. 8.6).

8.2.3. Influence of Molecular Structure on Isotropic 
Phase Reorientational Nonlinearities

As explained in Chapter 1, molecular structures dictate the inter- and intramolecular
fields, which in turn influence all the physical properties of the liquid crystals.
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Figure 8.5. Observed independence of the orientation relaxation time as a function of the temperature
above TC (after Wong and Shen10).
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Molecular structures therefore are expected to influence the reorientational optical
nonlinearities in both their magnitude and response time. The study by Madden 
et al.16 has shed some light on this topic.

In the transient degenerate four-wave mixing study (see Chapter 11) conducted by
these workers, the observed optical nonlinearity associated with molecular reorienta-
tion can be expressed16 in terms of the parameter C(t,k):

(8.31)

where �i and ri are the polarizability and position of molecule i and � is a local field
correction factor. KB is the Boltzmann constant and T is the temperature. C(t,k) is a
measure of the time correlation function of a Fourier component of the polarizability
of the liquid crystals.

Note that in Equation (8.31) the i � j terms contribute only when there is a corre-
lation between the orientation of different molecules. Molecular orientational correla-
tion in liquid crystals affects both the amplitude of C(0, k) and its relaxation behavior.

In the case of weak coupling between molecular orientations and the transverse
components of the momentum density of the liquid crystal,17,18 the preceding expres-
sion reduces to
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Figure 8.6. Measured optical nonlinear susceptibility as a function of the temperature above TC (see
Wong and Shen10).
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where � is the molecular polarizability anisotropy, � is the number density, 
 is the
relaxation time, and g is the static orientational correlation:

(8.33)

In an ordinary isotropic fluid, g 	 1. On the other hand, for liquid crystal molecules
near Tc , g 	 KBT/A(T � T*), where A comes from the Landau expansion [see Eq.
(8.24)] of the free energy discussed in the preceding section. Using g for a liquid
crystal and Equation (8.32), we have C(t) � 2/15�et/
(��2/A). 

From Equation (8.32) for C(t), one may conclude that the most important factor
influencing the optical nonlinearity is �, the molecular polarizability anisotropy. If
everything else about the molecule remains constant, obviously a larger � means a
larger optical nonlinearity. Consider, for example, cyanobiphenyls (nCBS), which are
stable liquid crystals well known for their large polarizability anisotropy. In general,
going to heavier members of a homologous series (i.e., larger-number n) increases �
by increasing the size and anisotropy of the molecule.18 One would expect therefore
a corresponding trend in the observed nonlinearity C(0).

However, this is contradicted by the experimental measurements.17 Table 8.1
shows the observed results. As n is increased from 3 to 10, where � increases, the fac-
tor ��2/A and the optical nonlinearity actually drop.

This “deviation” from the preceding notion of how molecular structures should
influence optical nonlinearities is explained by the fact that, in general, many other
physical parameters, besides �, of the liquid crystals are modified as heavier (larger n)
liquid crystals are synthesized. In the present case the other parameters are � and A. As
seen in Table 8.1, � and A together lead to a reverse trend on the optical nonlinearity as
� is increased. Other parameters, such as the viscosity, shape parameter, and molecular
volume, are also greatly changed as we go to heavier liquid crystal molecules in the
nCB series, and they could adversely affect the resulting nonlinear optical response.

8.3. MOLECULAR REORIENTATIONS IN THE NEMATIC PHASE

In the nematic phase field-induced reorientation of the director axis arises as a
result of the tendency of the total system to assume a new configuration with the
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Table 8.1. Orientational Nonlinearity of Liquid Crystals Near Tc

Observed Nonlinearity
Liquid Crystal ��2/A (T � T*)� (3)(esu)

10CB 0.49 1.36 � 10�9

5CB 0.84 2.71 � 10�9 

3CB 1.51 5.0 � 10�9
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minimum free energy.1–5,19 The total free energy of the system consists of the dis-
tortion energy Fd and the optical dipolar interaction energy Fop, which are given
by, respectively,

(8.34)

and

(8.35)

where the angle brackets � � denote a time average. If the optical field Eop is a plane
wave [i.e., Eop � p̂|E|cos(�t � kz), where p̂ is a unit vector along the polarization
direction], then �E2

op� � |E|2/2. [Note that Equation (8.35) is written in cgs units.]
The first term on the right-hand side of Equation (8.35) is independent of the

director axis orientation, and hence, it may be ignored when we consider the reori-
entation process. The second term indicates that the system (if �a
0) favors a
realignment of the director axis along the optical field polarization. In analogy to the
elastic torque, an optical torque

(8.36)

is associated with this free-energy term. This is illustrated by the following example. 

8.3.1. Simplified Treatment of Optical Field-Induced Director 
Axis Reorientation

Consider, for example, the interaction geometry depicted in Figure 8.7, where a lin-
early polarized laser is incident on a homeotropically aligned nematic liquid crystal.
The propagation vector K of the laser makes an angle (� � �) with the perturbed
director axis: � is the reorientation angle. For this case, if the reorientation angle � is
small, then only one elastic constant K1 (for splay distortion) is involved. A mini-
mization of the total free energy of the system yields a torque balance equation:

(8.37)

In the small � approximation, this may be written as
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where 
2 � 4�K1/[���E2
op�].

Because of the large birefringence of nematic liquid crystals, a small director axis
reorientation will give rise to sufficiently large refractive index change to generate
observable optical effects. Accordingly, we will continue our discussion based on the
small � limit. In this case, using the so-called hard-boundary condition [i.e., the
director axis is not perturbed at the boundary (� � 0 at z � 0 and at z � d)], the solu-
tion of Equation (8.38) is

(8.39)

that is, the reorientation is maximum at the center and vanishingly small at the
boundary, as shown in Figure 8.8.

As a result of this reorientation, the incident laser (an extraordinary wave) experi-
ences a z-dependent refractive index change given by

(8.40)

where ne (� � �) is the extraordinary ray index

(8.41)

For small �, the change in the refractive index �n is proportional to the square mod-
ulus of the optical electric field, that is,
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Figure 8.7. Interaction of a linearly polarized (extraordinary ray) laser with a homeotropically aligned
nematic liquid crystal film.
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or

(8.43)

with �2(z) given by

(8.44)

Note that, when averaged over the sample thickness, the factor (dz — z 2) gives d2/6.
What is truly unique about nematic liquid crystals is the enormity of �2 compared

to most other nonlinear optical materials. Let us denote the average of the value of �2

over the film thickness by ��2. For a film thickness d�100 �m, ���0.6, K�10�6, and
��45°, we have

(8.45)

In electrostatic units, this corresponds to a third-order susceptibility �(3) on the order
of 9.54 � 5 � 10�3 �5 � 10�2 esu (see Chapter 11 on unit equivalence). This non-
linear coefficient is about eight orders of magnitude larger than that of CS2 and about
seven orders of magnitude larger than the isotropic phase liquid crystal reorienta-
tional nonlinearity discussed in Section 8.2.3.

In Chapter 5 where we discussed light scattering, such nonlinear response associ-
ated with director axis perturbation is traced back to the extreme sensitivity of the
nematic phase to the optical electric field. In fact, the estimate made in Section 5.5.9
for the interaction geometry as shown in Figure 8.7 demonstrates that it is possible to
get nonlinear index coefficient n2 �1 cm2/W.
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Figure 8.8. Director axis reorientation profile in a nematic film.
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8.3.2. More Exact Treatment of Optical Field-Induced 
Director Axis Reorientation

If the anisotropies of the elastic constants and optical field propagation characteris-
tics in the birefringent nematic film are taken into account, the resulting equations for
the optical field, elastic and optical torques, and so on become more complicated.
The starting point of the analysis is the Euler–Lagrange equation associated with a
small director axis reorientation angle �(z):

(8.46)

where F �� Fd �� Fop from Equations (8.34) and (8.35). (Note that in some cases one
needs to take into account surface anchoring energy as well.) In the present treatment
we will assume the hard-boundary condition and ignore the surface interaction term.
For reorientation in the x-z plane, only the elastic energies associated with the splay
(K1) and bend (K3) are involved.

Writing n̂ � sin�'' x̂ � cos �'' ẑ, we have

(8.47a)

and

(8.47b)

where �'' � � � �. Also, the optical field may be expressed as

(8.48)

where Ex and Ez remain to be calculated from the Maxwell equation:

(8.49)

This is because the dielectric tensor � is dependent on the optical field Eop as a result
of the optical field-induced director axis reorientation. In other words, Equations
(8.46) and (8.49) have to be solved in a self-consistent manner to yield �(z) and Eop(z).

Using Equations (8.47) and (8.48), Equation (8.46) can be explicitly written as
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The self-consistent solutions of Eop and �(z) from these equations are quite com-
plex.19 Nevertheless, it is interesting to note that in the limit of very small director
axis reorientation, that is, ��1, which is usually the case, the preceding equation
reduces to the simplified one given in Section 6.4.1.

In the case where the optical field is incident perpendicularly to the sample, that
is, � � 0, Equation (8.50) becomes greatly simplified and yields an interesting result.
Setting � � 0, we get

(8.51) 

From � · D� � 0, we get

(8.52)

Equation (8.51) therefore becomes

(8.53)

we find that Equation (8.53) is analogous to the equation for the dc field-induced
Freedericksz transition, recalling that we have made the approximation sin ���. We
can thus define a so-called optical Freedericksz field EF given by

(8.54)

For �Ex� � �EF�, ��0. For �Ex� 
 �EF�, director axis reorientation will take place.

8.3.3. Nonlocal Effect and Transverse Dependence

The preceding discussion is based on the assumption that the incident laser is a plane
wave. If the laser is a focused Gaussian beam, with a beam size �0 comparable to or
smaller than the film thickness, transverse correlation effects will arise. Molecules
situated “outside” the laser beam will exert torques on molecules “inside” the beam;
conversely, molecules inside the beam could also exert torques on those on the out-
side. The result is that the transverse dependence of the reorientation profile is not the
same function as the transverse profile of the incident laser beam (e.g., Gaussian).
Put in another way, one may recognize that Equation (8.53) is basically a diffusion
equation, where the elastic term plays the role of the diffusive mechanism. As a result
of this diffusive effect, as in many other physical processes, the spatial profile of the
response is not the same as the excitation profile.
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As shown in the detailed calculations given in the work of Khoo et al.:20

1. For � � 0, there is a threshold intensity for finite reorientation to occur. The
threshold intensity depends on both the thickness of the film and the beam size
�0. For �0. the threshold intensity increases dramatically (compared with the
value for a plane wave). There is no threshold intensity for field-induced reori-
entation in the � � 0 case.

2. For a Gaussian laser beam input, the reorientation profile is not Gaussian,
although it is still a bell-shaped function with a half-width ��, which is differ-
ent from �0. In general, for the � � 0 case, the half-width �� is always larger
than �0 for all values of �0, approaching �0 for large values of �0/d (see
Fig. 8.9a). On the other hand, for the � � 0 case, �� can be smaller than �0,
depending on whether �0 is smaller or larger than d (see Fig. 8.9b).

The transverse dependence of the reorientation becomes important in the studies
of self-phase modulation, self-focusing and self-guiding processes, and spatial soli-
tons in liquid crystalline media (see Chapter 12).

8.4. NEMATIC PHASE REORIENTATION DYNAMICS

The dynamics of molecular reorientation are described by balancing all the prevail-
ing torques acting on the director axis. For the interaction geometry given in
Figure 8.4, the molecular reorientation involves the viscous, elastic, and optical
torques and the resulting equation is given by

(8.55)

where we have introduced an effective viscosity coefficient �.
For simplicity, we have again assumed that � is small and that we can use the one-

elastic-constant approximation. Writing sin �	� and cos �	1, Equation (8.55) becomes

(8.56)

8.4.1. Plane Wave Optical Field

Assuming that E2
op is a plane wave, we may write �(t,z) � �(t)sin(�z /d), and substi-

tuting it in Equation (8.56), we get
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A good understanding of the reorientation dynamics can be obtained if we separate it
into two regimes: (1) optical torque � elastic torque
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Figure 8.9. (a) Plot of ��/�0 as a function of �0 /d for ��0. (b) Plot of ��/�0 as a function of �0/d
for ��0.
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and (2) optical torque � elastic torque

For case (1) we may ignore the elastic term in Equation (8.57) and get an equation
for �

�
of the form

(8.58)

where

(8.59)

(8.60)

If E2
op is associated with a square laser pulse (i.e., E2

op�0 for t � 0; E2
op�E2

0 for
0 � t � 
p), the solution for � is therefore, for 0 � t �
p,

(8.61)

From Equation (8.61) we can see that �(
p) is appreciable only if b
p is appre-
ciable. In other words, if the laser pulse duration is short (e.g., nanosecond), it has
to be very intense in order to induce an appreciable reorientation effect. In this
respect and because the surface elastic torque is not involved, the dynamical
response of a nematic liquid crystal is quite similar to its isotropic phase counter-
part. However, the dependence on the geometric factor sin 2� is a reminder that
the nematic phase is, nevertheless, an (ordered) aligned phase, and its overall
response is dependent on the direction of incidence and the polarization of the
laser.

The effective optical nonlinearity in the transient case, compared to the steady-
state value, can be estimated from Equation (8.61).

In the short time limit (i.e., bt�1), �(t) � at. Therefore, we have
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where ��� is the averaged (over the sample thickness) value of � given in
Equation (8.39) for the steady-state case (e.g., cw laser). This may be expressed
in another way:

(8.63)

where 
r is the nematic axis reorientation time, 
r��d2/K�2. Using typical values in
the estimate of ��2 in Equation (8.45): �� 0.1 P, d�100 �m, and K�10�6 dyne, we
have 
r	1 s. If we define a so-called effective nonlinear coefficient �t

2 for transient
orientational nonlinearity, then

(8.64)

For a 10 ns (10�8) laser pulse, the effective nonlinearity is on the order of
5�10�11 esu.

For case (2), which naturally occurs when the laser pulse is over, we have

(8.65)

that is,

(8.66)

where

(8.67)

The preceding discussion and results apply to the case where an extraordinary
wave laser is obliquely incident on the (homeotropic) sample (i.e., ��0). For the case
where a laser is perpendicularly incident on the sample (i.e., its optical electric field is
normal to the director axis), there will be a critical optical field EF, the so-called
Freedericksz transition field [see Eq. (8.54)], below which molecular reorientation
will not take place. Second, the turn-on time of the molecular reorientation depends on
the field strength above EF (i.e., on Eop�EF). For small Eop�EF, the turn-on time can
approach many minutes! Studies with nanosecond and picosecond lasers4,9 have
shown that under this perpendicularly incident (i.e., ��0) geometry, it is very difficult
to induce molecular reorientation through the mechanism discussed previously.
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8.4.2. Sinusoidal Optical Intensity

In many nonlinear optical wave mixing processes involving the interference of two
coherent beams, the resulting optical intensity imparted on the liquid crystal is a
sinusoidal function. This naturally induces a spatially oscillatory director axis reori-
entational effect. Molecules situated at the intensity maxima will undergo reorienta-
tion, while those in the “dark” region (intensity minima) will stay relatively
unperturbed. In analogy to the laser transverse intensity effect discussed at the end of
the last section, molecules in these regions will exert torque on one another, and the
resulting relaxation time constant will be governed by the characteristic length of
these sinusoidal variations as well as the thickness d of the nematic film.

Consider, for example, an optical intensity function of the form �E2
op� � E2

(1�cos qy). The induced reorientational angle will have a corresponding modulated
and a spatially uniform component. The spatially modulated reorientation angle is of
the form

(8.68)

This gives rise to an elastic torque term given by

(8.69)

on the right-hand side of Equation (8.56). Accordingly, the orientational relaxation
dynamics when the optical field is turned off now becomes

(8.70)

The corresponding orientational relaxation time constant is

(8.71)

Writing the wave vector q in terms of the grating constant ��2�/q, we have

(8.72)

From Equation (8.72) we can see that if ��d, the orientational relaxation dynamics
is dominated by � (i.e., the intermolecular torques); conversely, if d��, the dynam-
ics is decided by the boundary elastic torques.
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These influences of the intermolecular and the elastic torques in cw-laser-induced
nonlinear diffraction effects in nematic films are reported in the work by Khoo.21

There it is also noted that the optical nonlinearity associated with nematic director
axis reorientation is proportional to the factor ��2/K [see Eq. (8.44)] typical of ori-
entational fluctuations induced by light scattering processes (see Chapter 5).
Although both �� and K are strongly dependent on the temperature, the combination
��2/K is not. This is because �� is proportional to the order parameter S, whereas K
is proportional to S2.

This is indeed verified in the experimental study of the temperature dependence of
nonlinear diffraction (see Fig. 8.10). The (orientational component) signal stays quite
flat up to about 1° near Tc ; near Tc , the nematic alignment begins to deteriorate and
the signal diminishes. The factor ��2/K also appears in linear scattering associated
with director axis fluctuations, as discussed in Chapter 5. On the other hand, one can
see that the thermal component diverges as the temperature approaches Tc following
the thermal index dependence (cf. Chapters 2 and 3).

8.5. LASER-INDUCED DOPANT-ASSISTED MOLECULAR
REORIENTATION AND TRANS-CIS ISOMERISM

In nematic liquid crystals doped with some absorbing dye molecules, studies22–27

have shown that the excited dye molecules could exert an intermolecular torque 
mol

on the liquid crystal molecules that could be stronger than the optical torque 
op. In
particular, Janossy et al.22 have observed that some classes of anthraquinone dye
molecules, when photoexcited, will exert a molecular torque 
mol � 	
op, with 	 that

LASER-INDUCED DOPANT-ASSISTED MOLECULAR REORIENTATION 211

Figure 8.10. Typical observed temperature dependence (dots) of the nonlinear side diffraction owing to
the nematic axis reorientation effect (from Khoo21). Circles are thermal index change effects discussed in
Chapter 9.
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can be as large as 100. On the other hand, Gibbons et al. and Chen and Brady23 have
observed that, under prolonged exposure, dye-doped liquid crystals (DDLCs) will
align themselves in a direction orthogonal to the optical electric field and the propa-
gation wave vector (i.e., in the ŷ direction with reference to Fig. 8.11). Under suitable
surface treatment conditions, such reorientational effects can be made permanent
(but erasable). 

Khoo et al.24 report the observation of a negative reorientational effect that occurs
in the transient regime under short laser pulse illumination. Using a variety of polar-
ization configurations between the pump and probe beams in the dynamic grating
diffraction study, the authors have established that the negative change in the refrac-
tive index (i.e., negative nonlinearity) is associated with the liquid crystal director
axis realigning toward the z direction. The efficiency of this reorientation process is
governed by the types of dye molecules used as dopants. 

An interesting and important point is that, at low optical power, the orientational
effect actually is the dominating one, even in such highly absorptive material. In other
recent studies25–29 of dye-doped nematic liquid crystals, observed nonlinearities have
approached the so-called supranonlinear scale characterized by refractive index coef-
ficients n2�1 cm2/W. The observed nonlinearity is orders of magnitude larger than
the so-called giant optical nonlinearity of pure liquid crystals. In particular, methyl-
red dye-doped nematic liquid crystals were first observed to have a nonlinear index

212 LASER-INDUCED ORIENTATIONAL OPTICAL NONLINEARITIES

Figure 8.11. Schematic diagram of the optical fields and their propagation direction in a planar aligned
dye-doped liquid crystal.24 The two fields E1 and E2 are coherent beams derived from splitting a pump
laser to induce dynamic grating in the liquid crystal sample. E3 is the probe beam.
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n2 as large as 6 cm2/W. An important and useful feature of the nonlinear response in
methyl-red-doped sample is that it can be enhanced with an applied low-frequency ac
field. On the other hand, a high-frequency field will quench the reorientational
effects. Studies of these on–off switching dynamics of the diffraction from the film as
the applied ac field frequency is switched back and forth between 300 Hz and 30 kHz,
at Vpp � 20 V, show that the on time is on the order of 12 ms, and the off time is about
17 ms. Faster response is possible at higher Vpp, or using nematics of lower viscosity
and higher dielectric anisotropy. Such dependence on the ac field frequency may be
useful for dual-frequency switching/modulation application.28

Dye molecules and organic materials such as azobenzene are also known23,26,30 to
exhibit the so-called trans-cis isomerism upon photoexcitation (see Fig. 8.12). In this
process, a ground-state azomolecule in the trans form will assume the cis form in the
excited state. If such azo compounds are dissolved in a nematic liquid crystal, for
example, their trans-cis isomeric change will result in modifying the order parame-
ter, and therefore changes the optical properties (e.g., refractive index) of the nemat-
ics. Studies of azobenzene liquid crystals and azobenzene liquid crystal doped
nematic liquid crystals have shown that this is also an effective mechanism to create
large optical nonlinearities.26 Moreover, since the trans-cis isomerism can happen
quite rapidly (possibly in nanoseconds), the resulting order parameter change and
optical nonlinearities can be created just as rapidly.30

8.6. DC FIELD AIDED OPTICALLY INDUCED NONLINEAR OPTICAL
EFFECTS IN LIQUID CRYSTALS: PHOTOREFRACTIVITY

As one can see from the preceding discussions on optical field induced director axis
reorientation in liquid crystals, the torque exerted by the optical field on the director
axis is basically quadratic in the field amplitude. Except for its dispersion influence
on the optical dielectric constant �(�), the frequency of the electric field is basically
not involved. Furthermore, if two or more fields are acting on the director axis, the
resulting torque exerted on the director axis is simply proportional to the square
amplitude of the total fields. Accordingly, it is possible to enhance the optical field
induced effect by application of a low-frequency ac or dc electric field, much as the
optically addressed liquid crystal spatial light modulator discussed in Chapter 6. In
the latter, the responsible mechanism is the photoconduction generated by the inci-
dent optical field in the semiconductor layer adjacent to the liquid crystals. 

In this section, we discuss a mechanism for enhanced optical nonlinearity in
which the photoinduced charges and fields occur within the liquid crystal. It is well
known that dc field induced current flow in nematic liquid crystals, which possess
anisotropic conductivities, could lead to nematic flows and director axis reorienta-
tion, and to the creation of a space-charge field.31 The charged carriers responsible
for the electrical conduction come from impurities present in the otherwise purely
dielectric nematic liquid crystal. If these impurities are photoionizable, an incident
optical intensity [e.g., an intensity grating created by the interference of two coher-
ent optical beams (see Fig. 8.13)], it is possible, therefore, to create a space-charge
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density grating via the photoinduced spatial conductivity anisotropy. The space-
charge field thus created, together with the applied dc field, will cause a refractive
index change through any of the field-induced index change effects. In particular,
these fields could give rise to director axis reorientation, and effectively, a new mech-
anism for optical nonlinearity. 

This process of photoinduced charged-carrier generation, space-charge field, and
refractive index change is analogous to photorefractive (PR) effect occurring in elec-
tro-optically active materials. There is, however, an important difference. In those so-
called photorefractive materials, such as BaTiO3, the induced index change �n is
linearly related to the total electric field E present:32

(8.73)�n E��eff .

214 LASER-INDUCED ORIENTATIONAL OPTICAL NONLINEARITIES

Figure 8.12. (Top) Molecular structures of a commercial dye DR1, mehtyl-red (MR) dye, and azoben-
zene liquid crystal (ALC). (Middle) Molecular structural changes associated with trans-cis isomerization
of azomolecules upon optical illumination. Bottom diagram shows the excitation energy versus the molec-
ular coordinate associated with these photoexcited processes and the various trans-cis cross sections.
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The sign and magnitude of the effective electro-optic coefficient �eff depends on the
symmetry class of the crystal and the direction of the electric field. 

Nematic liquid crystals, on the other hand, possess centrosymmetry. The field-
induced refractive index change is quadratically related to the electric field, that
is,

(8.74)

A useful feature of such quadratic dependence is that it allows the mixing of the
applied dc field with the space-charge field for enhanced director axis reorientation
effect.

Since its discovery in 1994,33,34 there have been numerous studies focusing on
various aspects of the orientational photorefractivity in liquid crystalline sys-
tems.28,35–40 One of the interesting aspects of the effect is that, just as in inorganic
photorefractive crystals, the nonlinearity is nonlocal because of the phase shift
between the space-charge fields and the optical-intensity grating functions. Such
nonlocality gives rise to strong two-beam coupling effects at very modest applied dc
field strength (	100 V/cm) and optical power, in contrast to polymers and inorganic
PR crystals, which require high field strength (several thousands of V/cm). This is
mainly due to the large optical birefringence and dielectric anisotropy of nematics,
and the easy susceptibility of the director axis orientation to external fields. The non-
linear index coefficient n2(I) associated with this process is on the order of
10�1–10�3cm2/W, depending on the dopants used.28

8.6.1. Orientational Photorefractivity: Bulk Effects

In this section, we summarize the basic theories and mechanisms responsible for the
orientational photorefractivity in liquid crystals. In particular, we consider the case
where the incident optical intensity is sinusoidal as in a two-wave mixing configura-
tion (see Fig. 8.13a), in which two equal power mutually coherent pump and probe
beams with p-type polarization are overlapped on the homeotropically aligned liquid
crystal cell. The two beams are obliquely incident on the sample at a small wave mix-
ing angle. A small dc voltage is applied across the cell window, that is, parallel to the
initial director axis direction. Taking into account the dc and optical fields, the total
free energy of the system becomes

(8.75) 

where k is the elastic constant (assuming the single constant approximation). ��
is the dc field anisotropy and ��op is the optical dielectric anisotropy. Denoting
the reoriented director axis by n̂ � (sin �, 0, cos �) and minimizing the free energy
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Figure 8.13. (a) Schematic depiction of the optical wave mixing configuration to study orientational
photorefractivity of nematic liquid crystal under ac bias. (b) Schematic showing various space charge
fields involved in the orientational photorefractive effect in nematic liquid crystals.
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with respect to the reorientation angle � yield the well-known Euler–Lagrange
equation for �:

(8.76) 

[Note: See Figure 8.7 for the definition of � and � in Equation (8.76)].
Owing to the impurities and other photocharge producing agents present in the

liquid crystal cells, three forms of space-charge fields are created within the bulk of
the cell: a typical photorefractive component Eph and two other components E�� and
E�� caused by the dielectric and conductivity anisotropies33,34 in conjunction with
the reoriented director axis (see Fig. 8.13b).

Following the treatment by Rudenko and sukhov,34 the photorefractive-like space-
charge field induced by charge separation can be expressed as

(8.77)

where m is the optical modulation factor, kB is the Boltzmann constant, � is the con-
ductivity under illumination, �d is the dark state conductivity, ��(D��D�)/
(D��D�), where D� and D� are the diffusion constants for positive and negative
ions, respectively, and q�2�/� is the grating wave vector, with � the grating con-
stant. Note that Eph [�cos(q
)] is �/2 phase shifted from the imparted optical inten-
sity grating E2

op � sin(q
).
Meanwhile, the applied field Edc along the z direction, in conjunction with the

conductivity and dielectric anisotropies and the reoriented (by an angle �) director
axis, creates a transverse (along the x direction) electric field component,33,40 which
in turn will further reorient the director axis. These space-charge fields are of the
form31,33,40

(8.78)

For small angle approximation, the above equations can be linearized to yield
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The total electric field then becomes

(8.80)

where

E��� � �Edc.

The torque balance equation thus becomes

(8.81)

Assuming that “hard” boundary condition exists, we find that a solution for � is of the
form

(8.82)

where d is the sample thickness and �0 is the NLC director maximum reorientation
angle. A solution of Equation (8.81) is

(8.83)

which is similar to those obtained previously,33,40 if we neglect the term coming from
the Eop
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In terms of the Freedericksz transition voltage, VF � ��K�/��0���� (in mks units), the
solution for � can be written as

(8.84)

To get a stable solution, we require that the denominator in Equation (8.84) be posi-
tive, i.e.,

(8.85)

This allows us to identify a threshold field Eth,

(8.86)

For 5CB, k�10�11N, ���11 (�||�16, ���5), �0�8.85�10�12 F/m, ��/���0.5,
and a typical wave mixing geometry as depicted in Figure 8.13 (qd�2�, and the
internal angle ��22.5°), Equation (8.86) gives Vth � �VF with � � 1.5 and VF � 1 V
(cf. the expression for VF above Equation (8.84)).

We note here that the above estimate for VF applies to the case where the applied
field is an ac field, whereas in the studies of photorefractive effect, dc fields are used.
The dc Freedericksz transition voltage VF

dc has been shown from other studies41,42 to
be different (generally higher) from VF, mostly due to the formation of electric dou-
ble layers near the aligning surface arising from dc field induced separation of charge
carriers. The reported VF

dc value ranges from 1.5 V for a LC cell with nonphotocon-
ductive alignment layers41 to 4 V with photoconductive layers.42 Accordingly, we
expect that the photorefractive threshold voltage Vth � �VF (from Eq. 8.86 above) to
be more than (1.45�1.5)V � 2.3 V. This is indeed consistent with the experimental
observations where the Vth values are about 3 V. Also, since the optical intensity used
is generally in the mW/cm2 regime, Eop/EF � 1, and the factor � is essentially inde-
pendent of the optical intensity.
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8.6.2. Some Experimental Results and Surface Charge/Field Contribution

Recent studies reconfirm these results predicted from the bulk theories described
above. In these studies, the laser used is the 514.5 nm line of an argon laser. The wave
mixing angle (��1.5°) corresponds to an optical intensity grating constant
�	20 �m The writing beams are obliquely incident on the nematic cells, making an
external angle of 45° (internal angle �	22.5°) with the cell normal.

As shown in Figure 8.14a, with a dc voltage larger than a certain threshold (3.4 V),
observable self-diffracted beams are generated. The orientational nature of the
index grating was manifested by the strong anisotropy in the diffraction efficiency:
self-diffraction is only observed for p-polarized beam mixing, while s-polarized
beam mixing gives no diffraction. The observed threshold voltage of 3.4 V is in fair
agreement with the theoretical estimate of 
 2.3V, in view of several approxima-
tions made in the calculation and uncertainties associated with the values for k, �’s,
�’s, ��, ��, and so on, of the actual liquid crystal used. The observed quadratic
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Figure 8.14. (a) Typical dependence of the photorefractive self-diffraction efficiency as a function of
applied dc voltage. (b) Dependence of photorefractive self-diffraction efficiency on the grating constant.
Sample is 25 �m thick homeotropic C60-doped 5CB cell. Beam power is 10 mW (beam size: 2 mm). (c)
Two beam coupling effect (unidirectional transfer of energy from one beam to the other) via photorefrac-
tive effect in nematic liquid crystals. Upper plot depicts dependence on direction of dc field; lower plot
shows the dependence on the tilt of the sample w.r.t. the incidence beams. Sample is 25 �m thick
homeotropic 5CB cell. Beam power is 1.5 mW (beam size: 2 mm).

JWUS_LC-Khoo_ch008.qxd  1/17/2007  12:19 PM  Page 220



dependence of the diffraction power on the applied dc voltage just above the thresh-
old also corroborated the bulk theory. Other evidence supporting the role of the
above bulk space-charge field model, such as the maximum diffraction efficiency at
qd � 2� (see Fig. 8.14b), two-beam coupling effect (see Fig. 8.14c) due to the phase-
shifted induced grating, enhancement effect by photosensitive dopants, various
dependence on the applied dc/ac fields, etc., have also been demonstrated.28, 33, 39, 40

We further note that according to Equation 8.86 the bulk effect (Carr–Helfrich)
shows that for a thinner sample, the numerator decreases. In the limit of larger grat-
ing constant, and smaller thickness so that qd 
 1, the threshold field will be
smaller, in agreement with the results.40

Nevertheless, recent studies by many groups have revealed that the bulk theories
presented above need to be supplemented by considerations of surface effects, espe-
cially in cases involving photoactive surface alignment films35–40 and the formation
of “permanent” orientational gratings. A recent study,39 for example, has shown that
the photoinduced surface space-charge field contribution will result in an optical-
intensity-dependent lowering of the threshold voltage required to initiate the pho-
torefractive effect. 

8.7. REORIENTATION AND NONELECTRONIC NONLINEAR OPTICAL
EFFECTS IN SMECTIC AND CHOLESTERIC PHASES

8.7.1. Smectic Phase

The basic physics of laser-induced molecular reorientations, as well as the thermal,
density, and flow phenomena in the smectic phase, is similar to that occurring in the
nematic phase; the main difference lies in the magnitude of the various physical param-
eters that distinguish the smectic from the nematic phase. In general, smectic liquid
crystals are highly viscous (i.e., they do not flow as easily as nematics). Their tendency
to have layered structures (i.e., positional ordering among molecules in a plane) also
imposes further restrictions on the reorientation of the molecules by an external field.
In the smectic phase the order parameter dependence on the temperature is less drastic
than in the nematic phase, and thus the refractive indices n|| and n� are not sensitively
dependent on the temperature. Smectic liquid crystals do possess one important intrin-
sic advantage over nematic liquid crystals. As a result of the presence of a higher
degree of order and less molecular orientation fluctuations in this phase, light-scattering
loss in the smectic phase is considerably less than in the nematic phase. This will be
important for optical processes that may require longer interaction lengths.

To date most studies on nonlinear optics are conducted in nematic liquid crystals,
because of their special properties discussed before. Since the basic physics in smec-
tics is similar, we refer the reader to the literature quoted in the following discussion for
the details. Nevertheless, there are some interesting studies worth special mention here.

The possibility of laser-induced director axis reorientations in the smectic phase
was first theoretically studied5 in 1981. For smectic-A and smectic-B, one can see
that a reorientation of the director axis will involve a change in the layer spacing. As
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shown in Chapter 4, such a distortion will involve a tremendous amount of energy
and is therefore not observable under finite field strength. On the other hand, in
smectic-C, it is possible to reorient the azimuthal component of the director axis of
the molecule (see Fig. 8.15). This transition involves only a rotation of the director
about the normal to the layer and does not involve a distortion of the layer spacing.

The optical nonlinearity associated with such a reorientational process in the pres-
ence of an external orienting dc magnetic field is estimated5 to be comparable to that
in the nematic phase. In a later publication, Ong and Young43 presented a detailed
theory of a purely optically induced reorientation effect. Some preliminary observa-
tions of such a reorientation process in a freely suspended smectic-C film were
reported by Lippel and Young.44

Detailed theory and experimental observation of laser-induced director axis reorienta-
tion in a chiral smectic-C* (ferroelectric) liquid crystal were reported by Macdonald et al.45

This study was conducted with a surface-stabilized ferroelectric liquid crystal in a planar
oriented “bookshelf-like” configuration, where the director axis of the molecules is paral-
lel, and the smectic layer perpendicular, to the cell walls (Fig. 8.16). Typically, the induced
reorientation angle by a laser of intensity on the order of 3000 W/cm2 is about 23°, with a
switching time measured to be on the order of a millisecond or less. At such high optical
intensity, the authors also noticed strong influence from laser heating of the sample.

8.7.2. Cholesteric Phase

Director axis reorientation in the cholesteric phase of liquid crystals was also first
theoretically studied by Tabiryan and Zeldovich.5 The cholesteric phase is unusual in
that the director axis is spatially spirally distributed with a well-defined pitch, result-
ing in selective reflection of light. The basic physics of optically induced director
axis distortion in the cholesteric phase is analogous to its nematic counterpart. 

In the work by Lee et al.,46 a theory and some qualitative experimental confirma-
tion are presented on the optical retro-self-focusing effect associated with optically
induced pitch dilation. The laser used has a Gaussian radial intensity distribution,
which induces a radially varying pitch dilation effect, in analogy to the radially vary-
ing director axis reorientation induced by a Gaussian beam (cf. Section 8.3.3).

A quantitative study of laser-induced orientational effects in cholesterics was
performed by Galstyan et al.47 The director axis reorientation is induced by two
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Figure 8.15. Smectic-C liquid crystal axis azimuthal rotation by an external field.
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counterpropagating waves of opposite circular polarizations (right- and left-handed).
The signal beam originates as scattered noise from the pump beam and is amplified
via stimulated scattering. In their experiment laser pulses on the order of 800 �s, with
energy up to several hundred millijoules focused to a spot diameter of 35 �m, were
required to generate observable stimulated scattering effects. This corresponds to a
laser intensity on the order of a few MW/cm2, which seems to be the usual intensity
level needed to observe stimulated scatterings in nematics as well.48
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9
Thermal, Density, and Other Nonelectronic
Nonlinear Mechanisms

9.1. INTRODUCTION

In Chapter 5 we discussed how the electrostrictive effect gives rise to density fluctua-
tions in liquid crystals, which are manifested in frequency shifts and broadening in the
spectra of the scattered light. In absorbing media, density fluctuations are also created
through the temperature rise following the absorption of the laser. The nature of optical
absorption in liquid crystals, as in any other material, depends on the laser wavelength.

The (linear) transmission spectrum of a typical liquid crystal is shown in Figures 9.1
and 9.2, where dips in the curve correspond to strong single-photon absorption. The
linear absorption constant � is quite high at wavelengths near or shorter than the ultra-
violet (��102–103cm�1), where the absorption band begins; in the visible and 
near-infrared regions, the absorption constant is typically small (with ��1 cm�1 and
��10 cm�1, respectively); in the midinfrared and longer wavelength regions, the
absorption constant is higher (��10–102 cm�1).

Under intense laser illumination, two- and multiphoton absorption processes will
occur, as depicted in Figure 9.3. In this case a so-called nonabsorbing material in the
single-photon picture outlined previously could actually be quite absorptive, if the
two- or multiphoton process corresponds to a real transition to an excited state.

From the standpoint of understanding laser-induced temperature and density
changes in liquid crystals, these photoabsorption processes may be simply repre-
sented as a means of transferring energy to the molecule. Figure 2.5 schematically
depicts the scenario following the absorption of the incoming photons by the liquid
crystalline molecules.

The equation describing the rate of change of energy density u is given by

(9.1)

The first term on the right-hand side denotes the rate of absorption of the light energy,
the second term denotes the rate of energy diffusion and the third term describes the
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thermalization via inter- and intramolecular relaxation processes—usually colli-
sions.

Liquid crystal molecules are large and complex. The inter- and intramolecular
relaxation processes following photoabsorption are extremely complicated.
However, it is well known that individual molecular motions in both crystalline and
isotropic phases are all characterized by very fast picosecond relaxation times. One
can therefore argue that, following photoabsorption, the thermalization time it takes
to convert the absorbed energy into heat is quite short, typically on the order of
picoseconds. Accordingly, if our attention is on the nonlinear optical responses of
liquid crystals that are characterized by relaxation times in the nanosecond and
longer time scale, we may adopt a formalism that ignores the thermalization process.
Therefore, we may assume that the rate of energy density transfer reaches a steady
state very quickly (i.e., �u/�t � 0), and the diffusion process has no time to act. In this
case we have u/� � nc�E2/4�.

The equations describing the laser-induced temperature T and density � changes are
coupled. This is because both � and T are functions of the entropy S and the pressure P.1

228 THERMAL, DENSITY, AND OTHER NONELECTRONIC NONLINEAR MECHANISMS

Figure 9.1. Transmission spectrum of a nematic liquid crystal (3 CCH) in the 2.5 to 20 �m regime.

Figure 9.2. Transmission spectrum of a nematic liquid crystal (7 PCH) in the 2.5 to 20 �m regime.

JWUS_LC-Khoo_ch009.qxd  1/19/2007  1:36 PM  Page 228



Writing the temperature T(r,t) and the density �(r,t) as

(9.2)

(9.3)

the coupled hydrodynamical equations are given by 1,2

(9.4)

and

(9.5)

where �0 is the unperturbed density of the liquid crystal, Cp and Cv are the specific heats,
�T is the thermal conductivity, � is the viscosity, v is the speed of sound, �e is the elec-
trostrictive coefficient [�e ��0(�	/��)T], 
T is the coefficient of volume expansion.

Equation (9.4) describes the thermal expansion and electrostrictive effects on the
density change, whereas Equation (9.5) describes the photoabsorption and the result-
ing temperature rise and heat diffusion process.
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Figure 9.3. (a) Single-photon absorption process; (b) two-photon absorption process; (c) multiphoton
absorption process.
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We must emphasize here that in these equations the effective values for most of
these parameters are, of course, dependent on the particular phase (isotropic, nematic,
smectic, etc.) and temperature,3,4 as well as the laser beam polarization, propagation
direction, and nematic axis alignment (i.e., the geometry of the interaction).

9.2. DENSITY AND TEMPERATURE CHANGES INDUCED BY
SINUSOIDAL OPTICAL INTENSITY

As an example of how one may gain some insight into such a complicated problem,
and for other practically useful reasons, we now consider the case where the optical
intensity is a spatially periodic function (i.e., an intensity grating). Such an intensity
function may be derived from the coherent superposition of two laser fields on the
liquid crystal (see Fig. 9.4).

As a result of the spatially periodic intensity function, a spatially periodic refrac-
tive index change (i.e., an index grating) is induced. If this index grating is probed by
a cw laser, side diffractions in the directions ��, �2�, and so on will be generated.
This is shown in Figure 9.5 which depicts a typical so-called dynamic grating setup
for studying laser-induced nonlinear diffractions.

The diffractions from the probe beam in the �� directions are termed first-order
diffractions. The efficiency of the diffraction �, defined by the ratio of the intensity
of the diffraction to the zero-order (incident) laser intensity, is given by 2

(9.6)

If �n, the index grating amplitude, is small [i.e., ��nd/�) �� 1],

(9.7)�
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Figure 9.4. Sinusoidal optical intensity profile produced by interference of two co-polarized coherent
lasers.
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The optical intensity inside the liquid crystal is of the form E2�E1
2 �E2

2�2�E1E2�
cos ((k1�k2)�r) in the plane wave approximation. The dc part of E2 gives rise to spa-
tially uniform changes in � and T, and they do not contribute to the diffraction of the
beam. We may therefore consider only the spatially periodic part and write
E2�2�E1E2�cos(q�y), where q�k1�k2. Furthermore, for simplicity as well as con-
venience, let E1�E2 �E0. This gives

(9.8)

Correspondingly, �� and �T are of the form

(9.9)

(9.10)

where �(t) and T(t) are the density and temperature grating amplitudes. Substituting
Equations (9.8) and (9.10) into Equations (9.4) and (9.5), one could solve for the grat-
ing amplitudes �(t) and T(t). Letting the initial conditions be t�0 and �(0)�T(0) �0
and ignoring the term proportional to (Cp�Cv) in Equation (9.5), a straightforward
but cumbersome calculation yields the following results.

For 0�t��p, where �p is the duration of the laser pulse (assumed to be a square
pulse),
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Figure 9.5. Experimental setup for probing the dynamics of laser-induced transient refractive index
changes in liquid crystals.

JWUS_LC-Khoo_ch009.qxd  1/19/2007  1:36 PM  Page 231



(9.12)

In the preceding equations the thermal decay constant �R is given by

(9.13)

the Brillouin decay constant �B is given by

(9.14)

and 
, the sound frequency, is given by

(9.15)

The corresponding relaxation time constants are, respectively,

(9.16)

and

(9.17)

In liquid crystals the typical values for the various parameters3,4 in units are 
n�1.5, ��7�10�2 kg m�1 s�1, ��1540 m s�1, �0�103 kg m�3, �T /�0Cv�0.79�
10�7 m2/s. If a grating constant (��2� �K1�K2��1) of 20 �m is used in the experi-
ment, we have �R�100 �s. For the same set of parameters, we have �B�200 ns.
These widely different time scales of the thermal and density effects provide a means
to distinguish their relative contributions in the nonlinear dynamic grating diffraction
experiment.

It is important to note here that the density change �(t) given in Equation (9.12) is
the sum of two distinct components:
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where

(9.19)

and

(9.20)

The component �e(t) is due to the electrostrictive effect (the movement of mole-
cules under intense electric field); it is proportional to �e and is characterized by
the Brillouin relaxation constant �B and frequency �. From Equations (9.9) and
(9.19) one can see that this �e component gives rise to a propagating wave. On the
other hand, the component �T(t) is due to the thermoelastic contribution (propor-
tional to 
T) and is characterized by the thermal decay constant �R ; it is nonprop-
agative.

More detailed solutions of the coupled density and temperature equations [Eqs.
(9.4) and (9.5)] may be found in the work by Batra et al.1 The preceding simple
example, however, will suffice to illustrate the basic processes following photoab-
sorption and their time evolution characteristics.

9.3. REFRACTIVE INDEX CHANGES: TEMPERATURE AND 
DENSITY EFFECTS

Because of these temperature and density changes, there are corresponding refractive
index changes given, respectively, by

(9.21)

and

(9.22)

The thermal index component �n/�T arises from two effects. One is the spec-
tral shift as a result of the rise in the temperature of the molecule. This effect
occurs within the thermalization time � (i.e., in the picosecond time scale), and its
contribution is usually quite small5,6 for the ordered as well as the liquid phases.

�n
n

t
n e T

� �
�

�
� �� � �

�
�

�
�

( ) ( ).

�n
n

T
T tT �

�
�

( )

�

 �

�
T T

R
Rt

cnE
t( )

4 C
1 exp( ) .0

2

�
�

� �
	�

�[ ]

�
�

��
e

e

Bt
E

t t( )
4

1 exp( )cos0
2

2
� � �[ ]� �

REFRACTIVE INDEX CHANGES: TEMPERATURE AND DENSITY EFFECTS 233

JWUS_LC-Khoo_ch009.qxd  1/19/2007  1:36 PM  Page 233



In the nematic phase, another effect contributing to �nT arises from the tempera-
ture dependence of the order parameter,

(9.23)

As we have seen in earlier chapters, this effect is particularly dominant at tempera-
tures in the vicinity of the nematic–isotropic transition. Since the order parameter S
exhibits critical slowing down behavior near Tc , this component of the refractive
index change also exhibits similar behavior. This was discussed in Chapter 2, and it
will be discussed in more details in the next sections.

The density contributions, consisting of the electrostrictive component �e and the
thermoelastic component �T, are effects typically experienced by solids and ordinary
liquids; they are not strongly coupled to the order parameter.

The propagation of the electrostrictive component �e will interfere with the non-
propagating thermal component. Consider Figure 9.6 which depicts the presence of
both a “static” refractive index grating due to �nT and �np (�T), and a “propagative”
one from �np (�e). The latter is created by two counterpropagating waves right after
the laser pulse, with wave vectors �(k1�k2) and a frequency �. Consequently, the
maxima and minima of these two index gratings will interfere in time, leading to
oscillations (at the frequency 
 of the sound wave) in the diffractions from the probe
beam (see Fig. 9.7). Since the magnitude of the wave vector 	k1�k2	 is known and
the oscillation frequency 
 can be directly measured, these observed oscillations in
the diffraction will provide a means of determining sound velocities in a liquid crys-
tal.3,7 By varying the interaction geometry between the grating wave vectors q and
the director or c axis of the liquid crystal sample, this dynamical diffraction effect
could also be used to measure sound velocity and thermal diffusion anisotropies.

In the earlier experiments reported in the work by Khoo and Normandin,3,7

nanosecond laser pulses from the second harmonic of a Q-switched Nd:YAG laser
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Figure 9.6. Interference of the propagative index gratings (arising from electrostrictive density changes)
with the diffusive 9 (but not propagative) thermal grating.
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are employed to excite these density and temperature (order parameter) interference
effects in nematic and smectic-A liquid crystals.

For the nematic case,3 the liquid crystal used is 5CB. The planar aligned sample is
40 �m thick. The sample is oriented such that the director axis is either parallel or
orthogonal to the pump laser polarization direction. These interaction geometries
allow the determination of the thermal diffusion constants D� and D�. Figures 9.8a
and 9.8b are oscilloscope traces of the relaxation dynamics of the first-order probe
beam diffraction from the thermal gratings for, respectively, thermal diffusions per-
pendicular and parallel to the director axis. In Figure 9.8a the thermal diffusion time
constant �� is about 100 �s, while �� from Figure 9.8b is about 50 �s. In the experi-
mental set up, the crossing angle in air is 2°, corresponding to a grating constant

��2�/q� of 17 �m and 
� � 2�/q� of 15 �m.

Using Equation (9.16) for the thermal decay times and the values of the thermal
diffusion constants D� � 7.9�10�4 cm2 s�1 and D��1.25�10�3 cm2 s�1 4, the theo-
retical estimates of �� and �� are 110 and 55 �s, respectively. These are in good agree-
ment with the experimental results. For smaller/larger grating constants, the thermal
diffusion times have been observed to be decreasing/increasing roughly in accor-
dance with the q�2 dependence.

For the same sample the sound velocity anisotropy was too small to be detected with
the precision of the instruments used. Nevertheless, the crossing-angle dependence of
the period of oscillation (caused by acoustic–thermal grating interference, see Fig. 9.7)
in the probe beam diffraction has been measured. The period T�2�/� is related to
the grating constant 
���� /[2n�,�sin(�/2)] by T�
/�s. (For 5CB, n��1.72 and
n��1.52). Figure 9.9 plots the experimentally observed (unpublished data from
Khoo and Normandin3) oscillation period as a function of the crossing angle �. 
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Figure 9.7. Oscilloscope trace of the observed probe diffraction evolution with time showing interference
effect between the density and thermal components from a room-temperature nematic liquid crystal (E7).
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In general, it follows the theoretical relationship (line) quite closely, with a sound
velocity �s � 1.53 � 103 m s�1 determined using one of the experimental data points.

In the experiment with the smectic-A liquid crystal,7 the dominant contribution to
the grating diffraction seems to come from the density effect. The observed acoustic
velocity and attenuation time are in accordance with theoretical expectation. An
interesting effect reported in the work by Khoo and Normandin 7 is the formation of
permanent gratings by intense excitation pulses. These gratings are erasable by
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Figure 9.8. Oscilloscope traces of the thermal grating decay dynamics (time scale: 50 �s/div). 
(a) Grating wave vector is perpendicular to the director axis. (b) Grating wave vector is along the director
axis, showing a faster decay.
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warming the sample through the isotropic phase and cooling it back to the aligned
smectic-A state.

Since the refractive indices of nematic liquid crystals are very sensitively dependent
on the temperature, through its dependence on the order parameter, we expect to see
very dramatic dominance of the diffraction by the temperature component when the
sample temperature is raised toward Tc. Figure 2.3b shows an oscilloscope trace of the
probe beam diffraction for an E7 sample at about 20°C above room temperature (i.e., at
42°C). Clearly, the temperature component is greatly enhanced compared to the density
component (the small “spike” detected at the beginning of the trace is the density com-
ponent). As noted in Chapter 2, another interesting feature is that the time for the signal
to reach its peak has also lengthened to about 20 �s, compared to about 100 ns at room
temperature (cf. Fig. 9.7). Such lengthening of the thermal component is attributed to a
critical slowing down of the order parameter as a phase transition is approached. In
both cases the recorded thermal decay time is on the order of 100 �s.

These studies of dynamic grating diffraction in nematic liquid crystal (E7) film
have also been conducted using short microsecond infrared (CO2) laser pulses.8

Since the wavelength of a CO2 laser is around 10 �m, the absorption of the laser is
via the molecular rovibrational modes of the electronic ground state. Figure 2.3a
shows the observed diffracted signal. There is an initial spike which is attributed to
the “fast” decaying density contributions. On the other hand, the “slower” thermal
component associated with the order parameter exhibits a rather long buildup time of
about 100 �s. This implies that, in nematic liquid crystals, the molecular correlation

REFRACTIVE INDEX CHANGES: TEMPERATURE AND DENSITY EFFECTS 237

Figure 9.9. Observed dependence of the period of oscillations (see Fig. 9.7) on the crossing angle of the
excitation laser beams. Solid line is the theoretical dependence. Dotted lines shows the detection system
dynamic response limit. 
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effects leading to ordering among the molecules in the ground (electronic) rovibra-
tional manifold are different from those in the excited (electronic) rovibrational
manifold. Such hitherto unexplored dependences of the order parameter dynamics on
the electronic and rovibrational excitational states clearly deserve further studies.

9.4. THERMAL AND DENSITY OPTICAL NONLINEARITIES OF
NEMATIC LIQUID CRYSTALS IN THE VISIBLE–INFRARED
SPECTRUM

Since both laser-induced thermal and density changes give rise to intensity-dependent
refractive index changes, they may be viewed as optical nonlinearities. From the exper-
imental observations (see Fig. 9.7), we can say that, in general, the density and thermal
contributions to the probe diffraction are comparable for a sample maintained at a tem-
perature far from Tc. In the vicinity of Tc the thermal component is much larger. The
absolute magnitude of the thermal nonlinearity, of course, depends on several factors.
From the preceding discussion, some of the obvious factors are the index gradient
dn/dT, which depends critically on the order parameter dependence on the temperature;
the absorption constant �, which varies over several orders of magnitude depending on
the laser wavelength (i.e., the spectral regime); the thermal decay constant �R, which is
a function of the laser–nematic interaction geometry (e.g., laser spot size, sample thick-
ness, and diffusion constant); and a collection of liquid crystalline parameters. Some of
the parameters for a few typical liquid crystals are listed in Table 9.1.

One of the most striking and important optical properties of liquid crystals is their
large birefringence throughout the whole optical spectrum (from near UV to the
infrared). The large thermal index gradients noted in Table 9.1 for the visible–infrared
spectrum are a consequence of that. In Figures 9.10 and 9.11 the measured refractive
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Table 9.1 Typical Values for Some Nematic Liquid Crystal

Parameter Value Nematic

Absorption constant
(� in cm�1) �1, visible E7

23, near infrared E7
40 � 100, infrared E7
69, infrared 5CB
44, infrared E46 (EM Chemicals)

Diffusion constant
D � �T/�0Cv D
 � 1.95 � 10�3 cm2/s E7

D� � 1.2 � 10�3 cm2/s E7

Thermal index gradients
dn�/dT 10�3 K 5CB at 25 �C

10�2 K (visible-infrared) 5CB near TC

Dn
/dT �2 � 10�3 K 5CB at 25 �C
�10�2 K (visible-infrared) 5CB near TC

Visible → 0.5 �m; near infrared → CO wavelength � 5 �m; infrared → 10 �m.
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Figure 9.10. Temperature dependence of the refractive indices of E7 at 10.6 �m.

Figure 9.11. Temperature dependence of the refractive indices of E46 at 10.6 �m.
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indices of E7 and E46 (from EM Chemicals) in the infrared (10.6 �m CO2 laser line)
regime are shown.9

Besides these material parameters, perhaps the single most important factor gov-
erning the magnitude of the effective optical nonlinearities is the laser pulse duration
relative to the material response time. If the laser pulse is too short, the material
response time will be minimal, and the corresponding nonlinearity as “seen” by the
laser will be small. This could be cast in more quantitative terms as follows.

We shall consider the following two limiting cases of thermal nonlinearities: (1)
steady-state regime, where �p �� �R and �s (�s is the order parameter response time),
and (2) transient regime, corresponding to �p �� �R and �s.

9.4.1. Steady-State Thermal Nonlinearity of Nematic Liquid Crystals

From these liquid crystalline parameters, one can estimate the steady-state thermal
nonlinear coefficient �2 (T) defined by

(9.24)

where the optical intensity Iop is measured in W/cm2.
From Equations (9.11) and (9.21) we have, in the steady state when t � �R

�1,

(9.25)

that is,

(9.26)

Recall that �R � Dq2. Equation (9.26) thus gives

(9.27)

Since q = 2�/
, where 
 is the grating space of the temperature modulation, we may
express �2

ss(T) as

(9.28)

This expression is valid for the case where the two interference laser beam sizes are
large compared to the liquid crystal cell thickness. If focused laser beams are used,
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we have to replace the grating constant 
 in Equation (9.28) by the characteristic
diffusion length. This can be the laser-focused spot size or the thickness of the cell,
whichever is associated with the dominant (i.e., shortest time) diffusion process.
Therefore, we may write

(9.29)

where 
th is the characteristic thermal diffusion length. Needless to say, this
approach has grossly overlooked many of the details involved in laser-induced
temperature and refractive index changes in an actual system, where the heat
diffusion process is more likely a three-dimensional problem and the laser inten-
sity distribution has a Gaussian envelope, and so on. Nevertheless, Equation
(9.28) or (9.29) should provide us with a reasonable means of estimating the ther-
mal nonlinearity. For example, if the characteristic diffusion length 
th is 20 �m,
then, using typical liquid crystalline parameters, ��1 g/c.c., Cp [�Cv]�2 J/g/K,
D � 2�10�3 cm 2/s, � � 100 cm�1 (cf. Table 7.1 for CO2 laser wavelength), and
dn/dT � 10�3 K�1, we get

(9.30)

In esu units (see Chapter 10), the corresponding nonlinear third-order susceptibility
is given by

(9.31)

We remind the reader, again, that these expressions for thermal nonlinearity are
rough estimates only. More detailed calculations are clearly needed if we desire
more accurate quantitative information; they can be obtained by solving
Equations (9.4) and (9.5) for the appropriate interaction geometries and boundary
conditions.

9.4.2. Short Laser Pulse Induced Thermal Index Change in 
Nematics and Near-Tc Effect

As in the case of laser-induced molecular reorientation discussed in the preceding
chapter, if the duration of the laser pulse is short compared to the thermal decay time
�R

�1, the effective induced optical nonlinearity is diminished.
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From Equations (9.11) and (9.12), it is straightforward to show that, for time 
t �� �R

�1, we may write the induced index change �n(t) by

(9.32)

where

(9.33)

For the same set of parameters used in estimating �2
ss (T) in Equation (9.30), we

note that �R � 0.5�10�4 s. Therefore, for t � 1 �s (10�6 s), we have

(9.34)

For t � 1 ns (10�9 s), we have

(9.35)

From Equations (9.26) to (9.29), one can see that the diminished thermal nonlinear-
ity for short laser pulses may be improved by the optimized choice of molecular and
geometrical parameters such as the absorption constant �, the grating parameter q,
and the thermal index. Since the thermal index dn/dT of a nematic liquid crystal is
considerably enhanced near Tc, one would expect that �2

ss (T) will be proportionately
increased. This expectation, however, is not borne out in practice because of the crit-
ical slowing down1, 3 in the order parameter S near Tc (see Chapter 2 and the discus-
sion in the preceding section). As a result of the long buildup time of the thermal
index change, owing to the slower response of the order parameter S, the nonlinear
coefficient �2(t,T) for nanosecond laser pulses cannot be significantly increased by
maintaining the liquid crystal near Tc.

To put this in more quantitative terms, let us ascribe the laser-induced order
parameter change a time dependence of the form

(9.36)

where dSss � (dS/dT)ss dT is the steady-state order parameter change associated with
a temperature change dT and �s is the order parameter response time. Near Tc, �s

exhibits a critical slowing down behavior and is therefore of the form

(9.37)

where � is some positive exponent near unity.
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For a short laser pulse (i.e., �p � �s), the induced index change due to the order
parameter is therefore given by

(9.38)

From (2.20) we have

(9.39)

Since

(9.40)

we therefore have

(9.41)

In other words, near Tc , the short (�p �� �s) laser pulse induced index change will not
be enhanced, in spite of the large thermal gradient, owing to the diminishing effect
from the critical slowing down of the order parameter response. Since the response
times of the order parameter can be as long as microseconds near Tc, we could expect
enhanced optical nonlinearities to manifest themselves only for relatively long laser
pulses (on the order of microseconds or longer). Indeed, experiments with microsec-
ond infrared laser pulses in optical limiting studies8 and millisecond laser pulses in
limiting and wave mixing studies4,10 have shown that the efficiency of the processes
increases tremendously near Tc.

9.5. THERMAL AND DENSITY OPTICAL NONLINEARITIES OF
ISOTROPIC LIQUID CRYSTALS

A laser-induced change in the temperature of an isotropic liquid crystal can modify
its refractive index in two ways, very much as in the nematic phase. One is the change
in density d� due to thermal expansion. This is the thermal absorptive component
discussed before [Eq. (9.18) for �T]; this term may be written as (�n/��) �T. The other
is the so-called internal temperature change dT which modifies the spectral depend-
ence of the molecular absorption–emission process; we may express this contribu-
tion as (�n/�T)� dT. A pure density change effect arises from the electrostrictive
component �e, which contributes a change in the refractive index by (�n/��) �e.
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Therefore, the total change in the refractive index �n is given by

(9.42)

In most liquids the first term is important in the picosecond regime, that is, if the
excitation laser pulse duration is in the picosecond regime.5,6 For longer pulses (e.g.,
in the nanosecond regime), the second and third terms provide the principal contri-
butions. A good discussion of how the first and the next two terms in Equation (9.42)
affect nonlinear light-scattering processes may be found in the works by Mack 5 and
Herman and Gray,6 respectively.

The change in the refractive index dn caused by the laser-induced temperature rise
dT, described by the term (�n/��) �T in Equation (9.42), is often written in terms of
the index gradient dn/dT. For most organic liquids, including isotropic liquid crys-
tals, dn/dT is on the order of 10�4 K. Figure 9.12 shows the temperature dependence
of the liquid crystal TM74A (from EM Chemicals) as measured in our laboratory.
The liquid crystal is a mixture of four chiral nematic materials in the isotropic phase.
The measured dn/dT of the material is about 5�10�4 K�1.
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Figure 9.12. Experimentally measured steady-state refractive index dependence on temperature of an
isotropic liquid crystal. 
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The thermal optical nonlinearity of TM74A under short laser pulse excitation has
also been studied by a dynamic grating technique.11 For visible laser pulses (the second
harmonic of a Nd:YAG laser at 0.53 �m) and an absorption constant � � 2 cm�1 (deter-
mined by the absorbing dye dopant concentration), the measured nonlinear index coef-
ficient n2 is on the order of about �2�10�11 cm2/W.

In these studies, as in the case of nematic liquid crystals, the dynamic grating
diffraction also contains a fast decaying component due to the density contribu-
tion, (�n/��) �e (see Fig. 9.13). This component decays in about 100 ns. Its peak
magnitude is about twice that of the thermal component, which decays in a
measured time of about 30 �s for the grating constants of 11 �m used in the
experiment.

9.6. COUPLED NONLINEAR OPTICAL EFFECTS IN 
NEMATIC LIQUID CRYSTALS

So far, we have singled out and discussed the various nonresonant physical mecha-
nisms that contribute to optical nonlinearities. This approach allows us to understand
their individual unique or special properties. However, in reality, these physical
parameters are closely coupled to one another; perturbation of one parameter, when
it reaches a sufficient magnitude, will inevitably lead to perturbations of the other
parameters. These coupled responses could give rise to optical nonlinearities of dif-
fering signs and dynamical dependences and, consequently, complex behaviors in
the nonlinear optical processes under study. In this section we discuss two examples
of coupled liquid crystal responses to laser excitation: thermal-orientational coupling
and flow-orientational coupling.
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Figure 9.13. Observed He-Ne probe diffraction from the isotropic liquid crystal TM74A under nanosec-
ond Nd:Yag second harmonic laser pulse excitation.
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9.6.1. Thermal-Orientational Coupling in Nematic Liquid Crystals

Consider the interaction of a linearly polarized extraordinary wave laser beam with a
homeotropically aligned nematic liquid crystal as shown in Figure 9.14. The extraor-
dinary refractive index as seen by a low-intensity laser is given by

(9.43)

If the laser induces both molecular reorientation �� and a change in temperature, the
resulting refractive index becomes

The resulting change in the extraordinary wave refractive index �ne is thus given by

(9.45)

Its magnitude and sign are determined by the initial value of 
 and T.
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Figure 9.14. Interaction of an extraordinary wave laser with a homeotropically aligned nematic liquid
crystal at oblique incidence.

(9.44)
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In general, if both reorientational and thermal effects are present, these processes
will act in opposition to each other in terms of their contributions to the net refractive
index seen by the optical beam.

An example of these competing nonlinear effects may be seen in the CO-
laser-induced grating diffraction experiment performed by Khoo9 and the nanosec-
ond visible laser experiment of Hsiung et al.12

Under nanosecond laser pulse excitation, as we have shown in the preceding sec-
tions, the density contribution to the induced index change can be very large. When
this occurs, a quantitative analysis of all the contributing effects, their signs and mag-
nitudes, becomes rather complicated.13

9.6.2. FIow-Orientational Effect

Since liquid crystal molecules are highly anisotropic (requiring several viscosity coef-
ficients to describe the viscous forces accompanying various flow processes), it will
take a treatise here to formulate a quantitative dynamical theory to describe these flow
phenomena which are also coupled to the complex process of density, temperature,
and orientational changes. Nevertheless, one could design “simple” experiments to
gain some insight into these processes, as exemplified in the work by two groups. 14,15

In these studies using dynamical grating diffraction techniques, picosecond laser
pulses are used to induce density, temperature, and orientational-flow effects in
nematic liquid crystals.

In the work by Khoo et al.,14 the pump beams are copolarized and propagate in a
plane parallel to the director axis; that is, the optical electric fields are perpendicular
to the director axis (see Fig. 9.14, 
�0 case). In this case there is no molecular reori-
entation effect. The principal nonlinear mechanisms are the thermal and density
effects and flow. On the other hand, in the work by Eichler and Macdonald,15 the two
pump beams are cross-polarized and propagate at an angle 
 � 22° with the director
axis (see Fig. 9.14). Instead of having a sinusoidal intensity distribution (as in the
work by Khoo et al.14 with copolarized beams), one has a sinusoidal distribution in
terms of the polarization state: the polarization evolves from circular, to elliptical, to
linear, as shown in Figure 9.15, while the total intensity of the interfering pump beam
is uniform across the distribution. In this case the principal nonlinear mechanism is
due to the creation of a reorientation grating.

The flow-orientational coupling can be described by including an extra torque in
the equation describing the director axis reorientational angle � (cf. Chapter 3; also
Eichler and Macdonald15),

(9.46)

where Mop is the optical torque, Mel is the elastic torque, and Mfo is the torque due to
the flow-orientational coupling. � is the moment of inertia of the collection of
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molecules (as opposed to a single molecule) undergoing the flow-reorientational
process, and �1 is a viscosity coefficient.

These torques obviously depend on the interaction geometry. For the geometry
used in Figure 9.16, and assuming that the flow and reorientational direction are
principally along the x direction, we have

(9.47)

(9.48)

(9.49)

Under these approximations (i.e., the flow is along the x direction), the force creating
the flow Fx is obtainable from the Maxwell stress tensor:

(9.50)

Under the preceding assumption, this was shown15 to be

(9.51)

where q is the magnitude of the grating wave vector (q�	k1�k2	, k1 and k2 are the
wave vectors of the two pump beams).
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Figure 9.15. Polarization grating generated by interfering two coherent cross-polarized laser beams.
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The time constant characterizing the flow process may be estimated from the
dynamical equation for the flow velocity field V(r,t) discussed in Chapter 3.
Assuming that the viscosity coefficient involved is �, the velocity field V(r,t) obeys
a greatly simplified equation:

(9.52)

To estimate the flow relaxation time scale, we simply set Fstress �0 in the preced-
ing equation. This is valid because the picosecond laser pulses, as well as the time
scales associated with all the physical processes such as thermal expansion and den-
sity change that initiate the flow process, are all much shorter than the flow response
time.

In the work by Khoo et al.,14 the flow process is assumed to be radial, with a charac-
teristic flow length defined by the width �0 of the laser beam; that is, �2V
 in Equation
(9.52) is on the order of �/�0

2V
. This gives a flow damping constant �flow���0
�2/�0.

Using (mks units) �0 � 1 kg/l, � � 7�10�2, and �0 � 0.75 mm � 750 �m, we have
a flow relaxation time ��1

flow
�8 ms. This is in agreement with the experimental

observation (see Fig. 9.17). The flow is initiated by the large temperature and density
changes and is manifested in the initial rise portion of the observed slowly varying
component in Figure 9.17. The flow process is terminated in a time on the order of 8
ms, when the accompanying reorientation process also ceases. Then the molecules
relax to the initial alignment in a time scale characterized by the usual reorientation
relaxation time constant �� � Kq2/� � 50 ms (for K � 10�11 kg ms�1; experimental
values of q � 2�/17 �m and � � 7�10�2, in mks units).

In the work by Eichler and Macdonald,15 the flow is along the x direction and is
characterized by two wave vectors: qt (�0.20 �m�1) along the y direction and 
q1 (�0.25 �m�1) along the z direction. Accordingly, the flow damping constant 
�flow ��(q

1
2 � q

r
2)/�. Note that this damping constant is analogous to the density

damping constant [cf. Eq. (9.14)]; this is because they both originate from a common
origin, namely, the translational movement of the molecules. The flow relaxation

� �V r V r F( , ) ( , )2
stresst t� �� .
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Figure 9.16. Geometry of interaction for pulsed laser-induced flow-orientational coupling in a nematic
liquid crystal film.
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Figure 9.17. Oscilloscope trace of the probe diffraction showing the observed flow-reorientational effect
(time scale: 20 ms/div). The initial spike is the density and thermal components (see Figs. 9.7 and 9.8). The
slowly varying component in the milliseconds time scale is the flow-reorientational effect (after Ref. 14).

Figure 9.18. Oscilloscope trace of probe beam diffraction from cross-ploarized pump beam (after Ref.15).
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time ��1
flow constant may again be estimated as before to give ��1

flow � 139 ns, using
the values � = 7�10�2 and ��1 quoted previously. This is on the order of the typi-
cal observed time constant characterizing the initial “rise” portion (see Fig. 9.18) of
the flow-reorientational process.15

As these preceding discussions have demonstrated, laser-induced flow
processes and their couplings to other nonlinear mechanisms are very complex
problems. These studies have, at best, reviewed only some qualitative aspects of
the problems. They do, however, serve as good starting points for more quantitative
investigations.
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10
Electronic Optical Nonlinearities

10.1. INTRODUCTION

In this chapter we treat those nonlinear optical processes in which the electronic
wave functions of the liquid crystal molecules are significantly perturbed by the
optical field. Unlike the nonelectronic processes discussed in the previous chapters,
these electronic processes are very fast; the active electrons of the molecules
respond almost instantaneously to the optical field in the form of an induced elec-
tronic polarization. Transitions from the initial level to some final excited state
could also occur.

Such processes are obviously dependent on the optical frequency and the resonant
frequencies of the liquid crystal constituent molecules. They are also understandably
extremely complicated, owing to the complex electronic and energy level structure of
liquid crystal molecules. Even calculating such basic quantities as the Hamiltonian,
the starting point for quantum mechanical calculations1 of the electronic wave func-
tion and energy levels and linear optical properties, requires very powerful numerical
computational techniques.

We shall adopt a greatly simplified approach where the liquid crystal molecule is
represented as a general multilevel system. Only dipole transitions among the levels
are considered. Using this model, we quantitatively illustrate some important basic
aspects of the various electronic nonlinear optical processes and their accompanying
nonlinearities. Special features pertaining to liquid crystalline materials are then dis-
cussed.

10.2. DENSITY MATRIX FORMALISM FOR OPTICALLY INDUCED
MOLECULAR ELECTRONIC POLARIZABILITIES

Consider the multilevel system depicted in Figure 10.1; the optical transition
between any pair of levels (i and j) is mediated by an electric dipole. In the density
matrix formalism,2 the expectation value of the dipole moment �d(t)� at any time t
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following the turn-on of the interaction between the molecule and an optical field is
given by

(10.1)

The quantum mechanical equation of motion for the ij component of the density
matrix �ij(t) is obtainable from the Schrödinger equation:

(10.2)

where H is the total Hamiltonian describing the molecule and its interaction with the
optical field, that is,

(10.3)

where H0 is the Hamiltonian describing the unperturbed molecule and –d . E is the
dipolar interaction between the optical field E and the molecule.

In general, because of the complexity of the Hamiltonian H0 and the large number
of energy levels involved, an analytical solution of Equation (10.3) is neither possi-
ble nor instructive. On the other hand, we can solve Equation (10.4) in a perturbative
manner and obtain a solution for the induced dipole moment, and therefore the elec-
tric polarization, in a power series of the interaction –d . E. This is valid if the dipo-
lar interaction is of a small perturbation magnitude compared to H0. Accordingly, we
attach a perturbation parameter � (��1) to –d . E and rewrite Equation (10.3) as

(10.4)H H� � �0 .�d E
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Figure 10.1. Schematic depiction of the energy level structure of a multilevel molecule.
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Also, �ij(t) is expanded in powers of � as follows:

(10.5)

The reader can easily verify that, upon substituting �ij in Equation (10.5) and H in
Equation (10.4) in the equation of motion and equating terms containing equal pow-
ers of �, we have

(10.6)

(10.7)

(10.8)

(10.9)

The first term on the right-hand side of Equations (10.6)–(10.9) may be explicitly
written in terms of the energy difference Ei – E j:

(10.10)

where we have made use of the fact that �i� and �j� are the eigenfunctions of the
Hamiltonian H0, and so H0 �i� � Ei�i� and H0 �j� � Ej�i�.

Equations (10.7)–(10.9) become

(10.11)

The zeroth-order equation (10.6) gives

(10.12)

If the Hamiltonian H0 of the molecule and therefore its wave functions and eigen-
values are known, as in the case of simple atomic systems, the preceding equations
can be solved to any desired order. In dealing with the complex molecules compris-
ing liquid crystals, in fact for any molecular system, the actual determination of the
Hamiltonian H0 is itself quite a feat. In the following discussion we will assume that
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both H0 and the relevant energy levels involved in the interaction of a molecule with
the incident optical field are known (through some quantum mechanical calculations
or experiments).

10.2.1. Induced Polarizations

An important point regarding the response of a multilevel molecule to the optical
field can be immediately deduced from the preceding equation. The driven part of the
solution to �ij

(n) is proportional to the nth power of the optical field E. From the defi-
nition for the dipole moment, Equation (10.1), one can see that the induced dipole
moment, obtained from the driven part of the solution to �ij

(n), is of the form of a power
series in E:

(10.13)

where the double dots signify tensorial operation between �, �, and � with the vector
fields E.

Since E is a vector described by three Cartesian components (Ei, Ej, Ek), �, �, and
� are tensors of second, third, and fourth ranks, respectively; � � {�ij}, � � {�ijk},
and ���{�ijkh} are, respectively, linear, second-order, and third-order molecular polar-
izabilities. The induced electric polarization P, defined as the dipole moment per unit
volume, is therefore of the form

(10.14)

The first, second, and third terms on the right-hand side of Equation (10.14) are,
respectively, the linear, second-order, and third-order nonlinear polarizations, with
�(1), �(2), and �(3) as the respective susceptibility tensors. The connection between the
macroscopic susceptibility tensor �(n) and the microscopic polarizabilities �, �, and �
is the molecular number density weighted by the local field correction factor. We will
discuss this in more detail in the following sections.

10.2.2. Multiphoton Absorptions

The density matrix formalism described previously also shows that, starting from a
particular molecular state, the solutions for the population density of the state are
generally of the following form:

(10.15)

while the expectation values of all odd-power diagonal elements are vanishing. Since
the nth-order driven part of the density matrix element is proportional to the 
nth-order power of E, we thus have

(10.16a)� jj E I(2) 2 ,� �

� jj
n t n(2 ) ( ) 0, 1,2,3,... ,� �

P E EE EEE� � �� � �o
( ) ( ) ( ): : : .� 1 2 3

d( ) : : : ,t � � � �E EE EEE� �
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(10.16b)

(10.16c)

Equation (10.16a) shows that the probability of a molecule being excited to the jth
state, starting from the initial state �i�, for example, is linearly dependent on the inten-
sity I of the optical field. This is the familiar linear absorption process in which the
states �i� and �j� are connected by a single-photon absorption (see Fig. 10.2). As one
may deduce from the detailed calculations given in the following section, �jj

(2) con-
tains a resonant denominator (� � �ij), the so-called single-photon resonance
encountered in traditional absorption spectra.

The next-order nonvanishing diagonal term �jj
(4) given in Equation (10.16b) is

proportional to the square of the optical intensity, I 2, and contains resonant denomi-
nators of the form (�ij �2�) or (�in � �)(�nj � �). This is the so-called two-photon
transition (or absorption) process where the initial state �i� is connected to the final
state �j� by the simultaneous absorption of two photons (see Fig. 10.3) such that their
sum energy 2� equals �ij. Note that by the dipole selection rule, if the �i� and �j� states
are connected by a single-photon transition, then the two-photon process is vanishing

� jj E I(4) 6 3.� �

� jj E I(4) 4 2 ,� �
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ω

Figure 10.2. Single-photon transitions.
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j

ω'

ω

Figure 10.3. Two-photon absorption process involving simultaneous absorption of two photons at the
same frequency.
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and vice versa. In the same manner, the �ij
(6) term given in Equation (10.16c)

is proportional to the third-power intensity of the optical field, I3, and is known
as a three-photon transition (or absorption) process. The initial state |i� is connected
to the final state �j� by a simultaneous absorption of three photons and is character-
ized by a three photon resonant denominator of the form (�ij �3�) (see Fig. 10.4)
or (�in � �)(�nm � �)(�mj � �). By the dipole selection rule, if �i� and �j� are
connected by a dipole transition, then three-, five-, and higher-order odd-power
absorption processes are allowed, whereas all even-power terms are vanishing and
vice versa.

Figure 10.5 depicts these photonic absorption processes that could occur in liquid
crystal molecules, as well as various inter- and intramolecular nonradiative processes
discussed in the preceding chapters. Two- and three-photon absorption processes in
a liquid crystal (5CB) have been studied previously by Deeg and Fayer3 and Eichler
et al.4 In the work by Deeg and Fayer,3 two-photon absorptions of the isotropic phase
of 5CB were studied with subpicosecond laser pulses. It was determined that the first
singlet state reached by the two-photon transition relaxes mainly through a radiative
mechanism. On the other hand, the study conducted by Eichler et al.4 with a picosec-
ond laser in the same liquid crystal (in the isotropic as well as the nematic phase)
probes the three-photon absorption processes. The excited state reached by such a
three-photon transition was found to relax quite substantially through a nonradiative
mechanism, resulting in the generation of a large thermal effect. These observations
may explain the generation of thermal gratings in the otherwise nonabsorbing (in sin-
gle-photon language) 5CB material.
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Figure 10.4. Three-photon transitions.
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More recently, these nonlinear absorption processes have been actively investi-
gated in the contexts of nonlinear transmission and optical limiting of ultrashort laser
pulses. A detailed discussion will be given in Chapter 12.

10.3. ELECTRONIC SUSCEPTIBILITIES OF LIQUID CRYSTALS

10.3.1. Linear Optical Polarizabilities of a Molecule with No Permanent Dipole

To obtain explicit expressions for the linear and nonlinear polarizabilities �ij, �ijk, and
�ijkh, consider the solution of �ij(t) to the corresponding order. To simplify the calcu-
lations, we consider a single molecule illuminated by an optical field E(t) of the form

(10.17)

For example, if there are three frequency components �1, �2, and �3 in E(t),
Equation (10.17) gives

(10.18)

The zeroth-order solution of �nm
(o)(t) is �nm

(o)e-�nmt. From Equation (10.11), the solu-
tion of �ij

(1)(t) is given by

(10.19)� ��
nm

i t t
nm

t

t
i

h
e t dtnm(1) ( ) (0)( ) ( ), .� � � �� � �

� �
�

� �d E∫

E t E e E e E ei t i t i t( ) ( ) ( ) ( ) c.c.1 2 3
1 2 3� � � �� � �� �� � �� � �

E t e-i t( ) ( ) .
all

� E � �

�
∑
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Figure 10.5. A schematic depiction of various electronic, inter- and intra molecular process in liquid crystal.
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The commutator in the preceding equation can be evaluated as

(10.20)

We make a simplifying assumption that there is initially no coherence among the
molecular states; that is, all the off-diagonal elements �ij

(0)� 0 for i�j. [Note that the
diagonal elements �jj

(0) give the population of the ith state and some of them are non-
vanishing.] In this case the commutator in Equation (10.20) gives

(10.21)

Substituting Equation (10.21) in Equation (10.19) for �(1)
nm(t) gives

(10.22)

(10.23)

The expectation value of the induced first-order dipole moment �d(1)(t)� is thus given
by

(10.24)

The induced dipole moment that oscillates at a particular frequency component � is
thus given by

(10.25)

If we write d and E in terms of their Cartesian components [i.e., as (di, dj, dk) and
(Ei, Ej, Ek), respectively], Equation (10.25) gives

(10.26)

where the (linear) polarizability tensor component �ij is given by

(10.27)� � �
� �ij mm nn
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If there are N independent molecules per unit volume, the induced polarization 
P � Nd. From Equation (10.26), the linear susceptibility � ij

(1) is thus given by
�0� ij

(1)�N�ij, using the definition Pi��0� ij
(1)Ej.

Equation (10.27) shows that the polarizability is dependent on the level popula-
tions �mm

(0) and �nn
(0). This dependence is more clearly demonstrated if we note that the

summation over all values of m and n in Equation (10.27) allows us to rewrite it as
[by interchanging the “dummy” indices m and n in the second term of Eq. (10.27)]

(10.28)

Note that �nm����mn. If the molecule is in the ground state �g� [i.e., �gg
(0)�0,

�mm� 0 for m � g] and if we are interested in the contribution from a particular excited
state |n� connected to the ground state |g� by the dipole transition, we have

(10.29)

In actuality, the ground state �g� may consist of many degenerate or nearly degen-
erate levels, or a band. In this case it is more appropriate to invoke the so-called oscil-
lator strength (rather than the dipole amount) connecting n and g.

The oscillator strength fng is related to dng by

(10.30)

If we note that the average value of di
ng d j

ng in Equation (10.29) is �dng�
2/3, we may

rewrite it as

(10.31)

The general multilevel linear electric polarizability [Eq. (10.27)] can thus be writ-
ten as

(10.32)

The preceding results are obtained assuming that all the molecular states are sharp.
Singularities will occur therefore if the optical interactions with the molecule are at
resonances, that is, when the denominators involving frequency differences
approach vanishing values (e.g., �ng	�). In actuality, the molecular levels are
broadened by a variety of homogeneous or inhomogeneous relaxation mechanisms
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(collisions, natural lifetime broadening, Doppler effects, etc.). These relaxation
processes could be phenomenologically accounted for by ascribing a negative imag-
inary part �i�nm to the frequencies �nm (i.e., replacing �nm by �nm � i�nm), where
the �nm’s are the relaxation rates associated with the n and m states. Note that
although �nm��mn, �nm��mn. As a result of the inclusion of �i�nm, �j becomes a
complex quantity. Consequently, the macroscopic parameters such as the suscepti-
bility �(1) and therefore the refractive indices are also complex.

Consider now Equation (10.31) for �ij(�ng) (i.e., a particular transition involving
the ground state). If we replace �ng by �ng� �ng�i�ng and write �ng � �0 and
�ng � �0, fng � f05, and ����0��, we obtain

(10.33)

where ���f0e2/2m�0. If we have N independent molecules per unit volume in the
medium, the macroscopic susceptibility �ij is given by �0�ij � N�ij, that is,
�ij �(N/�0)�ij(�0). The refractive index nii, for example, is thus given by nii � �1
�
�
ij

� n0 �� in� . The real part n0 and the imaginary part n� of nii are given by

(10.34)

and

(10.35)

The imaginary part n� gives a (linear) attenuation factor in the propagation 
of a plane optical wave exp(�� /c)n� (� )l, where l is the propagation length into 
the medium. The attenuation constant (� /c)n� is usually referred to as the linear
absorption constant in units of (length)�1. n0(� ) is the dispersion of the medium 
(see Fig. 10.6a). n�  (� ) gives the linear absorption spectral line shape which is a
Lorentzian (see Fig. 10.6b).

It is important to note that, in the preceding derivation of the refractive index
n�n0�in� , we have accounted for only one particular transition n → g; the transition
frequency �ng��0 is the frequency of interest in the context of resonance with the
laser frequency � . There is, of course, a whole collection (in fact, an infinite number)
of transitions that are off resonance with respect to the laser frequency. Collectively,
these transitions give rise to a nonresonant background refractive index nb, which is
obtainable by performing the sums in Equations (10.32) and (10.31). nb is, of course,
also complex and may be written as nb�nb0�in�b.

10.3.2. Second-Order Electronic Polarizabilities

Second order molecular electronic polarizabilities are obtained by solving for
�(2)(t). Substituting Equation (10.22) for �(1)(t) in the right-hand side of Equation
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(10.8), evaluating the commutator [d • E(t),�(1)(t)] as before [now with E(t) expressed
as E(t)����E(�� )e�i��t], and performing a simple integration, we obtain, for an
exemplary frequency component (����) of �nm

(2)(t),

(10.36)

There are, of course, as many frequency components in �nm
(2)(t) as there are possi-

bilities of combining � and �� from the optical field. Here we focus our attention on
a particular example in order to explicitly illustrate the physics. By definition, the
second-order induced dipole moment is
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Figure 10.6. (a) Index dispersion n0(�) of a ground-state molecule. (b) The imaginary part of the refractive
index n�0(�).
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The ith Cartesian component of �d(2)�, which we shall henceforth write as di
(2), is of

the form

(10.38)

with the second-order polarizability tensor �ijk given by

(10.39)

where we have used �nm ��nm �i�nm instead of �nm in order to account for the
n–mth-level relaxation mechanism.

The expression for �ijk may be rewritten in many equivalent ways by appropriate
relabeling of the indices n, m, and l. In particular, one can show in a manner analo-
gous to the preceding section that, for a molecule in a ground state, the second-order
polarizability tensor component �ijk becomes

Notice that, in general, both single-photon resonances (e.g., �gm�� ) and two-
photon resonances [e.g., �in�(����)] are involved.

10.3.3. Third-Order Electronic Polarizabilities

Using the same straightforward though cumbersome algebra, the third-order density
matrix element �nm

(3)(t) and the corresponding nonlinear polarizability tensor compo-
nent �ijkh can be obtained. It suffices to note that �nm

(3)(t) will involve a triple product
of d • E and oscillate as e�i(������	)t, where �, ��, and �	 are the frequency compo-
nents contained in the optical field E(t). The interested reader, with the practice
gained from the preceding section, can easily show that if E(t) is now expressed as
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E(t)�����E(�	 )e�i�	t in the commutator [d•E(t), �(2)(t)] , the component of �nm
(3) that

oscillates at a particular frequency (������	) is given by

From this, the third-order polarizability tensor component �ijkh [�(�	�����); �	,
��, �] can be identified from

(10.42)

where di is the ith Cartesian component of the expectation value dipole moment

(10.43)

This gives

(10.44)

If we account for relaxation mechanisms, again, all the �’s will be replaced by the
corresponding ����i�. From Equation (10.44) we can see that besides one and
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two-photon resonances, �ijkh also contain three-photon resonances, characterized by
denominators of the form �nm�(�	�����).

From these expressions for the second- and third-order nonlinear polarizabilities,
several observations can be made:

• The magnitudes and signs of the nonlinear responses of a molecule are highly
dependent on the state [e.g., �nm

(0)] it is in; an excited-state molecule obviously
has a nonlinear response very different from a ground-state molecule.

• The magnitudes of the nonlinear polarizabilities depend on the dipole matrix
moments involved, which are basically governed by the electronic structure of
the molecules.

• The contribution from any pair of levels (e.g., p and q) to the nonlinear response
will be greatly enhanced as the resonance condition �pq�� �0 is approached.

• Away from resonances, the nonlinear response depends mainly on the oscillator
strength, which is governed by the electronic structure of the molecule.

10.4. ELECTRONIC NONLINEAR POLARIZATIONS OF
LIQUID CRYSTALS

As we can see from this simple but general consideration of a multilevel molecule,
nonlinear electronic polarizations occur naturally in all materials illuminated by an
optical field. The differences among the nonlinear responses of different materials
are due to differences in their electronic properties (wave functions, dipole moments,
energy levels, etc.) which are determined by their basic Hamiltonian H0. For liquid
crystals in their ordered phases, an extra factor we need to take into account are
molecular correlations.  

The expressions for the molecular polarizabilities derived in the last two sections
can be applied to a liquid crystal molecule if the Hamiltonian (and wave functions)
of the liquid crystal molecule is known. To obtain the right Hamiltonian function and
solve for the wave functions and the dipole matrix elements required for evaluating
�ij, �ijk, and �ijkh of the actual liquid crystal molecule is a quantum chemistry prob-
lem that requires a great deal of numerical computation.

Several methods5,6 have been developed for calculating these molecular nonlinear
polarizabilities. These methods have proven to be fairly reliable for predicting the
second- and third-order molecular polarizabilities of organic molecules and poly-
mers in general and liquid crystalline molecules in particular. For treating the ordered
phases of liquid crystals, one has to account for molecular correlations and ordering
by introducing an orientational distribution function.7,8

Other important factors that should be accounted for are the local field corrections
and the anisotropy of the molecules. In general, liquid crystalline molecules are com-
plex and possess permanent dipole moments. Furthermore, quadrupole moments
could also contribute significantly in second-order nonlinear polarizations,9 and thus
the treatment presented in the preceding sections, which ignores these points, has to
be appropriately modified.
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In the rest of this chapter, we address these and other macroscopic symmetry
properties of liquid crystalline electronic optical nonlinearities.

10.4.1. Local Field Effects and Symmetry

The molecular polarizabilities obtained in the last two sections are microscopic
parameters that characterize an individual molecule. To relate them to the bulk or
macroscopic parameters, namely, the susceptibilities �(1),�(2),�(3), and so forth, one
needs to account for the intermolecular fields as well as the symmetry properties of
the bulk materials. These intermolecular fields will result in a collective response that
is different from the one obtained by treating the bulk materials as being composed
of noninteracting molecules. In other words, one has to account for the so-called
local field correction factors.

The local field correction factors for linear susceptibility were discussed in
Chapter 3. In the usual studies2 of local field correction factors for nonlinear suscep-
tibilities, molecular correlations that characterize liquid crystals are not taken into
account. With this gross approximation, the second and third-order nonlinear sus-
ceptibilities of an isotropic medium or a medium with cubic symmetry containing N
molecules per unit volume are given by2

(10.45a)

where

(10.45b)

Similarly,

(10.46a)

where
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10.4.2. Symmetry Considerations

Real liquid crystal molecules are much more complex than the multilevel molecule
studied in the preceding section. In general, they are anisotropic and possess perma-
nent dipoles (i.e., the molecules themselves are polar). Nevertheless, in bulk form,
these liquid crystalline molecules tend to align themselves such that their collective
dipole moment is of vanishing value.

Put another way, most phases of liquid crystals are characterized by centrosym-
metry, due to the equivalence of the �n and n directions. This holds in the nematic
phase (which belongs to the D�h symmetry group), the smectic-A phase (D� sym-
metry), and the smectic-C phase (C2h symmetry). As a result of such centrosymme-
try, the macroscopic second-order polarizability �ijk�0.

The most well-known and extensively studied noncentrosymmetric liquid crys-
talline phase is the smectic�C* phase. The helically modulated smectic�C* system,
with a spatially varying spontaneous polarization, is locally characterized by a C2

symmetry; the average polarization of the bulk is still vanishing. By unwinding such
a helical structure, the system behaves as a crystal with C2 point symmetry. Such
unwound SmC* phases possess sizable second-order nonlinear polarizabilities,with
�(2) ranging from10 8 
 10�16 m/V for DOBAMBC to about 0.2 
 10�12 m/V for
o-nitroalkoxyphenyl-biphenyl-carboxylate.11

10.4.3. Permanent Dipole and Molecular Ordering

The fact that liquid crystal molecules themselves could possess a permanent dipole
moment (even though the bulk dipole moment has vanished) has been taken into account
in the treatment of Saha and Wong7 of the molecular correlation effects in third-order
nonlinear polarizabilities. Their calculations show that, in general, the experimentally
measurable third-order nonlinear polarizabilities �	 xxxx , �	 yyyy, and �	 zzzz, for example, are
related to their microscopic counterparts �ijk and �ijkl by the following relationships:

(10.47)
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where 	i (i � 1, 2, 3) are the components of the permanent dipole moment in the
major axes frame of the molecule, �Pl� are the moments of the molecular orienta-
tional distribution function f(
) defined by

(10.51)

and Pl is the lth-order Legendre polynomial.
This follows from the definition for the orientational distribution7,8 function f(�):

(10.52)

for uniaxial molecules (most liquid crystals are in this category).

10.4.4. Quadrupole Contribution and Field-Induced Symmetry Breaking

It is important to note at this juncture that so far our discussion of the nonlinear polar-
ization is based on the dipole interaction [cf. Eq. (10.3)]. We have neglected quadrupole
and higher-pole contributions as they are generally small in comparison. However, in
situations where the dipolar contribution is vanishing, either because the molecules are
symmetric12 or the bulk is centrosymmetric, the quadrupole contribution is not neces-
sarily vanishing and may give rise to sizable second-order nonlinear polarization.13

Nematic liquid crystal second-order nonlinear susceptibilities associated with quadru-
pole moment contributions were studied in detail by Ou-Yang and Xie.9 The starting
point of their analysis is the general expression for second-order nonlinear polarization:

(10.53)

The first term on the right-hand side of Equation (10.53) vanishes in media with cen-
trosymmetry, such as nematic liquid crystals. It is, however, nonvanishing if the
nematic director n is distorted (e.g., curvature deformation that produces flexoelec-
tric effects14). The second term is the quadrupole moment contribution, which is, in
general, nonzero.

By considering the symmetry and coordinate transformation properties of a nematic
liquid crystal under the action of an applied electric field, these authors were able to
obtain explicit expressions for the susceptibility tensors �ijk and �ijkl and explain the
experimental observations of second-harmonic generations by several groups.7,15

10.4.5. Molecular Structural Dependence of Nonlinear Susceptibilities

The magnitudes of the various tensorial components of the nonlinear susceptibilities
of liquid crystals are determined fundamentally by their electronic structure. Since
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liquid crystal molecules are large and complex, quantitative numerical ab initio com-
putations of these susceptibilities are rather involved.

Most studies of liquid crystal electronic nonlinear susceptibilities, as in other
organic or polymeric molecular systems, are therefore phenomenological in nature.
Early studies included the systematic examination of about 100 different organic com-
pounds by Davydov et al.16 They found the conjugated � electrons in the benzene ring
to be responsible for large second-harmonic signal generation (see Fig. 10.7). This
observation was also confirmed by other studies,17 which showed that the delocalized
electronics in the conjugated molecules could produce large second- and third-order
nonlinearities.

In the past two decades, an extensive volume of research has been performed in
the field of molecular nonlinear optics (for details see Refs. 1, 5, and 18). In spite of
the tremendous variations in the molecular structures of the organic materials, the
following conclusions seem to be well documented.

• The nonlinear optical response of thermotropic liquid crystals and similar
organic materials is due mainly to the delocalization of the �-electron wave
functions of the so-called polarizable core of a liquid crystal. The polarizable
core usually consists of more than one benzene ring connected by a variety of
linkages or bonds.

• The nonlinear polarizations of a molecule, as well as its linear optical properties
(e.g., absorption spectrum, etc.), can be drastically modified by substituents. In
general, the interactions of substituents with the � bonds are rather mild,
whereas their effects on the � electron are much more pronounced and extend
over the entire delocalization range.

• There are two types of substituents: acceptors and donors, in analogy to
semiconductor physics. If a substituent group has vacant low-lying �
orbitals, it will attract electrons from the host conjugated molecule; such a
substituent is called an acceptor. Examples include NO2, C�N, and the
CONH2 group. On the other hand, substituents that have occupied high-lying
� orbitals will tend to share their electronic charges with the conjugated
molecule; they are thus classified as donors. Examples include N(CH3)2,
NH2, and OH.

• In the engineering of new molecules, it has been observed that multiple sub-
stituents by weakly interacting substituents tend to produce an additive effect. On
the other hand, when strong interacting substituents are used, for example, a strong

270 ELECTRONIC OPTICAL NONLINEARITIES

CH=NCH3O C4H9

Figure 10.7. Molecular structure of MBBA showing the presence of two benzene rings. The six � elec-
trons in each ring may be considered as free electrons confined to the conjugated bond.
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donor and a strong acceptor linked to the same conjugated molecule as follows:

NO2 —C6H4—- NH2,
acceptor           donor

the result could be a tremendous enhancement in the oscillator strength and sus-
ceptibilities to external (optical) fields.

• It is important to note that although the nonlinear polarizabilities (and suscepti-
bilities) of a particular class of molecules may be improved by molecular engi-
neering, other physical properties (e.g., viscosity, size, elastic constant,
absorption, etc.) are also likely to be affected. These physical properties play an
equally (in some cases even more) important role in actual nonlinear optical
processes and applications. A simple example of this necessity to consider the
overall picture, rather than an optimization procedure based solely on a partic-
ular molecular parameter, is discussed in Chapter 8.

• In some absorbing (at the 5145 Å line of an Ar+ laser) liquid crystals [4-4�-
bis(heptyloxy)azoxybenzene], a study20 has shown peculiar polarization depen-
dences on the optical fields. These effects are undoubtedly related to the
electronic structures of these liquid crystals and their changes following pho-
toabsorption, but the exact mechanisms remain to be ascertained.

• In some nematic liquid crystals (e.g., MBBA or azobenzene liquid crystals),
theories and experiments20 have shown that, when photoexcited, the molecules
will undergo some structural or conformational changes (from trans state to cis
state) and will exhibit unusually large orientational optical nonlinearities. Such
electronic-orientational nonlinearities are discussed earlier in Chapter 8.
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11
Introduction to Nonlinear Optics

11.1. NONLINEAR SUSCEPTIBILITY AND
INTENSITY-DEPENDENT REFRACTIVE INDEX

In Chapter 2, we discuss the refractive indices of liquid crystals in terms of the
induced polarization P and the optical electric field E, where P is linearly related to
E. Generally speaking, a material is said to be optically nonlinear when the induced
polarization P is not linearly dependent on E. This could happen if the optical field
is very intense. It could also happen if the physical properties of the material are eas-
ily perturbed by the optical field. In this chapter we describe the general theoretical
framework for studying these processes. Specific nonlinear optical phenomena
observed in liquid crystalline systems will be presented in Chapter 12.

There are two basic approaches. In many systems (e.g., atoms, molecules, and
semiconductors), the primary processes responsible for nonlinear polarizations
are associated with electronic transitions. To describe such processes and obtain
the correct polarization, it is necessary to employ quantum mechanical theories.
On the other hand, many processes are essentially classical in nature. In liquid
crystals, for example, processes such as thermal and density effects, molecular
reorientations, flows, and electrostrictive effects require only classical mechanics
and electromagnetic theories. In this chapter the fundamentals of nonlinear optics
are described within the framework of classical electromagnetic theories. Some of
the quantum mechanical aspects of electronic nonlinearities were given in
Chapter 10.

11.1.1. Nonlinear Polarization and Refractive Index

All optical phenomena occurring in a material arise from the optical field-induced
polarization P. In general, the total polarization P may be written in the form,

(11.1)
� � �

P P PL NL� � ,
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274 INTRODUCTION TO NONLINEAR OPTICS

where the subscripts L and NL denote linear and nonlinear responses, respectively.
We discuss the linear part of the polarization PL in Chapter 3. Following the same

procedure to treat the linear polarization, the wave equation for the case when the
nonlinear part of the polarization P, PNL in Equation (11.1), is also included can be
simply derived to yield 

(11.2)

Since PNL is not linear in Ei , its effects on the propagation go far beyond the sim-
ple velocity change caused by the linear polarization term PL discussed before.
Nevertheless, let us first consider here the simple but very important case where the
effect of the nonlinear polarization is manifested in the form of a change in the
refractive index. This is in analogy to the case of linear optics, where the refractive
index (unity) of the vacuum is modified to a value (ni) owing to the linear polariza-
tion. To see this more clearly, consider, for example, a commonly occurring PNL that
is proportional to the third power of Ei in the form

(11.3)

Substituting Equation (11.3) in Equation (11.2) and assuming a plane wave form for
Ei(r,t) and PNL, that is,

(11.4)

we have

(11.5)

where

(11.6)

Equation (11.6) allows us to define an effective optical dielectric constant �� given
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where we have let ��i � �i � �0 (for nonmagnetic materials). The effective refractive
index n is therefore given by

(11.8)

For the typical case where �NL �E2���0�n
0
2, we can approximate n in Equation 

(11.8) by

(11.9)

where

(11.10)

In the current literature n2(E) is often referred to as the nonlinear coefficient. Since
�E�2 is related to the optical intensity Iop:

(11.11)

Equation (11.9) may also be written in the form

(11.12)

with

(11.13)

In SI units the factor �0c/2 amounts to 1/753. It is important to note here that the
special form of the nonlinear polarization [see Eq. (11.3)], as well as the associated
nonlinear coefficient n2(I) or n2(E), is appropriate for describing only a specific
class of nonlinear optical phenomena. In the next section we will describe other
more general forms of nonlinear polarization. For the present, however, we will
continue with this form of polarization in discussing some conventional usage and
systems of units. 

n E n I
n c

2 2
0 0( ) ( )
2

.�
�





n n n I I� �0 2 op( ) ,

I
nc

Eop
0 2

2
,�

�
� �

n E
n2

NL

0 0

( )
2

.�
�

�

n n n E Ei� � �0 2
2( ) ,�

n n
Ei i i2

0 0
0
2 NL

2

0

.�
� �

� �
� �

� � �

� � �

NONLINEAR SUSCEPTIBILITY AND INTENSITY-DEPENDENT REFRACTIVE INDEX 275

JWUS_LC-Khoo_ch011.qxd  1/19/2007  4:38 PM  Page 275



11.1.2. Nonlinear Coefficient and Units

In electrostatic units, the nonlinear polarization is often written as

(11.14)

where the superscript (3) on �esu signifies that this is a third-order nonlinear polar-
ization; that is, the resulting polarization involves a triple product of the field E.

The corresponding polarization in SI units involves a third-order susceptibility
�

SI
(3), that is,

(11.15)

Since Pi(esu)/Pi(SI)�3�105 and Ei(esu)�(3�104)�1Ei(SI), we have

(11.16)

Also, from Equation (11.10) and noting that �E2����i�2 /2 (using �cos2 �t�� ), we
have the following relationship:

(11.17)

The difference between �SI
(3) here and �NL in Equation (11.10) is due to the different

form in which the nonlinear polarization PNL is written [cf. Eqs. (11.15) and (11.3)]
and the fact that �Ei

2��(�i�i
*) /2.

Another useful relationship to know is the one between the nonlinear coefficient
n2(I) (usually expressed in standard units) and the nonlinear susceptibility �(3) (usu-
ally quoted in the literature in electrostatic units). Using Equations (11.16), (11.17),
and (11.13), we have

(11.18)

where n2(I) is in m2/W.
If one uses the usual “mixed” unit of cm2/w for n2(I) (owing to the prevalent usage

of the mixed unit for the optical intensity I in W/cm2), then �esu
(3) is given by, from

Equation (11.18),

(11.19)

where the unit for n2(I)mixed is cm2/W.
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Mixed systems of units have been employed by various researchers as some of the
numerical examples in the preceding chapters have demonstrated. A mastery of these
unit conversion techniques is almost a prerequisite in the study of liquid crystals
and/or nonlinear optics.

11.2. GENERAL NONLINEAR POLARIZATION AND SUSCEPTIBILITY

As we mentioned in the beginning of the chapter, in the electromagnetic approach to
nonlinear optics, the nonlinear response of a medium to an applied electromagnetic
field is described by a functional dependence of the form

(11.20)

The nonlinear response at the space-time point (r, t) is due not only to the action
of the applied fields at the same space-time point, but also of the fields at a different
space-time point (r�, t�). In other words, the response is a nonlocal function of time
and space. 

A more explicit form for P(r, t) can be obtained if we make some simplifying
assumptions.

An approximation that is often made is the expression of the resulting polarization
as a power series in the fields. We have

(11.21)

The first term is the linear polarization discussed before and given by

(11.22)

where the double dots between ��(1) and E signify a tensorial operation. Note that �
is a second-rank tensor, and E, a first-rank tensor.

Upon Fourier transformation, this gives

(11.23)

which is the generalized nonlocal version of Equation (3.30a) [see also Eq.
(10.14)].
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In the same token, the second-order polarization term P (2)(r�, t) can be written as

(11.24)

where �(2) is a third-rank tensor. Upon Fourier transformation, this gives

(11.25)

Similarly, we have

(11.26)

where �(3) is a fourth-rank tensor, and

11.27)

and so on for P(n), �(n) .
If the nth-order nonlinear susceptibility �(n)(r�, t) is independent of r�, the Fourier

transform �(n)(k�, �) will be independent of k. In this sense the nonlinear response is
termed local. Also, if the response of the medium is instantaneous, the expressions for
the nonlinear polarizations P(2), P(3), and so on become simple tensorial products of E:

(11.28)

and

(11.29)

11.3. CONVENTION AND SYMMETRY

Since the nonlinear polarization PNL involves various powers of the optical electric
field (in the forms EE, EEE, etc.) and if the total electric field E comprises many fre-
quency components [e.g., E � E(�1)�E(�2)� · · · �E(�n)], there are several possi-
ble combinations of the frequency components that will contribute to a particular
frequency component for PNL.

As an example, consider the second-order polarization P(2). Also, let us ignore all
tensorial relationships and focus our attention on copolarized fields for simplicity.
One can see that the frequency component �3 � �1��2 in PNL can arise from two
possible combinations: E(�1)E(�2) and E(�2)E(�1).
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In actual calculation, it is easier to adopt the convention similar to that mentioned
in the works by Shen1 and Boyd,2 where these various combinations are correctly
distinguished by distinctive labeling of the nonlinear susceptibility � involved. For
example, the combinations E(�1)E(�2) and E(�2)E(�1) are associated with �
(��3,�1,�2) and �(��3,�2,�1), respectively. In this case, we need not invoke the
degeneracy factor g in the definition of the nonlinear polarization. Also, it will
account for possible differences between �(��3,�1,�2) and �(��3,�2,�1).

To express the relationships between PNL and E in a more detailed form, we now
write the electric field and nonlinear polarization in terms of their spatial coordinate
components

(11.30a)

(11.30b)

Also, the El’s and Pl’s (l � i, j, k) are expressed in the plane wave form

(11.31a)

(11.31b)

The nonlinear polarization Pl
�3, responsible for the mixing of two frequency compo-

nents �1 and �2 to produce a third wave of frequency �3 (see Fig. 11.1a), for exam-
ple, will thus be given by

(11.32)

On the right-hand side of Equation (11.23), the two terms in the square brackets come
from the two possible ways of ordering �1 and �2 (i.e., we can have Aj

�1 Ak
�2 and 

Aj
�2 Ak

�1). The denominator 22 comes from the factor involved in the definition of A

[Eqs. (11.31a) and (11.31b)]. The subscripts i, j, k, and so forth signify the corre-
sponding Cartesian components of the field. The frequencies �1, �2, and �3 appear-
ing in the parentheses following �ijk represent a conventional way of expressing the 

fact that �3 � �1 � �2 (i.e.,��3 � �1 � �2 � 0). On the left-hand side, the factor 

comes from the definition of the amplitude Pl
�m in Equation (11.31b). With these

factors properly accounted for, Equation (11.32) reads
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where �ijk
(2) is a third-rank tensor.

If �1 � �2 � � (i.e., �3 � �1 � �2 � 2�, second-harmonic generation), then
the number of distinct permutations of �1 and �2 is reduced to 1.We therefore
have

(11.34)

It is important to note here that a totally different process is involved if we have
�1 � � and �2 � ��. This process is called optical rectification, since it results in
a dc response with �3 � �1 � �2 � 0. In this case the number of distinct permuta-
tions of  �1 and �2 is 2. It is also important here to remind ourselves that i, j, and k
refer to the coordinate axes, and that in Equation (11.34) and other equations
involving tensorial relationships, a sum over nonrepeated indices is implied [i.e.,
on the right-hand side of Eq. (11.34), for example, one needs to sum over j � 1, 2, 3
and k � 1, 2, 3].

P A Ajk j ki i
2 1

2
(2) 2 , , .� � �� � � �� �� �
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Figure 11.1. (a) Three-wave mixing process involving the mixing of two frequencies �1 and �2 to pro-
duce a new frequency �3 � �1 � �2. (b) Four-wave mixing process involving �1,�2, and �3 to produce
�4 � �1 � �2 � �3.
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In a similar manner, the nonlinear polarization component �4 generated by the
mixing of three waves �1, �2, and �3 (i.e., �4 � �1� �2 � �3) is given by

(11.35)

where �ijkl
(3) is a fourth-rank tensor (see Fig. 11.1b). With a little practice, the reader

can readily write down the corresponding nonlinear polarization components for
n-wave mixing processes. It is important to note here that �ijkl

(3) is related to �SI
(3)

[cf. Eq. (11.15)] by

(11.36)

This relationship, generated by the different plane wave forms used for expressing
the field polarization [cf. Eqs. (11.4) and (11.31)], should be borne in mind as one
compares values of the nonlinear coefficients quoted or reported in the literature.

In accordance with current convention for n-wave mixing processes, n stands for
the total number of interacting waves (counting the incident and the generated waves)
within the nonlinear medium (Fig. 11.2). Therefore, interactions involving nonlinear
polarization of the form given in Equations (11.33) and (11.34), where two incident
waves combine to give a generated wave, are called three-wave mixing processes.
Processes associated with the combination of three waves to yield a fourth one [cf. Eq.
(11.35)] are called four-wave mixing processes. If all the frequencies involved are the
same, the processes are called degenerate. We have, for example, degenerate four-
wave mixing; otherwise they are called nondegenerate wave mixings. 

In Cartesian coordinates obviously there are altogether 34 elements in the third-
order susceptibility �ijkl

(3), a fourth-rank tensor, since (i, j, k, l) each has three compo-
nents 1, 2, 3. In an isotropic medium with inversion symmetry, however, it can be
shown3 that there are only four different components, three of which are independent:

(11.37)

In an anisotropic medium such as a liquid crystal, the symmetry considerations can
be very complex.2

These nonlinear (microscopic) susceptibilities are derived from explicit calculations
of the dipolar interaction between a particular atom or molecule with incident optical
fields (see Chapter 10). In the presence of other atoms or molecules, and their polar-
izations, an atom or molecule will experience a net depolarization field in addition to
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the incident optical field.4 In condensed matter or inhomogeneous media, these depo-
larization fields are quite complex and, in general, very difficult to estimate. On the
other hand, in simple liquids or gases (i.e., isotropic, homogeneous media), the depo-
larization field may be accounted for by multiplying each of the field components by a
so-called Lorentz correction factor:2,5

(11.38)

The macroscopic susceptibilities �(3), �(2), and �(1) discussed previously are therefore
related to the microscopic susceptibilities by 

(11.39)

In liquid crystalline media, owing to large molecular correlation effects, these local
field effects are considerably more complex.6 Several formalisms have been devel-
oped to treat the various phases; some of these studies are pointed out in Chapter 10. 

11.4. COUPLED MAXWELL WAVE EQUATIONS

The interaction of various optical fields inside a nonlinear medium are described by
Maxwell equations. For n-wave mixing processes, there are n coupled Maxwell wave
equations.

The solutions for the optical electric fields at any arbitrary penetration depth into
the nonlinear medium depend on the initial boundary conditions on the incident field
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Figure 11.2. Temporal and spatial frequency wave mixing in a nonlinear optical material.
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intensity and their phases and boundary conditions. Usually, in order to solve the
equations in a meaningful way, some approximations are made.

An approximation that is generally valid is the so-called slowly varying envelope
approximation. In effect, a particular frequency component Ej of the total electric
field can be represented by a product of a fast (temporally and spatially) oscillatory
term exp[i(k�j�r���jt)] and an amplitude function Aj (r�, t), whose temporal and spatial
variations are on a much slower scale. Therefore, we have

(11.40)

where n is the number of frequency components present. Although these n interact-
ing fields, in general, propagate in n different directions, one can define a reference
direction, usually denoted as the z direction, to describe their interactions and prop-
agation. Accordingly, the fast oscillatory term exp[i(kj� .r� ��t)] may be written as
exp [i(kjz��t)] where kj is now understood as the z component of the wave vector kj� .

In more quantitative terms, the slowly varying envelope approximation (SVEA)
translates into the following inequalities:

(11.41a)

(11.41b)

In the slowly varying approximation, the corresponding nonlinear polarization vec-
tor components are expressed as

(11.42)

that is, the total nonlinear approximation, PNL��j PNL
(j) , contains n frequency com-

ponents. The superscript p on kj
p

in Equation (11.42) denotes that it is the wave
vector associated with the jth component of the polarization; in general, it is dif-
ferent from the wave vector of the jth component of the electric field, as we will see
presently. 

Substituting Equations  (11.40)–(11.42) in the wave Equation (11.2), which we
rewrite here
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we obtain

(11.44)

where � kj � kj
p
� kj is the wave vector mismatch for the jth wave. Also, we have sep-

arated the three-dimensional �2 into a transverse term (�2
�) and a longitudinal term

(
2/
z2). Since kj��j /vj, Equation (11.44) becomes

(11.45)

If we transform this (z, t). coordinate system to one that moves at a velocity vj along
z, that is, (z�, t�)  given by

(11.46)

Equation (11.45) becomes

(11.47)

for j � 1, 2, … (the number of interacting waves), where we have written z� as z since
they are the same.

In deriving Equation (11.47) we have also assumed that the process under study is
in a steady state; the time dependence of the process is “removed” by the substitution
of t�� t � z /vj [cf. Eqs. (11.45) and (11.46)]. In many actual experiments, especially
in those involving pulsed lasers, this is definitely not a correct assumption, and one
has to revert to using the full Maxwell equation.

11.5. NONLINEAR OPTICAL PHENOMENA

Numerous distinctly different nonlinear optical phenomena1,2 can be created via the
nonlinear polarizations discussed previously. Here we discuss some widely studied
exemplary ones.

11.5.1. Stationary Degenerate Four-Wave Mixing

Figure 11.3 shows a typical interaction geometry. Two equal-frequency laser beams
E1
� and E2

� are incident on a nonlinear optical material of thickness d; they intersect
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at an angle � (within the nonlinear material). On the exit side, there are new, gener-
ated waves E3, E4, and so forth of the same frequency on the side of the beams E1

and E2. These generated waves are due to the spatial mixings of the input waves. 
For example, the wave E3 propagating in the k�3 direction is due to a nonlinear

polarization term P3 of the form P3 � E1E2
*E1, with an associated wave vector mis-

match �k3
� � k3

� � (k�1 � k�1 � k�2) (see Fig. 11.4).
Similarly, the wave E4 is due to a nonlinear polarization P4 of the form

P4 �E2E2
*E1, with an associated wave vector mismatch �k4

� � k4
� � (2k2

� � k1
� ) (see

Fig. 11.5).
To illustrate the physics, we assume that all waves are polarized in the x� direc-

tion. In plane wave form the total electric field E� and the nonlinear polarization P� are
given by

(11.48)

and

(11.49)
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Furthermore, we impose a simplifying condition, namely, that the intensity of E1

is much higher than the intensity of E2; in this case the generated wave E3 is much
more intense than the wave E4. Under this simplifying assumption, the terms con-
tributing to the generation of waves in the E3 direction, for example, are (E3E3

*) E3,
(E2E2

*)E3, (E1E1
*)E3, (E1E2

*)E1, (E3E1
*)E1, and (E3E2

*)E2.
In writing down those terms, we have put in parentheses products of the electric

field amplitude which represent interference among the waves. The terms E3E3
*,

E2E2
*, and E1E1

* are the so-called static or dc components (i.e., the intensity is spa-
tially and temporally nonvarying). On the other hand, the terms E3E1

* and E3E2
* and

E1 E2
* are the so-called (intensity) grating components, which are spatially periodic

with spatial grating wave vectors given by (k3
� �k�1) and (k3

� �k2
� ), and (k1

� �k�2) respec-
tively. From this point of view, the term (E3E1

*)E1, for example, is associated with the
scattering of wave E1 from the refractive index grating generated by the intensity
grating E3E1

* into the direction of E3.
The effects associated with these static and grating terms become clearer when we

write down the corresponding coupled Maxwell wave equations. From Equation
(11.47), ignoring the transverse Laplacian term, the equations for the amplitudes A of
these three waves can be derived to give
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Figure 11.4. Wave vector addition diagram for the process k3�2k1�k2.

Figure 11.5. Wave vector addition diagram for the process k�3 � 2k�1 � k�2.
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where

(11.53)

(11.54)

For simplicity, we have let all the nonlinear coefficients associated with the vari-
ous contributing terms [(E3E3

*)E3, (E3E1
*)E1, etc.] in these equations be equal to �xxxx.

A typical nonlinear polarization term (for P3
NL) associated with E1E2

*E1 in terms of
the amplitude A, is given by

(11.55)

Because of nonlinear coupling among the waves, Equations (11.50)–(11.52), in
general, cannot be solved analytically. However, if one assumes that the pump beam
is so strong that its depletion is negligible (i.e., �A1�2 �const) and that �A1�2 �� �A2�2,
�A3�2 so that only the phase modulation caused by the pump beam (the term –ig �A1�2
on the right-hand side of these equations) is retained, Equations (11.50)–(11.52) may
be readily solved to yield

(11.56)
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From these solutions one can also see that the intensity of the transmitted probe
beam acquires a gain factor G(d) given by

(11.61)

Notice that the generated wave A3(d ) in Equation (11.58) is proportional to the
complex conjugate of the wave A2; for this reason, it is sometimes called the forward
phase conjugate of A2. In the following section we will discuss another phase conju-
gate process.

11.5.2. Optical Phase Conjugation

Figure 11.6 shows a particular degenerate four-wave mixing process involving three
input waves E1, E2, and E3, and the generated wave E4, which is counterpropagating
to E3. The wave E4 can arise from various combinations of these three input waves.

For example, it could be due to the scattering of E1 from the (refractive index)
grating formed by the interference of E2 and E3 [i.e., a nonlinear polarization term of
the form (E2E3

* )E1]. Another possibility is the scattering of E2 from the grating
formed by the interference of E1 and E3 [i.e., a nonlinear polarization term of the
form (E1E3

* )E2].
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Figure 11.6. Schematic depiction of optical wave front conjugation by degenerate four-wave mixing
process. 
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Both processes carry a wave vector mismatch �k4 � k4� (k1�k2 �k3). Since 
k2� �k1 and k4��k3, we have �k4� 0 (i.e., a perfectly phase-matched four-wave
mixing process). However, the grating constant associated with (E2E3

* ) is much
smaller than that associated with (E1E3

* ) as a result of the larger wave mixing angle.
If the physical mechanism responsible for the formation of the refractive index

grating is independent of the grating period, then these two terms will contribute
equally to the generation of the wave E4. Usually owing to diffusion or other inter-
molecular physical processes (e.g., in liquid crystals the torque exerted between mol-
ecules situated at the intensity minima on molecules at intensity maxima or heat
diffusion in the thermal grating), the larger the grating period, the higher will the
wave mixing efficiency be. In this case (E1E3

* ) is the main contribution term.
Taking into account only the grating term (E1E3

* ), the coupled equations for the
four interacting waves within the nonlinear medium are given by

(11.62)

(11.63)

(11.64)

(11.65)

where g��0�
2��8, g��q�cos � � �0�

2��8 cos �, and � is the nonlinear susceptibil-
ity involved in this process.

As pointed out in the preceding section, the first terms (in square brackets) on the
righthand sides of these equations are phase modulation effects caused by the spatially
static terms in the optical intensity function. Notice that, because of the presence of
these phase modulations, the initially perfect phase-matching condition (�k�0) will be
degraded as these waves interact and propagate deeper into the nonlinear medium.

To qualitatively examine the results and implications of optical phase conjuga-
tion, we ignore here the phase modulation terms.7 We also assume that both waves
E1 and  E2 (usually referred to as the pump waves) are very strong compared to the
probe wave E3 and the generated wave E4 (i.e., �A1� and �A2� are constant). We
thus have

(11.66)
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(11.67)

For the configuration depicted in Figure 11.6, the initial conditions are A3�A3(0)
at z�0 and A4�0 at z�L, where L is the thickness of the nonlinear material. The
solutions for A3 and A4 are

(11.68)

(11.69)

These equations show the following:

• The transmitted probe beam  is amplified by an amplitude gain factor

(11.70)

just as in the previous four-wave mixing case.

• The generated wave E4 is proportional to the complex conjugate of the probe
beam E3. This feature of the generated wave bears a resemblance to the result
obtained in the previous section [cf. Eq. (11.58)]. In fact, they are both gener-
ated by the same kind of wave mixing process except that a different set of prop-
agation wave vectors is involved. For the same reason, the wave E4 is termed the
optical phase conjugate of E3. The generated wave E4 carries a phase which is a
conjugate of that carried by the input. A consequence of this, which has been
well demonstrated in the literature, is that if E3 passes through a phase-aberrat-
ing medium, picking up a phase distortion factor exp i �D, the generated wave
E4 (if allowed to traverse the phase-aberrating medium backward) will pick up
a phase factor  exp i �D. The net result is therefore the exact cancellation of
these phase distortion factors in the signal beams E4.

Another interesting feature of Equations (11.68) and (11.69) is that if g�A1A2�L � � �2,
both A3(z) and A4(z) will assume finite values for a vanishing input A3(0) (i.e., “oscilla-
tions” will occur). To put it another way, imagine that a cavity is formed with its optical
propagation axis along k3

� (or k4
� ).Then any coherent noise generated in this direction may

be set into oscillation.
An example of coherent noise is the scattering noise from the pump beam, which

is coherent with respect to, and can therefore interfere with, the pump beam.
Numerous reports in the current literature of self-pumped phase conjugators, oscil-
lators, and so forth are based on this process or its variants.7 In Chapter 12, we
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describe two recent observations of self-starting phase conjugation using nematic
liquid films. 

11.5.3. Nearly Degenerate and Transient Wave Mixing

As pointed out before, laser-induced nonlinear polarizations amount to changes in
the dielectric constant. If these dielectric constant changes are spatially coincident
with the imparted intensity grating, the materials are said to possess local nonlinear-
ity. In some situations, however, the induced dielectric constant change is spatially
shifted from the optical intensity; that is, there is a phase shift � between the dielec-
tric constant and the intensity grating function (see Fig. 11.7).

A phase shift between the intensity and index grating function can arise,
for instance, if the frequencies of the two interference waves E1 and E2 are not
equal (i.e., �2 � �1 � �) (see Fig. 11.8). In this case the intensity grating
imparted by E1 and E2 on the nonlinear medium is moving with time. Because of
the finite response time � of the medium, the induced index grating will
be delayed (i.e., a phase shift � will occur between the intensity and the index
grating).

NONLINEAR OPTICAL PHENOMENA 291

Figure 11.7. Induced refractive index grating is spatially shifted from the imparted optical intensity
grating (e.g., in photorefractive material).
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The magnitude and sign of the phase shift depend on various material, optical, and
geometrical parameters. For the purpose of our present discussion on the conse-
quence of having � in the wave mixing process, we will represent it generally as �.
If the total intensity function is given by

(11.71)

then the induced index grating function will be of the form

(11.72)

where �n0 is the (spatially) static index change caused by the static intensity
(�E1�2 � �E2�2).

Consider the scattering of wave E1 or E2 from the induced index grating; one can
associate third-order nonlinear polarization terms of the form E1

*E2E1
i�, E1E2

* E2
i� and

so on. If we limit our discussion to only these two waves and follow the procedure
used in deriving Equations (11.63) and (11.64), the corresponding coupled two-wave
mixing equations are

(11.73)

(11.74)
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Figure 11.8. Moving intensity grating generated by two coherent incident lasers of different frequency.
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The effects of the phase shift � on these two-wave couplings are more transparent if
these equations are expressed in terms of the intensities I1 and I2 and individual
phases �1 and �2 of the waves. Then we have

(11.75)

and 

(11.76)

(11.77)

The complex coupled wave equations become two sets of real variable equations.
For the intensities we have

(11.78)

(11.79)

For the phases we have

(11.80)

(11.81)

where g� � 4g/	0nc.
From these equations one can readily see that if sin � is nonvanishing, there is a

flow of energy between the waves E1 and E2. In materials having local nonlinearity
(i.e., phase shift � � 0), side diffraction provides a means for energy exchanges
between the two incident beams.

Temporally nonlocal nonlinearities naturally arise if the response of the medium
is not instantaneous and generally will be manifested if short laser pulses are used.
Because of the delayed reaction of the induced refractive index changes, a time-
dependent phase shift between the intensity and the index grating function will occur
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(see Fig. 11.9). There is therefore a time-dependent energy exchange process
between the incident beams. 

Usually, the process is such that energy flow is from the stronger incident beam
to the weaker one. Detailed formalisms, with quantitative numerical solutions, for
treating such time-dependent wave mixing processes are given in the work by
Khoo and Zhou.8

Temporally and spatially shifted grating effects are naturally present in stimu-
lated scattering processes. A frequently studied process is stimulated Brillouin
scattering, where an incident optical field E1 (with a frequency �1) generates a
coherent backward propagating wave E2 (with a frequency �2 � �1 � �s, where
�s is the sound frequency of the medium). The physical reason for the transfer of
energy from E1 to E2 is analogous to what we discussed previously, although the
actual dynamics and mechanisms are a lot more complicated. This is discussed in
detail in Section 11.6.2.

11.5.4. Nondegenerate Optical Wave Mixing: Harmonic Generations

Nondegenerate optical wave mixing, where the frequencies of the incident and the gen-
erated waves are different, are due to nonlinear polarization of the form given by
Equation (11.35). For example, the incident frequencies �1, �2, and �3 can be combined
to create new frequencies �4 � �1 � �2 � �3 involving sums or differences. These
wave mixing processes are sometimes termed sum-difference frequency generations.

294 INTRODUCTION TO NONLINEAR OPTICS

Figure 11.9. Time-dependent spatially moving index grating generated by two coherent equal-frequency
short laser pulses.

JWUS_LC-Khoo_ch011.qxd  1/19/2007  4:38 PM  Page 294



In this section we discuss two basically different sum frequency generation
processes, namely, second- and third-harmonic generations. These processes are
associated with nonlinear polarizations of the following:

Second-harmonic generation:

(11.82)

Third-harmonic generation:

(11.83)

where i, j, and k refer to the crystalline axes, and a sum over j � 1, 2, 3 and k � 1, 2,
3 in the preceding equation is implicit.

The main fundamental difference between these two processes is that second-
harmonic generations involve a polarization that is even order in the electric field
(i.e., P�EE), whereas third-harmonic generations involve an odd-order polariza-
tion (P�EEE). Consider a centrosymmetric nonlinear medium. If we invert the
coordinate system, then Equation (11.82) becomes

(11.84)

Since the polarization and the electric field are vectors, they must change signs
(i.e., P
 i

2� � �Pi
2�, A
 i ��A
 i , A
 i 
 �Ai ), whereas �
 ijk

(2) � �ijk since it is a measure of
the material response. Equation (11.84) therefore gives

(11.85)

Comparing Equations (11.84) and (11.85), the only logical conclusion is that
�ijk

(2) � 0 in a medium possessing centrosymmetry. Using similar symmetry consid-
erations, one can show that in centrosymmetric media, all even-power nonlinear
susceptibilities are vanishing. Second-, fourth-, and so on harmonic generations are
possible therefore only in nonlinear media that are noncentrosymmetric.

The other fundamentally important issue is phase matching, owing to the much
larger phase mismatch between the incident fundamental wave at frequency � and
the generated second or third harmonic at 2� or 3� respectively. In the case of sec-
ond-harmonic generation, the phase mismatch �k in the coupled wave equation [see
Eq. (11.59)] is given by
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with a magnitude

(11.86)

One possibility to achieve phase matching (i.e., �k � 0 ) is to have the funda-
mental and the harmonic waves propagate as different types of waves (extraordinary
and ordinary); that is, utilize the birefringence of the medium. For example, one can
have the fundamental wave as an ordinary wave with a refractive index no

� that is
independent of the direction of propagation, while the harmonic wave is an extraor-
dinary wave propagating at an angle �m with respect to the optical axis; that is, its
refractive index is ne

2� (�m) such that 

(11.87)

This may be seen in Figure 11.10, which is drawn for a crystal, where ne
2� � no

2�

(i.e., a negative uniaxial crystal where ne � no). From Equations (11.86) and (11.87)
we have

(11.88)
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Figure 11.10. Matching the extraordinary refractive index ne(�m) of the second harmonic (at 2�) with
the ordinary refractive index no of the fundamental (at �). 
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which gives, for ne�no ,

(11.89)

By drawing a figure similar to Figure 11.10 and going through the preceding analysis
for a positive (ne�no) uniaxial crystal, the reader can readily show that the phase-
matching angle for this case is given by [from equating n2

o
� to n�

e (�)]

(11.90)

11.5.5. Self-Focusing and Self-Phase Modulation

The passage of a laser beam through a nonlinear optical material is inevitably accompa-
nied by an intensity-dependent phase shift on the wave front of the laser, as a result of the
intensity-dependent refractive index. Since the intensity of a laser beam is a spatially
varying function, the phase shift is also spatially varying. This, together with large ampli-
tude changes, leads to severe distortions on the laser in the form of self-focusing, defo-
cusing, trapping, beam breakups, filamentations, spatial ring formations, and others. 

For thick media the problem of calculating the beam profile, by solving Equation
(11.45) or (11.47) within the medium, is extremely complicated. Numerical solutions
are almost always the rule.1

If the material is thin (i.e., in nematic liquid crystal film), the problem of optical
propagation is greatly simplified. In its passage through such a nonlinear film, the laser
beam is only phase modulated and suffers negligible amplitude change. In other words,
the transmitted far-field intensity pattern is basically a diffraction pattern of the incident
field, with the nonlinear film playing the role of an intensity-dependent phase screen.

Consider now a steady-state self-phase modulation effect (e.g., that induced by a
cw laser). If the response of the medium to the laser field is local, the spatial profile
of the phase shift follows that of the laser; that is, given the laser transverse profile
I(r) (assuming cylindrical symmetry), the nonlinear part of the phase shift is simply
�(r) � d�n(r)2���, where d is the thickness of the film.

If the incident laser is a Gaussian, that is,

(11.91)

the nonlinear (intensity-dependent) phase shift �NL is given by
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where k � 2��� and � is the laser beam waist. This is the phase shift imparted on the
laser upon traversing the nonlinear film. 

On the exit side (see Fig. 11.11) at a distance Z from the film, the intensity distri-
bution on the observation plane P is given by the Kirchhoff diffraction integral:9,10

(11.93)

where the diffraction phase �D is given by

(11.94)

Using the following definitions:
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Figure 11.11. Nonlinear transverse phase shift and diffraction of a laser beam by a thin nonlinear film. 
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(11.95d)

(11.95e)

and

(11.95f)

we can rewrite Equation (11.93) as

(11.96)

Khoo et al.9 discuss in detail the various types of intensity distributions and how
they evolve as a function of the input intensity. Essentially, the principal deciding fac-
tor is the sign of Cb (i.e., the sign of 1/Z�1/R).

If n2�0, we have the following cases:

1. (1/Z�1/R) �0 case. The intensity distribution evolves from a Gaussian beam
to one where the central data area tends to be dark (low intensity) surrounded
by bright rings (see Fig. 11.12).

2. (1/Z�1/R) �0 case. The intensity distribution evolves as the incident inten-
sity I0 is increased, from a Gaussian shape to one with a bright central spot
and concentric bright and dark rings (see Fig. 11.13).

3. (1/Z�1/R) �0 case. This is the so-called intermediate case, where the inten-
sity distribution at the center area assumes forms that are intermediate
between those of cases 1 and 2. 

If n2�0, the intensity distribution is almost a “mirror” image of the n2�0 case;
that is, the distribution for cases 1 and 2 are interchanged. 

Such intensity redistribution effects, in which the transmitted on-axis laser inten-
sity is reduced owing to the nonlinear self-defocusing effect caused by the laser-
induced index change, may be employed for optical limiting applications.11 A simple
setup is shown in Figure 11.14. The aperture situated at the observation plane P will
transmit totally a low-power laser, as well as a signal/image. If the laser is intense, the
defocusing effect will reduce the transmission through the aperture, thereby protect-
ing the detector or sensor placed behind the aperture.
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For self-limiting application dealing with a pulsed laser, a dynamical theory is
needed. While a dynamical theory is extremely complicated (almost insoluble) for
self-focusing effects in long media, such a theory is relatively easier to construct for
thin nonlinear media.

Consider, for example, a Gaussian–Gaussian incident laser pulse:

(11.97)

(cf. the input pulse shape of Fig. 11.15). The intensity distribution at the  observation
plane can be deduced from the diffraction theory discussed previously:

(11.98)
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Figure 11.12. Radial intensity as a function of increasing input intensity showing self-phase-modulation-
induced redistribution of the axial intensity to the radial portion. Insert is a photograph of the observed
pattern on the observation plane P as a result of the passage of a laser beam through a nematic film.
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where the diffractive phase shift is

(11.99a)

and the nonlinear phase shift is

(11.99b)

where n2i(t�) are the time-dependent nonlinear coefficients associated with all the
contributing nonlinear mechanisms.

The final form for ��NL(t), as well as the output intensity distribution on the
observation plane P, depends on the form of n2i(t�) and the response time ti versus the
laser pulse duration tp. If the response time ti is longer than tp, the self-limiting effect is
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Figure 11.13. Radial intensity distribution for increasing input intensity for a different geometry show-
ing the intensification of the axial laser intensity. Insert is a photograph of the actual pattern using a
nematic film.
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basically an integrated effect, and thus it is more appropriate to discuss the process in
terms of energy/area rather than intensity (power/area).

Figure 11.15 shows a theoretical plot of the input and output on-axis intensity pro-
files for the case of a single nonlinearity with ti��tp. It shows that as the intensity-
dependent phase modulation effect is accumulated in time, the output intensity is
progressively reduced, finally to a highly diminished value. The energy contained in

302 INTRODUCTION TO NONLINEAR OPTICS

Figure 11.15. Theoretical plot of the output (energy limited) and input laser pulses.

Figure 11.14. An experimental arrangement for achieving the optical limiting effect using the self-phase
modulation or self-focusing/self-defocusing effect. See chapter 12, however, for a fiber array limiting
device that does not suffers from small field of view associated with this configuration involving pin-hole.
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the transmitted pulse, when plotted against the input energy, will also exhibit a limit-
ing behavior.

11.6. STIMULATED SCATTERINGS

Stimulated scatterings occupy a special place in nonlinear optics. They have been
investigated ever since the dawn of nonlinear optics and lasers. Devoting only a sec-
tion to the discussion of this subject is not likely to do justice to the voluminous work
that has been done in this area. The main objective of this section, however, is to out-
line the fundamental principles involved in these scattering processes in the context
of the wave mixing processes discussed previously. 

In this section, we will discuss three exemplary types of stimulated scattering
processes:

1. Stimulated Raman scattering (SRS)
2. Stimulated Brillouin scattering (SBS) 
3. Stimulated orientational (SOS) and thermal (STS) scattering 

They correspond to three distinctive types of material excitations. In Raman
processes, as in orientational and thermal processes, the excitations are not propaga-
tive. On the other hand, Brillouin processes involve propagating sound waves. These
differences will be reflected in the coupling and propagation of the incident and gen-
erated optical waves in the material. 

11.6.1. Stimulated Raman Scatterings

Stimulated Raman scatterings involve the nonlinear interaction of the incident and
generated lasers with the vibrations or rotations (or other Raman transitions) of the
material. These Raman transition involve two energy levels of the material connected
by a two-photon process, as discussed in Chapter 5. 

From Equation (5.51) the induced polarization associated with Raman scattering
is of the form

(11.100)

where (N/V) is the density of the molecules. For simplicity, we also neglect the vec-
tor nature of the field E� and the polarization P�. The displacement of the normal coor-
dinate qv obeys an equation of motion for a forced harmonic oscillator, which is of
the form

(11.101)�q q Fv R
0 ,� ��
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where the force F is related to the optical field molecular interaction energy u (owing
to the induced polarization) given by

(11.102)

where

(11.103)

that is,

(11.104)

From Equation (11.101),

(11.105)

Therefore, the induced polarization, from Equation (11.100), is of the form

(11.106)

In other words, the nonlinear polarization associated with stimulated Raman scatter-
ing is a third-order one. 

To delve further into this process, we note from Equations (11.101) and (11.105)
that, because of the vibrational frequency �R � �2 � �1, only terms in F�E2 con-
taining the frequency component �2 � �1 (i.e., E2 E1

* or E1 E2
*) contribute to qv. In

other words,

(11.107)

The induced third-order nonlinear polarization PNL is therefore of the form
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The nonlinear polarization therefore produces scattering at various frequencies
�1,�2, 2�1 � �2 and 2�2 � �1.

Focusing our attention on the Stokes waves at frequency �2 the nonlinear polar-
ization is given by

(11.109)

Using the formalism given in Section 11.2, we can thus write

(11.110)

where the subscript s on �s signifies that it is for the Stokes wave. �s can be deduced
from Equations (11.100) – (11.107).

The equation describing the amplitude A2 of the Stokes wave, from Section 11.5,
becomes

(11.111)

where

(11.112)

Accounting for the loss 	 (due to random scatterings, absorption, etc.) experienced
by E2 in traversing the medium, Equation (11.111) becomes

(11.113)

Since the nonlinear susceptibility �s is complex, we may write it as
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Substituting Equation (11.114) in Equation (11.111), we can readily show that the
amplitude A2 will grow exponentially with z, with a net gain constant given by

(11.115)

In the work by Boyd,2 the Stokes susceptibility �s (sometimes called the Raman
susceptibility) is explicitly derived for a multilevel system. However, in practice, it is
easier and quantitatively correct to relate the gain constant to the scattering cross sec-
tion as indicated in Chapter 5. The reader is reminded of the role played by the pop-
ulation difference N1 � N2 in �s, which could reverse sign depending on N1 and N2.

From Equation (11.108), as we mentioned earlier, other frequency components
besides the Stokes waves can also be generated. An example is the so-called coher-
ent anti-Stokes Raman scattering (CARS), which involves the mixing of the incident
laser with its (phase coherent) Stokes waves (see Fig. 11.16). The nonlinear polar-
ization is of the form

(11.116)

with a phase mismatch

(11.117)

Notice that this is the analog of the degenerate four-wave mixing process discussed
in Section 9.5; the anti-Stokes beam assumes the role of the diffracted beam E3

(cf. Fig. 11.4).

11.6.2. Stimulated Brillouin Scatterings

Brillouin scatterings are caused by acoustic waves in the material. In analogy to
Raman scattering, the nonlinear polarizations responsible for the coupled-wave
equations are obtainable from consideration of the appropriate material excitations.
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Figure 11.16. Coherent anti-Stokes Raman scattering (CARS) involving the pump beam at � and its
Stokes wave �s. 
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There are, in fact, many distinctly different physical mechanisms that will alter the
density � of a material, such as pressure p, entropy S, or temperature T. These param-
eters are in most cases strongly coupled to one another. Accordingly, there are quite
a variety of stimulated Brillouin scatterings depending on the underlying physical
mechanisms. 

In this section we focus our attention on nonabsorptive materials, where the den-
sity change is due to the spatially and temporally varying strain caused by a corre-
sponding optical density. An example of such an intensity pattern is the one obtained
by the interference of two lasers of different frequencies �1 and �2 (see Fig. 11.8).
Analogous to Raman scattering, the frequency difference �1��2 should match the
acoustic frequency. 

There is one very important difference between Raman scattering and Brillouin
scattering. Raman scattering is associated with nonpropagating material oscillations;
Brillouin scattering, however, involves the creation of propagating sound waves. Since
the wave vector k�s of the sound wave carries a momentum �k�s, the resulting directions
of the generated acoustic wave (at k�s and �s) and the frequency downshifted optical
wave (k�2,�2 � �1 � �s) must obey the wave vector matching conditions. The equa-
tion governing the induced density change �� is, in SI units, given by,2,12

(11.118)

If we write �� in terms of a slowly varying envelope �� as

(11.119)

then � in Equation (11.118) is given by � � 
�
rs. In Equation (11.118) �2
s is the

sound velocity and �B is the damping constant.
Writing now the optical fields in terms of their amplitudes A1 and A2 in plane wave

form

(11.120)

(11.121)

and substituting Equations (11.119)�(11.121) into Equation (11.118) and using the
slowly varying envelope approximations
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Equation (11.118) becomes

(11.123)

where �k � �k1�k2�k3�.
This is the material excitation equation. Then the coupled optical wave equations

for A1 and A2 can be obtained by identifying the nonlinear polarization associated
with the density change ��. This is given by

(11.124)

Since �� oscillates as e�i(�1� �2)t we have

(11.125)

and

.

The nonlinear coupled-wave equations for A1 and A2 are, from Equation (11.47),

(11.126)

(11.127)

where we have replaced z by rs as the reference coordinate for propagation. We have
also ignored the �2A term with our plane wave approximation. With a little rewriting,
Equations (11.126) and (11.127) become
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(11.129)

and Equation (11.123) becomes

(11.130)

In Equations (11.128) and (11.129) we have included the phenomenological loss
terms – 	1A1 and � 	2A2 respectively, to account for the losses (e.g., absorptions or
random scatterings) experienced by A1 and A2 in traversing the medium. 

The coupling constants g1, g2, and gs are given by

(11.131) 

(11.132)

(11.133)

Because of the nonlinear couplings among A1, A2, and ��, solutions to Equations
(11.128)–(11.130) are quite complicated. A good glimpse into stimulated Brillouin
scattering may be obtained if we solve for the density wave amplitude �� in a pertur-
bative manner.

Ignoring the rs dependence of A1 and A2, Equation (11.130) can be integrated to give

(11.134)

Substituting the complex conjugates of Equation (11.134) into Equation (11.129),
we get
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If �A1�2 � (i.e., the pump beam is so strong that its depletion is negligible), the
solution for the generated wave A2 at frequency �2 � �1��s is an exponential func-
tion, with a gain constant

(11.136)

In other words, starting from some weak initial (spontaneous) Brillouin scat-
tering, greatly enhanced stimulated emission at �2 will be produced as it propa-
gates along with the pump wave at �; a strong sound wave at �s will also be
generated. As shown in Figure 11.17, the directions of propagation of these waves
are related by the phase-matched condition (�k � 0, which gives k1 � k2 � ks or
k1 � k2 � ks).

In Brillouin scattering, owing to the large difference between the acoustic and
optical frequencies (�s �� �1, �2), usually �2 � �1 and therefore k2� k1. From
Figure 11.17, k2� k1 means that

(11.137)

which is maximal at sin (��2) � 1 (i.e., � � 180°).
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Figure 11.17. (a) Wave vector phase matching of the pump wave k�1, the generated wave k�2 and sound
wave k�s. (b) Direction of incident and stimulated Brillouin waves. Optimal gain occurs if the generated
wave is counterpropagating to the incident pump wave. 

JWUS_LC-Khoo_ch011.qxd  1/19/2007  4:38 PM  Page 310



Since gs in GsB is proportional to ks,we therefore conclude that Brillouin gain is
maximal if the generated wave is backward propagating. The maximum value for gsB,
(for �k � 0, � � 180°) is given by

(11.138)

(11.139)

As one may expect, the gain is governed mainly by the electrostrictive coeffi-
cient 
e , (
��
�) and the incident laser intensity �A1�2. Note that since 
e � �0(
��
�),
the factor 
e(
��
�) in Equation (11.139) can be written as �0 (
��
�)2 or (
e

2��0).

11.6.3. Stimulated Orientational Scattering in Liquid Crystals

In liquid crystals, laser induced director axis reorientations lead to the possibility of
another type of stimulated scattering process,13–15 in which the spontaneous noise
originates from scattering of the incident light by director axis fluctuations, as
depicted schematically in Figure 11.18. Just as in the case of stimulated Brillouin
scattering, the incident pump beam interferes coherently with its scattered noise,
forming moving gratings along the direction of propagation.

Consider, for example, the case of an extraordinarily polarized laser incident on a
planar nematic film with the optical electric field Ee � exEee

i(kez � �1t) parallel to the
director axis. Due to thermal fluctuations of the director axis, an ordinary polarized
wave (noise) component Eo � eyEo

noise ei(koz � �2t) is generated at a spectrum of fre-
quencies �2’s. Here ex and ey are unit vectors along the polarization directions of the
extraordinary and ordinary waves (e and o waves), Ee and Eo are their amplitudes, and
ke � (�/c)ne and ko � (�/c)no are the wave vectors of the e and o waves, respectively.

The difference in the wave vectors of the e and o waves results in modulation of
the polarization state of the light in the NLC. Consequently, the torque acting on the
NLC director is also modulated, leading to modulation of director axis reorientation,
cf. Figure 11.18 with a grating wave vector 

(11.140)

This grating will mediate stimulated scattering between the ordinary and extraor-
dinary wave components. In analogy to stimulated Brillouin scattering, the growth of
the scattered wave component is dependent on the intensity of the incident laser, and
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will become stimulated once the intensity reaches a threshold at which the gain
exceeds the loss. The major difference here is the threshold intensity and the interac-
tion length required for the process to initiate. Compared to other nonlinear optical
materials which require cm’s interaction length with MW (Megawatt) laser power, in
nematic liquid crystals, the process can be realized with microns thick sample using
mW (milliwatt) laser power—thus enabling the application of the process for polar-
ization conversion in microphotonic devices.

To analyze the process quantitatively, the starting point is the Euler–Lagrange
equation for the free energy f of the system of NLC film under an applied field:15

(11.141) 

Taking �(z,t) as the independent variable, the equation governing the reorientation
angle �(z,t) becomes

(11.142) 
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Figure 11.18. (a) Scattering of a polarized laser by director axis fluctuations in a NLC; (b) Optical polar-
ization grating formed by coherent pump beam and the scattered orthogonal polarized component and the
resulting director axis reorientation grating; (c) Wave vector matching of the input pump, the scattered
noise and the orientation grating for maximum energy exchange.
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The orientation angle follows the interference grating between the input e wave (Ex )
and its scattered noise component o wave (Ey), and may be expressed as �(z,t) �
�(z,t)ei(q�.r���t) � c.c. Using the slowly varying envelop approximation, that is,

2�(z,t)/
z2 and [q 
�(z,t)/
z] are negligible compared with q2� (z, t), the equations of
electric field and director reorientation become

(11.143)

(11.144)

(11.145)

(1) Steady-State Small Signal Regime. In the small signal (Ey �� Ex, � ��1)
regime, usually the terms containing ���2 on the right-hand side (RHS) of Equations
(11.143) and (11.144) and the third term on the left-hand side (LHS) of Equation
(11.145) are ignored. Ignoring losses, in this limit, the above equations give

(11.146)

These equations show that the noise component Ex will grow with an exponential con-
stant g�Ey�2, that is, proportional to the intensity of the pump beam. If we denote the inten-
sity of the o-wave noise beam by Io, the solution of the above equation yields13�15

(11.147)
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where �a � ne
2�no

2 is the optical anisotropy of the NLC, K2 is the elastic constant of the
NLC, � � �1 � �2 is the frequency difference between the pump and signal waves,
and � is the orientational viscosity. The gain coefficient is maximal, f(�m) � 1, for an
optimal frequency shift of the scattered wave from the frequency of the incident beam,
�m � �.

The gain maximum coefficient Gm given in Equation (11.148) can be rewritten as

(11.149)

Equation (11.149) shows that G is independent of the optical anisotropy �� of the
NLC, and determined mainly by the elastic constant K2 of the NLC. This is due to the
fact that, in Equation (11.148), we have the factor q2 � (ne � no)

2 in the denomina-
tor that cancels the factor �2

a�(n2
e�n2

o)
2�(ne�no)

2 (ne�no)
2 in the numerator. Gm is

therefore dependent only on the elastic constant of NLCs. This inverse dependence
of the gain on the elastic constant K suggests that for nematic liquid crystals with
lower elastic constant, the effective gain constant will be proportionately larger.

For visible wavelength ��0.5 �m, and using the NLC E7 parameters: no�1.54,
ne�1.75, the grating constant ��2.5 �m. Using these values and the values for the
elastic constant K2�3 � 10-7 dyne and the dielectric anisotropy �a� �ne

2 � no
2�0.6,

the intensity gain factor is estimated to be Gm�1 � 10-2cm2/W. For an interaction
length (NLC film thickness) d � 200 �m, this gives a gain coefficient Gmd � 2 �
10�4 cm2/W for a film thickness d � 200 �m. On the other hand, the scattering loss
coefficient of NLCs is about 4.6 cm�1, or a total loss of � 0.1.  In other words, the
gain coefficient will be �1 for an input intensity �103 W/cm2. This threshold value
is indeed in good agreement with results reported previously.13

Also, since ne and no remain essentially constant throughout the visible–near
IR regime, one would expect the nonlinear wave mixing process to occur with
similar efficiency throughout the visible–infrared regime (0.5�12 
m), especially
in the hitherto underexploited infrared regime. An important point pertaining to
near-IR spectral regime is that, besides being transparent and possessing a large
birefringence, the orientational fluctuation induced scattering loss in NLC scales
inversely as the laser wavelength (cf. Chapter 5), that is ��n (n � 2). Therefore,
the scattering loss of liquid crystals in the near-IR wavelength will be signifi-
cantly less than in the visible wavelength. For 1.55 �m laser, the scattering loss
will be an order of magnitude smaller than the visible �0.5 �m region. This
means longer interaction, higher process efficiency, and therefore lower optical
power threshold requirement. 

(2) Steady-State Pump-Depletion Limit. In order to account for severe pump
depletion associated with high conversion efficiency, the small signal theory as out-
lined above in Equations (11.146)–(11.149) is not adequate. Complete quantitative
solutions of the coupled dynamical Equations (11.143)–(11.145) for the e and o

G
n n

cn Km
e o

e

� � �cm W
( )

8
.1

2

2

�
�� �

�

314 INTRODUCTION TO NONLINEAR OPTICS

JWUS_LC-Khoo_ch011.qxd  1/19/2007  4:38 PM  Page 314



waves, and the laser induced director axis reorientation as they interact in the bulk of
the NLC film are required. Time independent and dynamical solutions have been pre-
sented in the work by Khoo and Diaz.15 In the work by Khoo and Liang,13 extensions
of the theory to describe self-starting optical phase conjugation based on the stimu-
lated orientational and thermal scatterings are also presented.

Figure 11.19 shows the computed output e and o waves for visible (0.5 �m) and
near IR (1.55 �m) laser as a function of the input laser power for the case where the
input laser is an e wave (Ex). The liquid crystal (E7 from EM Chemicals) parameters
are ne � 1.75 and no � 1.54, elastic constant K2 is 3.0 � 10�12 N, and the viscosity
coefficient � is 0.07 P. For these parameters, we calculated that the optimum gain
coefficient Gm (�� � 1) corresponds to a frequency difference (�x��y � 31 Hz).
The sample thickness is 400 �m. For these values of ne and no, the grating spacing is
� (1.55 �m)/0.21 � 7.38 �m.

In general, the o wave (originated as scattered noise) grows exponentially to the
maximum value while the input e wave increases linearly at low input power, and
begins to show sign of depletion as soon as the o wave power is substantial, even-
tually dropping to a value much lower than the generated o wave. The thresholds
are 60 and 15 mW for input laser beam size spot diameters of 80 and 40 �m,
respectively. With such nonlinear (quadratic) dependence of the threshold on the
spot diameter, clearly it is possible to realize a sub-mW threshold using more
tightly focused beams.

The calculation14 also shows that with the 1.55 �m laser, a complete conversion is
achieved at an input power level on the order of 80 mW, whereas the visible (0.5 �m)

STIMULATED SCATTERINGS 315

Figure 11.19. Calculated output e- and o-wave as functions of input e-wave power. Parameters used:
400-micron thick planar aligned nematic liquid crystal sample; ne � 1.75, no � 1.54; elastic constant
K2 � 3.0 � 10�12 N.
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laser requires a much higher input laser power of 140 mW. This is expected from the
dependence of the gain constant on wavelength. 

11.6.4. Stimulated Thermal Scattering (STS)

Analogous to SBS and SOS discussed above, the thermal index change dn/dT in liq-
uid crystals could mediate energy transfer between an incident (pump) beam and its
scattered noise.16 Since the creation of thermal grating requires an absorption of light
energy, the process generally requires that the pump beam and its scattered noise be
copolarized, unlike the SOS process discussed in the preceding section. By consid-
ering the mixing of two copolarized light, the incident EL and its scattered coherent
noise ES , an analogous set of equations can be derived. In the small signal limit,
again we have13,16

(11.150a)

(11.150b)

(11.151) 

[It is important to note that in the notation of Ref. 13, the frequency difference � is
defined as � � �S��L. So a lower frequency noise than the pump will have � � 0.]

(11.152)

Just as in the case of SOS, the STS gain are maximum for a lower frequency noise at
�� � �1. In terms of the optical intensity, these maximum gain can be wrtitten and
gT � GTIo. 
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For a SBS-like wave mixing geometry as depicted in Figure 11.17, we have in STS ,

and therefore

(11.153)

where � is the crossing angle between E1 and E2.
For thermal effect, the parameters of the liquid crystal are ��1 gm cm�3, cp�2 J

gm�1 oK-1, D�2 � 10-3 cm2 s�1, dn/dT�10�3/oK, and the absorption is about 	a�20
cm�1 (this value can be adjusted by a dopant). Using the experimental parameters,13

��0.5 �m, � � 1°, we have cos(�/2)�1 and sin2(�/2)��2/4 �(1.3 � 104)�1.
From these parameters, we get the intensity gain factor 2GT �1.3�10�1cm/W
which is an order of magnitude larger than 2Gm. Consequently, the threshold optical
intensity for observing STS is also about an order of magnitude lower. Again, this is
in good agreement with the experimental observation of STS.16
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12
Nonlinear Optical Phenomena 
Observed in Liquid Crystals

Liquid crystals possess wonderful light-scattering abilities, linear or nonlinear. As a
result, studies of their nonlinear optical responses have been vigorously pursued in
various contexts. As in the case of electro-optics, it would require a treatise to sum-
marize all the work done to date, as almost all conceivable nonlinear optical phe-
nomena have been observed in liquid crystals in all their mesophases. Some of these
phenomena were studied for their novelty; others have been developed into diagnos-
tic tools or practical devices. In this chapter, we limit our attention here to only exem-
plary studies which are fundamentally interesting and/or practically important. 

12.1. SELF-FOCUSING, SELF-PHASE MODULATION,
AND SELF-GUIDING

12.1.1. Self-Focusing and Self-Phase Modulation and 
cw Optical Limiting with Nematic Liquid Crystals

In earlier studies of self-focusing effects in liquid crystals, the main emphasis was on
the understanding of fundamental phenomena in nonlinear optics or liquid crystals
such as laser-induced ordering and self-focusing and the associated beam breakups
in an extended interaction region.1 In the nematic phase, the fact that the liquid crys-
tal film is thin but highly nonlinear allows one to employ the so-called nonlinear dif-
fraction theory and the external self-focusing and self-phase modulation effects
discussed in Chapter 11. 

The discoveries of photorefractivity2 and supraoptical nonlinearity3 in nematic
liquid crystals have ushered in the era of external self-focusing with laser power as
low as nanowatts in thin optical media. Figure 12.1 shows a typical optical limiting
setup using external self-defocusing effect. A linearly polarized laser beam is
focused by a 15 cm focal length input lens to a spot diameter of 0.1 mm onto a 25 �m
thick liquid crystal film placed just behind the focal plane of the input lens. The
nematic film is tilted to enhance the nonlinear refractive index change experienced
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by the extraordinary incident ray.4 An aperture of 5 mm diameter is placed at 40 cm
behind the sample to monitor the central region of the transmitted beam. Above an
input power of �70, it is observed that the central region of the transmitted beam
becomes progressively darkened, and the beam divergence increases dramatically, as
depicted by the two photographs in Figure 12.1. This change in the central beam
power as a function of the input power is plotted in Figure 12.2, which exhibits a typ-
ical limiting behavior. 

The optical limiting action involved in the setup as depicted in Figure 12.1 is
based on the Gaussian intensity profile of the input laser, which induces a correspon-
ding Gaussian profile in the director axis reorientation, and therefore a transverse
spatial phase shift (similar to a lens) on the wave front of the laser. In the far-field dif-
fraction zone, this phase shift is manifested in an increased divergence (defocusing)
and formation of spatial rings, and so on, as discussed in the previous chapter. 

A limitation common to such self-defocusing or self-phase modulation effect on
a Gaussian beam is that the nonlinearity in the central region could reach a saturation
point as the laser intensity increases. In that case, the reorientation profile and the
laser self-induced defocusing effect will diminish, thereby restricting the dynamic
range of the limiting operation. 

An alternative way5 of to achieve optical limiting with the same methyl-red-doped
nematic film is depicted in Figure 12.3. Since the input/output polarizers and the liq-
uid crystal cells are thin planar structures without the need for an aperture or pinhole
situated at a distance from the “device,” and the underlying limiting mechanism
holds at very high incident laser power, this polarizers�LC cell setup is a practical
configuration that will give very high dynamic range sensor protection capability and
eye-safe clamped transmission.

In the experiment,5 the liquid crystal used is methyl-red-doped (1% by weight) 5CB
or E7. The cell is made by sandwiching the lightly doped liquid crystal between two
rubbed polyvinyl alcohol (PVA) coated glasses. The director axis of the nomadic liquid
crystal lies on the plane of the cell windows, which are placed such that the director axis
of the nomadic film rotates by 90° from the incident to the exit windows (see Fig. 12.3).

320 NONLINEAR OPTICAL PHENOMENA OBSERVED IN LIQUID CRYSTALS

Figure 12.1. Experimental set up for optical limiting action using external self-defocusing effect. Insert
are photographs of the transmitted laser intensity distribution at input power (a) below 70 nanoWatt and
(b) above 100 nanoWatt.
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Figure 12.2. Plot of detected output power versus input laser power. Insert is a oscilloscope trace of the
transmitted on-axis laser power for a step-on input laser.

Figure 12.3. Experimental set up for optical limiting action using laser induced nematic liquid crys-
tal axis realignment effect. Upper diagram shows the geometry of the twisted nematic cell. The
focused spot diameter of the Argon laser on the film is 150 microns. Sample thickness: 25 microns.
Dye concentration: 0.5 %.
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A polarized argon laser at 488 nm is used to simulate a “threat” laser over a back-
ground low-light-level “scenery,” which consists of an image of a resolution chart
illuminated by a low-power He-He laser. The polarization of the low-power argon
laser follows adiabatically the director axis, and thus is rotated similarly. At high
laser power, two mechanisms come into play:

1. The induced space-charge field in the direction normal to the plane of the win-
dow will cause the director axis to tilt toward the normal to the cell window.
This changes the polarization state of the laser upon its exit from the sample.
Consequently, the analyzer at the exit end will cause the output laser power to
continuously decrease towards vanishing value as the incident laser power is
increased.

2. Another mechanism is simply due to the finite absorption in the doped sample.
The index and overall director orientation will also change as the cell temper-
ature increases towards the nomadic→isotropic transition temperature Tic. It is
also likely that the trans–cis isomerism occurring in the azo-dye dopant causes
degradation of the order parameter, leading to randomization of the director
axis reorientation and transition to the isotropic phase. Therefore, as the inci-
dent laser power is increased, the exit polarization begins to take up more
orthogonal component, resulting in attenuation of the transmission. In the
isotropic liquid phase, the polarization of the exit laser will be completely
orthogonal to the analyzer, and thus the transmitted laser power is totally atten-
uated (to the level defined by the crossed polarizers).

It was found that both reorientation and thermal effect in such 90° twisted nematic
film, in combination with the analyzer at the output end, are highly effective in reduc-
ing the transmission of the incident laser as its power increases. Since the clamping
action gets better for higher input laser power, the system thus possesses an
extremely large dynamic range.

Figure 12.4 shows the photographs of the transmitted resolution chart with the
threat laser embedded. The threat argon laser gives rise to the bright spot. At high
input power, the argon laser is suppressed, and the spot practically disappears, leav-
ing the background scenery intact and safe to view by eye. At the onset of the limit-
ing action, self-defocusing effect due to the Gaussian beam intensity distribution also
contributes significantly to the optical limiting action. The dramatic self-limiting
action of the incoming laser beam is captured in the series of photographs of the exit-
ing laser as the incident power is raised (see Fig. 12.5).

The clamped output depends on the sample initial alignment qualities. In general,
it is in the range of a few �Ws, for input laser as high as 140 mW,5 that is, a dynamic
range exceeding 105. The clamped transmission is about 3�10�5. The low power
“linear” transmission of the sample is 10% (0.1), due mostly to interface losses
through the polarizer and uncoated cell windows, and so this clamped transmission
corresponds to an attenuation factor (low-power transmission/high-power transmis-
sion) of over 3000.
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Using step function millisecond laser pulses, the response time for the laser pulse
height to switch to e�2 of the input level is on the order of 40 ms. With the opti-
mization of sample configuration and alignment properties, and dopant and nematic
liquid crystals choice, these limiting performance characteristics can obviously be
improved considerably. In particular, using (faster) laser-induced order parameter
and phase change effects in azo-dye-doped liquid crystals discussed previously, one
can envision designing devices capable of microseconds or faster limiting
responses. Since the threshold for limiting action is rather low, this study has clearly
demonstrated the feasibility of constructing practical all-optical limiters for cw or
long-pulse laser or other intense light sources (e.g., sun glares, flashes, welding
torches, etc.). 

It is important to note that since the thermal/density and order parameter changes
could be induced in microseconds or tens of nanoseconds (cf. preceding chapters),
these director-axis-reorientation or order-parameter-change mediated limiting
actions will work well for sensor protection in these time scales. For shorter laser
pulses, for example, nanosecond and picosecond or subpicosecond laser pulses, the
response will not be able to build up sufficiently in time to provide the necessary
attenuation effect. In those time regimes, electronic optical nonlinear mechanisms, in
particular, nonlinear photonic absorptions, have to be employed. This is discussed in
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Figure 12.4. Photograph of the transmitted laser beam with the liquid crystal film (a) at low laser inten-
sity, showing no limiting effect. Bright spot is due to the laser. The photo is deliberately overexposed to
highlight the weak laser spot. (b) Above the limiting threshold, showing greatly attenuated laser spot.

Figure 12.5. Photographs of the transmission through the LC film as incident laser intensity is
increased –– in order from left to right.
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Section 12.6, where other nonlinear device/concepts that are effective for the short
time scale will be introduced. It is interesting to note that if one combines the nematic
films with the nonlinear (image transmitting) fiber array for nanosecond/picosecond
limiting application4–6 (cf. Sec. 12.6), it is possible to fashion optical sensor protec-
tion devices capable of covering an extremely wide temporal range (from ps laser
pulses to cw light sources).

12.1.2. Self-Guiding, Spatial Soliton, and Pattern Formation

For an interaction geometry in which light propagates through a longer interaction
length, the self-focusing effect on the beam gives rise to a spatial confinement of the
beam size opposite to the diverging effect of diffraction, leading to a self-guiding
beam. Such self-guiding beam propagation processes have been studied as long ago
as the 1960s, and have in recent years received intense renewed interest mostly in
the context of spatial solitons.7,8 These efforts result from a new understanding of
the phenomena combined with the possibility of developing low threshold light-
controlled readdressing and switching devices7,8 with the help of ultranonlinear
optical materials. 

In this context, nematic liquid crystals offer themselves as attractive candidates as
the “test beds” for theories, concepts, and prototype device demonstrations9,10 as the
millisecond response speed allow convenient dynamical observations, and actual
practical solutions where there are less stringent requirements on the speed. An
exemplary experimental observation of self-guiding effect in NLC is discussed here. 

Figure 12.6 depicts the experimental setup used in the first demonstration of spa-
tial soliton in an aligned nematic liquid crystal utilizing the purely dielectric field
induced director axis reorientation nonlinearity.9 The liquid crystal cell consists of
planar aligned liquid crystal between E7 and two ITO coated windows which allow
application of ac voltage. If the applied voltage is above the Freedericksz transition
for the geometry, it will create a pretilt �0 of the director axis, making it easier for the

Figure 12.6. Experimental set up used in the first demonstration of spatial soliton in a aligned nematic
liquid crystal (after Ref. 9).
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optical field to further reorient the axis to an angle �—an interaction geometry that is
analogous to the one employed for the first observation of light-induced molecular
reorientation above the Freedericksz transition.11

Consider the case of a linearly polarized laser that is incident from the side win-
dow. If we denote its optical electric field by A��A·x̂ and its direction of propagation
is along z in a bulk NLC, the evolution of the amplitude of this optical field is
described by a Schrödinger-like equation in a slightly inhomogeneous medium:9

(12.1)

where k�k0�n�2
��������si�n���0� is the wave vector and k0�2�/�, with � the wavelength.

On the other hand, the director axis reorientation is described by a typical torque bal-
ance equation for this interaction geometry.

Figure 12.7 shows a numerical simulation for an input beam power of 3.9 mW and
a beam waist of 3 �m (the laser used is the 514.5 nm line of an Ar� laser). In the
absence of the external bias (�0�0), the linearly polarized electric field of the input
light is perpendicular to the director axis. Since its intensity is below the optical
Freedericksz threshold value (cf. Chapter 8), it cannot create director axis reori-
entation; that is, there is no self-action effect. The focused beam thus diffracts freely
in x and y as it propagates along z (Fig. 12.7a). When the external voltage above the
Freedericksz threshold is applied, the director axis is reoriented (for the numerical
simulation, the angle is assumed to be 45°). In this “above Freedericksz” condition,11

the optical field will reorient the director axis without threshold, and initiate the self-
guiding process leading to the formation of a spatial soliton—a beam that maintains
its beam waist over many Rayleigh lengths (see Fig. 12.7b). 

Such fundamental soliton characteristics as well as other more sophisticated phe-
nomena, including beam steering, beam combining, and incoherent light processing,
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Figure 12.7. Computer simulations of the propagation in the (y-z) plane of a beam launched with a 3mm
waist and 3.9mW power. (a) no applied bias voltage, linear diffraction when �0�0. (b) solitary wave when
director axis is pretilted.
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have been experimentally verified.9,10 These and other work using photorefractive
crystals12,13 have clearly demonstrated the possibility of employing such solitons for
beam/signal processing using spatial solitons. 

Such beam propagation phenomena have also been studied in the context of (self-
started) pattern formations.14,15. Due to the combined effect of feedback and spatial
phase modulation16 a single incident beam could break up into an array of beams and
exhibit many dynamical patterns and bistabilities/instabilities as various LC and
optical parameters are varied. In Section 12.2, we will also discuss a special case
where a linearly polarized incident beam self-converts dynamically into an orthogo-
nally polarized beam and exhibits various oscillatory and chaotic behaviors without
feedback. 

12.2. OPTICAL WAVE MIXING

Laser-induced dynamic gratings and optical wave mixings in nonlinear optical media
have been studied under various contexts. For practical applications, a great deal of
interest is centered on liquid crystals17–25 and photorefractive crystals26–29 because of
the low-power requirements associated with these highly nonlinear optical materials.
Various two-beam coupling effects involving energy exchanges from a strong pump
beam to a weak probe, such as self-starting optical phase conjugations,21–24,26–28

beam and image amplification,20,21,25 polarization rotation, and stimulated scatter-
ings,29–31 have been observed. 

Most studies in photorefractive crystals and polymers employ visible and near-
infrared (around 1 �m) lasers, primarily owing to the fact that the underlying pho-
torefractive effects19,26 require resonant excitation of photocharges and space-charge
fields. In the near-infrared regime, in particular, the communication wavelength
channel (1.55 �m), there have been recent studies on the electro-optical and nonlin-
ear optical responses32–34 of liquid crystals. 

From many perspectives, liquid crystals are particularly suited for applications in
this regime. First, they are nonabsorptive and possess large dielectric anisotropy
(����e��o�1) over the entire near-UV to infrared spectrum and beyond
(400 nm–20 �m; cf. Chapter 3). Secondly, the scattering loss � in this regime is an
order of magnitude smaller than in the visible region, since the principal mechanism
for scattering loss are director axis fluctuations [��1/�n (n�2)]. 

Accordingly, unlike most nonlinear optical materials, liquid crystals enable opti-
cal wave mixings to occur with high efficiency in the visible as well as infrared
regime. In this section, we discuss two exemplary wave mixing processes in liquid
crystals: stimulated orientational scatterings and optical phase conjugation
processes. 

12.2.1. Stimulated Orientational Scattering and 
Polarization Self-Switching: Steady State

Earlier observation35 of transient SOS effects was conducted in the spirit of stimu-
lated Brillouin scattering and involved fairly high power pulsed ruby laser. However,

326 NONLINEAR OPTICAL PHENOMENA OBSERVED IN LIQUID CRYSTALS

JWUS_LC-Khoo_ch012.qxd  1/19/2007  12:23 PM  Page 326



the more interesting and practically useful one is the steady-state case analyzed
previously. Typically, for the orientation grating constant �q�2�/�q���/�n�3�m,
the corresponding orientational relaxation time constant � is on the order of 10 ms.
Using a laser pulse duration much longer than this will allow one to observe the
steady-state version of the o-e ray stimulated scattering effects at relatively low laser
power, as first demonstrated in the work by Khoo and Liang.31 As a result, there
have been several studies30,36–39 conducted with low-power cw lasers in the visible as
well as infrared spectral regions. 

As an example of the simplicity and compactness that the phenomenon can be
realized in practice, consider the experimental setup used in the work by Khoo and
Ding37 as shown in Figure 12.8. The linearly polarized erbium-doped fiber laser
(��1.55 �m) is focused at normal angle onto the planar aligned nematic film as an e
or o wave, that is, with the optical electric field parallel or perpendicular, respec-
tively, to the director axis of the planar aligned liquid crystal (director axis lying in
the plane of the sample). A polarizing beam splitter at the exit end is used to separate
the e and o waves. The absorption of E7 at this wavelength (1.55 �m) is negligibly
small. The transmission of the e wave through the 400 �m thick cell is about 85%,
with about 8% contribution from air–glass interface reflection loss. It was observed
that in order to mediate energy exchange efficiently, the divergence of the input laser
should match the “cone” of its scattered noise. This corresponds to focusing the laser
to a beam waist on the order of tens of micrometers or less. Under these conditions,
and as illustrated in the photoinserts in Figure 12.9, the noise builds up to an intense
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Figure 12.8. Experimental set up for observing stimulated orientational scattering in a nematic liquid
crystal. Photos show the transmitted pump (e-wave) and stimulated (o-wave) at low and high input laser
power.
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beam, while the input intense beam diminishes when the incident laser power
exceeds the stimulated scattering threshold. 

The observed pump and signal beam powers at the exit end are shown in Figure
12.9, and their overall dependence on the input laser power is in very good agreement
with theory (cf. Chapter 11). The o-wave “noise” grows exponentially from diffuse
side scatterings to an intense beam, reaching the maximum value at �48 mW input.
On the other hand, at low input power, the input e wave initially increases linearly
with the input, and begins to drop dramatically above the stimulated scattering
threshold, eventually dropping to an almost diminishing value. Because of the pres-
ence of multifrequency components in the director axis fluctuations, considerable
oscillatory behavior in the e- and o-wave outputs are observed. At high intensity, we
also observe considerable side scattering and defocusing of the output beams; effects
are likely cause for the drop-off in the exit beam power after reaching the maximum. 

Since the two-beam coupling effect depends only on the frequency difference
between the pump beam and its scattered noise, the conversion process should hold
whether it is from e to o waves, or o to e waves. By repeating the same experiments
with an o-wave input (rotating the planar nematic sample by 90°), similar stimulated
e-wave scatterings have been observed at similar laser power levels (see Figs. 12.10a
and 12.10b).

These observations with near-infrared (1.55 mm) laser in light of other studies
involving visible laser has clearly illustrated the point made previously about the
“nonresonant” nature of the two-beam coupling processes. Unlike other materials
where resonant (and therefore very wavelength selective or restricted) interaction
between the lasers and the material is needed to produce the necessary two-beam
coupling effect, orientation-mediated wave mixing processes in nematic can be
realized with laser of any wavelength outside the absorption “bands” of liquid
crystals. In view of the great arsenal of available liquid crystals, this latter condi-
tion amounts to very little restriction. Therefore, one can envision application of
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Figure 12.9. Recorded transmitted pump and signal as a function of input laser power.
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orientation outside the visible–near-IR regime, for example, the 2–5 �m spectral
regimes, where highly nonlinear optical materials are scarce. 

For fundamental studies, these polarization self-switching processes could also be
integrated into the spatial soliton formation discussed in the previous section, and
thus a host of novel optical phenomena await the inquisitive.

12.2.2. Stimulated Orientational Scattering: Nonlinear Dynamics 

Self-organization and collective phenomena have been studied extensively in vari-
ous material and optical systems including liquid crystals.14,15,40–47 These studies
provide fundamental insights into how seemingly incoherent individual molecules
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Figure 12.10. Stimulated o- to e- wave scattering. (a) Observed o-wave power as a function of the input
e-wave power showing a typical stimulated scattering dependence above a certain threshold. (b) Observed
e-wave power as a functrion of the input o-wave power showing a typical stimulated scattering depend-
ence above a certain threshold.
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or noises would self-select or self-organize by mutual interactions into a crystalline
or coherent form/signal, with or without an external driving field. In these contexts,
the multifrequency wave mixing and “self-selection” stimulated scatterings in
nematic liquid crystals discussed above offer a natural setting to explore and gain
further understanding of nonlinear dynamical system. It is interesting to note that
although the driving or pump beam is a continuous-wave constant-intensity one, the
output waves are found to exhibit various dynamical and oscillatory phenomena, as
a result of the underlying complex nonlinear nature of the field-driven director axis
reorientation process.

In a recent study,39 the coupled electromagnetic waves and director axis reorien-
tation equations, cf. Chapter 11, for the stimulated orientation scattering process are
solved by treating all the molecular and optical parameters involved as spatial-tem-
poral variables. For example, the director axis reorientation angle � is represented as
�(z,t)��

n
An(t)sin(n�z/L). In that case, the torque balance equation becomes

(12.2)

The propagation equations for the fields and the evolution equations for the director
expansion coefficients were solved numerically to analyze experimental observa-
tions. Here we summarize some of the major findings that may serve as a guide for
further study.

Figure 12.11a shows the computed “orbits” of the director axis in the phase space
defined by A1 � A3 in the intensity regime when these oscillations occur. These inten-
sity oscillations observed just above the stimulated scattering threshold are reminis-
cent of director motion above the optically induced Freedericksz threshold in
previous studies45–47 in nematic liquid crystals. According to the theoretical simula-
tion, see Figure 12.11b, for a particular laser wavelength and liquid crystalline
parameters (elastic constant, viscosity, and index difference ne�no), these oscilla-
tions will occur preferentially close to the characteristic frequency component
�max��. Notice how even though the oscillation of the director axis is extremely
small, there is an effective periodic transfer of energy (while the total energy remains
constant) between the e and o waves through the sample (see Fig. 12.11b). This is
indeed quantitatively verified in the experiments see Figures 12.11c and 12.11d.39

Detailed measurements of the Fourier spectra of the oscillations at various fixed
input power above the lasing threshold, using both visible and infrared lasers, have
also confirmed the theoretical predictions. Using the liquid crystalline (E7) parame-
ters: ne�1.75, no�1.54, elastic constant K2�3.0�10�12 N, and viscosity coefficient
	�0.1 P, the optimum gain coefficient is obtained for a frequency shift
Wmax���32/2� rad/s (or 32 Hz) at a laser wavelength of 532 nm. The correspon-
ding polarization grating spacing is 0.532/(ne�no)�2.5 �m. If the laser wavelength
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is 1.55 �m, the characteristic frequency � is �4 Hz. These theoretical estimates are
very close to the experimentally observed characteristic frequencies for the corre-
sponding laser wavelengths used.

Furthermore, applying an ac control field of appropriate frequency will enhance the
stimulated scattering efficiency. This is perhaps the first instance where an applied ac
field could influence laser-induced stimulated scattering in a material. It is simply due
to the rather low optical threshold field (�1000 V/cm) for stimulated scattering in
nematic liquid crystals, in contrast to other nonlinear materials48 that require orders of
magnitude higher threshold field. The enhancement effect and appearance of frequency
harmonics under the action of a modulating ac field provide another means of control
on the stimulated scattering processes/devices, besides a new ground for further funda-
mental pursuits similar to previous studies en route to chaos and control of nonlinear
dynamics.42,45 The driven coupled oscillator model as depicted in Figure 12.11 and the
build up of noise to a coherent signal also resemble the coupled-oscillator-neural-net-
work model, which shows how arbitrary, randomly assembled oscillators can establish
a desired “coherent” configuration.49 In this regard, nematic liquid crystals remain an
interesting and low-power “user friendly” nonlinear material for practical simulations
and understanding of fundamental processes in many disciplines. 

12.2.3. Optical Phase Conjugation with Orientation and Thermal Gratings

Optical phase conjugations using liquid crystals were first conducted in the work
by Khoo and Zhuang50 using coherent visible lasers and later by Leith et al.51 using
partially spatially coherent laser. By reducing the spatial coherence of the laser
with rotating ground glass, these researchers have demonstrated a high-resolution,
low-noise phase conjugation imaging and aberration correction technique (see
Fig. 12.12), which is complementary to the multiple-exposure method devised by
Huignard et al.52 Since liquid crystals are inherently noisy due to their large
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Figure 12.12. (a) Photograph of the phase-conjugated reconstructed image of the laser beam with a spa-
tially coherent light (i.e., no use of rotating ground glass); the coherent noise produces serious interference
and degradation of the signal. (b) Photograph of the reconstructed signal with spatially incoherent light
showing elimination of coherent noise to give a well-defined image.
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birefringence and orientational fluctuations, these methods of reducing coherent
noise effects are clearly important for phase conjugations or other real-time non-
linear optical holographic imaging processes involving liquid crystal films. 

Subsequently, optical phase conjugation and related wave mixing studies have
also been conducted with infrared (10.6 �m) lasers53–55 in an effort to extend the suc-
cessful applications of optical phase conjugation (primarily performed with inor-
ganic photorefractive crystals56) from the visible to the infrared spectrum. One major
drawback of using liquid crystals for infrared (around 10 �m region) optical wave
mixing applications is the generally large absorption losses in this spectral regime.
Typically, they range from 40 to 100 cm�1 and impose a severe limitation on the
interaction length (i.e., less than 200 �m) and the choice of thermal index change as
the wave mixing mechanism. 

On the other hand, in the mid-infrared regime (1–5 �m) nematics are less absorp-
tive; typically the absorption contrast is about 10 cm�1 or less, and thus longer inter-
action lengths are possible. Since there are few competitive materials (in terms of the
large nonlinearity and low laser power threshold requirement) in these spectral
regimes, nematic liquid crystals will be the natural choice for phase conjugation
related applications. 

Stimulated scattering and phase conjugation effects have also been briefly
observed in a smectic-A liquid crystal film,57 where the nonlinearity involved is the
laser-induced density change and may be called a stimulated Brillouin scattering
process. These density effects are also responsible for the interference effects
observed in the diffraction from nanosecond laser pulse induced gratings in smectic
liquid crystal film. To date, however, there has not been much activity on optical
wave mixing studies in the smectic-A phase. In the isotropic phase optical phase con-
jugation effects have been reported by Fekete et al.,58 Madden et al.,59 and Khoo 
et al.60 Recently, optical phase conjugation with OALCSLM has demonstrated
remarkable aberration correction capabilities for large optical systems.61

12.2.4. Self-Starting Optical Phase Conjugation

Self-starting optical phase conjugation (SSOPC), in which a single incident laser
beam generates its phase-conjugated replica via some optical wave mixing effect in
a nonlinear optical material, is a fundamentally interesting and practically useful
process. Usually, the signal originates as some coherently scattered noise from the
pump laser beam (e.g., owing to scatters in a crystal, spontaneous Brillouin scatter-
ing, etc.). This noise signal interacts with the pump beam and grows into a strong
coherent signal. This phenomenon is commonly observed in stimulated Brillouin
scattering involving high-power pulsed laser48,62 and in photorefractive materials
with low-power cw lasers.56

Studies of similar SSOPC processes have been conducted using stimulated orien-
tational and thermal scatterings in nematic liquid crystals.31,36,63 Again, owing to the
extraordinarily large optical nonlinearities of liquid crystals, the thresholds needed
for initiating the self-starting phase conjugation oscillations are typically in the mW
range, compared to the mW power requirements in typical SBS liquid. 
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A typical experimental setup used is depicted in Figure 12.13. The liquid crystal
used is E7 (from EM Chemical), which has a nematic–isotropic phase transition tem-
perature of 63°C. The material has negligible absorption (	0.01 cm�1) at the argon
laser wavelength (5145 Å line) used. A 100 �m thick planar aligned nematic liquid
crystal film is made by sandwiching the E7 between two rubbed polymer-coated
glass slides. The experiment is conducted at room temperature without the use of a
temperature cell. 

A linearly polarized cw argon laser operating at the 5145 Å line is electrically
chopped to yield pulses of variable millisecond duration. It is focused onto the
nematic liquid crystal sample with its electric field polarization vector E� parallel to
the director axis n�o (i.e., an e wave). The transmitted beam is reflected, focused back
on the sample, where it intersects the incident beam at a crossing angle in air of 3°.
The polarization of the reflected beam is rotated so that it is orthogonal to the polar-
ization direction of the incident beam (i.e., an o wave).

The insert in Figure 12.13 depicts the wave vector matching condition for the case
where the incident wave Ex

(i) is an e wave. The scattered o-wave component Ey
(i) is

coherent with respect to, and interferes with, Ex
(i) to produce an orientational grating

with a wave vector q�. Energy is transferred from Ex
(i) to Ey

(i) via the stimulated orien-
tational scattering effect mentioned previously. Similarly, the reflected o wave Ey

(r)

interacts with its scattered e-wave component Ex
(r) with an orientational grating q�

which matches that produced by the incident wave. These processes thus reinforce
one another, leading to coherent signal output; the scattered “noise” signals Ey

(i) and
Ex

(r) will grow into a coherent beam when the laser power exceeds the threshold for
SOS. 

The SSOPC signal is photographed at an observation plane located about 5 m
away. The onset dynamics of the SSOPC signal is monitored by a photodiode and
recorded on a storage oscilloscope. The threshold power for SSOPC is similar to
that required for the forward SOS effect in the same sample. When the power of the
incident beam is small (	300 mW), only speckle noise appears on the observation
plane. Above an input pump power of 300 mW, a well-defined beam of the phase-
conjugated signal becomes clearly visible, as shown in the insert in Figure 12.13.
The phase-conjugated signal spatial quality is similar to the input laser beam and
has approximately the same divergence, in spite of the aberrations imposed by all
the optics in front of the nematic cells. At an input power of 1 W, the maximum effi-
ciency of the SSOPC effect is about 5%.

The dynamics of the self-starting phase conjugation and the forward stimulated o-e
scattering process are shown in Figures 12.14a and 12.14b, respectively. Below the
threshold, only background noises, due mainly to random orientational fluctuation-
induced cross-polarization scattering, are detected. The coherent signals are detected as
monotonically increasing signals with build up times on the order of 45 ms (input power
of 300 mW) and 30 ms (input power of 560 mW) for the e-o self-starting phase conju-
gation (Fig. 12.14a), and 7ms for the e-o stimulated scattering process (Fig. 12.14b). The
latter is in agreement with the theoretical estimate given previously.

As in most self-starting optical phase conjugation originating from speckle
noise,64 the onset dynamics of the signal consist of two regimes: an onset time �* and
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a buildup time �, see Figure 12.15. The length of the onset time is dependent on the
noise characteristics and amplitude, whereas the buildup time is dependent on the
material response time. For a grating constant of about 9 �m (wave mixing angle of 3°),
the orientational grating response time is given by �r�
/K2q

2. Using typical values of

 � 1.2 P, K2�5�10�7 dyne, and q�2�/10 �m, we get �r�50 ms, which is in good
agreement with the experimental observation (see Fig. 12.14a). For a larger crossing
angle (i.e., a smaller grating constant), the SOS response time will be considerably
reduced by the q�2 dependence but at the expense of higher threshold power 
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Figure 12.13. Experimental setup for e–o phase conjugation based on SOS. Photograph shows the observed
signal (double images are due to glass slides surfaces). Also shown is the e–o wave vector phase-matching
condition. Spot diameter of the laser at the location of the sample is about 50 �m. Crossing angle is 3°.
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Figure 12.14. (a) Observed buildup dynamics of the e-o phase conjugation signal for three input pow-
ers: 300 mW (lowest trace showing noise only), 400 mW (signal appears), and 560 mW (upper trace, sig-
nal appears earlier). Time scale is 5 ms/div. Pulse duration is 25 ms. (b) Oscilloscope trace of the time
evolution of the stimulated o-wave signal for an input e-wave square pulse power of 500 mWatt. Input
pulse duration – 25 ms. Arrow indicates the background noise level.

Figure 12.15. Typical dynamics of self-starting optical phase conjugation process.
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(cf. Chapter 11). On the other hand, the onset time is dependent on the noise charac-
teristics and amplitudes. As shown in Figure 12.14a, the onset times are measured to
be about 15 and 5 ms for input powers of 300 and 560 mW, respectively.

As pointed out previously, thermal effects can be faster than the orientation coun-
terpart. Figure 12.16 shows the oscilloscope traces of the thermal SSOPC signal as a
function of the input pump power. Both the onset time and buildup time are short-
ened as the input power is increased. The total time it takes for the signal to build up
to maximum can be as short as 0.5 ms, at a pump power of about 800 mW. This short-
ening of the buildup and onset times has also been observed as the sample tempera-
ture is increased toward Tc.36 A principal drawback of thermal grating mediated
SSOPC in liquid crystal is that the efficiency is highly dependent on the proximity of
the phase transition temperature Tc and the requirement of very stable temperature
control. On the other hand, laser-induced nematic axis reorientation effects do not
require such proximity to the phase temperature. 

12.3. LIQUID CRYSTALS FOR ALL-OPTICAL IMAGE PROCESSING 

12.3.1. Liquid Crystals as All-Optical Information Processing Materials

As a flat thin film structure, nematic liquid crystals which possess large intensity-
dependent refractive index changing coefficient n2 are particularly suited for all-optical
image processing applications. Since their discoveries in 1994 and 1998, respectively,
photorefractivity17 and supranonlinear3 optical dye-doped liquid crystals have received
intense interest because of their possible applications in optical information processing,
communication, and storage applications. A good review of work done till 1999 on
photorefractivity and dye-doped liquid crystals based beam/image processing and opti-
cal storage may be found in the work by Khoo et al.65
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Figure 12.16. Osiclloscope traces of the time evolution of SSOPC signal as a function of input power
ranging from 200 mW (lowest curve) to 800 mW (uppermost curve), showing the shortening of the onset
and build-up times. Time scale: 0.5 ms/div.
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In Table 12.1, we list the effective nonlinear index coefficients n2 of these NLC
materials along with other well-known classes of nonlinear optical materials1.66–70

Note that �(3) is the equivalent third-order nonlinear susceptibility; � is the absorption
constant, and � is the response time. We also insert the corresponding data for opti-
cally addressed liquid crystal spatial light modulator (LC-OASLM) (see Chapter 6) by
estimating its index changing efficiency under a given illumination optical intensity. 

For practical applications, the absorption constant and response times of the mate-
rial have to be taken into account by defining a figure of merit termed the switching
efficiency �(3)/��. The typical values for these materials are listed in Table 12.2. One
must note that the values could vary greatly within the same material, depending on
the optical interaction geometry, so they are meant as a quick guide only. Also, for
some applications, the required response times could not be “compensated” by the
magnitude of the nonlinearity, for example, in picosecond laser pulse switching, so
that slower response materials are not suitable, even if the switching efficiency meets
the requirement. On the other hand, for whole-image processing, where an entire
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Table 12.1. Refractive Index Coefficients of Some Nonlinear Optical Materials

Materials Order of Magnitude of n2 (cm2/W)

Nematic liquid crystal 
Purely optically induced 10�4

Thermal and order parameter change 10�4

Excited dopant (dye molecule) assisted 10�3

Photorefractive -C60 doped 10�3

Methyl-red doped 10
Azo-benzene LC (BMAB) doped NLC �2
C60/nanotube doped film �20
OASLM-LC [estimated] �10

GaAs bulk (Ref. 66) 10�5

GaAs multiple quantum well (MQW) (Ref. 67) 10�3

Photorefractive crystals/polymers (Ref. 68 and 69) �10�4

Bacteriorhodopsin (Ref. 70) 10�3

Table 12.2. Switching Efficiency ��(3)/���� of Various Materials

Materials �(3)/�� (10�10 m3V�2s�1)

GaAs bulk (Ref. 1) 30
GaAs MQW (Ref. 2) 300
Bacteriorhodopsin (Ref. 5) 0.05
Photorefractive crystals/polymers (Refs. 3 and 4) 10�1

Methyl-red doped LC film �100
C60/nanotube doped LC film �100 
OALCSLM estimated �100

[Note: n2�0.105��(3)cgs/no
2 (cm2/W); �(3) (in m2/V2)�1.39�10�8 �(3)cgs (in esu). For MRNLC,

��150 cm�1, ��10 ms, �(3)�3.13�10�6 (m2/V2), so �(3)/���209 (10�10 m3V�2s�1).]
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image is processed in a “parallel” fashion, a frame speed of 1 KHz is quite sufficient,
making liquid crystal films a promising all-optical image processing material.

We close this section with a further remark on dye- or other dopant-enhanced
nematic liquid crystals as a material choice for optical processing applications (e.g.,
optical wave front conjugation and aberration correction61 versus their electronic
counterpart—LCSLM. Because of their supranonlinearity, the optical intensity/power
requirement is comparable to the intensity level required for the operation of
LCSLMs. Moreover, the resolution capability of these commercial spatial light mod-
ulators is also limited. On the other hand, the entire bulk of the nematic liquid crys-
tal film can be used as a holographic recording medium. In Table 12.3, we compare
and contrast the performance characteristics of a commercial liquid crystal spatial
light modulator (LCSLM) with what could be expected of a dye-doped liquid crystal
(DDLC) film, for example. Clearly the development of DDLC to replace LCSLM is
an attractive endeavor, since there exist, many dyes which will cover the entire visi-
ble–infrared spectrum, whereas the photosensitive semiconductor layer in LCSLM
has a limited spectral response bandwidth. 

12.3.2. All-Optical Image Processing

Some of these specialized nonlinear all-optical processes have been discussed in the
preceding sections and the literature quoted therein. Since these nematic liquid crys-
tals possess extremely high nonlinear index change coefficient, they require no exter-
nal bias, and function at much lower optical powers and shorter exposure times than
other conventional methods.2–8 Here we discuss more exemplary cases. 

Using the setup as depicted in Figure 12.17, Khoo et al.71 has demonstrated inco-
herent to coherent, wavelength conversion and contrast inversion. The image bearing
optical beam, at a wavelength of 488 nm, creates a spatial phase shift on the nematic
film, which is sensed by a coherent He-Ne laser. Visible coherent images can be cre-
ated with input incoherent beam intensities as low as 90 �W/cm2. This is comparable
to the sensitivity of liquid crystal spatial light modulators.61
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Table 12.3. Comparison of the Performance Characteristics
of Commercial Liquid Crystal Spatial Light Modulator
(LCSLM) with What Could be Expected of Dye-Doped Liquid
Crystal (DDLC) Film

LCSLM DDLC

Speed FLC:�1 kHz �30 Hz
NLC: 30 Hz

Sensitivity 40 �W/cm 2 40 �W/cm 2

Resolution 301p/mm �200 1p / mm
Optical FLC:	10%
Efficiency NLC: 15% 
30%
Aperture 25 mm �25 mm
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Using methyl-red-doped nematic liquid crystal (MRNLC) film, Shih et al.72 has
also demonstrated other image processing functions such as edge enhancement
and image addition/subtraction, by using the MRNLC film set at the focal plane of
a 4-f optical system72–74 (see Fig. 12.18) to filter out appropriate spatial frequency
components. The filtering action is based on the optical intensity limiting effect
discussed earlier, and is further explained in the following section. In the study, a
10 �m thick 90° twisted MRNLC film (0.5 wt% methyl-red-doped 5CB pentyl-
cyano-biphenyl) is used. When a linearly polarized light passes through this
twisted film, the plane of polarization of the incident light follows the twist of the
NLC directors and emerges with its polarization axis rotated by 90°. This twisted
PNLC film is located at the Fourier plane and oriented so that the LC surface align-
ment direction D1 is parallel to the transmission axis P1 of the polarizer, as shown
in Figure 12.18. The analyzer is oriented so that its P2 is parallel to the LC align-
ment direction D2. 

In the Fourier plane, generally, lower spatial frequency components are associated
with higher optical intensity while higher spatial frequency components (emanating
from edges of the object) have lower intensity. The low-intensity higher-order com-
ponents which carry information about the edges within the image pass through the
whole optical system without perturbing the nematic alignment, that is, its polariza-
tion will follow the twisted nematic and gets rotated by 90°. However, the higher
intensities of the lower-order spatial frequency components will induce a reorientation
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Figure 12.17. Experimental set up for incoherent to coherent image conversion. Insert are photographs
showing the contrast inversion (bright–dark) operation. Note that this set up could also be used for wave-
length conversion and incoherent-coherent image conversion.

JWUS_LC-Khoo_ch012.qxd  1/19/2007  12:23 PM  Page 340



of the NLC molecules and give rise to a change of their polarization. As a result, the
analyzer will partially or totally block these lower-order components. The output
image therefore exhibits an edge-enhancement effect. 

Using a different setup based on the Weigert effect,74 all optical image addition
and subtraction operations have also been demonstrated with the use of MRNLC
films.72 The response time for these photoinduced molecular reorientational effects
within the NLC films are in millisecond regime at an optical power of �1 mW. 

12.3.3. Intelligent Optical Processing

With the advent of micro- and nanotechnologies, imaging techniques/devices/sys-
tems have progressed to the point whereby sensors, processors, and inter-and
intrapixel communication and output can all be integrated on a single chip or pixel
element to enable what has been termed “smart” or intelligent pixel.

Among the various material systems that make up smart pixels, liquid crystals are
particularly interesting because of their transparency, broadband electro-optical
response, and other unique material properties. Liquid crystal on silicon (LCOS)
devices, liquid crystal spatial light modulators (LCSLMS), incorporating neural net
functions enabled by the backplane electronics and inter- and intrapixel electronic
connections, such as optoelectronic neuron array, LC/silicon retina, and winner take-
all circuit, have been developed previously.75,76 In these devices, the photosensitivity
needed for sensing the input comes from the photoconductive layer processed into
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Figure 12.18. Experimental set up. Insert shows the planar twisted nematic liquid crystal (NLC) film.
The NLC sample is situated near the Fourier plane.
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the liquid crystal device, and require complex and expensive backplane electronic
drive to operate. 

A recent study77 has shown that these supranonlinear liquid crystals could per-
form similar neural-net-like signal in an all-optical and electronic-free manner.
Although the response speed of the liquid crystal is much slower that those electronic
pixels, the actual processing speed is quite fast, since an entire image can be simul-
taneously processed, rather than sequentially by converting the input to digital bit
trains for digital image processing. The process thus circumvents the complex prob-
lem of integrating a large number of electronic connections and optical-electronic
converters. 

Although the demonstration was a simple image edge enhancement process, such
neural-net-like operation can be generalized to more complex objects and image pro-
cessing operations such as aberration correction by optical phase conjugation and
associative memory by self-starting phase conjugation oscillators (see Fig. 12.19), as
demonstrated previously78,79 using inorganic photorefractive crystals. 

Another interesting and potentially useful property of nematic liquid crystal is
that it is capable of nonlocal photorefractive response, as in C60 or carbon nan-
otube–doped NLC. The nonlocal response allows one to simulate neural net opera-
tion of smart pixels where “connections” to nearest neighbors are made.75,76,80 In
photorefractive materials, the space-charge field distribution is spatially shifted from
the incident optical intensity function as the fields originate from a gradient function
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Figure 12.19. Schematic depiction of experimental set up used to demonstrate associative memory with
self-starting optical phase conjugation, where a complete image is reconstructed from partial input data (78).
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of the optically induced space-charge distribution. In other words, the material
responds to the gradients of the input intensity distribution, which is basically the
same as the operation used in obtaining edge enhancement in image processing.

12.4. HARMONIC GENERATIONS AND SUM-FREQUENCY
SPECTROSCOPY 

Harmonic generations occupy a special place in the field of nonlinear optics; not only
were they the first observed nonlinear optical effect, they are also the most widely
researched and used in current lasers and electro-optic technology. While most com-
mercially available materials for harmonic generations are inorganic crystals,
organic materials have received considerable interest owing to their inherently large
molecular nonlinear susceptibilities and more recently, their chirality.81,82

Liquid crystal molecules are well known to be highly anisotropic and noncen-
trosymmetric and possess large second-order nonlinear molecular polarizability. For
a typical liquid crystal such as 8CB (4�-n-octyl-4-cyanobipenyl), the polarizability is
measured to be on the order of 25�10�32 esu,81 which is much larger than the molec-
ular polarizability of KDP. However, when these molecules assemble themselves in
the liquid crystalline phases, they tend to assume configurations where this cen-
troasymmetry is reduced to a vanishing value (e.g., by having the polar direction of
molecules or molecular layers lined up in opposite ways). As a result, although the
individual molecular polarizability of the liquid crystals is quite large, liquid crystals
have not been shown to be efficient harmonic generators. Accordingly, harmonic
generations have largely been developed/employed as surface spectroscopic tools,83

rather than as the means for new laser sources.
The centrosymmetry may, however, be broken by the application of an applied

dc electric field;84 such symmetry can also be broken on a surface either as a freely
suspended film or by a surface alignment modification technique that induces the
flexoelectric effect.85 Sukhov and Timashev have shown that the centrosymmetry
can also be broken optically.86 As explained in Chapter 11, the main obstacle in
getting efficient harmonic generation is the phase matching of the fundamental and
second-harmonic wave vectors.

In the work by Saha and Wong,84 phase matching is achieved by the birefringent
dispersion method discussed in Chapter 11, which is very commonly used for sec-
ond-harmonic generations in nonlinear crystals. The fundamental wave propagates
as the extraordinary ray and the harmonic wave as the ordinary ray. A dc electric field
of 15 kV/cm is applied perpendicularly to the director axis of a planar nematic (5CB,
p-n-pentyl-p�-cyanobiphenyl) sample. The observed harmonic signal as a function of
the angle of deviation from the phase-matched direction is shown to be in good
agreement with theory. From this experiment it appears that if the right geometry is
chosen and if one uses the less “lossy” smectic phase, larger interaction lengths and
perhaps higher generation efficiency could be attained. 

Another possibility to break the centrosymmetry of liquid crystal is to make use of the
flexoelectric effect.85,86 There have been research earlier on second-harmonic generation in
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smectic and ferroelectric liquid crystals,87 and recent work on chiral smectic-A liquid crys-
tals.88 Basically, if a nematic liquid crystal undergoes orientational deformations of the
splay or bend type, a spontaneous polarization, the so-called flexoelectric effect, will
occur, resulting in a second-order nonlinear susceptibility. In the work by Sukhov and
Timashev,86 a spatially periodic orientational distortion with a wave vector q� is created by
stimulated orientational scattering of an o wave E�R into an e-polarized wave E�s, where E�R
is derived from a ruby laser. A weakly focused Nd:YAG laser fundamental beam at 1.06
�m is then incident on the sample, propagating along the K�H direction; its second harmonic
is generated in the same direction with a wave vector K�N. Phase matching is achieved by
matching the orientational distortion grating vector q� with the phase mismatch K�H�2K�N
[i.e., q�(�0)�K�H�2K�N, where � is the (phase matched) angle made by K�R (the wave vector
of the incident ruby laser) with the nematic director axis]. The experimental results
obtained by Sukhov and Timashev are in good agreement with their theoretical model. 

12.5. OPTICAL SWITCHING

Just as the linear electro-optical effects can be utilized in various electrically con-
trolled switching processes, optically induced refractive index changes can be
applied in opto-optical switching. These switching processes may be in the form of
mixings of several waves or self-actions. In these processes the fundamental nonlin-
ear optical parameter involved is the intensity-dependent phase shift, which involves
a combination of the nonlinear index change and the optical path length. Such inten-
sity-dependent shifts are also responsible for bistabilities, differential gain, transistor
action, and so forth in nonlinear Fabry-Perot processes.89

Optical switching can also be mediated by the refractive index change alone. One
good example is the nonlinear interference switching process.90–92 Consider Figure
12.20. If medium 2 possesses an intensity-dependent index, then the transmission/
reflection at the interface will also be intensity dependent. If medium 1 is of a higher
index than medium 2, a total internally reflected (TIR) optical field in the medium
may switch over to the transmission state if medium 2 possesses a positive optical
nonlinearity (i.e., its refractive index is an increasing function of the optical inten-
sity). On the other hand, if medium 2 possesses a negative nonlinearity, the reverse
switching process is possible (i.e., from a transmissive to a total reflective state).
With a proper choice of “antireflection” coating material of refractive index n1, the
device could be highly transmissive at low incident light intensity and could switch
to the TIR state at higher incident laser power.

Nematic liquid crystals possess both positive and negative signs of nonlinearities
associated with the ordinary and extraordinary thermal index changes, respectively.
Furthermore, both index gradients are extraordinarily large near the phase transition
temperature. This translates into much smaller optical power (or fluence) needed to
turn on the switching processes.

A principal concern in these liquid-crystal-based switching devices is the
response time. However, unlike electro-optical effects which involve the molecular
reorientations of liquid crystals in their nematic phase and are slow, nonlinear liquid
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crystal optical switching devices can actually respond quite quickly. This is because
the amount of refractive index change required to turn on the device can be created
in a very short time by a sufficiently intense laser pulse. An example has been dis-
cussed in the work by Khoo et al.93 where the self-defocusing and the resulting
switching to a low-transmission state can be achieved in nanoseconds, using the
laser-induced index change.

Likewise, in the transmission to a TIR switching process as depicted in Figure
12.21, the required index change and therefore the switching to a low-transmission
state can be achieved in the nanosecond time scale, using the thermal or density
effects of nematic or isotropic liquid crystals. For Q-switched infrared laser pulses
(e.g., CO2 lasers), which are typically in the microsecond regime, nematic films of
thickness on the order of a few wavelengths will serve as very good switches91 as
thermal time constants are typically also in the microsecond regime (cf. Chapter 9).

The experiments reported in the work by Khoo et al.94 have confirmed these
observations. Figure 12.21 shows an experimental setup for observing the transmis-
sion TIR switching process. In the experiment involving CO2 laser pulses, the liquid
crystal used is E7 (ne�1.75 and , sandwiched between ZnSe prisms (n�2.64) which
are transparent at both the visible and infrared spectral regimes. The sample is
homeotropically aligned and is 83 �m thick. The incident laser is p polarized, and
thus it “sees’ the extraordinary refractive index of the liquid crystal. Note that
dne/dT is negative, thus the system could undergo transmission �� TIR switching.

The incident angle is set 2° away from the TIR (���TIR��2°). It is estimated
that, owing to the reflection loss at the air–prism and prism–liquid crystal interfaces,
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Figure 12.20. Schematic depiction of total internal reflection �� transmission switching by a dielectric
(medium 1) cladded nonlinear material (medium 2). Two optional thin films of index , on both sides of the
nonlinear material, are used for maximizing the transmission of the device in the transmission state. Also
shown are the optical electric fields for the reflected, the transmitted, and the incident light.
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especially near the TIR state, only 20% of the incident laser is effectively incident on
the liquid crystal. This fact emphasizes the importance of the antireflection coating96

design proposed specifically for a ZnSe prism–liquid crystal transmission-TIR cell. 
Figure 12.22 shows five oscilloscope traces of the transmitted light corresponding

to input powers of 0.46 (lowest curve), 1.05, 2.06, 2.72, and 3.05 W (uppermost
curve). At high input power (2.06 W), the transmission of the later portion of the
pulse is diminished. The decrease becomes more rapid as the input power is raised.
At an input power of 3 W, a “switch-off” time of about 10 ms is measured. This
decrease in the response time with increasing input power is in good agreement with
the quantitative theory given in the work by Khoo et al.93,95

Since the operating temperature is 22°C (room temperature), which is far from the
nematic–isotropic transition of E7 (Tc�60°C), this long switch-off time is under-
standable. If the temperature of the sample is raised to near Tc, the required temper-
ature rise for the required refractive index change will be smaller (because of a much
larger thermal refractive index gradient near Tc); the switching time will be shorter.
Correspondingly, the required laser energy fluence (in J/cm2) will also decrease. It is
estimated in the work by Lindquist et al.94 that the threshold fluence required for
switching microsecond CO2 lasers can be as small as 0.25 J/cm2.
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Figure 12.21. Experimental setup for observing the transmission TIR switching process with infrared
pulsed or cw lasers. 

Figure 12.22. Oscilloscope traces of the transmitted infrared laser pulse. Incident pulse width is 130 ms.
The traces correspond to increasing input power of 0.46, 1.45, 2.06, 2.72, and 3.05 W. 
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An alternative material that can be used for transmission-TIR switching is an isotropic
liquid crystal. The nonlinearity involved is the density decrease caused by laser heating
(i.e., a negative refractive index change). Accordingly, a 25 �m thick sample which con-
sists of an isotropic liquid crystal (TM74A from EM Chemicals) sandwiched between
two ZnSe prisms (n�2.402) is made.94 Q-switched CO2 laser pulses, of total pulse dura-
tion on the order of 10 �s as shown in Figure 12.24a, are focused (at a spot diameter of
250 �m) on the sample and directed at incidence angles just below the TIR condition. 

Figures 12.23a–12.23c shows the corresponding transmitted CO2 laser pulse. At
���c�10°, the transmitted pulse resembles the input pulse (see Fig. 12.24a). As we
approach �c, as shown in Figures 12.24b and 12.24c, the later parts of the laser pulses are
observed to be greatly attenuated, as a result of the (negative) index induced by the front
part of the pulse. The switching threshold fluence is measured to be about 0.25 J/cm2.

To reduce the transmission-TIR switching/limiting threshold, one possibility is to
combine it with a self-defocusing effect (SDE), as shown in Figure 12.24. The process
now has the added advantage that the defocusing effect, in conjunction with the aper-
ture placed in front of the detector, would further lower the transmission of the high-
power harmful radiation. Note that the limiting process (by SDE) will continue even as
the liquid crystal turns into liquid (when the cell effectively functions as a total reflec-
tor), in contrast to self-limiting using SDE alone. Greater dynamic ranges as well as
lower switching thresholds are therefore expected of such so-called hybrid cells. 

Study96 has also shown that prior to transmission-TIR switching, the
incident laser will suffer an even more severe intensity-dependent phase shift, the
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Figure 12.23. Oscilloscope traces of the transmitted CO2 laser pulses through a transmittion-TIR device
for various incident angles near the TIR condition (a) ���c�10°; (b) ���c�3° ; (c) ���c�1° .
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so-called tunneling phase shift (TPS), associated with the increasing optical path
length of the laser through the liquid crystal film. These TPS effects will further
contribute to defocusing of the laser and lower the switching threshold for the self-
limiting/switching configuration depicted in Figure 12.24.

From the point of view of waveguiding, the switching of the TIR state to the trans-
missive state as discussed previously may be viewed as an intensity-dependent opti-
cal propagation mode change; that is, the system switches from a guided (total
reflection) to a lossy mode (transmission loss). In more well-defined guided wave
geometries, such as fibers and planar waveguides (Ref. 97, see also Section 12.1.2),
these intensity-dependent guided wave switching phenomena, with nematic liquid
crystals as the nonlinear claddings, have also been observed.

12.6. NONLINEAR ABSORPTION AND OPTICAL LIMITING OF
SHORT LASER PULSES IN ISOTROPIC PHASE LIQUID 
CRYSTALS AND LIQUIDS

12.6.1. Introduction

Lasers are now extensively used in various devices and systems. In general, because of
the sensitivity of the human eye and sensors, direct intentional or accidental exposures
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Figure 12.24. Schematic of TIR-transmission switching/limiting device. Note that with the lens system,
it can also give rise to a self-defocusing limiting effect in either the transmission of the reflection mode. 
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to laser radiation will cause temporary or severe permanent damages to the sensor (eye).
For known laser sources, fixed-wavelength filters offer effective means of protection.
However, these filters would be totally ineffective against frequency agile lasers (see
Table 12.4), the wavelengths of which can range from the UV to far infrared. Next gen-
eration electro-optical devices, tunable filters where the transmission window can be
electronically tuned away from the incident laser wavelength, are effective against cw
lasers but cannot respond fast enough to short laser pulses. Agile frequency pulsed
lasers, therefore, pose the most challenging task for eye and sensor protection. Typical
laser pulse duration ranges from picoseconds to nanoseconds, with pulse energy ranging
from microjoules (�J) to Joules (J). On the other hand, the typical damage threshold of
optical sensors is �J/cm2.98 Typically, these sensors are placed at the focal plane of a
focusing optical system/device with a gain of �106. Assuming an entrance pupil area of
1 cm2, the so-called maximum permissible exposure (MPE) value at the entrance to the
device or optical system is �1 �J (1�10�6 J), that is, a fraction of the available energy
from pulsed laser will damage the sensor irreparably. 

In order to protect the sensor, an ideal optical limiting material/device should be
one that is transparent at low input light intensity level, and becomes (in a time
shorter than the laser pulse duration) increasingly “opaque” as the incident light
intensity increases, in such a manner that the energy of the transmitted laser pulse is
clamped below the MPE value. Furthermore, the ability to increasingly attenuate the
incident light should be maintained for a large range of incident laser pulse energies,
from less than a microjoule to over tens of millijoules, that is, an optical density
(O.D.) of �4. 

Passive all-optical switching, also known as nonlinear self-action effects, offers a
practical solution to such challenges. In these processes, the incident light interacting
with the nonlinear optical material creates the complex phase shift necessary to
change its polarization state, transmission, and other spatio-optical characteristics.
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Table 12.4. cw and Pulsed Laser

Laser Type Wavelength (�m) Wavelength Region

Nd:YAG 1.064
Nd:Glass 1.06
Nd:YAG*2 0.532
Ruby 0.694
Excimer�Raman 0.48
Ar 0.488–0.514 (Lines) Visible � Near IR
Kr 0.407–0.8 (Lines)
Diodes 0.7–0.9
Alexandrite 0.7–0.8 (Continuous)
Dyes 0.4–0.7 (Continuous)
Ti:Sapphire 0.65–1.1 (Continuous)
OPO 0.4–2 (Continuous)
CO2*2 4.5–5.6 (Lines)
CO 4.6–5.2 (Lines)
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Since earlier studie,99 were made tremendous advances have been made recently as a
result of the rapid development of highly nonlinear materials capable of multipho-
tonic absorption processes, and as a result of better understanding of the detailed
molecular photonics and dynamics as well as more novel practical device configura-
tions.100 –110 In particular, materials that possess reverse saturable absorption (RSA),
two-photon absorption (TPA), and excited state absorption (ESA) properties have
been shown to be quite effective for optical limiting applications. In the following
sections, we review the fundamentals of these nonlinear absorbers in conjunction
with a novel imaging/limiting optical device—nonlinear fiber array104 –108 as
schematically depicted in Figure 12.25.

12.6.2. Nonlinear Fiber Array

The fiber array is constructed by filling a capillary array (refractive index of 1.53)
with the nonlinear liquid (refractive index �1.61). These liquid filled capillaries thus
act as waveguiding cores and the entire structure functions as an imaging faceplate,
transmitting the image brought to the front focal plane to the exit plane. In this con-
figuration, the scenery is imaged onto an area covering many fibers, whereas the
laser, originating at some point source and impinging on the fiber array from a
particular direction (spatial frequency), will be imaged (focused) onto a single fiber
(a pixel on the imaging plane) (see Fig. 12.25). Thus the fiber array is equivalent to
an ensemble of several 100,000 focusing optics�pinhole, each targeted to attenuate
intense light sources arriving at the fiber array, that is, a specific spatial frequency
component. It may be rightly called an intensity-dependent spatial frequency filter.
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Figure 12.25. Schematic depiction of the nonlinear fiber array placed in the focal plane of an imaging sys-
tem for optical limiting application. 
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If the core material is a nonlinear absorber, for example, a TPA material, qualita-
tively speaking, the transmitted laser intensity Iout is related to the input intensity In by
Iout � Iin exp��(IL), where (IL) is the integrated value of the laser over the interaction
length L and � is the two-photon absorption constant, for example. For a given inci-
dent laser power P, the IL value for a “free-space” focusing optics (see Fig. 12.26) in
a bulk nonlinear liquid is given by

where z0��n
o
2/�. On the other hand, in fiber, we have

With the confined/guided-wave propagation geometry, the fiber array will provide
a much larger (IL) value. For example, if L�5 mm, l�0.532 µm, a�
o�15 µm, and
n�1.5, we have (IL)fiber/(IL)bulk�7. For F1 optics used in many sensor systems, the
focused beam radius 
o�5 �m, and the corresponding fiber advantage factor will be
much larger. This translates to greatly enhanced clamping ability of the fiber array as
confirmed by quantitative numerical simulations and experimental studies.104–108

12.6.3. RSA Materials (C60 Doped ILC)

Optical limiting by materials exhibiting RSA has been widely studied.99,101 These
materials, for example, C60 molecules, possess a molecular energy level scheme
as depicted in Figure 12.27, in which the excited state absorption cross sections
�1 (of the singlet state) and/or �T of the triplet excited state are greater than the
ground state cross section �o. 

( ) .fiber
2IL � PL a��

( ) tan ( ),bulk
1

0IL � nP L z� ���
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For ωint = 5 µm, λ = 532 nm, Lint = 0.3 mm

Lint = 2πω0/ λ

2ω0
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Output laserInput laser

Input laser Output laser

Lens Nonlinear
film

2
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Figure 12.26. Illustration of the extended interaction length provided by fiber waveguide geometry.
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Molecules are excited from the ground state S0 by laser radiation to a vibrational
substate Sx of the first electronic excited singlet state S1 (or of higher-lying singlet
states) with an absorption cross section �o. From this state, the molecules decay rap-
idly (�x�picoseconds) to the singlet state S1. This level relaxes either to the ground
state (with rate 1/�o) or to the triplet state T1 with intersystem crossing rate kST.
Absorption of laser radiation may further excite the molecules in levels S1 or T1 to
higher energy states S2 and T2, with absorption cross sections �1 and �T, respectively.
These excited states decay rapidly to states S1 and T1. The effectiveness of transitions
to the triplet state may be limited by a small intersystem crossing rate. 

The limiting capability of the RSA mechanism is determined mainly by the cross
section ratio ��1/�o (or �T /�1) and the population of the molecular states as they
change in time. The cross-section ratio is wavelength dependent, and materials that
exhibit RSA at one frequency may not show it at other wavelengths. For example,
fullerenes C60 and C70 show the RSA effect at 308 and 534 nm, but not at 335 nm.110

For a pure three-level molecular system exhibiting RSA, the transmission function
ranges from Tlin�exp(��oNoL) for low-intensity incident beams to
Tsat�exp(��1NoL) for high degrees of excitation. For phthalocyanines and
fullerenes, transitions to both excited singlet and triplet states create an effective
excited state cross section.

The theoretical simulation of a pulse propagating through the fiber array requires
formulating the rate equations and the equation of propagation along the fiber axis.
For the molecular energy level scheme, as shown in Figure 12.27, we have
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Figure 12.27. Molecular energy levels of a RSA materials, for example, C60 doped ILC fiber core liquid.
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Assuming a multimode laser intensity distribution in the fiber, the nonlinear absorp-
tion of the laser intensity is described by

with �nl the nonlinear optical absorption coefficient:

In the numerical solution of these coupled equations, the shape of the incident
laser pulse is assumed to be Gaussian, with FWHM pulse duration tp. The range of tp
covers picoseconds to nanoseconds. Note that because the intersystem crossing times
are much greater than picoseconds, the excited state contribution usually becomes
significant for nanosecond laser pulses.

For illustration purposes, we have computed the steady-state nonlinear transmis-
sion of the C60-ILC filled fiber array. The results for a 3-mm long fiber are shown in
Figures 12.28a and 12.28b for a 3 mm long fiber. The material parameters used
are experimental values obtained for the singlet state of C60 at a wavelength of
532 nm.110 These nonlinear transmission curves at low and high input laser ener-
gies are plotted in Figures 12.28a and 12.28b, respectively. At C60 concentration of
ST �7.22�1017 cm�3 or ST �1.9�1018 cm�3, the respective linear transmission are
50% and 15%. As expected, the higher concentration offers a greater dynamic range
at the expense of linear transmission.

These simulations, and more realistic simulations involving pulsed lasers,108 show
that such RSA material cored fiber arrays are capable of clamping the transmission
of the laser pulse energy to below the sensor/eye MPE level for incident laser ener-
gies up to a certain point, corresponding to the minimum transmission value, as indi-
cated in Figure 12.28. Beyond that, the absorbing molecular levels will be
depopulated by the laser, and the transmission will begin to increase, that is, the lim-
iting action begins to deteriorate.

The dynamic range (input intensity range for which the material is able to limit
effectively) depends on various material and optical parameters. For the molecu-
lar energy levels as depicted in Figure 12.27, one of the critical parameters is the
decay rate �n and �Tn, which determine how fast the excited levels S1 and T1 can
repopulate after the molecule has been excited to levels S2 and T2. Shorter decay
times translate into a greater availability of molecules in the excited level which
will aid in the nonlinear absorption (limiting) process. The dynamic range also
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depends on the absorption cross-section ratio R��1/�o (or �T /�1), which will
help determine the rate at which transitions from the ground state to upper levels
take place.

For large dynamic range operation, one special advantage of C60-ILC (liquid)
cored fiber array is that in the high input intensity regime, the doped ILC will
exhibit nonlinear scattering and defocusing effect. These processes, together with
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Figure 12.28. (a) Limiting curve and (b) nonlinear transmission of C60-ILC cored fiber array (3mm
length and 20 �m core diameter). The parameters used are wavelength ��532 nm; cross sections
�0�3.2�10�18 cm2, �1�1.6�10�17 cm2, �T�1.4�10�17 cm2; relaxation times �0�32.5 ns, �n and
�Tn� 1 ps; and intersystem crossing times �ST�1.35 ns and �T� 40 ms. 
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the light blocking action104–108 of the opaque fiber cladding, provide further atten-
uation of the laser transmission. Also, for laser energies above about 1 mJ, bub-
bles will be created, which will cause very wide-angle scattering of the laser as
well and greatly lower the laser transmission. The bubbles stay in place for a few
minutes, or occasionally float away in a few seconds. The photos in Figure 12.29
depict the exit end view of the fiber array following this sequence of events
(before and after the laser pulses). Studies have shown that under these incident
laser energy levels (� a few mJ), the fiber array does not suffer catastrophic dam-
age and still allow acceptable viewing while providing below MPE level clamping
on the laser transmission.

12.6.4. Optical Limiting by TPA Materials (L34 Fiber Core Liquid)

Two-photon absorbers103,107–109 (TPA) are particularly desirable because they are
transparent at low light levels, and become increasingly absorptive at higher laser
intensities. The limiting behavior of TPA materials can be further enhanced by the
presence of higher-order nonlinear processes such as excited-state absorption.
Among all the neat organic liquids investigated so far, the so-called L34 discov-
ered and reported in the works by Khoo et al.107,108 has been shown to possess
both large TPA and higher ESA cross sections, and a molecular energy level dia-
gram shown in Figure 12.30 that is ideally suited for optical limiting application.
The ground singlet state is connected to a two-photon excited singlet state, which
is in turn connected by single-photon absorption to high-lying singlet states, or
via intersystem crossing, to some excited triplet state that could also undergo
single-photon absorptions. 

Femto- and picosecond nonlinear transmission (z scan) measurements give the
intrinsic TPA coefficient � � 4.7 cm/GW, whereas nanosecond studies show that �
is intensity dependent, and ranges from 4.7 at low intensity to over 170 cm/GW at
high intensity. The latter is attributed to excited-state contribution, which is con-
firmed in picosecond dynamical pump-probe studies.104–108

If we consider a multimode nanosecond laser pulse propagating through a
fiber core made of L34, at each position and time, the rate equations for the
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Figure 12.29. Photographs of the exit plane of the fiber array before, right after, and a few minutes after the
high energy laser pulse. During live imagery, we observed a large bubble float out of the sample test region.
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molecular level population densities N(z,t)’s are given by (using the energy level
scheme of L34)

where �g accounts for the linear absorption or scattering loss of the ground state liq-
uids (�g of L34, for example, is �0.1 cm�1), � is the intrinsic two-photon absorption
constant, I is the laser intensity, and �exc and �
exc are excited-state absorption con-
stants. In these equations, we have included the possibility of stimulated downward
transitions between levels connected by single-photon transitions (e.g., between S2

and Sexc and T2 and Texc). This would be the case if the laser pulse width (e.g., fem-
toseconds) is shorter than the relaxation time constants of the upper levels. For the
nanosecond time scale, one can ignore those stimulated downward transition terms.

For typical fiber array core diameter and refractive index difference between
the core and cladding, the waveguiding process is of a multimode nature,108 and
allows an assumption of uniform radial intensity distribution; that is, both the
level populations N’s and the laser intensity I are functions of the propagation
length z and time t only. In this regime, the laser intensity I is described by an
equation of the form
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Figure 12.30. Molecular energy level scheme of the neat liquid L34.The symbol N’s denote population
densities of the corresponding level.
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As an example, we calculated and compared the limiting action and the dynamic
range of fiber core made up of materials that possess only two-photon absorption
(TPA) and a material which possesses both TPA and ESA with varying degrees of
population recycling rates (i.e., �5 values). 

Figures 12.31a–12.31c show the detailed spatial and temporal evolutions of a
nanosecond laser pulse as it propagates through the fiber core made of different types
of TPA materials. At very low input energies (�1 �J), the excited states become pop-
ulated. Level N2 is usually sparingly populated (even at high energies of 200 �J), but
it is useful as a transition level between the two-photon absorption and the excited-
state absorption scenarios. Most of the limiting takes place in the entrance region of
the fiber, and although the ground level may become depleted, the limiting action
may still go on due to continuous transitions between excited states N5 and N3. The
excited-state transition processes account for an intensity-dependent effective two-
photon absorption coefficient that is greater than the intrinsic value.108

If no transition is allowed between the high-lying electronic states N3 and N5, the
limiting action although slightly better than a pure two-photon transition model, does
not compare with the complete model which “clamps” the output at a very low level
(see Fig. 12.32). Accordingly, materials possessing both TPA and ESA properties

NONLINEAR ABSORPTION AND OPTICAL LIMITING OF SHORT LASER PULSES 357

Figure 12.31. Temporal propagation of a 120 �J pulse through a 3mm fiber array for (a) a pure TPA; (b)
TPA � ESA (no transition N3 to N5 allowed); and (c) the complete model of Figure 12.30 with �2�0.1ns
and �3�1 ps. Laser Pulse FWHM is 7ns. Figure (c) shows that the laser pulse is effectively “limited” with
a “clamped” transmission below the MPE level.
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have a greater dynamic range, being more effective for optical limiting applications.
Furthermore, the linear transmission is very high (�90% for the 3 mm fiber array
described). Such transparency allow further doping with RSA materials, and the
resulting nonlinear liquid that possess RSA�TPA�ESA will be expected to have a
low threshold but very large dynamic range.

12.7. CONCLUSION

In conclusion, liquid crystals are complex and are wonderful electro-optical and non-
linear optical materials. Many novel, interesting, and useful materials (with negative,
zero or positive refractive indices), processes, phenomena, and devices are awaiting
our further exploration.111
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Absorption coefficients
dye, 13
“visible, infrared”, 5

Absorption constant, 227
Acoustic damping constant, 119
Adiabatic, 117
Alignment

homeotropic, 15
homogeneous, 15
planar, 15

All-optical processing, 337
Anisotropic liquids, 193
Anisotropic media, 165
Anisotropies

dielectric constant, 66
magnetic susceptibility, 66

Aromatic ring, 1
Avogadro’s number, 49

Band structure, photonic crystal, 79
Biaxial, 126
Birefringence, 5, 46
Boundary condition, 39
Bragg reflection, cholesteric, 70
Brillouin scattering, 117

Centrosymmetry, 8
Cholesteric, 64
Cholesteric blue phase, 10
Circular polarization, 129
CO2 laser switching, 346
Coherent anti-Stokes scattering, 306
Compensation film, 140
Conductivity, 41
Continuity equation, 53
Convention, 129
Critical slow down, 198
CS2, 195
Cyanobiphenyl homologous series nCB, 11

Degenerate wave mixing, 285
Density fluctuations, 117

Density matrix, 254
Density waves, 52
Dielectric anisotropy, 24
Dielectric constant

changeover frequency, 42
dispersion, 42
low frequency, 41
optical, 45
temperature dependence, 50

Diffraction, first order, 230
Director axis, 8
Dispersion, 262
Displacement vectors

electric, 158
magnetic, 158

Display, 141
Display pixel, 125
Distortions, splay-, bend-,

and twist, 38
Dual frequency liquid crystal, 133
Dye-doped liquid crystals, 13, 211
Dynamic range, 12, 353, 358

Elastic constants, 38
Elastic continuum theory, 36
Electronic properties, 3
Electronics transitions, 4
Electro-optical modulation, 129
Electrostrictive constant, 192
Electrostrictive effect, 233
Elliptical polarization, 129
Entropy, 307
Extended Jones matrix method, 177
Extraordinary ray, 126, 167

Fast axis, 129
Ferroelectric liquid crystals (FLC) 82
Fiber, photonic, crystal, or holey, 18
Finite difference time domain (FDTD) method,

181
Flow, 51, 57, 192
Flow-coupling, 62
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Flow-reorientation coupling, 247, 249 
Flow-reorientation effect, 247
Fluctuations

density, 96
director axis, 96, 100
quenching, 103

Free energy, 32
cholesteric, 66
ferroelectric, 80, 84
smectic A, 84
smectic C, 86
surface, 39

Freedericksz transition, 133
Freedericksz transition field, 61
Fullerene C60, 11

Gains
stimulated Brillouin scattering, 311
stimulated orientational scattering, 313
stimulated thermal scattering, 316

Group velocity, 79
Guest-host, 13

Harmonic generation, 343
Hexadecyl-trimethyl-ammoniumbromide

(HTAB), 15
Hydrodynamical equation, 229

density, 51
temperature, 229

Hydrophobic, 6
Hydrophilic, 6

Incompressible fluid, 52
Index ellipsoid, 126
Infrared and mid-infrared, 333
Intelligent optical processing, 341
Intensity dependent spatial frequency filter, 350
Internal temperature, 243
Isobaric, 117
Isotropic liquid crystal, 32

Jones vectors, 169

L34, 355
Laser hardening, 152
Laser induced order, 195
Laser protection, 349
Left-circularly polarized light, 170
Leslie coefficients, viscosity, 55
Light scattering, 97
Linkage group, 1
Liquid crystal spatial light modulator, 339
Local field, 47

Local field correction, 267
Local field effect, 25
Long-range order, 25
Lyotropic, 6

Macroscopic susceptibilities, 282
Magnetic susceptibility, 41, 43
Magneto-optic activity, 78
Maier–Saupe theory, 27
Matrix method (4 × 4), 175
Mauguin regime, 74
Maxwell equations, 158
Maxwell stress tensor, 249
Methyl-red, 212
Micelles, 6
Miesowicz coefficients, viscosity, 56
Minimum transmission value in nonlinear

transmission, 353
Mixture

eutectic, 12
phase diagram, 13

Molecular fields, 40
Molecular polarizabilities tensor, 46
Molecular polarizability, 49
Multiphoton absorption, 257

Navier–Stokes equation, 55
Negative index of refraction, 79
Negative orientational nonlinearity, 212
Negative uniaxial, 296
Nematic range, 12
Nonlinear coefficient, 275
Nonlinear dynamics and chaos, 330
Nonlinear index coefficient, 203, 338
Nonlinear interface switching, 344
Nonlinear light scattering, 120
Nonlocal effect, 205, 215
Nonlocal polarization, 277
Normal mode, 164
Normally black (NB) mode, 139
Normally white (NW) mode, 139
Nuclear optical Kerr effect, 195

Opal and inverse opal, 19
Optical density, 349
Optical Freedericksz field, 205
Optical limiting, 302, 320, 349
Optical nonlinearity

density, 238
orientational, 120, 193, 200
photorefractive, 213
thermal, 238

Optical phase conjugation, 332
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Optical rotation, cholesteric, 74
Optical wave mixing, 210, 326
Orbitals ��*, nn*, ��*”, 4
Order parameter

macroscopic, 24
microscopic, 23
response time, 242
temperature dependence, 47
tensorial, 36

Ordinary ray, wave, 126, 167
Oscillator strength, 261

Partial coherence, 332
Pentylcyanobiphenyl (5CB), 3
Permittivity, 41
Phase conjugation, 288
Phase diagram, 13
Phase difference, 130
Phase matching, 296
Phase plate, 125
Phase transition, 22, 26
Phase velocity, 79
Phonon lifetime, 119
Photonic crystal, cholesteric, 74
Photorefractive effect, 213

bulk effect, 215
threshold field, 219
two-beam coupling, 220

Polarizabilities
linear, 259
second-order, 259, 263
third-order, 264

Polarization
induced, 256
spontaneous electric, 8

Polarization, 45, 373
Polymer-dispersed liquid crystals, 14
Polymeric liquid crystals, 6, 8
Polyvinyl alcohol (PVA), 15
Positive uniaxial, 296
Pretransitional effect, 22, 196

Raman scattering, 115
stimulated, 115
Stokes and anti-Stokes, 114

Rayleigh scattering, 116, 119
Refractive index

complex, 159
negative, 160

Reorientation dynamics 
grating constant, 210
nematic, 206
pulsed laser induced, 209

Right-circularly polarized light, 170
Rigid rods, 8
Rovibrational manifold, 30

Scattering cross section
differential, 98, 102
isotropic phase, 105
ratio (nematic/isotropic), 105
temperature dependence, 107
wavelength dependence, 107

Schrodinger equation, 254
Second-harmonic generation, 295
Self-focusing, 297, 319, 324
Self-phase modulation, 297
Self-starting phase conjugation, 333
Smectic phase nonlinearity, 222
Sensor protection, 349
Sensors, 151
Short-range order, 25
Shuttlecock-shaped LC, 11
Slow axis, 129
Slowly varying envelope approximation, 283
Smectic phase reorientation, 222
Soft mode ferroelectric liquid crystal (SMFLC),

144
Soliton, 324
Sound velocity, 235
Space charge field, 213, 217 
Spatial light modulator, 147
Sterol, 2
Stimulated Brillouin scattering, 307
Stimulated orientational scattering, 311
Stimulated Raman scattering, 303
Stimulated thermal scattering, 316
Stress tensor, 53, 55
Substitution, 11
Supertwisted nematic (STN) liquid crystal, 137
Supraoptical nonlinearity, 121, 320
Surface stabilized ferroelectric liquid crystal

(SSFLC), 17, 89, 142
Susceptibilities, 25, 256

linear, 256
second-order, 256
third-order, 201, 204, 256

Susceptibility tensor, 45

Terminal group, 1
Thermal index gradient, 238
Thermoelastic, 233
Thermotropic liquid crystals, 7
Third-harmonic generation, 295
Third order susceptibility, optical field induced

reorientation, 201, 204
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Time constant
Brillouin, 232
cholesteric conic mode, 69
cholesteric twist mode, 69
director axis reorientation, 61
ferroelectric, 93
thermal, 232, 235

TM74A, 245
Torque balance equation, 59
Torques

electric field, 44
magnetic field, 44
molecular field, 57
viscous, 57

Trans-cis isomerism, 213
Transient response, 50

Transient wave mixing, 291
Transmission, 5
Transverse correlation effect, 205
Tunneling phase shift, 348
Twist deformation, 59

Uniaxial, 126
Untwisting, 67

Velocity gradient, 57
Viscosity coefficient, 54

Wave equation, 274
Waveguide, 17

Zero-index material, 358
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