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Preface

Introduction to Chemical Reaction Engineering and Kinetics is written primarily for
a first course in chemical reaction engineering (CRE) for undergraduate students in
chemical engineering. The purpose of the work is to provide students with a thorough
introduction to the fundamental aspects of chemical reactor analysis and design. For
this purpose, it is necessary to develop a knowledge of chemical kinetics, and therefore
the work has been divided into two inter-related parts. chemical kinetics and CRE. In-
cluded with this book is a CD-ROM containing computer software that can be used for
numerical solutions to many of the examples and problems within the book. The work
is primarily based on material given to undergraduate students in the Department of
Chemica Engineering and Applied Chemistry at the University of Toronto.

Scope and  Organization of Materia

The material in this book deals with kinetics and reactors. We redlize that students
in many ingtitutions have an introduction to chemical kinetics in a course on physi-
cad chemistry. However, we strongly believe that for chemica engineering students, ki-
netics should be fully developed within the context of, and from the point of view of,
CRE. Thus, the development given here differs in severa important respects from that
given in physica chemistry. Ided-flow reactor models are introduced early in the book
(Chapter 2) because of their use in kinetics investigations, and to get students accus-
tomed to the concepts early. Furthermore, there is the additional purpose of drawing
a didinction between a reaction model (network) or kinetics scheme, on the one hand,
and a reactor model that incorporates a kinetics scheme, on the other. By a reaction
model, we mean the development in chemical engineering kinetics of an appropriate
(local or point) rate law, including, in the case of a multiphase system, the effects of
rate processes other than chemical reaction itself. By contrast, a reactor model uses the
rate law, together with considerations of residencetime and (if necessary) particlesize
digributions, heat, mass, and momentum transfer, and fluid mixing and flow patterns,
to esablish the globa behavior of a reacting system in a vessd.

We deliberately separate the treatment of characterization of idea flow (Chapter 13)
and of nonideal flow (Chapter 19) from the treatment of reactors involving such flow.
This is because (1) the characterization can be applied to situations other than those in-
volving chemical reactors; and (2) it is useful to have the characterization complete in
the two locations so that it can be drawn on for whatever reactor application ensues in
Chapters 14-18 and 20-24. We also incorporate nonisothermal behavior in the discus-
sion of each reactor type as it is introduced, rather than treat this behavior separately
for various reactor types.

Our treatment of chemical kinetics in Chapters 2-10 is such that no previous knowl-
edge on the part of the student is assumed. Following the introduction of simple reac-
tor models, mass-balance equations and interpretation of rate of reaction in Chapter 2,
and measurement of rate in Chapter 3, we consider the development of rate laws for
single-phase simple systems in Chapter 4, and for complex systems in Chapter 5. This is
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followed by a discusson of theories of reaction and reaction mechanisms in Chapters 6
and 7. Chapter 8 is devoted to cataysis of various types. Chapter 9 is devoted to reac-
tions in multiphase systems. The treatment of chemical kinetics concludes in Chapter 10
with a discusson of enzyme kinetics in biochemica reactions.

Our treatment of Chemical Reaction Engineering begins in Chapters 1 and 2 and
continues in Chapters 11-24. After an introduction (Chapter 11) surveying the field,
the next five Chapters (12-16) are devoted to performance and design characteris-
tics of four ideal reactor models (batch, CSTR, plug-flow, and laminar-flow), and to
the characteristics of various types of ided flow involved in continuousflow reactors.
Chapter 17 deals with comparisons and combinations of ideal reactors. Chapter 18
deals with ideal reactors for complex (multireaction) systems. Chapters 19 and 20
treat nonideal flow and reactor considerations taking this into account. Chapters 21-
24 provide an introduction to reactors for multiphase systems, including fixed-bed
catalytic reactors, fluidized-bed reactors, and reactors for gas-solid and gas-liquid
reactions.

Ways to Us This Book in CRE Coursss

One way in which the material can be used is illustrated by the practice at the Uni-
versity of Toronto. Chapters 1-8 (sections 8.1-8.4) on chemical kinetics are used for
a 40-lecture (3 per week) course in the fall term of the third year of a four-year pro-
gram; the lectures are accompanied by weekly 2-hour tutoria (problem-solving) ses-
sons. Chapters on CRE (11-15,17,18, and 21) together with particle-transport kinetics
from section 8.5 are used for a similarly organized course in the spring term. There is
more material than can be adequately treated in the two terms. In particular, it is not
the practice to deal with al the aspects of nonideal flow and multiphase systems that are
described. This approach allows both flexibility in choice of topics from year to year,
and materid for an dective fourth-year course (in support of our plant design course),
drawn primarily from Chapters 9,19,20, and 22-24.

At another ingtitution, the use of this material depends on the time available, the re-
quirements of the dudents, and the interests of the instructor. The possibilities include:

(1) a basic one-semester course in CRE primarily for simple, homogeneous systems,
usng Chapters 1-4 (for kinetics, if required) and Chapters 11-17;

(2) an extenson of (1) to include complex, homogeneous systems, using Chapters 5
(for kinetics) and 18 in addition;

(3) a further extension of (1) and (2) to include heterogeneous systems using Chap-
ters 8 and 9 (for kinetics), and selected parts of Chapters 21-24;

(4) a find extenson to nonideal flow, usng Chapters 19 and 20.

In addition, Chapters 6 and 7 could be reserved for the enrichment of the treatment
of kinetics, and Chapter 10 can be used for an introduction to enzyme kinetics dealing
with some of the problems in the reactor design chapters.

Reviewers have suggested that this book may be used both a the undergraduate level
and a the beginning of a graduate course. The latter is not our intention or our practice,
but we leave this to the discretion and judgement of individua instructors.

Prdblan Soving and Camputer Tods

We place primary emphasis on developing the students’ abilities to establish the work-
ing equations of an appropriate model for a particular reactor situation, and of course
to interpret and appreciate the significance of quantitative results. In an introductory
text in afield such as CRE, it is important to emphasize the development of principles,
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and to illustrate their application by means of relatively simple and idealized prob-
lem situations that can be solved with a calculator. However, with the availability of
computer-based  solution techniques, it is desirable to go beyond this approach for sev-
eral reasons:

(1) Computer software allows the solution of more complex problems that require
numerical, as opposed to anaytical, techniques. Thus, a student can explore sit-
uations that more closely approximate real reactor designs and operating con-
ditions. This includes studying the sensitivity of a calculated result to changing
operating conditions.

(2) The limitations of analytical solutions may also interfere with the illustration of
important features of reactions and of reactors. The consequences of linear be-
havior, such as first-order kinetics, may be readily demonstrated in most cases by
analytical techniques, but those of nonlinear behavior, such as second-order or
Langmuir-Hinshelwood kinetics, generally require numerical techniques.

(3) The development of mechanistic rate laws also benefits from computer simu-
lations. All relevant elementary steps can be included, whereas, with analytical
techniques, such an exploration is usudly imposshble.

(4) Computer-aided visual demonstrations in lectures and tutorials are desirable for
topics that involve spatial and/or time-dependent aspects.

For these reasons, we include examples and problems that require numerical tech-
niques for their solution together with suitable computer software (described below).

Computer  Software E-Z Solve  The Enginea’s Equation Solving and
Analyss Tool

Accompanying this book is a CD-ROM containing the computer software E-Z Solve,

developed by IntelliPro, Inc and distributed by John Wiley & Sons, Inc. It can be used

for parameter estimation and equation solving, including solution of sets of both non-

linear algebraic equations and differential equations. It is extremely easy to learn and
use. We have found that a single 2-hour tutorial is sufficient to instruct studentsiin its
application. We have also used it in research problems, such as modeling of transient

behavior in kinetics investigations. Other computer software programs may be used,

if appropriate, to solve most of the examples and problems in the text that are solved

with the aid of E-Z Solve (indicated in the text by a computer icon shown in the mar-
gin above). The successful use of the text is not restricted to the use of E-Z Solve for
software  support, dthough we encourage its use because of its capabilities for nonlin-
ear parameter estimation and solution of coupled differential and algebraic equations.

Appendix D provides examples illustrating the use of the software for these types of

problems, aong with the required syntax.

Web Ste

A web site at www.wiley.com/college/missen iS available for ongoing support of this
book. It includes resources to assist students and instructors with the subject matter,
such as sample files, demonstrations, and a description of the E-Z Solve software ap-
pearing on the CD-ROM that accompanies this book.
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Chapter 1

1.1 NATURE AND

1.2 NATURE AND

| ntroduction

In this introductory chapter, we first consider what chemical kinetics and chemicad re-
action engineering (CRE) are about, and how they are interrelated. We then introduce
some important aspects of kinetics and CRE, including the involvement of chemica sto-
ichiometry, thermodynamics and equilibrium, and various other rate processes. Since
the rate of reaction is of primary importance, we must pay attention to how it is defined,
measured, and represented, and to the parameters that affect it. We aso introduce some
of the main considerations in reactor design, and parameters affecting reactor perfor-
mance. These considerations lead to a plan of treatment for the following chapters.

Of the two themes in this book, kinetics and CRE, the latter is the main objective,
and we consider kinetics primarily as it contributes to, and is a pat of, CRE.

SCOPE OF CHEMICAL KINETICS

Chemical kinetics is concerned with the rates of chemical reactions, that is, with the
quantitative description of how fast chemical reactions occur, and the factors affecting
these rates. The chemist uses kinetics as a tool to understand fundamental aspects of
reaction pathways, a subject that continues to evolve with ongoing research. The ap-
plied chemist uses this understanding to devise new and/or better ways of achieving
desired chemical reactions. This may involve improving the yield of desired products
or developing a better catalyst. The chemical engineer uses kinetics for reactor design
in chemica reaction or process engineering.

A legitimate objective of chemical kineticsis to enable us to predict beforehand the
rate a which given chemical substances react, and to control the rate in some desirable
fashion; aternatively, it isto enable us to “tailor” chemical reactions so as to produce
substances with desirable chemical characteristics in a controllable manner, including
choice of an appropriate catalyst. Quantum mechanical calculations theoretically pro-
vide the tools for such predictions. Even with today's powerful computers, however, we
are far from being in a postion to do this in genera, and we must study experimentally
each reacting system of interest in order to obtain a quantitative kinetics description of
it.

SCOPE OF CHEMICAL REACTION ENGINEERING

Chemical reaction engineering (CRE) is concerned with the rational design and/or
analysis of performance of chemical reactors. What is a chemical reactor, and what
does its rationd design involve? A chemica reactor is a device in which change in com-

1



2 Chapter 1: Introduction

position of matter occurs by chemical reaction. The chemical reaction is normally the
most important change, and the device is designed to accomplish that change. A reactor
is usualy the “heart” of an overal chemical or biochemica process. Most industria
chemica processes are operated for the purpose of producing chemicad products such
as ammonia and petrochemicals. Reactors are also involved in energy production, as
in engines (internal-combustion, jet, rocket, etc.) and in certain electrochemical cells
(lead-acid, fuel). In animate objects (e.g., the human body), both are involved. The
rational design of this last is rather beyond our capabilities but, otherwise, in general,
design includes determining the type, size, configuration, cost, and operating conditions
of the device

A legitimate objective of CRE is to enable us to predict, in the sense of rational
design, the performance of a reactor created in response to specified requirements and
in accordance with a certain body of information. Although great strides have been
taken in the past few decades toward fulfilling this objective, in many cases the best
guide is to base it, to some extent, on the performance of “the last one built.

1.3 KINETICS AND CHEMICAL REACTION ENGINEERING

In chemical kinetics, the chemical reactor used to carry out the reaction is a tool for
determining something about the reacting system: rate of reaction, and dependence
of rate on various factors, such as concentration of species i (¢;) and temperature (T).
In chemical reaction engineering (CRE), the information obtained from kinetics is a
means to determine something about the reactor: size, flow and thermal configuration,
product distribution, etc. Kinetics, however, does not provide all the information re-
quired for this purpose, and other rate processes are involved in this most difficult of
al chemica engineering design problems: fluid mechanics and mixing, heat transfer,
and diffuson and mass transfer. These are dl constrained by mass (stoichiometric) and
energy baances, and by chemica equilibrium in cetan cases.

We may consider three levels of system size to compare further the nature of kinetics
and of CRE. In order of increasing scde, thee levels are as follows:

(1) Microscopic or molecular-a collection of reacting molecules sufficiently large to
constitute a point in space, characterized, at any given instant, by a single value
for each of ¢;, T, pressure (P), and density (p); for afluid, the term “element of
fluid” is used to describe the collection;

(2) Local macroscopic-for example, one solid paticle reacting with a fluid, in which
there may be gradients of ¢,, T, etc. within the particle; and

(3) Global macroscopic-for example, a collection or bed of solid particles reacting
with a fluid, in which, in addition to local gradients within each particle, there
may be global gradients throughout a containing vessel, from particle to particle
and from point to point within the fluid.

These levels are illustrated in Figure 1.1. Levels (1) and (2) are domains of kinetics
in the sense that attention is focused on reaction (rate, mechanism, etc.), perhaps in
conjunction with other rate processes, subject to stoichiometric and equilibrium con-
straints. At the other extreme, level (3) is the domain of CRE, because, in generdl, it is
at this level that sufficient information about overall behavior is required to make deci-
sons about reactors for, say, commercia production. Notwithstanding these comments,
it is possible under certain ideal conditions at level (3) to make the required decisions
based on information available only at level (1), or at levels (1) and (2) combined. The
concepts relating to these ideal conditions are introduced in Chapter 2, and are used in
subsequent chapters dealing with CRE.
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1.4 ASPECTS OF KINETICS

1.4.1 Rate of Reaction-Definition

We define the rate of reaction verbally for a species involved in a reacting system either
as a reactant or as a product. The system may be singlephase or multiphase, may have
fixed dendty or variable densty as reaction proceeds, and may have uniform or varying
properties (eg., p, ca, T, P) with respect to position a any given time. The extensive rate
of reaction with respect to a species A, Ry, isthe observed rate of formation of A:

_ moles A formed mol

unit tme 9 s (L41)

The intensive rate of reaction, r,,is the rate referred to a specified normaizing quantity
(NQ), or rate bass, such as volume of reacting system or mass of catalyst:

_ moles A formed . mol
A= (unit time)(unit NQ)’ & (s)(m3)

(14-2)

The rate, R, or 75, as defined is negative if A is consumed, and is poditive if A is
produced. One may also define a species-independent rate of reaction for asingle re-
action or step in a mechanism, but this requires further consideration of stoichiometry
(Section  1.4.4).

The rate r, is independent of the size of the reacting sysem and of the physica cir-
cumstances of the system, whereas R, is not. Thus, r, may be considered to be the



4 Chapter 1: Introduction

“point” or “intrinsic” rate at the molecular level and is the more useful quantity. The
two rates are related as follows, with volume V a NQ:

For a uniform system, as in a well-stirred tank,
RA = rAV (143)
For a nonuniform system,

Ry = rydV (1.4-4)
v

The operational interpretation of r,, as opposed to this verbal definition, does de-
pend on the circumstances of the reaction.! This is considered further in Chapter 2 as a
consequence of the application of the conservation of mass to particular situations. Fur-
thermore, r, depends on severd parameters, and these are considered in Section 1.4.2.
The rate with respect to any other species involved in the reacting system may be re-
lated to r, directly through reaction stoichiometry for a simple, single-phase system,
or it may require additional kinetics information. for a complex system. This aspect is
consdered in Section 14.4, following a preliminﬁ_ry discussion of the measurement of
rate of reaction in Section 1.4.3.

142 Paramees Affecting Rate of Reaction: The Rate Law

Rate of reaction depends on a number of parameters, the most important of which are
usualy

(1) The nature of the species involved in the reaction;
(2) Concentrations of species;

(3) Temperature,

(4) Catalytic activity;

(5) Nature of contact of reactants, and

(6) Wave-length of incident radiation.

These are considered briefly in tumn.

(1) Many examples of types of very fast reactions involve ions in solution, such as the
neutraization of a strong acid by a srong base, and explosions. In the former case, the
rate of change may be dictated by the rate at which the reactants can be brought into
intimate contact. At the other extreme, very slow reactions may involve heterogeneous
reactions, such as the oxidation of carbon at room temperature. The reaction between
hydrogen and oxygen to form water can be used to illudrate both extremes. Subjected
to a spark, a mixture of hydrogen and oxygen can produce an explosion, but in the
absence of this, or of a catayst such as finely divided platinum, the reaction is extremely

‘Attempts to define operationally the rate of reaction in terms of certain derivatives with respect to time (¢)

are generally unnecessarily redtrictive, since they relate primarily to closed dtatic systems, and some relate to
reacting systems for which the stoichiometry must be explicitly known in the form of one chemica equation
in exh cae. For example, a IUPAC Commission (Mills, 1988) recommends that a species-independent rate
of reaction be defined by r = (1/v;V)(dn/dr), where v; and n; are, respectively, the soichiometric coefficient

in the chemica equation corresponding to the reaction, and the number of moles of species i in volume V.
However, for a flow system a steady-state, this definition is inappropriate, and a corresponding expression

requires a particular application of the mass-halance eguation (see Chapter 2). Similar points of view about rate
have heen expressed by Dixon (1970) and by Cassano (1980).
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dow. In such a case, it may be wrongly supposed that the system is at equilibrium, since
there may be no detectable change even after a very long time.

(2) Rate of reaction usually depends on concentration of reactants (and sometimes
of products), and usualy increases as concentration of reactants increases. Thus, many
combustion reactions occur faster in pure oxygen than in ar a the same tota pressure.

(3) Rate of reaction depends on temperature and usually increases nearly exponen-
tially as temperature increases. An important exception is the oxidation of nitric oxide,
which is involved in the manufacture of nitric acid; in this case, the rate decreases as T
increases.

(4) Many reactions proceed much faster in the presence of a substance which is itself
not a product of the reaction. This is the phenomenon of catalysis, and many life pro-
cesses and industrial processes depend on it. Thus, the oxidation of SO, to SO; is greatly
accelerated in the presence of V,05 as a catalyst, and the commercial manufacture of
sulfuric acid depends on this fact.

(5) The nature or intimacy of contact of reactants can greatly affect the rate of re-
action. Thus, finely divided coa burns much faster than lump coal. The titration of an
acid with a base occurs much faster if the acid and base are dirred together than if the
base is smply dlowed to “dribble’ into the acid solution. For a heterogeneous, cataytic
reaction, the effect may show up in a more subtle way as the dependence of rate on the
sze of caays particle used.

(6) Some reactions occur much faster if the reacting system is exposed to incident
radiation of an appropriate frequency. Thus, a mixture of hydrogen and chlorine can be
kept in the dark, and the reaction to form hydrogen chloride is very slow; however, if
the mixture is exposed to ordinary light, reaction occurs with explosive rapidity. Such
reactions are generally called photochemical reactions.

The way in which the rate of reaction depends on these parameters is expressed math-
ematically in the form of a rate law; that is, for species A in a given reaction, the rate
law takes the general form

ra = ra(conc., temp,, cat. activity, efc.) (1.4-5)

The form of the rate lav must be established by experiment, and the complete expres-
son may be very complex and, in many cases, very difficult, if not impossible, to formu-
late explicitly.

143 Measurement of Rate of Reaction-Preliminary

The rate of chemical reaction must be measured and cannot be predicted from prop-
erties of chemical species. A thorough discussion of experimental methods cannot be
given a this point, since it requires knowledge of types of chemica reactors that can be
used, and the ways in which rate of reaction can be represented. However, it is useful to
consider the problem of experimental determination even in a preliminary way, since
it provides a better understanding of the methods of chemica kinetics from the outset.

We require a means to follow the progress of reaction, most commonly with respect
to changing composition at fixed values of other parameters, such as T and catalytic
activity. The method may involve intermittent removal of a sample for analysis or con-
tinuous monitoring of an appropriate variable measuring the extent of reaction, without
removal of a sample. The rate itsedf may or may not be measured directly, depending on
the type of reactor used. This may be a nonflow reactor, or a continuous-flow reactor,
or one combining both of these characteristics.
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1.4.4 Kingics and

A common laboratory device is a batch reactor, a nonflow type of reactor. As such, it
is a closed vessd, and may be rigid (i.e, of constant volume) as wel. Sampletaking or
continuous monitoring may be used; an alternative to the former is to divide the react-
ing system into several portions (aliquots), and then to analyze the aiquots at different
times. Regardiess of which of these sampling methods is used, the rate is determined in-
directly from the property measured as a function of time. In Chapter 3, various ways of
converting these direct measurements of a property into measures of rate are discussed
in connection with the development of the rate law.

To illustrate a method that can be used for continuous monitoring of the composition of
a reacting system, consider a gasphase reaction caried out in a congdant-volume baich
reactor & a given temperature. If there is a change in moles of gas as reaction takes place,
the measured totd pressure of the system changes continuoudy with elapsed time. For
example, suppose the reaction is A — B + C, where A, B, and C are dl gasss. In such a
case, the rate of reaction, ry, is related to the rate of decrease in the partiad pressure of A,
Pa. Which is a measure of the concentration of A. However, it is the total pressure (P) that
is measured, and it is then necessary to relate P to p,. This requires use of an appropriate
equation of state. For example, if the reacting system caabe assumed to be a mixture of
ideal gases, and if only A is present initidly a pressure p,,, pa = 2p4, — P a any instant.
Thus, the reaction can be followed noninvasively by monitoring P with respect to time (t).
However, r, must be obtained indirectly as a function of P (i.e, of p,) by determining, in
effect, the slope of the P (or p,)~t relation, or by using an integrated form resulting from
this (Chapter 3).

Other properties may be used in place of pressure for various kinds of systems: for
example, color, electricd conductivity, IR gpectroscopy, and NMR.

Other methods involve the use of continuousflow reactors, and in certain cases, the
rate is measured directly rather than indirectly. One advantage of a flow method is
that a steady-state can usually be established, and this is an advantage for relatively
fast reactions, and for continuous monitoring of properties. A disadvantage is that it
may require relatively large quantities of materials. Furthermore, the flow rate must be
accurately measured, and the flow pattern properly characterized.

One such laboratory flow reactor for a gasphase reaction catalyzed by a solid (par-
ticles indicated) is shown schematically in Figure 1.2. In this device, the flowing gas
mixture (inlet and outlet indicated) is well mixed by internal recirculation by the rotat-
ing impeller, so that, everywhere the gas contacting the exterior catalyst surface is at the
same composition and temperature. In this way, a“point” rate of reaction is obtained.

Experimental methods for the measurement of reaction rate are discussed further in
Chapter 3, and are implicitly introduced in many problems a the ends of other chapters.
By these means, we emphasize that chemica kinetics is an experimental science, and
we attempt to develop the ability to devise appropriate methods for particular cases.

Chemical Reaction Stoichiometry

All chemical change is subject to the law of conservation of mass, including the con-
servation of the chemical elements making up the species involved, which is called
chemical stoichiometry (from Greek relating to measurement (-metry) of an element
(stoichion)). For each element in a closed reacting system, there is a conservation equa-
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Figure 12 Laboratory flow reactor for solid-catalyzed gas-
phase reaction (schematic adapted from Mahoney, 1974)

tion stating that the amount of that element is fixed, no matter how combined or re-
combined, and regardless of rate of reaction or whether equilibrium is attained.

Alternatively, the conservation of atomic species is commonly expressed in the form
of chemica equations, corresponding to chemical reactions. We refer to the stoichio-
metric constraints expressed this way as chemical reaction stoichiometry. A smple
system is represented by one chemical equation, and a complex system by a set of
chemical eguations. Determining the number and a proper set of chemical equations
for a specified list of species (reactants and products) is the role of chemical reaction
stoichiometry.

The oxidation of sulfur dioxide to sulfur trioxide in the manufacture of sulfuric acid is
an example of a smple system. It involves 3 species (SO, O, and SO, with 2 elements
(S and 0). The stoichiometry of the reaction can be represented by one, and only one,
chemical equation (apart from a multiplicative factor):

2 s0, + 0, =2 s0, (A)
or
~250,-0,+250; = 0 (B)

Equation (A) or (B) stems from the fact that the two element balances involve three quan-
tities related to amounts of the species. These balances may be written as follows:

For S:

|
o

lAn302 + OAnO2 + IAnsos = (C)

For O:

|
o

2An302 + 2An02 + 3Anso3 = (D)
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where Ango, = the change in moles of SO, by reection, and similarly for Ang, and Ango,.
The coefficients in equations (C) and (D) form a matrix A in which each column represents
a species and each row an element;

_[r 01
A= (2 2 3) )
The entries in A are the subscripts to the elements in the molecular formulas of the sub-

stances (in an arbitrary order). Each column is a vector of the subscripts for a substance,
and A is cdled a formula matrix.

In this case, A can be transformed by elementary row operations (multiply the second
row by 1/2 and subtract the first row from the result) to the unit-matrix or reduced row-

echelon form:
«_ (1 0 1
A" = (0 1 1/2) (F)

The form in (F) provides a solution for Angg, and Ang, in equations (C) and (D) in terms
of Angg,. This is

Ango, = —Ango,; and Ang, = —(1/2)Angg, ()
which may be written &s

Anso Ano Anso3
/ -2 1

(G)

The numbers — 1, = 1/2, and 1 in (G') are in proportion to the stoichiometric coefficients
in equation (B), which provides the same interpretation as in (G) or (G'). The last column
in (F) gives the vaues of the soichiometric coefficients of SO, and O, (on the left side)
in a chemica equation involving one mole of SO5 (on the right side):

+180, + 21(3 = 1S0, (H)

or, in conventional form, on elimination of the fraction:
280, + 0, = 2580, (H')

0, and O, ae sad to be component species, and SO, is a noncomponent species. The
number of components C is the rank of the matrix A (in this case, 2):

rank (A) = C (L1.4-6)

Usualy, but not aways, C is the same as the number of eements, M. In this sense, C is
the smalest number of chemicad “building blocks’ (ultimately the elements) required to
form a sysem of specified species.

More generdly, a smple sysem is represented by

_ﬁ = (14-7)
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where N is the number of reacting species in the system, », is the stoichiometric coeffi-
cient for species i [negative (-) for a species written on the left side of = and positive
(+) for a species written on the right sidg], and A, is the molecular formula for species
i . For a smple system, if we know the rate of reaction for one species, then we know the
rate for any other species from the chemical eguation, which gives the ratios in which
species are reacted and formed; furthermore, it is sometimes convenient to define a
species-independent rate of reaction r for a simple system or single step in a mecha-
nism (Chapter 6). Thus, in Example 1-2, incorporating both of these considerations, we
have

where the signs correspond to consumption (-) and formation (+); 7 is positive.
More generally, for a simple system, the rates r and r; are related by

r=rilv; i=12...,N (1.4-8)

We emphasize that equation 1.4-7 represents only reaction stoichiometry, and has no
necessary implications for reaction mechanism or reaction equilibrium.2 In many cases
of smple systems, the equation can be written by inspection, if the reacting species and
their molecular formulas are known.

A complex reacting system is defined as one that requires more than one chemical
equation to express the stoichiometric constraints contained in element balances. In
such a case, the number of species usually exceeds the number of elements by more
than 1. Although in some cases a proper set of chemical equations can be written by
inspeeﬁ/cm, it is useful to have a universal, systematic method of generating a set for a
system of any complexity, including a simple system. Such a method also ensures the
correct number of equations (R), determines the number (C) and a permissible set
of components, and, for convenience for a very large number of species (to avoid the
tedium of hand manipulation), can be programmed for use by a computer.

A procedure for writing or generating chemical equations has been described by
Smith and Missen (1979; 1991, Chapter 2; see also Missen and Smith, 1989). It isan
extension of the procedure used in Example 1-2, and requires alist of al the species

2We Use various symbols to denote different interpretations of chemica statements as follows (with SO, oxi-
dation as an example):

280, + O, = 280, @
& above, is a chemicad equation expressing only conservation of elements S and O;

280, + O, - 250, @

(dlso expresses conservation and) indicates chemical reacion occurring in the one direction shown a some
finite rate;

250, + 0, =280, 3)

(also expresses conservation and) indicates chemical reaction iS to be considered to occur simultaneoudly in
both directions shown, each a some finite rate

280, + 0,=280; @

(also expresses conservation and) indicates the system is a chemical equilibrium; this implies that (net rate)
r=r=20.
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SCLUTI ON

involved, their molecular formulas, and a method of solving the linear algebraic equa-
tions for the atom baances, which is achieved by reduction of the A matrix to A*. We
illustrate the procedure in the following two examples, as implemented by the com-
puter agebra software Mathematica® (Smith and Missen, 1997).* (The systems in these
examples are small enough that the matrix reduction can aternatively be done read-
ily by hand manipulation.) As shown in these examples, and aso in Example 1-2, the
maximum number of linearly independent chemical equations required is’®

R = N-rank(A) = N-C (1.4-9)

A proper set of chemical equations for a system is made up of Rlinearly independent
equations.

The dehydrogenation of ethane (C,Hg) is used to produce ethylene (C,H,), dong with H,,
but other species, such as methane (CH,) and acetylene (C;H,), may dso be present in
the product stream. Using Mathematica, determine C and a permissible set of components,
and construct a set of chemical equations to represent a reacting system involving these
five species.

The system is formally represented by a list of species, followed by a list of elements, both
in arbitrary order:

{(C2H6, H2, C2H4, CH4, C2H2)r (C) H)}

The procedure is in foor man des

(1) The ery for eech spedies (in the order liged) of the formula vector formed by the
aubsipts to the dements (in the order liged):

C2H6 = {2,6}
H2 = {0,2)
C2H4 = {2,4)
CH4 = {1,4}
C2H2 = {2,2}

3Mathematica is a regisered trademark of Wolfram Research, Inc.

4Any software that includes matrix reduction can be used similaly. For example, with Maple (Waterloo Maple,
Inc.), the first three steps in Example 1-3 are initiated by (1) with (lindg): ; (2) transpose (array ([list of species
asin (D), (3 rref 7). In many cases, the matrix reduction can be done conveniently by hand manipulation.
Chemical reaction stoichiometry is described more fully on a Web site located at http://www.chemical-
stoichiometry.net. The site includes a tutorial and a Java applet to implement the matrix reduction method used
in the examples here.
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(2) The congtruction of the formula matrix A by the statement:
MatrixForm[Transpose[A = {C2H6, H2, C2H4, CH4, C2H2}]]

which is followed by the response

2

0 2 !
2 4 4 2

2
6
(3) The reduction of A to the unit-matrix form A* by the statement:
RowReduce[ %]

which is followed by the response

10 1172 |
o1 -1 12 -2

(4) Obtaining the chemica equation(s):
C=rank (A) =2
(the number of I's in the unit submatrix on the left). The columns in the unit sub-
matrix represent the components, C,Hg and H, (in that order) in this case. Each of
the remaining three columns gives the values of the stoichiometric coefficients of
the components (on the left side) in a chemica equation involving 1 mole of each

of the noncomponents (on the right side) in the order in the list above. Thus, the
maximum number of linearly independent chemica equations is

R=N-C=5-2=3
The st of three equations is
+1C2H6 - 1H2 = 1C2H4

1 L
+§C2H6 + §H2 = lCH4

+1C2H6 - 2H2 = 1C2H2

This is referred to as a canonical form of the set, since each equation involves exclusively
1 mole of one noncomponent, together with the components as required. However, we
conventionally write the equations without minus signs and fractions as:

CH, = H, + CH, @)
C,H, + H, = 2CH, ®)
C2H6 = 2H2 + C2H2 (C)

This set is not unique and does not necessarily imply anything about the way in which
reaction occurs. Thus, from a stoichiometric point of view, (A), (B), and (C) are properly
cdled equations and not reactions. The nonuniqueness is illustrated by the fact that any
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SOLUTION

one of these three linearly independent equations can be replaced by a combination of
equations (A), (B), and (C). For example, (A) could be replaced by 2(B) = (A):

2H, + C,H, = 2CH,, (D)

so that the set could consist of(B), (C), and (D). However, this latter set is not a canonica
st if C,Hg and H, are components, since two noncomponents appear in (D).

There is a disadvantage in usng Mathematica in this way. This stems from the arbi-
trary ordering of species and of elements, that is, of the columns and rows in A. Since
columns are not interchanged to obtain A* in the commands used, the unit submatrix
does not necessarily occur as the firs C columns as in Example 1-3. The column inter-
change can readily be done by inspection, but the species designation remains with the
column. The following example illustrates this. (Alternatively, the columns may be left
as generated, and A* interpreted accordingly.)

Usng Mathematica, obtain a set of chemica equations in canonical and in conventiona
form for the system

{(co, H,O, H, CHy CO), (H, C, O)}

which could refer to the steam-reforming of natural gas, primarily to produce H,.

Following the first two steps in the procedure in Example 1-3, we obtain

H 2 & @ G
0 2 2 4 0

A=\2 o 6§ 0 |

Here the numbers at the tops of the columns correspond to the species in the order given,
and the rows are in the order of the elements given. After row reduction, Mathematica
provides the following:

O @ G & 6

0O 0 1 4 1
1 0 O ! 1
A* = 0 1 0 -2 -1

This matrix can be rearranged by column interchange so that it is in the usua form for A*;
the order of species changes accordingly. The resulting matrix is

@ O @ 6

0 0 4 1
T
A= \§ 0 1 -2 -1
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From this matrix, C = rank(A*) = rank(A) = 3; the three components are H,, CO,, and
H,O in order. The two noncomponents are CH4 and CO. Also, R= N = C=5=3= 2
Therefore, a proper set of equations, indicated by the entries in the last two columns, is.

+4H2 + 1CO2 - 2H20 = 1CH4
+1H, + 1CO, - 1H,0 = 1CO

in canonica form, or, in conventional canonica form,

4H, + CO, = 2H,0 + CH,
H, + CO, = H,0 + CO

In generd, corresponding to equation 1.4-7 for a sSmple system, we may write a set
of chemica equations for a complex sysem as

N
V”Al = 0; ] = 1, 2, faay R (1-4‘10)
=1

H

where v;; is the stoichiometric coefficient of species i in equation j , with a sign conven-
tion as given for equation 1.4-7.

These considerations of stoichiometry raise the question: Why do we write chemica
equations in kinetics if they don’t necessarily represent reactions, as noted in Exam-

ple 1-3? There are three points to consider:

(1) A proper st of chemicd equations provides an aid in chemical “book-keeping’
to determine composition as reaction proceeds. This is the role of chemical stoi-
chiometry. On the one hand, it prescribes elementd baances that must be obeyed
as congtraints on reaction; on the other hand, in prescribing these condraints, it
reduces the amount of other information required (e.g., from kinetics) to deter-
mine the composition.

(2) For agiven system, one particular set of chemical equations may in fact corre-
spond to a set of chemical reactions or steps in a kinetics scheme that does repre-
sent overadl reaction (as opposed to a kinetics mechanism that represents details
of reaction as a reaction path). The important consequence is that the maximum

/ number of steps in a kinetics scheme is the same as the number (R) of chemi-

cal equations (the number of steps in a kinetics mechanism is usually greater),
and hence doichiometry tells us the maximum number of independent rate laws
that we must obtain experimentaly (one for each step in the scheme) to describe
completely the macroscopic behavior of the system.

(3) The canonical form of equation 1.4-10, or its corresponding conventiona form,
is convenient for relating rates of reaction of substances in a complex system,
corresponding to equation 1.4-8 for a simple system. This convenience aises be-
cause the rate of reaction of each nhoncomponent is independent. Then the net
rate of reaction of each component can be related to a combination of the rates
for the noncomponents.

For the system in Example 1-3, relate the rates of reaction of each of the two components,
rcyng and ry, , to the rates of reaction of the noncomponents.
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SOLUTION

From equation (A) in Example 1-3,

reH, (A) _ Tom,

-1 1
Smilaly from (B) and (C),
7C,H _ Tfend
-1 2
and
0 CHe - ol
-1 1

Since rC2H6 = rC2H6(A) + rCZHﬁ(B) + rC2H6(C)a

1
(_rczﬂe) = TeH, + 276H4 + Te,H,

Similarly,

!
Ty = TCH, = 5TcH, + 2TCH,

If we measure or know any 3 of the 5 rates, then the other 2 can be obtained from these 2
equations, which come entirdly from stoichiometry.

For a system involving N species, R equations, and C components, the results of Ex-
anple 1-5 may be expressed more generdly as

n= > —Lrg i=12...,Cj=12...,R (14-11)

corresponding to  equation 1.4'8. Equations 14-11 tell us that we require a maximum of
R =N = C (from equation 1.4-9) independent rate laws, from experiment (eg., one for
each noncomponent). These together with element-balance equations enable complete
determination of the time-course of events for the N species. Note that the rate of
reaction r defined in equation 1.4-8 refers only to an individua reaction in a kinetics
scheme involving, for example, equations (A), (B), and (C) as reactions in Example 1-3
(that is, to r(a), r(s), and r(c)),and not to an “overall” reaction.

145 Kinetics and ThermodynamicgEquilibrium

Kinetics and thermodynamics address different kinds of questions about a reacting sys
tem. The methods of thermodynamics, together with certain experimental information,
ae used to answer questions such as (1) what is the maximum possble conversion of
a reactant, and the resulting equilibrium composition of the reacting system at given
conditions of T and P, and (2) at given T and P, how “far” is a particular reacting
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system from equilibrium, in terms of the “digtance’ or affinity measured by the Gibbs-
energy driving force (AG)? Another type of question, which cannot be answered by
thermodynamic methods, is: If a given reacting system is not at equilibrium, at what
rate, with respect to time, is it approaching equilibrium? This is the domain of kinetics.

These questions point up the main differences between chemica kinetics and chem-
icd thermodynamics, as follows.

(1) Timeisavariable in kinetics but not in thermodynamics; rates dealt with in the
latter are with respect to temperature, pressure, etc., but not with respect to time
equilibrium is a time-independent state.

(2) We may be able to infer information about the mechanism of chemical change
from kinetics but not from thermodynamics; the rate of chemical changeis de-
pendent on the path of reaction, as exemplified by the existence of catalysis;
thermodynamics, on the other hand, is not concerned with the path of chemi-
cd change, but only with “state” and change of state of a system.

(3) The AG of reaction is a measure of the afinity or tendency for reaction to occur,
but it tells us nothing about how fast reaction occurs, a very large, negative AG,
as for the reaction C + O, — CO,, at ambient conditions, although favorable
for high equilibrium conversion, does not mean that the reaction is necessarily
fast, and in fact this reaction is very slow; we need not be concerned about the
disappearance of diamonds at ambient conditions.

(4) Chemica kinetics is concerned with the rate of reaction and factors affecting the
rate, and chemicad thermodynamics is concerned with the postion of equilibrium
and factors affecting  equilibrium.

Nevertheless, equilibrium can be an important aspect of kinetics, because it imposes
limits on the extent of chemica change, and consderable use is made of thermodynam-
ics a we proceed.

146 Kingtics and Transport Processes

At the molecular or microscopic level (Figure 1.1), chemical change involves only chem-
ical reaction. At the local and global macroscopic levels, other processes may be in-
volved in change of composition. These are diffusion and mass transfer of species as
aresult of differencesin chemical potential between points or regions, either within a
phase or between phases. The term “chemical engineering kinetics' includes dl of these
processes, as may be required for the purpose of describing the overdl rate of reaction.
Y et another process that may lead to change in composition at the global level is the
mixing of fluid elements as a consequence of irregularities of flow (nonidea flow) or
forced  convection.

Stll other rate processes occur that are not necessarily associated with change in com-
position: heat transfer and fluid flow. Consideration of heat transfer introduces contri-
butions to the energy of a system that are not associated with materia flow, and helps
to determine T. Consideration of fluid flow for our purpose is mainly confined to the
need to take frictional pressure drop into account in reactor performance.

Further details for quantitative descriptions of these processes are introduced as re-
quired.

1.5 ASPECTS OF CHEMICAL REACTION ENGINEERING

151 Reactor Dedgn and Analyss of Performance

Reactor design embodies many different facets and disciplines, the details of some of
which are outside our scope. In this book, we focus on process design as opposed to
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mechanical design of equipment (see Chapter 11 for eaboration of these terms). Other
aspects are implicit, but are not treated explicitly: instrumentation and process control,

economic, and socioeconomic (environmental and safe-operation). Reactor designisa
term we may apply to a new installation or modification; otherwise, we may speak of

the anaysis of peformance of an existing reactor.

152 Parameters Affecting Reactor Performance

The term “reactor performance” usualy refers to the operating results achieved by a re
actor, particularly with respect to fraction of reactant converted or product distribution
for a given size and configuration; alternatively, it may refer to size and configuration
for a given conversion or didribution. In any case, it depends on two main types of be
havior: (1) rates of processes involved, including reaction and heat and mass transfer,
sometimes influenced by equilibrium limitations; and (2) motion and relative-motion
of elements of fluid (both single-phase and multiphase situations) and solid particles
(where involved), whether in a flow system or not.

At this stage, type (1) is more apparent than type (2), and we provide some prelimi-
nary discussion of (2) here. Flow characteristics include relative times taken by elements
of fluid to pass through the reactor (residencetime distribution), and mixing character-
igtics for edements of fluid of different ages. point(s) in the reactor a which mixing takes
place, and the level of segregation at which it takes place (as a molecular dispersion or
on a macroscopic scale). Lack of sufficient information on one or both of these types is
amagjor impediment to a completely rationa reactor design.

1.5.3 Balance Equations

One of the most useful tools for design and analysis of performance is the baance equa
tion. This type of equation is used to account for a conserved quantity, such as mass or
energy, a changes occur in a specified system; eement balances and stoichiometry, as
discussed in Section 1.4.4, conditute one form of mass baance.

The balance is made with respect to a “control volume” which may be of finite (V)
or of differentid (dV) size, as illustrated in Figure 1.3(a) and (b). The control volume is
bounded by a “control surface” In Figure 1.3, m, F, and g are mass (kg), molar (mol),
and volumetric (m®) rates of flow, respectively, across specified parts of the control sur-
faceS and Q is the rate of heat transfer to or from the control volume. In (@), the control
volume could be the contents of a tank, and in (b), it could be a thin dice of a cylindrica

tube.
0 50
or ’;’in or ';’out 'hin ’;‘out
or Fin or Fout Fin av > Fout
din Qout qin Gout
(a) (b}

Figure 1.3 Control volumes of finite(V) size (a) and of differential (dV) size (b) with
materid inlet and outlet streams and heat trandfer (Q, 8Q)

The “dot” in i is used to distinguish flow rate of mass from static mass, s, It is not required for F and g, Since
these symbols are not used for corresponding dtatic quantities. However, it is aso used for rate of heat transfer,
Q, to digtinguish it from another quantity.
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The balance equation, whether for mass or energy (the two most common uses for
our purpose), is of the form:

. rate o
rate of input rate of output f
accumulation of
of mass (or of mass (or
- = | mass (or energy) (1.5-1)
energy) to energy) from g
within control
control volume control volume
volume

Equation 151 used as a mass badance is normaly applied to a chemica species. For
a simple system (Section 1.4.4), only one equation is required, and it is a matter of
convenience which substance is chosen. For a complex system, the maximum number
of independent mass balance equations is equa to R, the number of chemica equations
or noncomponent species. Here dso it is largely a matter of convenience which species
are chosen. Whether the system is simple or complex, there is usualy only one energy
balance.

The input and output terms of equation 1.5-1 may each have more than one contri-
bution. The input of a species may be by convective (bulk) flow, by diffuson of some
kind across the entry point(s), and by formation by chemical reaction(s) within the con-
trol volume. The output of a species may include consumption by reaction(s) within the
control volume. There are aso corresponding terms in the energy balance (eg. gener-
ation or consumption of enthalpy by reaction), and in addition there is heat transfer
(@), which does not involve material flow. The accumulation term on the right side of
equation 1.5-1 is the net result of the inputs and outputs; for steady-state operation, it
is zero, and for unsteady-state operation, it is nonzero.

The control volume depicted in Figure 1.3 is for one fixed in postion (i.e, fixed ob-
servation point) and of fixed size but allowing for variable mass within it; thisis often
referred to as the Eulerian point of view. The aternative is the Lagrangian point of
view, which focuses on a specified mass of fluid moving a the average velocity of the
system; the volume of this mass may change.

In further considering the implications and uses of these two points of view, we may
find it useful to distinguish between the control volume as a region of space and the
system of interest within that control volume. In doing this, we consider two ways of
describing a system. The first way is with respect to flow of materid:

(F1) Continuous-flow system: There is at least one input stream and one output stream
of materid; the mass inside the control volume may vary.

(F2)  semicontinuous-flow or semibatch system: There is at least one input stream or
one output stream of material; the mass inside the control volume does vary for
the latter.

(F3) Nonflow or static system: There are no input or output streams of materia; the
mass indde the control volume does not vary.

A second way of describing a system is with respect to both material and energy
flows

(S1) An open sysem can exchange both materid and energy with its surroundings.
(82) A closed sysem can exchange energy but not materiad with its surroundings.
(S3) An isolated system can exchange neither materid nor energy with its surroundings.

In addition,
($4) An adigbatic sysem is one for which ¢ = 0.

These two ways of classfication are not mutualy exclusve: S1 may be associated with
F1 or F2; 2 with F1 or F3; S3 only with F3; and $4 with F1 or F2 or F3.
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154 An Example of an Indudrial Reactor

One of the most important industrial chemica processes is the manufacture of sulfuric
acid. A major step in this process is the oxidation of SO, with ar or oxygen-enriched ar
in the reversible, exothermic reaction corresponding to equation (A) in Example 1-2:

so, + %02 2 S0,

This is caried out in a continuousflow reactor (“SO, converter”) in severa stages, each
stage containing a bed of particles of catayst (promoted V,Oq).

Figure 1.4 shows a schematic diagram of a Chemetics SO, converter. The reactor
is constructed of stainless steel and consists of two vertical concentric cylinders. The
inner cylinder contains a heat exchanger. The outer cylinder contains four stationary
beds of catalyst, indicated by the rectangular shaded areas and numbered 1, 2, 3, and
4. The direction of flow of gas through the reactor is indicated by the arows; the flow
is downward through each bed, beginning with bed 1. Between the beds, which are
separated by the inverted-dish-shaped surfaces, the gas flows from the reactor to heat
exchangers for adjustment of T and energy recovery. Between beds 3 and 4, there is

Hot Bypass

L]

From cold reheat exchanger

. Gas ex cold heat exchanger
From inter-reheat exchanger ' L '

To cold heat
exchanger
and final tower

To cold reheat
exchanger
and inter tower

Inter-reheat
exchanger

J -

Figure 14 Schemdtic diagran of a four-dage Chemetics SO, converter (cour-
tesy Kvaemer-Chemetics Inc.)
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also flow through an “inter tower” for partia absorption of SO, (to form acid). The
gas from bed 4 flows to a “find tower” for complete absorption of SO;. During passage
of reacting gas through the beds, the reaction occurs adiabatically, and hence T rises.
The operating temperature range for the catalyst is about 400°C to 600°C. The catdyst
particles contain a few percent of the active ingredients, and are either cylindrical or
ringlike in shape, with dimensions of a few mm. From economic and environmental
(low SO,-emission) considerations, the fractiond converson of SO, should be as high
& possble and can be greater than 99%.
Some important process design and operating questions for this reactor are:

(1) Why is the catayst aranged in four shdlow beds rather than in one deeper bed?

(2) What determines the amount of catalyst required in each bed (for a given plant
capacity)? How is the amount calculated?

(3) What determines the depth and diameter of each bed? How are they calculated?

(4) What determines the temperature of the gas entering and leaving each stage?

The answers to these questions are contained in part in the reversible, exothermic
nature of the reaction, in the adiabatic mode of operation, and in the characteristics of
the catayst. We explore these issues further in Chapters 5 and 21.

1.6 DIMENSIONS AND UNITS

For the most pat, in this book we use S| dimensions and units (S stands for le systéme
international d’unités). A dimension is a name given to a measurable quantity (e.g.,
length), and a unit is a standard measure of a dimension (e.g., meter (for length)). SI
specifies certain quantities as primary dimensions, together with their units. A primary
dimension is one of a set, the members of which, in an absolute system, cannot be related
to each other by definitions or laws. All other dimensions are secondary, and each can
be related to the primary dimensions by a dimensiona formula. The choice of primary
dimensions is, to a certain extent, arbitrary, but their minimum number, determined
as a matter of experience, is not. The number of primary dimensions chosen may be
increased above the minimum number, but for each one added, a dimensiona constant
is required to relate two (or more) of them.

The SI primary dimensons and their units are given in Table 1.1, together with ther
dimensond formulas, denoted by square brackets, and symbols of the units. The num-
ber of primary dimensons (7) is one more than required for an absolute system, since

Table 1.1 Sl primary dimensions and their units

Dimension Dimensional Smd
(quantity) formula Unit of unit
length [ meler m
mass M] kilogram kg
amount of substance My,] mde mal
time t] second 8
temperature [T] kdvin K
electric current 1] ampere A
luminous  intensity (not used here) candda cd
dimensiona  constant smid
molar mass MIM,] 7! kg mol ! M¢

4 The value is specific to a species.
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Table 1.2 Important S secondary dimensions and their units

Dimension Dimensiond Symbol
(quantity) formula Unit of unit
aea [L]? square meter m?
volume LP cubic meter m’
force [M][L][t] 2 newton N
pressure [M][L]'[t] pascal Pa( =N m2)
energy [M][LI[t] 2 Joule J=Nm)
molar heat capacity [MI[LI2{t] 2 [Mp} 2 [T) ! (no name) Jmol 1K!

there are two (mass and amount of substance) that relate to the same quantity. Thus,
adimensional constant is required, and this is the molar mass, denoted by M, which is
specific to the species in quedtion.

Table 1.2 gives some important Sl secondary dimensions and their units, together
with their dimensional formulas and symbols of the units. The dimensional formulas
may be confirmed from definitions or laws.

Table 1.3 gives some commonly used non-SI units for certain quantities, together
with conversion factors relating them to Sl units. We use these in some examples and
problems, except for the calorie unit of energy. This last, however, is frequently en-
countered.

Stll other units encountered in the literature and workplace come from various other
systems (absolute and otherwise). These include “metric” systems (c.g.s. and MKS),
some of whose units overlap with Sl units, and those (FPS) based on English units.
The Fahrenheit and Rankine temperature scales correspond to the Celsius and Kelvin,
respectively. We do not use these other units, but some conversion factors are given in
Appendix A. Regardless of the units specified initialy, our approach is to convert the
input to S units where necessary, to do the caculations in Sl units, and to convert the
output to whatever units are desired.

In associating numerical values in specified units with symbols for physical quan-
tities, we use the method of notation called “quantity calculus’ (Guggenheim, 1967,
p. 1). Thus, we may write V. = 4 X 1072 m3, or v/im3 =4 X 1072, or 10? V/m? = 4.
This is useful in headings for columns of tables or labeling axes of graphs unambigu-
oudy. For example, if a column entry or graph reading is the number 6.7, and the col-
umn heading or axis label is 10°r5/mol L~1s~1, the interpretation isrg = 6.7 X 107°
mol L1571,

Table 1.3 Commonly used non-SI units

Symbol of Relation to
Quantity Unit unit S unit
volume liter L 1% cm? = 1 dm®
=107 m?
pressure bar bar 10° Pa = 100 kPa
= 107" MPa

energy caorie cd 4.1840 J
temperature Oegree  Celsius °C TIK=TFC + 27315
time minute min 60s

hour h 3600s
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1.7 PLAN OF TREATMENT IN FOLLOWING CHAPTERS

1.7.1 Organization of Topics

This book is divided into two main parts, one part dealing with reactions and chemical
kinetics (Chapters 2 to 10), and the other dealing with reactors and chemical reaction
engineering (Chapters 2 and 11 to 24). Each chapter is provided with problems for
further study, and answers to selected problems are given a the end of the book.

Although the focus in the first part is on kinetics, certain ideal reactor models are
introduced early, in Chapter 2, to illustrate establishing balance equations and inter-
pretations of rate (r;), and as a prelude to describing experimental methods used in
measuring rate of reaction, the subject of Chapter 3. The development of rate laws for
single-phase simple systems from experimental data is considered in Chapter 4, with
respect to both concentration and temperature effects. The development of rate laws
is extended to single-phase complex systems in Chapter 5, with emphasis on reaction
networks in the form of kinetics schemes, involving opposing, paralel, and series re-
actions. Chapters 6 and 7 provide a fundamental basis for rate-law development and
understanding for both simple and complex systems. Chapter 8 is devoted to cataly-
sis of various types, and includes the kinetics of reaction in porous catalyst particles.
A treatment of noncatalytic multiphase kinetics is given in Chapter 9; here, models for
gessolid (reactant) and gasliquid systems are described. Chapter 10 deds with enzyme
kingtics in hiochemica reactions.

The second part of the book, on chemical reaction engineering (CRE), also begins
in Chapter 2 with the first introduction of ideal reactor models, and then continues in
Chapter 11 with further discussion of the nature of CRE and additiona examples of var-
ious types of reactors, their modes of operation, and types of flow (ideal and nonided).
Chapter 12 develops design aspects of batch reactors, including optima and semibatch
operation. In Chapter 13, we return to the topic of ideal flow, and introduce the char-
acterization of flow by agedigribution functions, including residencetime distribution
(RTD) functions, developing the exact results for several types of idea flow. Chap-
ters 14 to 16 develop the performance (design) equations for three types of reactors
based on ideal flow. In Chapter 17, performance characteristics of batch reactors and
ided-flow reactors are compared;, various configurations and combinations of flow reac-
tors are explored. In Chapter 18, the peformance of ideal reactor models is developed
for complex kinetics systems in which the very important matter of product distribution
needs to be taken into account. Chapter 19 deals with the characterization of nonideal
flow by RTD measurements and the use of flow models, quite apart from reactor con-
siderations; an introduction to mixing behavior is aso given. In Chapter 20, nonideal
flow models are used to assess the effects of nonideal flow on reactor performance for
single-phase systems. Chapters 21 to 24 provide an introduction to reactors for multi-
phase systems. fixed-bed catalytic reactors (Chapter 21); reactors for gassolid (noncat-
adytic) reactions (Chapter 22); fluidized-bed reactors (Chapter 23); and bubble-column
and dirredtank reactors for gasliquid reactions (Chapter 24).

172 Us of Computer Software for Problen Solving

The solution of problems in chemical reactor design and kinetics often requires the use
of computer software. In chemical kinetics, a typical objective is to determine kinet-
ics rate parameters from a set of experimental data. In such a case, software capable
of parameter estimation by regresson anadysis is extremely useful. In chemical reactor
design, or in the analysis of reactor performance, solution of sets of algebraic or dif-
ferential equations may be required. In some cases, these eguations can be solved an-



22 Chapter 1: Introduction

ayticaly. However, as more redidic feaures of chemica reactor design are explored,
analytical solutions are often not possible, and the investigator must rely on software
packages capable of numerically solving the equations involved. Within this book, we
present both andytical and numerical techniques for solving problems in reactor design
and kinetics. The software used with this book is E-Z Solve. The icon shown in the
margin here is used similarly throughout the book to indicate where the software is
mentioned, or is employed in the solution of examples, or can be employed to advantage
in the solution of end-of-chapter problems. The software has several features essential
to solving problems in kinetics and reactor design. Thus, one can obtain

(1) Linear and nonlinear regressions of data for estimation of rate parameters;

(2) Solution of systems of nonlinear algebraic equations; and

(3) Numerical integration of systems of ordinary differential equations, including
“giff)’  equations.

The E-Z Solve software also has a “sweep” feature that allows the user to perform
sensitivity analyses and examine a variety of design outcomes for a specified range of
parameter values. Consequently, it is also a powerful design and optimization tool.

Many of the examples throughout the book are solved with the E-Z Solve software.
In such cases, the computer file containing the program code and solution is cited. These
file names are of the form exa-b.msp, where “ex” designates an example problem, “a’
the chapter number, and “b” the example number within that chapter. These computer
files are included with the software package, and can be readily viewed by anyone who
has obtained the E-Z Solve software accompanying this text. Furthermore, these exam-
ple files can be manipulated so that end-of-chapter problems can be solved using the
software.

1.8 PROBLEMS FOR CHAPTER 1

I-I For the ammonia-synthesis reaction, N, + 3H, — 2NH;, if the rate of reaction with respect to
N, is (—rx,), what is the rate with respect to (8) H and (b) NH; in terms of (—rw;,)?

1-2 The rae law for the reation C,HyBry + 3KI — C,H,; + 2KBr + KI5 in an inert solvent, which
can bewritten as A + 3B — products, has been found to be (—ra) = kacacp, with the rate
constant k = 1.34L mol~Th~! at 74.9°C (Dillon, 1932).

(@ For the rae of disappearance of Kl, (—rg), what is the vaue of the rate condtant kg?

(b) At what rate is KI being used up when the concentrations are ¢4 = 0.022 and ¢ =
0.22 mol L~17

(c) Do thee vaues depend on the nature of the reactor in which the reection is caried out?
(They were obtained by means of a condant-volume batch reactor.)

1-3 (a) In Example 14, of the 5 rate quantities r; (one for each species), how many are independent

(i.e, would need to be determined by experiment)?

(b) Choose a st of thee to exdude rm,, and relde ru, to them.

14 For exch of the following sysdems, determine C (number of components) a permissble st
of components, R (maximum number of independent chemicd equations), and a proper st of
chemicd equations to represent the stoichiometry. In each case the system is represented by a
lig of secies followed by a lig of dements.

(8) {(NH4CIO4, Cly, N,O, NOCI, HCL, H,0, N, 05, C10,), (N, H, Cl, O)} relating to explosion
o NH4ClO, (cf. Segraves and Wickersham, 1991, equation (10)).

() {(C(gr), CO(g), COx(g), Zn(Q), Zn(£), ZnO(s)), (C, 0, Zn)} relating to the production of
zinc metd (Denbigh, 1981, pp 191-193). (Zn(g) and Zn(f) ae two different species of the
same substance  Zn)

(c) {(Cly, NO, NO,, HCI, N,0, H,0, HNO;, NH,C10,, HC10,02H,0), (Cl, N, 0, H)} relating
to the production of perchloric acid (Jensen, 1987).
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(d) {(H*, OH-, NO+, TI*, H,0, NO;, N;04, HNO;, TINO,), (H, 0, N, Tl, p)} relating to the
complexation of T1* by NO; in aqueous solution (Cobranchi and Eyring, 1991). (Charge
p is trested a an eement)

() {(CyH4, C3H,, C4H;, CsH,g, CsHya), (C, H)} relating to the oligomerization of CyHy.

(B {(Cl0;, H;0*, Cly, H,0, CI0;3, CI0,), (H, Cl, 0, p)} (Porter, 1985).

The hydrolyss of a disaccharide, CipHy0401(A)+H,0 — 2CgH 1,06, tekes place in a constant-

volume 20-L contaner. Resllts of the andyss of the concentration of disaccharide as a function

of time ae

ts 0 5 10 15 20 30 40 50
ca/molL™! 102 0819 0670 0549 0449 0301 0202 0.135

(a) What is the reationship between the rate of disgopearance of disaccharide (A) and the rate
of gopearance of monosaocharide  (CgHyp0g)?

(b) For exh time intervd, cdculae the rae of disgopearance of disacchaide (A), in terms of
both the total or extensve rate, (—Ry), and the volumetric or intensive rate, (—ry).

(c) Plot the rates cdculated in (b) as functions of c,. What conclusons can you draw from this
plot?

In a cadytic flow rector, CO and Hy ae conveted to CH;OH.

(@ If 1000 kg h~! of CO is fed to the reactor, containing 1200 kg of catalyst, and 14% of CO
rects, what is the rate of methanol production per gram of caays?

(o) If the cadys hes 55 m? g~' suface aea cdculde the rae per m? of catays.

(c) If exch m? of cadyst has 10'° cadytic stes caculde the number of molecules of methanol
produced per cadytic Ste per second. This is cdled the tunover frequency, a messure of
the adivity of a cadyst (Chapter 8).

17 The dectrode (or hdf-cdl) reactions in a Hy-O, fud cdl ae

Hy(g) » 2H"(aq) + 2e (anode)
0(g) + 4H"(aq) + 4e - 2H,0(¢) (cathode)

If a batery of cdls generates 220 kW a 11 V, and has 10 m? of Pt dectrode surface
(@ What is the rate of consumption of H,, in mol m=2 s~19

(b) What is the rate of consumption of O,?

(N4, = 6.022 x 10?3 mol™!; electronic charge is 1.6022 x 10~ C)

1-8 At 7 am, the ozone (O3) content in the amosphere over a magor city is 0.002 ppmv (parts per

1-9

million by volume). By noon, the measurement is 0.13 ppmv and a hedth det is issued. The
reeson for the severity is that the region acts as a bach reactorthe ar is trapped horizontaly
(by mountaing) and verticdlly (by a temperature inverson a 1000 m). Asume the aea of the
region is 10000 km? and is home to 10 million people Caculate the following:

(8 The average intensve rae, 7o,, during this period, in mol m™ s7!;
(b) The average extensve rate, Ro,, during this period; and

(©) Fo, in mol person” b1,

(d) If the reaction is30; — 205 (A), calculate (—7o,) and Fyy.

The destruction of 2-chlorophenol (CP, M = 1285 g mol~!), a toxic organochlorine compound,
by radidtive tresment was investigated by Evans e d. (1995). The following data were mea
sured as a function of time in a 50 ¢cm® closad cdl:

t/h 0 6 12 18 24
ccp/mg L7 0340 0294 0257 0228 0204

(@ What is (—rcp) in mol L-! s~! during the firg time interval?
(b) What is(—rcp) inmol L~!s~! during the last time interval ?
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(c) What is (—Rcp), the average totd rate of chlorophenol destruction over the whole interval?
(@ Wha would (—Rcp) be for a 10*m? holding pond under the same conditions?
(e) If the concentration must be reduced to 006 mg L~ to meet environmentd standards, how
long would it teke to treat a 0.34 mg L~! solution?
(i) 2 days (i) less than 2 days, (i) more than 2 days. State any assumptions made.



Chapter 2

Kinetics and |deal
Reactor Models

In this chapter, we desxcribe several idea types of reactors based on two modes of op-
eration (batch and continuous), and ideal flow patterns (backmix and tubular) for the
continuous mode. From a kinetics point of view, these reactor types illustrate different
ways in which rate of reaction can be measured experimentally and interpreted opera-
tionally. From a reactor point of view, the treatment also serves to introduce important
concepts and terminology of CRE (developed further in Chapters 12 to 18). Such ided
resctor models serve as points of departure or first approximations for actua reactors.
For illustration a this stage, we use only simple systems.

Ideal flow, unlike nonideal flow, can be described exactly mathematically (Chapter
13). Backmix flow (BMF) and tubular flow (TF) are the two extremes representing
mixing. In backmix flow, there is complete mixing; it is most closdly approached by flow
through a vessdl equipped with an efficient dtirrer. In tubular flow, there is no mixing in
the direction of flow; it is most closely approached by flow through an open tube. We
condider two types of tubular flow and reactors based on them: plug flow (PF) charac-
terized by aflat velocity profile at relatively high Reynolds number (Re), and laminar
flow (LF) characterized by a parabolic velocity profile at relatively low Re.

In this chapter, we thus focus on four types of idea reactors:

(1) Batch reactor (BR), based on complete mixing;

(2) Continuous-flow dtirred tank reactor (CSTR), based on backmix flow;
(3) Plug-flow reactor (PFR), based on plug flow; and

(4) Laminar-flow reactor (LFR), based on laminar flow.

We describe each of these in more detail in turn, with particular emphasis on the
materia-balance equation in each of the first three cases, since this provides an in-
terpretation of rate of reaction; for the last case, LFR, we consider only the general
features a this stage. Before doing this, we first consider various ways in which time is
represented.

21 TIME QUANTITIES

Time is an important variable in kinetics, and its measurement, whether direct or indi-
rect, is a primary consideration. Several time quantities can be defined.

(1) Residence time (t) of an element of fluid is the time spent by the element of fluid
in a vessd. In some situations, it is the same for al eements of fluid, and in others

25



26 Chapter 2: Kinetics and Ideal Reactor Models

there is a spread or distribution of residence times. Residence-time distribution
(RTD) is described in Chapter 13 for ideal-flow patterns, and its experimental
measurement and use for nonideal flow are discussed in Chapter 19.

(2) Mean residence time () is the average residence time of all elements of fluid in
a vess.

(3) Spacetime () is usually applied only to flow situations, and is the time required
to process one reactor volume of inlet material (feed) measured at inlet condi-
tions. That is, r is the time required for a volume of feed equal to the volume
of the vessel (V) to flow through the vessel. The volume V is the volume of the
vesd accessible to the fluid. 7 can be used as a scding quantity for reactor per-
formance, but the reaction conditions must be the same, point-by-point, in the
seding.

(4) Space velocity (S$,) is the reciprocal of space time, and as such is a frequency
(time-1): the number of reactor volumes of feed, measured at inlet conditions,
processed per unit time.

2.2 BATCH REACTOR (BR)

221 Gengral Features

A batch reactor (BR) is sometimes used for investigation of the kinetics of a chem-
ical reaction in the laboratory, and also for larger-scale (commercial) operations in
which a number of different products are made by different reactions on an intermittent
basis.

A bach reactor, shown schematicaly in Figure 2.1, has the following characterigtics.

(1) Each batch is a closed system.

(2) The totd mass of each batch is fixed.

(3) The volume or density of each baich may vary (as reaction proceeds).

(4) The energy of each batch may vary (as reaction proceeds); for example, a heat
exchanger may be provided to control temperature, as indicated in Figure 2.1

(5) The reaction (residence) time ¢ for al elements of fluid is the same.

(6) The operation of the reactor is inherently unsteady-state; for example, batch
composition changes with respect to time.

(7) Point (6) notwithstanding, it is assumed that, at any time, the batch is uniform
(eg., in composition, temperature, etc.), because of efficient dirring.

As an elaboration of point (3), if a batch reactor is used for a liquid-phase reaction, as
indicated in Figure 2.1, we may usudly assume that the volume per unit mass of materia
is constant (i.e, constant density), but if it is used for a gas-phase reaction, this may not
be the case.

fd B Liquid surface
Stirrer

Liquid contents
(volume = V)

Vessel (tank)

el

Heat exchanger

(- needed) Figure 21 Batch reactor (schematic, liquid-phase reaction)
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222 Materia Balance Interpretation of r;

Consider a reaction represented by A + . . . — products taking place in a batch reactor,
and focus on reactant A. The general balance equation, 1.51, may then be written as a
material balance for A with reference to a specified control volume (in Figure 2.1, this
is the volume of the liquid).

For a batch reactor, the only possible input and output terms are by reaction, since
there is no flow in or out. For the reactant A in this case, there is output but not input.
Equation 1.5-1 then reduces to

rate offormation of A by reaction = rate of accumulation of A
or,inmol s71, say!,
(—rA)V = —dnA/dt, (2.2'1)

where V is the volume of the reacting system (not necessarily constant), and n, isthe
number of moles of A at time ¢. Hence the interpretation of r, for a batch reactor in
terms of amount n, is

(—ra) = —(UV)(dn,/dr) (2.2-2)

Equation 2.2-2 may appear in various forms, if n, is related to other quantities (by
normalization), as follows:

(1) If A is the limiting reactant, it may be convenient to normalize n, in terms of f;,
the fractional conversion of A, defined by

| fa = (np, = np)ms,  (BR) (2.2-3)

where ny,is the initid amount of A; f, may vary between 0 and 1. Then equation
222 becomes

l (=7a) = (na,/V)dfa/dt) (22-4)

(2) Whether A is the limiting reactant or not, it may be convenient to normalize by
means of the extent of reaction, ¢, defined for any species involved in the reac-
tion by

| 4 = dnfvg i=12...,N (2.2-5)

‘Note that the rate of formation of A is r,, as defined in section 1.4; for a reactant, this is a negative quantity. The

rate of disappearance of A is (—ra), a positive quantity. It is this quantity that is used subsequently in balance
equations and rate laws for a reactant. For a product, the rate of formation, a postive quantity, is used. The
symhol r, may be used genericaly in the text to stand for “rate of reaction of A" where the sign is irrelevant

and correspondingly for any other substance, whether reactant or product.
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Then equation 2.2-2 becomes, for j = A,

(=ra) = —(valV)(dE/dr) (2.2-6)

(3) Normalization may be by means of the system volume V . This converts n, into
avolumetric molar concentration (molarity) of A, c,, defined by

| cp = mplV @27) |

If we replace n, in equetion 22-2 by ¢,V ad dlow V to vay, then we have

dey _cadV

(=ra) = & Vv (2.2-8)

Since (-r,) is now related to two quantities, ¢, and V, we require additional
information connecting c, (or ny) and V. This is provided by an equation of
state of the general form

V= V(ns, T, P) (22-9)

(3@ A wpedd cae of equeion 22-8 reslts if the reedting sysem hes condat vol-
ume (e, is of condatt dendty). Then dV/dr = O, ad

(--A) = —dc,/dt (constant density) (2.2-10)

Thus, for a constant-density reaction in aBR, r, may be interpreted as the slope of
the c,~t redion. This is illudraed in Fgure 22, which dso shows that 7, itsdf depends
on ¢t , uadly deyessing in megnitude as the reecion proceeds with increesing ¢ .

ra1 = slope at cAl‘ [1

CA Al

(7Y, 3] R R /’AZ = slope at cpp, Iy

Figure 2.2 Interpretation of r, for an isothermd,
constant-density batch system
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For a reaction represented by A — products, in which the rate, ( —r4), is proportiona to cj,,
with a proportionality constant k5, show that the time (t) required to achieve a specified
fractional conversion of A (fa) is independent of the initial concentration of reactant c,,,.
Assume reaction occurs in a congant-volume batch reactor.

The rate law is of the form
(=ra) = kpcp

If we combine this with the materia-balance equation 2.2-10 for a constant-density reac-
tion,

—dCA/dt = kpcyp
From this, on integration between c,, att = 0and ¢, at ¢,
= (I/kA) ln(CAO/CA): (l/kA) 11'1[1/(1 - fA)]
from equation 2.2-3. Thus, the time ¢ required to achieve any specified vaue of f, under

these circumstances is independent of c,,. This is a characteristic of a reaction with this
form of rate law, but is not a genera result for other forms.

23 CONTINUOUS STIRRED-TANK REACTOR (CSTR)

2.3.1 General Features

A continuous stirred-tank reactor (CSTR) is normally used for liquid-phase reactions,
both in a laboratory and on a large scale. It may aso be used, however, for the labora-
tory investigation of gasphase reactions, particulally when solid catalysts are involved,
in which case the operation is batchwise for the catdyst (see Figure 1.2). Stirred tanks
may aso be used in a series arrangement (eg., for the continuous copolymerization of
styrene and butadiene to make synthetic rubber).

A CSTR, shown schemaicaly in Figure 2.3(a) as a single vessdl and (b) as two vessds
in series, has the following characteristics:

(1) The flow through the vessel(s), both input and output streams, is continuous but
not necessarily at a constant rate.

(2) The system mass indde each vessdl is not necessarily fixed.

) The fluid inside each vessd is perfectly mixed (backmix flow, BMF), and hence

its properties are uniform a any time, because of efficient dirring.

(4) The density of the flowing system is not necessarily constant; that is, the densty
of the output stream may differ from that of the input stream.

(5) The system may operate at steady-state or a unsteady-state.

(6) A heat exchanger may be provided in each vessel to control temperature (not
shown in Figure 2.3, but comparable to the dtuation shown in Figure 2.1).

There are several important consequences of the model described in the six points
above, as shown partly in the property profiles in Figure 2.3:
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Z NN
t | L

<A A \

Distance coordinate — Distance coordinate —

(a) single CSTR (b) 2 CSTRs in series
Figure 23 Property profile (e.g., ca for A + .. — products) in a CSTR

[1] Since the fluid inside the vessel is uniformly mixed (and hence elements of fluid
are uniformly distributed), al fluid elements have equa probability of leaving
the vessel in the output stream at any time.

[2] As a consequence of [1], the output stream has the same properties as the fluid
insde the vess.

[3] As a consequence of [2], there is a step-change across the inlet in any property
of the system that changes from inlet to outlet; thisisillustrated in Figure 2.3(a)
and (b) for c,.

[4] There is a continuous distribution (spread) of residence times (t) of fluid ele-
ments; the spread can be appreciated intuitively by considering two extremes:
(i) fluid moving directly from inlet to outlet (short t), and (ii) fluid being caught
up in arecycling motion by the stirring action (long ¢); this distribution can be
expressed exactly mathematically (Chapter 13).

{51 The mean residence time, 7, of fluid insde the vessdl for deady-dtate flow is

f=Vlg (CSTR) (2.3-1)

where g is the steady-state flow rate (eg, m? s™') of fluid leaving the reactor; this
is a consequence of [2] above.
[6] The space time, 7 for steady-state flow is

T = Vig, (2.3-2)

where g, is the steady-state flow rate of feed at inlet conditions; note that for
constant-density  flow, ¢, = g, and 7 = f. Equation 2.3-2 applies whether or not
density is constant, since the definition of ¢ takes no account of this.

[7] In steady-state operation, each stage of a CSTR isin a stationary state (uniform
ca, T, c), which is independent of time.
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It is important to understand the distinction between the implications of points [3]
and [5]. Point [3] implies that there is instantaneous mixing at the point of entry be-
tween the input stream and the contents of the vessel; that is, the input stream instanta-
neoudy blends with what is dready in the vessal. This does not mean that any reaction
taking place in the fluid inside the vessel occurs instantaneously. The time required for
the change in composition from input to output stream is 7, point [5], which may be
smdl or large.

Balance Interpretation of r;

Condider again a reaction represented by A + . . . — products taking place in a single-
stage CSTR (Figure 2.3(a)). The genera balance equation, 1.5-1, written for A with a
control volume defined by the volume of fluid in the reactor, becomes

rate of input rate of output rate of formation
of A by - of A by + of A by reaction

Sflow flow within conirol volume
rate of accumulation
= of A within (1.51a)
control  volume
or, on a molar basis,
FAD — FA + rAV = dnA/dt (23'3)

(for unsteady-state operation)

(for steady-state operation)

where F, , and F, are the molar flow rates, mol s~1, say, of A entering and leaving the
vessd, respectively, and V is the volume occupied by the fluid insde the vesse. Since a
CSTR is normaly only operated a deady-state for kinetics investigations, we focus on
equation 2.3-4 in this chapter.

Asin the case of a batch reactor, the balance equation 2.3-3 or 2.3-4 may appear in
various forms with other measures of flow and amounts. For a flow system, the fractiond
conversion of A (fa), extent of reaction (£), and molarity of A (c,) ae defined in terms
of F, rather than n,:

fa = (Fa, = Fp)lFp, (235)

£ = AF,/vy = (Fy = Fp,)lv,  Flow system (2.3-6)

(237)
CA = FA/q

(cf. equations 22-3, -5, and -7, respectively).
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SOLUTION

From equations 2.3-4 to -7, r, may be interpreted in various ways as?

(=ra) = (Fap = Fp)IV = —AFAIV = —AF,/qf (2.3-9)
= FaofalV (2.3-9)
= =,V (2.3-10)
= (caodo = caA®)/V (2.3-11)

where subscript ¢ in each case refers to inlet (feed) conditions. These forms are all
applicable whether the density of the fluid is constant or varies, but apply only to steady-
state operation.

If density is constant, which is usually assumed for a liquid-phase reaction (but is
usually not the case for a gas-phase reaction), equation 2.3-11 takes a simpler form,
since ¢, = ¢. Then

(=ra) = (cao = ca)/(Vig)
= = Ac,/f (constant density) (2.3-12)

from eguation 231 If we compare eguation 22-10 for a BR and equation 2312 for a
CSIR, we note a gmilaity and an important difference in the intapretation of r,. Both
involve the ratio of a concentration change and time, but for a BR thisis a derivative,

ad for a CSIR it is a fintedfference retio. Futhemore, in a BR, r, danges with « &
reection procseds (Figure 2.2), but for deedy-ddte operation of a CSTR, ry is condat
for the stationary-state conditions (c,, 7, €tc.) prevailing in the vessel.

For a liquid-phese reection of the type A + . . . — products, an experimental CSTR of
vdume 15 L is usd to mesare the rde of rection & a given tampeaaure If the Seedy-
date fesd rate is 0015 L s}, the feed concentration (c,,) iS08 md L1, ad A is 15%
converted on flow through the reector, whet is the vdue of (— r,)?

The reectar is of the type illusrated in FHgure 2.3(a). Fom the maeid bdance for this
studion in the fom of equation 23-9, together with eguetion 23-7, we dbtan

(=ra) = Fa, falV = canofalV = 0.8(0.015)0.15/1.5 = 1.2 X 10 *mol L™ 157!

ZFor comparison with the “definition” of the species-independent rate, 1, in footnote 1 of Chapter 1 (which
corresponds to equation 2.2-2 for a BR),

HCSTR) = rdv; = (Un)AF/V) = (Uv,q)AF/) (2.3-8a)
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24 PLUG-FLOW REACTOR (PFR)

2.4.1 General Features

A plugflow reactor (PFR) may be used for both liquid-phase and gas-phase reactions,
and for both laboratory-scale investigations of kinetics and large-scle production. The
reactor itself may consist of an empty tube or vessel, or it may contain packing or a
fixed bed of particles (eg., catayst particles). The former is illusrated in Figure 24, in
which concentration profiles are aso shown with respect to postion in the vessd.

A PFR is similar to a CSTR in being a flow reactor, but is different in its mixing
characteristics. It is different from a BR in being a flow reactor, but is similar in the pro-
gressve change of properties, with position replacing time. These features are explored
further in this section, but first we elaborate the characterisics of a PFR, as follows.

(1) The flow through the vessel, both input and output streams, is continuous, but
not necessarily at constant rate; the flow in the vessa is PF.

(2) The sysem mass insde the vessedl is not necessarily fixed.

(3) There is no axiad mixing of fluid indde the vessd (i.e, in the direction of flow).

(4) There is complete radial mixing of fluid inside the vessdl (i.e, in the plane per-
pendicular to the direction of flow); thus, the properties of the fluid, including its
velocity, are uniform in this plane.

(5) The density of the flowing system may vary in the direction of flow.

(6) The system may operate at steady-state or at unsteady-state.

(7) There may be heat transfer through the walls of the vessel between the system
and the surroundings.

Some consequences of the model described in the seven points above ae as follows

[1] Each element of fluid has the same residence time ¢ as any other; that is, there is

no spread int.
FAo FA FA+dFA
- 4, g —» dVi—» g+dg —_—
Cho cp cp + dcp
CA
Length

Figure 24 Property profile (eg., ¢ for A+. .. =
products) in a PFR (at steady-state)
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[2] Properties may change continuously in the direction of flow, as illustrated for c,
in Figure 24.

[3] In the axia direction, each portion of fluid, no matter how large, acts as a closed
system in motion, not exchanging material with the portion ahead of it or behind
it.

[4] The volume of an element of fluid does not necessarily remain constant through
the vessel; it may change because of changesin T, P and n,, the total number of
moles.

242 Materia Balance Interpretation of

Consider a reaction represented by A + ... — products taking place in a PFR. Since
conditions may change continuously in the direction of flow, we choose a differential
element of volume, dV, as a control volume, as shown a the top of Figure 2.4. Then the
material balance for A around dV is, from equation 1.5-1a (preceding equation 2.3-3):
Fp — (Fp + dFy) + radV = dn,/dt (2.4-1)
(for unsteady-state operation)

FA—(FA+dFA)+rAdV:0 (24'2)
(for steady-state operation)
From equation 2.4-2 for steady-state operation, together with the definitions pro-

vided by equations 2.3-5 to -7, the interpretations of r, interms of Fy, fa, ¢, and ca,
coreponding to equtions 238 to -11, are?

(—ry) = —dF,/dV = —dF,/qdt (2.4-3)
= Fa,d fy/dV (2.4-4)
= —p,dédV (2.4-5)
= —d(cpg)ydVv (2.4-6)

These forms are all applicable whether or not the density of the fluid is constant
(through the vesHd).

If density is constant, equation 2.4-6 takes the form of equation 2.2-10 for constant
dengty in a BR. Then, snce g is condant,

—dc,/(dVig) (2.4-7)
—dc,/dt (constant density) (2.2-10)

(=74)

where ¢t is the time required for fluid to flow from the vessel inlet to the point at which
the concentration is ¢, (i.e., the residence time to that point). As aready implied in
equations 247 ad 22-10, this time is given by

3For comparison with the “definition” of the species-independent rate, r, in footnote 1 of Chapter 1, we have
the similar result:

r(PFR) = r/v, = (/v)(dF/dV) = (1/viq)(dFiids) (2.4-33)
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t= Vl/g, (constant density) (2.4-8)

whether V represents the totd volume of the vessel, in which case t is the residence time
of fluid in the vessdl (= ffor a CSTR in equation 2.3-1), or pat of the volume from the
inlet (v = 0). Equation 2.2-10 is the same for both a BR and a PFR for constant density
with this interpretation oft for a PFR.

Cdculate (a) the residence time, ¢, and (b) the space time, 7, and (c) explain any difference
between the two, for the gas-phase production of C,H, from C,Hg in a cylindricd PFR of
constant diameter, based on the following data and assumptions:

(1) The feed is pure C,Hg (A) a 1 kg s, 1000 K and 2 bar.

(2) The reaction rate is proportional to c, at any point, with a proportionality constant
of k, = 0.254 s~! a 1000 K (Froment and Bischoff, 1990, p. 351); that is, the rate
law is (=7a) = kyca.

(3) The reactor operates isothermally and at constant pressure.

(4) fa =0.20 at the outlet.

(5) Only C,H, and H, are formed as products.

(6) The flowing system behaves as an ided-gas mixture.

(@ In Figure 24, the gas flowing a a volumetric rate q at any point generates the control
volume dV in time dt. That is.

dV = qdt or dt = dV/g
The total residence time, ¢, is obtained by integrating from inlet to outlet. For this, it is

necessary to relate V and g to one quantity such as f,, which is zero at the inlet and 0.2 a
the outlet. Thus,

= J avig (24-9)
=JFA0de/q(— rs) from eguation 24-4
= Fo,dfalqkaca from rate law given
= (FAO/kA)I df/Fy from equation 2.3-7
= (FAo/kA)Ide/FAO(l fa) from equation 23-5

0.2

= (1/kA)Jo dfa/(1 = f)
= (1/0.254)[— In(0.8)] = 0.89 s
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(b) From the definition of space time given in Section 2.1, as in equation 2.3-2,
T= Vg, (2.3-2)

This is the same result as for residence time f in condant-density flow, equation 2.4-8.
However, in this case, density is not constant through the PFR, and the result for T is
different from that for ¢+ obtained in (3.

Using equation 2.4-4 in integrated form, V = [ F»,d fo/( —r,), together with the stoi-
chiometry of the reaction, from which the total molar flow rate a any point is

F,

FA +FC2H4 +FH2

FAo(1 - fA) + FAofA + Faofa
= Fao(l + fa)

and the ided-gas equation of state, from which the volumetric flow rate at any point is
o= F,RT/P
where R is the gas constant, and the inlet flow rate is
q, = F,,RTIP = F,,RT/P
we obtain, on subgtitution into equation 2.3-2,

T= U Fpodfal(=7)

0.2
= (1/ky) J (L+ fOdfuL = fy)

0
(1/k,)[—21n(0.8) — 0.2]
0.99s

/(F 5,RT/P)

(¢) 7 > t, because 7, based on inlet conditions, does not take the acceleration of the flowing
gas stream into account. The acceleration, which affects ¢, is due to the continuous increase
in moles on reaction.

25 LAMINAR-FLOW REACTOR (LFR)

A laminar-flow reactor (LFR) is rarely used for kinetic studies, since it involves a
flow pattern that is relatively difficult to attain experimentally. However, the model
based on laminar flow, a type of tubular flow, may be useful in certain situations,
both in the laboratory and on a large scale, in which flow approaches this extreme (at
low Re). Such a situation would involve low fluid flow rate, small tube size, and high
fluid viscosity, either separately or in combination, as, for example, in the extrusion of
high-molecular-weight polymers. Nevertheless, we consider the general features of an
LFR at this stage for comparison with features of the other models introduced above.
We defer more detailed discussion, including applications of the material balance, to
Chapter  16.

The genera characteristics of the simplest model of a continuous LFR, illustrated
schematicdly in Figure 25, ae as follows:

(1) The flow through the vessel is laminar (LF) and continuous, but not necessarily
a constant rate.



2.5 Laminar-Flow Reactor (LFR) 37

[=1
3

—

el

'YYY

' YYYY

Laminar- flow region /
Transition region
Plug-flow region

0 L
Length

Figure 2.5 LFR: velocity and concentration (for A + ... — products) profiles (at
Steady-state)

(2) The system mass indde the vessd is not necessarily fixed.
(3) Thereis no axia mixing of fluid inside the vessal.

(4) Thereis no radial mixing of fluid inside the vessel.

(5) The density of the flowing system is not necessarily constant.
(6) The system may operate a steady-state or at unsteady-state.

(7) There may be heat transfer through the walls of the vessel between the system
and the surroundings.

These seven points correspond to those posed for a PFR in Section 24.1. However,
there are important differences in points (1) and (4) relating to the type of flow and to
mixing in the radia direction in a cylindricd tube. These are illustrated in Figure 2.5 (for
a cylindricd vessdl). In Figure 25, we focus on the laminar-flow region of length L and
radius R ; fluid is shown entering at left by PF and leaving at right by PF, with a transition
region between PF and LF; in other words, regardless of how fluid enters and leaves,
we assume that there is a region in which LF is fully established and maintained, r is the
(variable) radius between the center line (r = 0) and the wall (r = R). For smplicity in
this case, we consider only steady-state behavior, in spite of the more genera situation
alowed in points (1), (2), and (6).

Some consequences of the model described in the seven points above are as follows.

[1] From point (1), the velocity profile is parabolic; that is, the linear (axial) velocity

u depends quadratically on radid postion r , as described by fluid mechanics (see
eg., Kay and Nedderman, 1974, pp. 69-71):

u(r) = u,[1 = (r/R)*] (2.5-1)
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where y is the (maximum) velocity at the center of the vessel, and the mean
velocity i is

i = u,/2 (252)

[2] Points (3) and (4) above imply no molecular diffusion in the axial and radial
directions,  respectively.

[3]1 A cylindrical LFR can be pictured physically as consisting of a large number of
thin cylindrical shells (each of thickness dr) of increasing radius (from center to

wal) moving or dipping past each other with decreasing velocity (from center to
wall); the residence time of a thin cylindrical shell at radius r is

t(r) = L/u(r) (25-3)

and the mean residence time of al fluid in the vessd is

i = Lia (25
= 2(r)[1 = (rIR)]

3
a £

from equations 2.5-1 to -3.

26 SUMMARY OF RESULTS FOR IDEAL REACTOR MODELS

The most important results obtained in this chapter for ideal reactor models, except
the LFR, are summarized in Table 2.1. The relaionships for the items listed in the first

Table 21 Summary of results for ided reactor models®?

ltem BR CSTR PFR
(1) definitions
fa (Ao = na)na, (2.2-3) (Fao = Fa)Fa, (2.3-5)
CA nalV (22-7) Falq (237)
(2) (—=ra) (nao/V) dfa/de (2.2-4) Fa, 1AV (239) | Fao dfa/dV (24-4)
(3) time quantities
T (N/A) Vig, (232
t t=f d t=17
i =na,| dfalV(=ra) Vig (23-1) =[ dVig (24-9)
(4) spedd cae of
constant-density
system
fa (cao = ca)lcao
(=ra) ~dea/ds (22-10) (cao = Ca)golV (23-12) | —dca/dr (22-10)
t t=1f d t=1"1
i = = deal(=ra) Vig,= 1 = Vlg, = r(2.4-8)
(from 2.2-10)

¢ Excluding LFR.

b For reaction A + ... — products with A as limiting reactant.
¢ Equation number in text.

4 There is a distribution of residence time (t); see Chapter 13.
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column are given in the next three columns for a BR, CSTR, and PFR in turn. The
equation number in the text is given in each case. The results for items (1), (2), and (3)
in the first column apply to either variable or constant density. Those under item (4)
apply only to the specid case of a congant-density system.

2.7 STOICHIOMETRIC TABLE

SOLUTION

A useful tool for deding with reaction stoichiometry in chemical kinetics is a “stoichio-
metric table.” This is a spreadsheet device to account for changes in the amounts of
species reacted for a bass amount of a closed system. It is dso a systematic method of
expressing the moles, or molar concentrations, or (in some cases) partial pressures of
reactants and products, for a given reaction (or set of reactions) at any time or position,
in terms of initial concentrations and fractional conversion. Its use is illustrated for a
dmple system in the following example.

For the gas-phase oxidation of ethylene to ethylene oxide, construct a stoichiometric table
in terms of moles on the basis that only the reactants are present initidly, and ethylene is
the limiting reactant.

The stoichiometry of the reaction is represented by the equation

1
CoHy(g) + 50x(8) = CoH,08)

A doichiometric table is constructed as follows:

species | initid state | change | find state
C,H, (A) Nao _lfAnAo nAo(ll_ Ia)
0, (B) nBo —5fana0 NBo — 3JAaMA0
C,H,0 (C) 0 + fanao Sfanao
Total: Ry = Npy + ng, —'%fAnAo By = Ry — %fAnAo

As indicated, it is suggested that the table be constructed in symbolic form first, and nu-
mericd  values subdtituted afterwards. If molar amounts are used, as in the table above,
the results are valid whether the density is constant or not. If density is constant, molar
concentrations, ¢;, may be used in a similar manner. If both density and temperature are
condant, partial pressure, p;, may be used in a smilar manner.

The first column lists all the species involved (including inert species, if present).
The second column lists the basis amount of each substance (in the feed, say); thisis
an arbitrary choice. The third column lists the change in the amount of each species
from the basis or initial state to some fina state in which the fractional conversion is
fa. Each change is in terms of f,, based on the definition in equation 2.2-3, and takes
the stoichiometry into account. The last column lists the amounts in the fina state as the

sum of the second and third columns. The total amount is given at the bottom of each
column.
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2.8 PROBLEMS FOR CHAPTER 2

2-1 The haf-life (t12) of a reactant is the time required for its concentration to decrease to
one-half its initial value. The rate of hydration of ethylene oxide (A) to ethylene glycol
(C;H40 + H,0 — C,Hs0,) indilute agueous solution is proportional to the concentration
of A, with a proportiondity constant k4 =4.11 X 1073 s~! at 20°C for a certain catalyst
(HC104) concentration (constant). Determine the half-life (¢;,), or equivalent space-time
(mip), in s, of the oxide (A) a 20°C, if the reaction is caried out
(@ In a bach reactor,

(bin a CSTR opeating a Seady-sate.

(©) Explan brigfly any difference between the two time quantities in (@ and (b).

2-2 Calculate the mean residence time (f) and space time(r) for reaction in a CSTR for each of
the following cases and explan any difference between (z) and 7
(a)Homogeneous liquid-phase reaction, volume of CSTR (V) = 100 L, feed flow rate(q,) =

10L min';

(b)Homogeneous gas-phase reaction, V = 100 L, g, =200 L min™" at 300 K (T, ); stoichiom-
etry: A(g) = B(g) + C(g); reactor outlet temperature (T) = 350 K; reactor inlet and outlet
presures  essentialy the same and reldivly low; converson of A, 40%.

2-3 For the experimentd invedtigation of a homogeneous ges-phase reaction occurting in a CSIR,
explan briefly, but quentitatively, under what circumstances #/7 > 1. Condder separatdly each
factor affecting this ratio. Asume deady-date operation, ided-gas behavior, and equd inlet
and outlet flow aress

2-4 For a homogeneous gasphase reaction occurring in a plug-flow reactor, explan briefly under
what crcumdances /7 < 1. Condder exch factor dfecting this ratio separady. Give an exam
ple (chemicd reaction + circumdance(s) for illudtration. Assume deady-dtate  operation  and
condant  crossectiond  area.

2-5 The decompostion of phosphine (PH3) to phosphorus vapor (P4) and hydrogen is to teke place
in a plugflowv reector & a condant temperaure of 925 K. The feed rae of PH; and the pressure
ae condant. For a converson of 50% of the phosphine, cdculate the residence time (t) in the
reector and the space time (7); briefly explan any difference Assume the rate of decomposition
is proportiond to the concentration of PH3; a any point, with a proportiondity condant k =
36x 107357l at 925 K.

2-6 An agueous solution of ethyl acetate (A), with a concentration of 0.3 mol L1 and flowing
a 05L s~!, mixes with an agueous solution of sodium hydroxide (B), of concentration
0.45 mol -1 and flowing a 1.0 L s~1, and the combined stream enters a CSTR of volume
500 L. If the reactor operates a deady-dtate, and the fractiond converson of ehyl acetde in
the exit dtream is 0807, what is the rate of reaction (—r)?

2-7 An experimental “gradientless’ reactor (similar to that in Figure 1.2), which actsasaCSTR
operating adiabatically, was used to measure the rate of oxiddion of SQ,, to SO3 with a V,04
catdys (Thurier, 1977). The cadyds is present & afixed bed (200 g) of <olid paticles within
the resctor, with a bulk density (mass of cadystivolume of bed) of 500 g L™! and a bed voidage
(m?3 void space m~? bed) of 0.40; arotor within the reactor serves to promote BMF of gas.
Based on this information and that given bdow for a paticua run a deady-dtate, caculae
the  following:

@The fraction of SO, converted (fso,) in the exit stream;

(b)The rate of rection, —rso,, mol SO, rexcted (g cat)™ s™'; a& what T does this gpply?

(c) The mean residence time of gas (F) in the catdyst bed, s

(d)The spece time, 7, for the gas in the catayst bed, if the feed temperdture T, is 548 K.

Additional informetion:

Fead rate (totd Fy,): 12 mol min~!

Feed composition: 25 mole % SO,,25% O,, 50% N, (inert)
T (inreactor): 800K; P (inlet and outlet): 1.013 bar
Concentration of SO3 in exit dtream: 105 mole %
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2-8 Repeat Example 2-4 for the case with O, as the limiting reactant.

29 (@ Condruct a doichiometric table in terms of patid pressures (pi) for the gasphase decom
position of nitrosyl chloride (NOCI) to nitric oxide (NO) and chlorine(Cl,) in aconstant-
volume batch reactor based on the following initial conditions: pxocy. = 0.5 bar, pei,,. =
0.1 bar, and (inert) px,,, = 0.4 bar.

(b)If the reaction proceeds to 50% completion a a condant temperature, what is the totd pres
are (P) in the vesd?

(¢) If the temperature changes as the reaction procesds can the table be condructed in tems
of moles? molar concentrations? partid pressures?  Explain.

2-10 For the sysem in problem 1-3, and the equations obtained for part (b), construct an appropriate

doichiometric table. Note the significance of there being more than one chemica eguation (in
compaison with the stuation in problems 2-8 and 2-9).



Chapter 3

3.1 FEATURES OF

311 Separation of

Experimental Methods In
Kinetics:. M easurement
of Rate of Reaction

The primary use of chemical kinetics in CRE is the development of arate law (for a
dmple system), or a set of rate laws (for a kinetics scheme in a complex system). This
requires experimental measurement of rate of reaction and its dependence on concen-
tration, temperaiure, etc. In this chapter, we focus on experimenta methods themselves,
including various strategies for obtaining appropriate data by means of both batch and
flow reactors, and on methods to determine values of rate parameters. (For the most
part, we defer to Chapter 4 the use of experimental data to obtain values of parameters
in paticular forms of rate laws) We redtrict atention to single-phase, simple systems,
and the dependence of rate on concentration and temperature. It is useful a this stage,
however, to consider some features of a rate law and introduce some terminology to
illustrate the experimental methods.

A RATE LAW: INTRODUCTION

Effects

In the general form of equation 1.4-5 (for species A in a reaction), we first assume that
the effects of various factors can be separated as:

"

ra = ra(conc)ry(temp.)ry (cat. activity). . . (3.1-1)

This separation is not aways possble or necessary, but here it means that we can focus
on individua factors explicitly in turn. In this chapter, we consider only the first two
factors (concentration and temperature), and introduce others in subsequent chapters.

312 Effect of Concentration: Order of Reaction

42

For the effect of concentration on rs, we introduce the concept of “order of reaction.”
The origin of this liesin early investigations in which it was recognized that, in many
cases, the rate at a given temperature is proportional to the concentration of a reactant
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raised to a smple power, such as 1 or 2. This power or exponent is the order of reaction
with respect to that reactant.
Thus, for a reaction represented by

lvalA + [vg[B + |pc|C — products (A)
the rate of disappearance of A may be found to be of the form:
(=ra) = kackehel (3.1-2)

where « is the order of reaction with respect to reactant A, B is the order with respect

to B, and y is the order with respect to C. The overal order of reaction, n, is the sum of
these exponents:

n=a+B+y (3.1-3)

and we may refer to an nth-order reaction in this sense. There is no necessary connection
between a stoichiometric coefficient such as v, in reaction (A) and the corresponding
exponent « in the rate law.

The proportionality “constant” k, in equation 3.1-2 is called the “rate constant,” but
it actually includes the effects of all the parameters in equation 3.1-1 other than con-
centration. Thus, its value usudly depends on temperature, and we consider this in the
next section.

For reaction (A), the rate may be written in terms of ( —rg) or ( —r¢) instead of ( —ry).
These rates are related to each other through the stoichiometry, as described in Section
14.4. Corresponding rate constants k or k- may be introduced instead of k,, and these
rate condants are similarly related through the stoichiometry. Such changes do not alter
the form of equation 3.1-2 or vaues of «, B, and vy; it is a matter of convenience which
speciesis chosen. In any case, it should clearly be specified. Establishing the form of
equation 3.1-2, including the values of the various parameters, is a matter for experi-
ment.

Repeat problem 1-2(a) in light of the above discussion.

The reaction in problem 1-2(a) is represented by A + 3B — products. The rate law in terms
of A is(—ra)= kacacg, andintermsof B is(—rg) = kgcacg. We wish to determine
the value of kg given the value of k,. From equation 1.4-8,
(=r /(1) = (=rg)/(=3), or (=rg) = 3(—ry)
Thus,
chACB = 3kAcACB
and

kg = 3k, = 3(1.34) = 402 Lmol™! h™!
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313 Effet of Temperature Arrhenius Equation; Activation Energy

A rate of reaction usualy depends more strongly on temperature than on concentra-
tion. Thus, in a first-order (n = 1) reaction, the rate doubles if the concentration is
doubled. However, arate may double if the temperature is raised by only 10 K, in the
range, say, from 290 to 300 K. This essentiadly exponentia behavior is analogous to the
temperature-dependence of the vapor pressure of aliquid, p*, or the equilibrium con-
stant of areaction, K,,. In the former case, this is represented approximately by the
Clausius-Clapeyron equation,

dinp* _ AHP(T)
dT =~ RI?

(3.1:4)

where AHY? is the enthalpy of vaporization. The behavior of K, is represented (ex-
actly) by the van't Hoff equation (Denbigh, 1981, p. 144),

dinK,  AH(T)

T - R (819

where AH” is the standard enthalpy of reaction.
Influenced by the form of the van’t Hoff equation, Arrhenius (1889) proposed a sm-

ilar expression for the rate constant k, in equation 3.1-2, to represent the dependence
of (—=r,)on T through the second factor on the right in equation 3.1-1:

dlnk, E,
dr RT?

(3.1-6)

where E, is a characteristic (molar) energy, caled the energy of activation. Since ( —ry)
(hence k,) increases with increasing Tin almost every case, E, is a positive quantity
(the same as AH?P in equation 3.1-4, but different from AH" in equation 3.1-5, which
may be positive or negative).

Integration of equation 3.1-6 on the assumption that E,, is independent of T leads to

In ky =In A=E,/RT (3.1-7)
or

ka = A exp( —E,/RT) (3.1-9)

where A is a constant referred to as the pre-exponential factor. Together, £, and A are
called the Arrhenius parameters.

Equations 3.1-6 to -8 are al forms of the Arrhenius equation. The usefulness of this
equation to represent experimental results for the dependence of k, on T and the nu-
merical determination of the Arrhenius parameters are explored in Chapter 4. The in-
terpretations of A and E, are considered in Chapter 6 in connection with theories of
reaction  rates.

It is sometimes stated as a rule of thumb that the rate of a chemical reaction doubles for
al0K increasein T. Is thisin accordance with the Arrhenius equation? Determine the
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velue of the energy of activation, E,, if this rule is applied for an increase from (&) 300 to
310 K, and (b) 800 to 810 K.

SOLUTION

32

From equations 3. I and -2, we write
(=ry) = kp(T)ri(conc.)

and assume that k,(T') is given by equation 3.1-8, and that ry(conc.), athough unknown,
is the same form a al values of T. If we let subscript 1 refer to the lower T and subscript
2 to the higher T(T, = T; + 10), then, since r, = 2ry,

A exp(—E4/RTy)rj(conc.) = A exp(—E,/RT,)2ry(conc.)
From this,

EA = RTI T2 In 2/(T2 - Tl)
(a) E, = 8.314(300)310(In2)/10 = 53,600 J mol ™!
(b) E, = 8.314(800)810(In 2)/10 = 373,400 J mol !

These are very different values, which shows that the rule is vaid for a given reaction
only over a limited temperature range.

EXPERIMENTAL MEASUREMENTS: GENERAL CONSIDERATIONS

Establishing the form of a rate law experimentally for a particular reaction involves
determining values of the reaction rate parameters, such as «, 8, and 7y in equation
312, and A and E, in equation 3.1-8. The generd approach for a smple system would
normally require the following choices, not necessarily in the order listed:

(1) Choice of a species (reactant or product) to follow the extent of reaction (eg. by
chemical analysis) and/or for specification of the rate; if the reaction stoichiom-
etry is not known, it may be necessary to establish this experimentally, and to
verify that the system is a simple one.

(2) Choice of type of reactor to be used and certain features relating to its mode of
operation (e.g., a BR operated at constant volume); these establish the numer-
ical interpretation of the rate from the appropriate material balance equation
(Chapter  2).

(3) Choice of method to follow the extent of reaction with respect to time or a time-
rlated quantity (eg., by chemicd andyss).

(4) Choice of experimental strategy to follow in light of points (1) to (3) (i.e, how to
perform the experiments and the number and type required).

(5) Choice of method to determine numerically the values of the parameters, and
hence to establish the actua form of the rate law.

We consider these points in more detail in the remaining sections of this chapter.
Points (1) and (3) are treated together in Section 3.3, and points (2) and (4) are treated
together in Section 34.1. Unless otherwise indicated, it is assumed tha experiments are
carried out at fixed T. The effect of T is considered separately in Section 3.4.2. Some
comments on point (5) are given in Section 3.5.
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33 EXPERIMENTAL METHODS TO FOLLOW
THE EXTENT OF REACTION

For a smple system, it is only necessary to follow the extent (progress) of reaction by
means of one type of measurement. This may be the concentration of one species or
one other property dependent on concentration. The former would normally involve a
“chemical” method of analysis with intermittent sampling, and the latter a “physical”
method with an instrument that could continuously monitor the chosen characteristic
of the system. We first consider a-situ and in-situ measurements.

331 Ex-situ and [n-situ Measurement Techniques

A large variety of tools, utilizing both chemical and physical methods, are available to
the experimentdist for rate measurements. Some can be classfied as exsitu techniques,
requiring the removal and analysis of an diquot of the reacting mixture. Other, insitu,
methods rely on instantaneous measurements of the state of the reacting system without
disturbance by sample collection.

Of the exsitu techniques, chromatographic anadysis, with a wide variety of columns
and detection schemes available, is probably the most popular and general method for
composition analysis. Others include more traditional wet chemical methods involv-
ing volumetric and gravimetric techniques. A large array of physical analytical meth-
ods (eg, NMR, mass spectroscopy, neutron activation, and infrared spectroscopy) are
dso available, and the experimenter's choice depends on the specific system (and avail-
aility of the instrument). For exsitu anadysis, the reaction must be “quenched” as the
sample is taken so that no further reaction occurs during the analysis. Often, removal
from the reactor operating at a high temperature or containing a catalyst is sufficient;
however, additional and prompt intervention is sometimes necessary (e.g., immersion
in an ice bath or adjustment of pH).

In-situ methods allow the measurement to be made directly on the reacting system.
Many spectroscopic techniques, ranging from colorimetric measurements a one wave
length to infrared spectroscopy, are capable (with appropriate windows) of “seeing”
into a reactor. System pressure (constant volume) is one of the simplest such measure-
ments of reaction progress for a gas-phase reaction in which there is a change in the
number of moles (Example I-1). For a reactor with known heat transfer, the reactor
temperature, aong with thermal properties, aso provides an insitu diagnogtic.

Figure 3.1 shows a typica laboratory flow reactor for the study of catalytic kinetics.
A gas chromatograph (GC, lower shelf) and a flow meter allow the complete analysis
of samples of product gas (anaysis time is typicaly severd minutes), and the determi-
nation of the molar flow rate of various species out of the reactor (R) contained in a
furnace. A mass spectrometer (MS, upper shelf) dlows red-time andysis of the prod-
uct gas sampled just below the catalyst charge and can follow rapid changes in rate.
Automated versions of such reactor assemblies are commercially available.

3.3.2 Chemical Methods

The titration of an acid with a base, or vice versa, and the precipitation of anionin an
insoluble compound are examples of chemical methods of analysis used to determine
the concentration of a species in a liquid sample removed from a reactor. Such methods
are often suitable for relatively slow reactions. This is because of the length of time
that may be required for the analysis; the mere collection of a sample does not stop
further reaction from taking place, and a method of “quenching” the reaction may be
required. For aBR, there is the associated difficulty of establishing the time ¢ at which
the concentration is actually measured. This is not a problem for steady-state operation
of a flow reactor (CSTR or PFR).
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Figure 31 Example of a laboratory catalytic flow reactor

An dternative mode of operation for the use of a BR is to divide the reacting system
into a number of portions, alowing each portion to react in a separate vessd (BR), and
anadysing the various portions a a series of increasing times to smulate the passage of
timein asingle BR. It may be more convenient to stop the reaction at a particular time
in asingle portion, as a sample, followed by analysis, than to remove a sample from a
complete batch, followed by quenching and anayss.

3.3.3 Physical Methods

As chemical reaction proceeds in a system, physical properties of the system change
because of the change in chemical composition. If an appropriate property changesin
a measurable way that can be related to composition, then the rate of change of the
property is a measure of the rate of reaction. The relation between the physical prop-
ety and composition may be known beforehand by a simple or approximate model, or
it may have to be established by a calibration procedure. An advantage of a physical
method is that it may be possble to monitor continuously the system property using an
insrument without disturbing the system by taking samples.

Examples of physica-property changes that can be used for this purpose are as fol-
lows:

(1) Change of pressure in a gas-phase reaction involving change of total moles of
gas in a constant-volume BR (see Example I-1); in this case, the total pressure
(P) is measured and must be related to concentration of a particular species. The
instrument used is a pressure gauge of some type.

(2) Change of volume in a liquid-phase reaction; the density of a reacting system
may change very dightly, and the effect can be trandated into a volume change
magnified considerably by means of a capillary tube mounted on the reactor,
which, for other purposes, is a constant-volume reactor (the change in volume is
a very smal percentage of the total volume). The reactor so constructed is called
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Capillary -7

tube

Reactor

U Figure 3.2 A BR in the form of a dilatometer

adilatometer, and isillustrated in Figure 3.2. The change in volume is related to
the change in the liquid level in the capillary, which can be followed by a traveling
microscope.

(3) Change of optica rotation in a reacting system involving optically active isomers
(e.g., the inversion of sucrose); the instrument used is a polarimeter to measure
the angle of rotation of polarized light passing through the system.

(4) Change of electrical conductance in a reacting system involving ionic species
(eg., the hydrolysis of ethyl acetate); the reaction is carried out in a conductivity
cdl in an electrica circuit for measuring resistance.

(5) Change of refractive index involving use of a refractometer (for a liquid system)
or an interferometer (for a gas system).

(6) Change of color-use of a cell in a spectrophotometer.

(7) Single-ion electrodes for measurement of concentration of individual species.

(8) Continuous mass measurement for solid reactant, or absorbent for capture of
product(s).

3.3.4 Other Measured Quantities

In addition to chemical composition (concentration of a species) and propertiesin lieu
of composition, other quantities requiring measurement in kinetics studies, some of
which have been included above, are:

(1) Temperature, T; not only the measurement, but aso the control of T isimpor-
tant, because of the relatively strong dependence of rate on T;

(2) Pressure, P;

(3) Geometric quantities. length, L, as in the use of a dilatometer described above;
area, A, as in characterizing the extent of surface in a solid catalyst (Chapter 8);
and volume, V , as in describing the size of a vess;

(4) Time, t; and

(5) Rate of flow of a fluid, g (in a CSTR or PFR).

34 EXPERIMENTAL STRATEGIES FOR DETERMINING
RATE PARAMETERS

In this section, we combine discussion of choice of reactor type and of experimental
methods so as to develop the basis for the methodology of experimentation. We focus
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first on approaches to determine concentration-related parameters in the rate law, and
then on temperature-related parameters. The objective of experiments is to obtain a set
of point rates (Section 1.4.1) a various conditions so that best values of the parameters
may be determined.

Methods of analyzing experimental data depend on the type of reactor used, and, in
some types, on the way in which it is used. For a BR or a PFR, the methods can be di-
vided into “differential” or “integral.” In a differential method, a point rate is measured
while a smal or “differentid” amount of reaction occurs, during which the relevant re-
action parameters (c;, T, etc.) change very little, and can be considered constant. In an
integral method, measurements are made while a large or “integral” amount of reac-
tion occurs. Extraction of rate-law parameters (order, A, E4) from such integral data
involves comparison with predictions from an assumed rate law. This can be done with
simple techniques described in this and the next chapter, or with more sophisticated
computer-based  optimization routines (eg., E-Z Solve)h. A CSTR generates point rates
directly for parameter estimation in an assumed form of rate law, whether the amount
of reaction taking place is smal or large.

341 Concentration-Rdlated Parameters  Order  of  Reaction

3.4.1.1 Use of Constant-Volume BR

For simplicity, we consider the use of a constant-volume BR to determine the kinetics
of a system represented by reaction (A) in Section 3.1.2 with one reactant (A), or two
reactants (A and B), or more (A, B, C, . . .). In every case, we use the rate with respect
to species A, which is then given by

(-ry) = —dca/dt (constant density) (2.2-10)

We further assume that the rate law is of the form (~r,) = kyc4chel, and that the
experiments are conducted at fixed T so that k, is constant. An experimental proce-
dure is used to generate values of ¢, as a function of ¢, as shown in Figure 2.2. The

values so generated may then be treated by a differential method or by an integral
method.

3.4.1.1.1 Differential methods

Differentiation of concentration-time data. Suppose there is only one reactant A, and
the rate law is

(=ra) = kaca (3.4-1)

From equation 2.2-10 and differentiation of the c,(#) data (numerically or graphically),
values of (—r,) can be generated as a function of c,. Then, on taking logarithms in
equation 3.4-1, we have

In(—r,) = Inky + nlncy (3.4-2)

from which linear relation (In( —r, ) versus In ¢, ), values of the order n, and the rate
constant &, can be obtained, by linear regression. Alternatively, k, and »n can be ob-
tained directly from equation 3.4-1 by nonlinear regression using E-Z Solve.
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SOLUTION

If there were two reactants A and B in reaction (A), Section 3.1.2, and the rate law were
of the form

(—ry) = kackeh (34-3)

how would vaues of «, B, ad k, be obtaned using the differentiation procedure?

The procedure is similar to that for one reactant, athough there is an additional constant
to determine. From equation 3.4-3,

In(-ry) = Inky +alnc, + Blncy (3.4-4)

Like equation 3.4-2, this is a linear relation, athough in three-dimensional In( — ry)-In cz—
In ¢y space. It is aso linear with respect to the constants In k,, a, and B, and hence their

values can be obtained by linear regresson from an experiment which measures ¢, & a
function of z. Vdues of (—ry) can be generated from these as a function of ¢, by differ-

entiation, as described above for the case of a single reactant. The concentrations ¢, and
cg ae not independent but are linked by the reaction stoichiometry:

€A a0 _ CB~ CBo (3.4-5)
VA Vg

where c,, and cp, are the initia (known) concentrations. Values of c¢g can thus be cal-
culated from measured vaues of c,. Alternatively, &y, a, and B can be obtained directly
from equation 34-3 by nonlinear regresson using E-Z Solve.

Initial-ratt method. This method is similar to the previous one, but only uses values of
rates measured at ¢+ = 0, obtained by extrapolation from concentrations measured for
a relatively short period, as indicated schematicaly in Figure 3.3.

CAol

CAo2

rao1=slope at cpp1, £ =0
Ca

raoz = Slope at cppp, t=0
CAo3

TaAp3 = slope at Croar 1= Q

Figure 3.3 Initial-rate method
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In Figure 33, c4(z) plots are shown for three different values of c,,. For each value,
the initial lope is obtained in some manner, numerically or graphically, and this cor-
responds to a value of the initial rate (~r,), a t = 0. Then, if the rate law is given by
equation  3.4-1,

(_rA)o = kACZo (304'6)
and
IN(~rp),=Inky+nlncy, (3.4-7)

By varying c,, in a series of experiments and measuring (—r, ), for each value of c,,,
one can determine values of k, and n, either by linear regression using equation 3.4-7,
or by nonlinear regresson using equation 3.4-6.

If more than one species is involved in the rate law, as in Example 3-3, the same tech-
nique of varying initial concentrations in a series of experiments is used, and equation
34-7 becomes andogous to equation 3.4-4.

34112 Integral methods

Test of integrated form of ratelaw. Traditionally, the most common method of deter-
mining values of kinetics parameters from experimental data obtained isothermally in
a constant-volume BR is by testing the integrated form of an assumed rate law. Thus,
for a reaction involving a single reactant A with a rate lav given by equation 3.4-1, we
obtain, using the material balance result of equation 2.2-10,

_dCA/CZ = kAdI (34'8)

Integration of this between the limitsof ¢4, atf = 0, and ¢, at f resultsin

1
n—1

(k™ = ch) = kpt (n # 1) (349

(the significance of n= 1 is explored in Example 3-4 below). Equation 3.4-9 implies

that aplot of ¢} versus t is a dtraight line with slope and intercept indicated in Figure
3.4. Since such alinear relation is readily identified, this method is commonly used to
determine values of both n and k4 ; however, since n is unknown initialy, a value must

Slope = {n — 1)k,

I
3

Figure 34 Linear integrated form of nth-order
0 rate law (—ry) = kacly for constant-volume
t BR(n# 1)
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SOLUTION

firs be assumed to caculate vaues of the ordinate. (A nonlinear method of determining
values of the parameters from experimenta data may be used instead, but we focus on
linear methods that can be demonstrated graphically in this section.)

As noted in equation 3.4-9, the form given there is not applicable to a first-order rate law
(why not?). For n = 1, what is the form corresponding to equation 3.4-9?

If n = 1, equaion 34-9 becomes indeterminaie (knz = O/O). In this case, we return to
equation 3.4-8, which then integrates to

Co = CaoXP(—kpl) n=1) (3.4-10)
or, on linearization,

Incy =In ¢y, = kpt n=1) (3.4-11)

As illustrated in Figure 3.5, a linear relation for a first-order reaction is obtained from a plot
of In ¢, versus ¢. (The result given by equation 3.4-10 or -11 can aso be obtained directly
from equation 3.4-9 by taking limits in an application of L’Hopital’s rule; see problem
3-8)

If the rate law involves more than one species, as in eguation 3.4-3, the same genera
test procedure may be used, but the integrated result depends on the form of the rate
law.

What is the integrated form of the rate law (—r,) = kacacp for the reaction |v,|A +
vg [B — products carried out in a congtant-volume BR?

Incp Slope = ~kp,

Inca,

0 Figure 3.5 Linear integrated form of first-
t order rate law for constant-volume BR
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From the rate law and the materia-balance equation 2.2-10, the equation to be integrated
is

_ dCA

= k,dt (3.4-12)
CACB

As in Example 3-3, ¢g is not independent of c,, but is related to it through equation 3.4-5,
to which we add the extent of reaction to emphasize that there is only one composition
variable:

€A™ Cro _ B~ CBo _
VA g

<l

(3.4-5a)

where £ is the extent of reaction introduced in equation 2.2-5, and equation 2.2-7 has
been used to eiminate the mole numbers from 2.2-5. Equation 3.4-5a may then be used
to eliminate both ¢, and cy from equation 34-12, which becomes:

d¢ _ ks _
(Cap + ab)(cp, + DO @ dr (3.4-12a)

where a=v,/V and b= v5/V. Integration by the method of partial fractions followed
by reversion from £to ¢, and cp results in

k
In (C—A) =1In (C—A—‘l)+ “2(vpCao = VaCBo)! (34-13)

Thus, In(c,/cg) is a linear function oft, with the intercept and slope as indicated, for this
form of rate law. The slope of this line gives the value of k,, if the other quantities are
known.

Equations 3.4-9, -10 or -11, and -13 are only three examples of integrated forms of
the rate law for a constant-volume BR. These and other forms are used numerically in
Chapter 4.

Fractional lifetime method. The half-life, 1,,, of areactant is the time required for its
concentration to decrease to one-half itsinitial value. Measurement of #, can be used
to determine kinetics parameters, although, in general, any fractiond life, ¢, , can be
smilaly  used.

In Example 2-1, it is shown that ¢, is independent of c,, for a first-order reaction
caried out in a constant-volume BR. This can aso be seen from equation 3.4-10 or -11.
Thus, for example, for the haf-life,

tip = (n2)ky (n= 1) (3.4-14)

and is independent of ¢, ,. A series of experiments carried out with different values of
cs, Would thus all give the same vaue of ¢, if the reaction were first-order.
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More generdly, for an nth-order reaction, the haf-life is given (from equation 3.4-9)
by

211 l

by = ——— (n1 4-
2 = Do (n#1) (3.4-15)

Both equations 34-14 and -15 lead to the same conclusion:
tipcho! = a constant (all n) (3.4-16)

This may be used as a test to establish the value of 5, by trial, from a series of experi-
ments carried out to measure ¢, , for different values of ¢, . The value of k, can then
be calculated from the value of n obtained, from equation 3.4-14 or -15. Alternatively,
equation 3.4-15 can be used in linear form (In ¢, versusIn ¢, ) for testing similar to
that described in the previous section.

3.4.1.2 Use of a CSTR

Consider a constant-density reaction with one reactant, A — products, as illustrated
for a liquid-phase reaction in a CSTR in Figure 3.6. One experiment at steady-state
generates one point value of (—r,) for the conditions (c,, g, T) chosen. This value is
given by the material balance obtained in Section 2.3.2:

(= ra) = (cao = ca)alV 23-12)

To determine the form of the rate law, values of (-r,) as a function of ¢, may be
obtained from a series of such experiments operated a various conditions. For a given
reactor (V) operated at a given T, conditions are changed by varying either ¢, or g.
For arate law given by (—r,) = k,c%, the parameter-estimation procedure is the same
as that in the differential method for a BR in the use of eguation 3.4-2 (linearized form
of the rate law) to determine k, and n. The use of a CSTR generates point ( —r, ) data
directly without the need to differentiate ¢, data (unlike the differential method with
aBR).

If there is more than one reactant, as in Examples 3-3 or 3-5, with a rate law given by
(=ra) = kacch, the procedure to determine (—r, ) is similar to that for one reactant,
and the kinetics parameters are obtained by use of equation 3.4-4, the linearized form
of the rate law.

How would the procedure described above have to be modified if densty were not con-

stant?
CAg —> > CA
40=4 q

== Figure 3.6 Steody-state operation of a CSTR for messurement of ( —ra);
\-/ congant  density
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Cho —> —> A

4*9q q

b Figure 3.7 Steady-state operation of a CSTR for measurement of
(—ry); variable densty

If density is not constant, the volumetric inlet and outlet flow rates, g, and g, respectively,
are not the same, as indicated in Figure 3.7. As a consequence, ( —74), for each experiment
a steady-state conditions, is calculated from the materid baance in the form

(=ra) =(cang, caq@)Vv (2.3-11)

Apat from this, the procedure is the same as described above for cases of one or more
than one reactant.

34.1.3Use ofaPFR

As in the case of a BR, a PFR can be operated in both a differentid and an integral way
to obtain kinetics data.

3.4.1.3.1 PFR as differential reactor. As illustrated in Figure 3.8, a PFR can be re-
garded as divided into a large number of thin drips in series, each thin strip congtituting
a differential reactor in which arelatively small but measurable change in composition
occurs. One such differentiadl reactor, of volume 6V, is shown in the lower pat of Fig-
ure 3.8; it would normally be a self-contained, separate vessel, and not actually part of
alarge reactor. By measuring the small change from inlet to outlet, at sampling points
S; and S,, respectively, we obtain a “point” value of the rate at the average conditions
(concentration, temperature) in the thin section.

Consider steady-state operation for a system reacting according to A — products.
The system is not necessarily of constant density, and to emphasize this, we write the
material balance for calculating ( —r,) in the form!

(—ra) = Fa,0falV (2.4-4a)

where 6 fa is the small increase in fraction of A converted on passing through the small
volume 8V, and F,, isthe initial flow rate of A (i.e, that corresponding to f, = 0).

— —
: I : |
| !
I |18V |
|Sin |Sout
| 1 |
ﬂ»: fa=— > fa+dfa :———»
I I
$1 S2 ,
sample <— L— sample Figure 38 PFR as differentid or in-
(inlet) (outlet) tegral reactor

‘Theratio of Fa, 8 f4/8V is an approximation to the instantaneous or point rate F,, dfi/dV.
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SOLUTION

Depending on the method of analysis for species A, f, may be caculated from ¢,,
together with the flow rates, ¢ and F,, by equations 2.3-5 and -7. By varying c,, a the
inlet, and/or by varying flow rate, in a series of experiments, each a steady-state a the
same T, one can measure (—r, ) as afunction of ¢, a the given Tto obtain vaues of
k, and n in the rate law, in the same manner as described for a BR.

If there were more than one reactant, the procedure would be similar, in conjunction
with the use of equations such as 34-4 and -5.

3.4.1.3.2 PFR gs integral reactor. In Figure 3.8, the entire vessel indicated from sam-
pling points Sy, to S,, over which a considerable change in f, or ¢, would normaly
occur, could be called an integral PFR. It is possible to obtain values of kinetics pa
rameters by means of such a reactor from the material balance equation 2.4-4 rear-
ranged as

4 —j dfa (2.4-4b)

Fp, B (_rA)

If the rate law (for (—r,)) is such that the integral can be evaluated analytically,
then itis only necessary to make measurements (O ¢, Or f,) at theinlet and outlet,
S, and S, respectively, of the reactor. Thus, if the rate law is given by equation 3.4-
1, integration of the right side of equation 2.4-4b results in an expression of the form
g(fa) ky, where g(f) isinterms of the order », values of which can be assumed by
trial, and k, is unknown. The left side of equation 2.4-4b for a given reactor (V) can
be vaied by changing F,,, and g(f,) isalinear function of V/F,, with slope k,, if the
correct value of n is usd.

If the rate law is such that the integral in equation 2.4-4b cannot be evaluated analyt-
icaly, it is necessary to make measurements from samples at severa points along the

length of the reactor, and use these in a numerica or graphicad procedure with equation
24-4h.

If the gas-phase reaction A — B + C is firs-order with respect to A, show how the value
o therate constant k can be obtaned from measurements o ¢, (0 fa) @ the inlet and
outlet of a PFR operated isothermally at T, and a (essentially) constant P

The rate law is

(=ra) = kaca
and ¢, and f, ae related by, from equations 2.3-5 and -7,
ca = Fpo(1 = fa)la(fs)
where it is emphasized by g(f,) that the volumetric flow rate g depends on f,. If we

assume ideal-gas behavior, and that only A is present in the feed, the dependence is given
in this particular case by (with the ad of a stoichiometric table):

q = qo(l + fA)
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Subgtitution of the above equations for (— ra), c,, and g in equation 2.4-4b resultsin

1 L+ fy) dfs _ —[fa + 2In(1 = f))]
9% kalo 1= fa ka

Thus, for given V, T, and P, if g, is varied to obtain severa vaues of f, at the outlet, the
expression =[ f, +2In( 1 = f,)] isalinear function of V/g, with dope k,, from which the
latter can be obtained. (The integration above can be done by the subdtitution x = 1= f4.)

342 Experimental Agpects of Measurement of Arrhenius Parameters A and E4

So far, we have been considering the effect of concentration on the rate of reaction, on
the assumption that temperature is maintained constant during the time of reaction in
a batch reactor or throughout the reactor in a flow reactor. This has led to the idea of
order of areaction and the associated rate “constant.” The rate of a chemical reaction
usually depends more strongly on temperature, and measuring and describing the ef-
fect of temperature is very important, both for theories of reaction rates and for reactor
performance. Experimentaly, it may be possible to investigate the kinetics of a reacting
system at a given temperature, and then to repeat the work at several other tempera
tures. If this is done, it is found that the rate constant depends on temperature, and it is
through the rate constant that we examine the dependence of rate on temperature, as
provided by the Arrhenius equation 3.1-6, -7, or -8. If this equation appropriately repre-
sents the. effect of temperature on rate, it becomes a matter of conducting experiments
at several temperatures to determine values of A and E,, the Arrhenius parameters.

Taking T into account implies the ability to operate the reactor at a particular 7, and
hence to measure and control T. A thermostat is a device in which T is controlled within
specified and measurable limits; an example is a condant-T water bath.

In the case of a BR, the entire reactor vessel may be immersed in such a device.
However, maintaining constant T in the environment surrounding a reactor may be
more easily achieved than maintaining constant temperature throughout the reacting
system inside the reactor. Significant temperature gradients may be established within
the system, paticulally for very exothermic or endothermic reactions, unless steps are
taken to eiminate them, such as by efficient dtirring and heat transfer.

In the case of a CSTR, external control of Tis usualy not necessary because the
reactor naturally operates internally at a stationary value of T, if internal mixing is ef-
ficiently accomplished. If may be necessary, however, to provide heat transfer (heating
or cooling) through the walls of the reactor, to maintain relatively high or low temper-
atures. Another means of controlling or varying the operating T is by controlling or
varying the feed conditions (T,, 4, ca,)-

In the case of a PFR, it is usualy easier to vary Tin a controllable and measurable
way if it is operated as a differential reactor rather than as an integral reactor. In the
latter case, it may be difficult to eliminate an axia gradient in T over the entire length
of the reactor.

3.5 NOTES ON METHODOLOGY FOR PARAMETER ESTIMATION

In Section 3.4, traditional methods of obtaining values of rate parameters from exper-
imental data are described. These mostly involve identification of linear forms of the
rate expressions (combinations of material balances and rate laws). Such methods are
often useful for relatively easy identification of reaction order and Arrhenius parame-
ters, but may not provide the best parameter estimates. In this section, we note methods
that do not require linearization.
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Generally, the primary objective of parameter estimation is to generate estimates
of rate parameters that accurately predict the experimental data. Therefore, once es-
timates of the parameters are obtained, it is essential that these parameters be used to
predict (recalculate) the experimental data. Comparison of the predicted and experi-
mental data (whether in graphical or tabular form) alows the “goodness of fit” to be
assessed. Furthermore, it is a general premise that differences between predicted and
experimental concentrations be randomly distributed. If the differences do not appear
to be random, it suggests that the assumed rate law is incorrect, or that some other
feature of the system has been overlooked.

At this stage, we consider a reaction of the form of (A) in section 3.1.2:

|volA + |vgB + |vC|C — products (A)
and that the rate law is of the form of equations 3.1-2 and 3.1-8 combined:
(=ra)= kACCf\Cg- = Aexp(—EA/RT)c‘jgcg C (3.4-17)

(In subsequent chapters, we may have to consider forms other than this straightfor-
ward power-law form; the effects of T and compostion may not be separable, and, for
complex sysems, two or more rate laws are simultaneously involved. Nevertheess, the
same general approaches described here apply.)

Equation 3.4-17 includes three (or more) rate parameters in the first part: k,, a, B,
. ..)and four (or more) in the second part: A, E,, a, B, . . . . The former applies to data
obtained at one T, and the latter to data obtained at more than one T. We assume that
none of these parameters is known a priori.

In general, parameter estimation by statistical methods from experimental data in
which the number of measurements exceeds the number of parameters fdls into one of
two categories, depending on whether the function to be fitted to the data is linear or
nonlinear with respect to the parameters. A function is linear with respect to the param-
eters, if for, say, a doubling of the values of al the parameters, the value of the function
doubles; otherwise, it is nonlinear. The right side of equation 3.4-17 is nonlinear. We
can put it into linear form by taking logarithms of both sides, as in equation 3.4-4:

In(—r,) = InA - (E,/RT) + alncy + Blncg + ... (3.4-18)

The function is now In(—r, ), and the parametersare In A, E,, &, B, . . . .

Statistical methods can be applied to obtain values of parameters in both linear and
nonlinear forms (i.e., by linear and nonlinear regression, respectively). Linearity with
respect to the parameters should be distinguished from, and need not necessarily be
associated  with, linearity with respect to the variables:

(1) In equation 3.4-17, the right side is nonlinear with respect to both the parameters
(A E,, @, B, ...)and the variables (T, ¢, g, - - -)-

(2) In equation 3.4-18, the right side is linear with respect to both the parameters and
the variables, if the variables are interpreted as I/T, In ¢4, Incg, . . . . However,
the transformation of the function from a nonlinear to a linear form may result
in a poorer fit. For example, in the Arrhenius equation, it is usualy better to edti-
mate A and E, by nonlinear regression applied to k = A exp( —E,/RT), equation
3.1-8, than by linear regression applied to Ink = In A= E,/RT, equation 3.1-7.
This is because the linearization is statistically valid only if the experimental data
are subject to constant relative errors (i.e., measurements are subject to fixed
percentage errors); if, as is more often the case, constant absolute errors are ob-
served, linearization misrepresents the error distribution, and leads to incorrect
parameter estimates.
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(3) The function y = a+ bx + cx? + dx’ is linear with respect to the parameters a,
b, ¢, d (which may be determined by linear regression), but not with respect to
the variable x .

The reaction orders obtained from nonlinear analysis are usualy nonintegers. It is
customary to round the values to nearest integers, haf-integers, tenths of integers, etc.
as may be appropriate. The regression is then repeated with order(s) specified to obtain
arevised value of the rate constant, or revised values of the Arrhenius parameters.

A number of datistics and spreadsheet software packages are available for linear re-
gresson, and aso for nonlinear regresson of agebrac expressions (eg., the Arrhenius
eguation). However, few software packages are designed for parameter estimation in-
volving numerical integration of a differential equation containing the parameters (e.g.,
equation 34-8). The E-Z Solve software is one package that can carry out this more dif-
ficut type of nonlinear regression.

Estimate the rate constant for the reaction A — products, given the following data for
reaction in a constant-volume BR:

tlatb.units 0 | 2 3 4 6 8
cpfarb.units 1 095 091 087 08 076 072

Assume that the reaction follows either first-order or second-order Kkinetics.

This problem may be solved by linear regression using equations 34-11 (n = 1) and 3.4-9
(with » = 2), which correspond to the relationships developed for first-order and second-
order Kkinetics, respectively. However, here we illustrate the use of nonlinear regression
applied directly to the differentid equation 3.4-8 s0 as to avoid use of particular linearized
integrated forms. The method employs user-defined functions within the E-Z Solve soft-
ware. The rate constants estimated for the first-order and second-order cases are 0.0441
and 0.0504 (in appropriate units), respectively (file ex3-8.msp shows how this is done in
E-Z Solve). As indicated in Figure 39, there is little difference between the experimental
data and the predictions from either the first- or second-order rate expression. This lack of
sensitivity to reaction order is common when f, < 05 (here, fy = 0.28).

Although we cannot clearly determine the reaction order from Figure 3.9, we can gan
some insight from aresidual plot, which depicts the difference between the predicted
and experimental values of ¢, using the rate constants calculated from the regression
analysis. Figure 3.10 shows a random distribution of residuals for a second-order re-
action, but a nonrandom distribution of residuals for a first-order reaction (consistent
overprediction of concentration for the first five datapoints). Consequently, based upon
this analysis, it is apparent that the reaction is second-order rather than first-order,
and the reaction rate constant is 0.050. Furthermore, the sum of squared residuals is
much smaller for second-order kinetics than for first-order kinetics (128 X 107* versus
5.39 x 1074).

We summarize some guidelines for choice of regresson method in the chat in Figure
3.11. The initial focusis on the type of reactor used to generate the experimental data
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cp, arbitrary units

(for a simple system and rate law considered in this section). Then the choice de-

pends on determining whether the expression being fitted is linear or nonlinear (with
respect to the parameters), and, in the case of a BR or integra PFR, on whether
an andytica solution to the differential equation involved is available. The equa
tions cited by number are in some cases only representative of the type of equation
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Type of
reactor
|
CSTR Differential Integral PFR
BR
Is the equation Is the equation Is an analytical solution
linear with respect linear with respect of the differential
to the parameters? to the parameters? equation available?
Yes No Yes No
Linear Nonlinear Linear Nonlinear
regression regression regression regression
eqn. 2.3-11 ] | egn. 2.3-11 eqn.  2.4-4 eqn.  2.4-4
with with with with
ean. 3.4-18 } | ean. 3.4-17 eqn. 3.4-18 | | egn. 3.4-17

% Figure 311 Techniques for parameter edimation

Yes No
Is tihe exguation Nonlinear
linear with nesipect regression
to the parameters? egn. 3.4-8
Yes No
.
Linear Nonlinear E-Z Solve may
regression regression be used to solve this
eqn. 3.4-11 eqn. 3.4-9 type of problem
egn. 3.4-14 | [egn. 3.4-10
eqn. 3415

3.6 PROBLEMS FOR CHAPTER 3

31

32

33

For eaxch of the following cases, what method could be used to follow the course of reaction in

kinetics experiments conducted isothermaly in @ condant-volume BR?

(@ The gesphase reaction between NO and H, (with N, and H,O as products) a relatively
high  temperature

(b) The liquid-phase decomposition of N,QOs in an inet solvent to N,Q4 (soluble) and Q;

(© The liquidphase sponification of ethyl acetate with NaOH;

(d) The liquid-phase hydration of ethylene oxide to ethylene glycol in dilute agueous solution;

(& The hydrolyss of methyl bromide in dilute agueous solution.

For the irreversble gasphase reaction 2A — D dudied manometrically in a rigid vessd at

a cetan (congant) 7, suppose the messured (totel) pressure P is 180 kPa dter 20 min and

100 kPa after a long time (reaction complete). If only A is present initially, what is the partia

pressure of D, pp, dter 20 min? State any assumptions made.

For the ireversble, gasphese decomposition of dimethyl eher (CH;0CH;) to CHs, H,, ad

CO in a rigid vessd & a ocatain (condtant) 7, suppose the increase in measured (total) pressure,

AP, is 208 kPa dfter 665 s If only ether is present initidly, and the increase in presure dfter

a long time (resction complete) is 825 kPa, what is the patid pressure of ether, pg, dter 665

§? State any assumptions made.

3-41f ¢cp,/cpo =valve, €Quation 3.4-13 cannot be used (show why). What approach would be

used in this case in Example 3-5 to tes the vdidity of the proposed rate law?

35 Sketch a plot of the rate condant, k (not In k), of a reaction agangt temperature (T), according

to the Arrhenius equation, from relatively low to relatively high temperature, clearly indicating
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the limiting vaues of k and dopes At wha temperature (in terms of E4) does this curve have
an inflection point? Based on typicd vaues for E4 (say 40,000 to 300,000 J mol™!), would
this temperature lie within the usud “chemicd” range? Hence indicate what pat (shape) of
the curve would typify chemicd behavior.

3-6 Suppose the liquid-phase reaction A + g |B — products wes dtudied in a batch reactor @ two
temperatures and the following results were obtained:

TPC  fy  t/min

20 0.75 20
30 0.75 9

Sating dl asumptions made, cdculate E4, the Arhenius energy of activation, for the reac-

tion. Note that the order of reaction is not known.

3-7 What is the expresson corresponding to equation 34-13 for the same type of reaction (| valA +

vp|B — products, condant dengty) occurring in a CSTR of volume Vwith a steady-gtate flow
rae of ¢?

38 By @&oplying L’Hopital’s rule for indeterminate forms, show that equation 34-11 results from
equation  34-9.

39 The rextion between ethylene bromide and potassium iodide in 9% methanol (inert) has
been found to be firs-order with respect to each reactant (second-order overdl) (Dillon, 1932).
The resction can be represnted by C,HyBr, + 3KI — CyHs + 2KBr + KI; or A + 3B —
products.

(8 Deive an expresson for cdculding the second-order rate condant k, (the eguivdent of
equation  3.4-13).

(b) At59.7°C in one set of experiments, for whichc,, = 0.0266 andcg, = 0.2237 mol L1,
the bromide (A) was 59.1% reacted & the end of 1525 h. Cdculate the vaue of k, and
specify its  units.

310 A generd rde expresson for the irreversble reaction A + B — C can be wiitten as

rc = kc‘?‘Acg et

Ue a greadshedt or equivdent computer program to cdculate the concentration of  product
C & the rextion proceeds with time () in a constant-volume baich reector (fry the perameter
vaues supplied below). You may use a smple numerica integration scheme such & Acc =
re At.

st 1 dmple rate laws:

CAo CBo CCo k [44 B Y
(a ! 1 0 0.05 1 0 0
(b) ! 1 0 0.05 1 ! 0
(c) ! 1 0 005 1 ! 0
(d) ! 2 0 0,025 1 ! 0
st 2 more complicated rate laws
{e) 1 1 0.0001 0.05 1 0 !
€ 1 1 00000 00055 1 O -1

Obsarve what is happening by plotting cc versus ¢ for each case and answer the following:
(i) Quditativdy date the smilarities among the different cases IS component B in-
volved in the reaction in dl cases?
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(ii) By graphical means, find the time required to reach20%, 50%, and 90% of the
ultimate concentration for each cae
(iii) Compare resuts of (@ ad (), (b) ad (c), (¢ ad (d), @ ad (8, ad (& and (f).
Explan ay differences.
3-11 Diazobenzenechloride decomposes in - soluion to  chlorobenzene and  nitrogen  (evolved):

CsHsN,Cl(solution) — CgHsCl(solution) + Nj(g)

One liter of solution containing 150 g of diazobenzenechloride is adlowed to react a 70°C.
The cumulative volume of N;2g) collected a 1 bar and 70°C as a function of time is given in
the following table

timin 01 2 3 4 5 6 7
volumeof N/ L O 166 315 449 571 681 782 874

(a) Cdculate the concentration of diazobenzenechloride a each time, and hence cdculae the
rade of rection by a dfference method for each intervd.

(b) What reaction order fits the data?

(c) Wha is the vdue (and units) of the rate congtant for the reaction order obtaned in (b)?



Chapter 4

Development of the Rate
Law for a Simple System

In this chapter, we describe how experimental rate data, obtained as described in Chap-
ter 3, can be developed into a quantitative rate law for a simple, single-phase system.

We first recapitulate the form of the rate law, and, as in Chapter 3, we consider only

the effects of concentration and temperature; we assume that these effects are separa
ble into reaction order and Arrhenius parameters. We point out the choice of units for
concentration in gas-phase reactions and some consequences of this choice for the Ar-
rhenius parameters. We then proceed, mainly by examples, to illustrate various reaction
orders and compare the consequences of the use of different types of reactors. Findly,

we illustrate the determination of Arrhenius parameters for the effect of temperature
on rate.

41 THE RATE LAW

411 Form of Rate Law Used

64

Throughout this chapter, we refer to a single-phase, irreversible reaction corresponding
to the stoichiometric equation 1.4-7:

N
S pA = 0 (4.1

i=1
where N is the number of reacting species, both “reactants’ and “products’; for are-
actant, v; is negative, and for a product, it is positive, by convention.
The corresponding reaction is written in the manner of reaction (A) in Section 3.1.2:
lvalA + B +... = ypD+pgE+ ... (4.1-2)

We assume that the rate law for this reaction has the form, from equations 3.1-2 and
1.4-8,

;= an = Ti ﬁHN o (4.1-3)
1 H
i=1
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where r and k are the species-independent rate and rate constant, respectively, and
and k; refer to species i . Since k; is positive for &l species, the absolute value of »; is used
in the last part of 4.1-3. In this equation, [ ] indicates a continued product (cj*c3* . . .),
and «; is the order of reaction with respect to species i . In many cases, only reactants
appear in the rate law, but equation 4.1-3 alows for the more general case involving
products as  well.

We also assume that the various rate constants depend on T in accordance with the
Arrhenius equation. Thus, from equations 3.1-8 and 4.1-3,

k = A exp(—E4/RT) = % = %l exp(—E,/RT) (4.1-4)

Note that, included in equations 4.1-3 and -4, and corresponding to equation 14-8 (r =
r;lv;), ae the relations

k= kflv];i=12...,N 4.1-3a)

A= Aly];i=12...,N (4.1-4a)

As a consequence of these various defined quantities, care must be taken in assigning
values of rate constants and corresponding pre-exponential factors in the analysis and
modeling of experimental data. This also applies to the interpretation of values given
in the literature. On the other hand, the function [] ¢} and the activation energy E, are
characterigtics only of the reaction, and are not specific to any one species.

The values of «;, A, and E, must be determined from experimental data to establish
the form of the rate law for a particular reaction. As far as possible, it is conventional
to assign small, integral valuesto ay, a,, €c, giving rise to expressons like first-order,
second-order, efc. reactions. However, it may be necessary to assign zero, fractiond and
even negative values. For a zero-order reaction with respect to a particular substance,
the rate is independent of the concentration of that substance. A negative order for a
particular substance signifies that the rate decreases (is inhibited) as the concentration
of that substance increases.

The rate constant k; in equation 4.1-3 is sometimes more fully referred to as the spe-
cific reaction rate constant, since |r,| = k;when¢, =1 (i=1,2,. .., N). The units of k;
(and of A) dependon the overal order of reaction, n, rewritten from equation 3.1-3 as

N
n=> a (4.1-5)
i=1
From equations 4.1-3 and -5, these units are (concentration)! ™ (time)-'.

412 Empirical versus Fundamental Rate Laws

Any mathematical function that adequately represents experimental rate data can be
used in the rate law. Such a rate law is caled an empirical orphenomenological rate law.
In a broader sense, arate law may be constructed based, in addition, on concepts of
reaction mechanism, that is, on how reaction is inferred to take place at the molecular
level (Chapter 7). Such arate law is caled a fundamental rate law. It may be more
correct in functiona form, and hence more useful for achieving process improvements.
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Furthermore, extrapolations of the rate lav outside the range of conditions used to gen-
erate it can be made with more confidence, if it is based on mechanistic considerations.
We are not yet in a position to consider fundamental rate laws, and in this chapter we
focus on empiricd rate laws given by equaion 4.1-3.

413 Separability versus Nonseparability of Effects

In equation 4.1-3, the effects of the various reaction parameters (c;, T) are separable.
When mechanistic considerations are taken into account, the resulting rate law often
involves a complex function of these parameters that cannot be separated in this man-
ner. As an illustration of nonseparability, a rate law derived from reaction mechanisms
for the catalyzed oxidation of CO is

(=1c0) = MDecoctilll * K(T)eco + K'(T)cg,)
In this case, the effects of ccp, cg,, ad T canot be separated. However, the simplifying
assumption of a separable form is often made the coupling between parameters may be
weak, and even where it is strong, the smpler form may be an adequate representation
over a narrow range of operating conditions.

42 GASPHASE REACTIONS: CHOICE OF CONCENTRATION UNITS

421 Use of Partial Pressure

The concentration ¢; in equation 4.1-3, the rate law, is usualy expressed as a molar
volumetric concentration, equation 2.2-7, for any fluid, gas or liquid. For a substance in
a gas phase, however, concentration may be expressed dternatively as partia pressure,
defined by

p = xP,  i=12...,N, (4.2-1)

where N, is the number of substances in the gas phase, and x; is the mole fraction of i
in the gas phase, defined by

X =

n;/n,; i=12,..., N, (4.2-2)

where n, is the total number of moles in the gas phase.
The partial pressure p; is related to ¢; by an equation of state, such as

p; = «m/V)RT = zRTc; i=12...,N, (4.2-3)

where z is the compressibility factor for the gas mixture, and depends on T, P, and
composition. At relatively low density, z =1, and for simplicity we frequently use the
form for an ided-gas mixture:

p;= RTe;  i=12..., N, (4.2-3a)

For the gas-phase reaction 2A + 2B — C + 2D taking place in arigid vessel at a certain
T, suppose the measured (total) pressure P decreases initialy a a rate of 7.2 kPa min~"
At what rate is the patia pressure of A, p,, changing? State any assumptions made.
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SOLUTION
Assume ided-gas behavior (T, V constant). Then,

PV = nRT and p,V = n,RT

At any instant,
n=ny+ ngt net np
dn, = dnA + dnB + dnc + an
= dny + dny —(1/2) dny = dny
= (1/2)dn,
att = 0 dn,, = (1/2) dn,,

Thus, from the equation of state and stoichiometry

dP\ _ RT (dn\ _ RT (dny) _ 1 (dp,
de/, Vv \dt), 2vide ) 2\dt )
and (dp,/df), = 2(dP/dr), = 2(-7.2) = -14.4 kPa min™!

422 Rate and Rate Congant in Terms of Partial Presure

If p; is used in the rate law instead of ¢;, there are two ways of interpreting », and hence
k.. In the first of these, the definition of r; given in equation 1.4-2 is retained, and in the
second, the definition is in terms of rate of change of p;. Care must be taken to identify
which one is being used in a particular case. The first is relatively uncommon, and the
second is limited to constant-density situations. The consequences of these two ways
are explored further in this and the next section, first for the rate constant, and second
for the Arrhenius parameters.

4221 Rate Defined by Equation 1.4-2

The first method of interpreting rate of reaction in terms of partial pressure uses the
verba  definition given by equation 1.4-2 for r. By andogy with equation 4.1-3, we write
the rate law (for areactant i) as

N
(—r) = K, [ [ o} (4.2-4)
i=l

where the additional subscript in k;, denotes a partia-pressure basis, and the prime dis
tinguishes it from a similar but more common form in the next section. From equations
4.1-3 and -5, and 4.2-3a and -4, it follows that £, and k;,, are related by

k = (RT)'k,, (4.2-5)

The units of k;, are (concentration)(pressure)-“ (time)-.
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4.2.2.2 Rate Defined by — dp,/dt

Alternatively, we may redefine the rate of reaction in terms of the rate of change of
the partial pressure of a substance. If density is constant, this is analogous to the use
of —dc,/dt (equation 2.2-10), and hence is restricted to this case, usualy for a constant-
volume BR.

In this case. we write the rate law as

N
(=r;p) = —dpfdt = k;, H jou (constant density) (4.2-6)

where r;, is in units of (pressure)(time) 1. From equations 2.2-10 and 4.2-3a, and the
first part of equation 4.2-3, r;, is related to r; by

= -dcl — RT (constant density) (4.2-7)

H

rp _ dp,
T

regades of the oder of readtion.
Fom equations 41-2 and -5, ad 4.2-3a, -6, ad -7, k; ad k;, ae rdaed by

k; = (RTY" 1k, (constant density) (4.2-8)

The units of k;, are (pressure)!~"(time) .

For the gesphese decompostion of ecetddenyde (A, CH,CHO) to methane and carbon
monaxide, if the rate condart k, a 791 K is 0335 L mol 's~!,

(@ Wha is the order of reaction, and hence the form of the rae lawv?
(b) What is the value of k. in Pa~! s=! for the reaction carried out in a constant-
volume BR?

SOLUTION

(@ Snoe from eguations 4.1-3 ad 5, the units of k, ae (concentration)! ~"(time) !,
l-n==21ad n = 2 tha is the reaction is sscond-order, and the rate law is of
the form (—r,) = kpc3.

(b) Fom equaion 4.2-8,

kap, = ka(RT)!™" = 0.335/8.314(1000)791 = 5.09 X 107 Pa™' 57!

423 Arrhenius Parameters in Teems of Partia Pressure

4231 Rate Defined by Equation 14-2

We apply the definition of the characteristic energy in equation 3.1-6 to both k; and k;,
in equation 4.2-5 to relate E,, corresponding to k;, and E ,, corresponding to k{p. From
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equation 4.2-5, on taking logarithms and differentiating with respect to T, we have

dink; n
a7 T dT

and using equation 3.1-6, we convert this to
E,= Ej, + nRT (4.2-9)

For the relation between the corresponding pre-exponential factors Aand A, we use
equations 3.1-8, and 4.2-5 and -9 to obtain

A= A,(RTe)" (4.2-10)

where e = 2.71828, the base of natural logarithms.

If Aand E, in the original form of the Arrhenius equation are postulated to be inde-
pendent of T, then their analogues A, and E}, are not independent of T, except for a
zero-order reaction.

4232 Rate Defined by = dp,/dt
Applying the treatment used in the previous section to relate E, and E,,, corresponding

to ki, and A and A, corresponding to k;,, with equation 4.2-5 replaced by equation 4.2-
8, we obtain
E,= E;, + (n = )RT (4.2-11)
and
A= A, (RTe)"™ 4.2-12)

These results are similar to those in the previous section, with n = 1 replacing n, and
smilar conclusons about temperature dependence can be drawn, except that for a first-
order reaction, E, = E,, and A = A,. The relationships of these differing Arrhenius
parameters for a third-order reaction are explored in problem 4-12.

OF RATE ON CONCENTRATION

Assessing the dependence of rate on concentration from the point of view of the rate
law involves determining values, from experimental data, of the concentration param-
eters in equation 4.1-3: the order of reaction with respect to each reactant and the rate

constant at a particular temperature. Some experimental methods have been described
in Chapter 3, dong with some consequences for various orders. In this section, we con-
sider these determinations further, treating different orders in turn to obtain numerical
vaues, as illustrated by examples.

4.3.1 Firs-Order Reactions

Some characteristics and applications of first-order reactions (for A — products,
(=ra) = kpcy) are noted in Chapters 2 and 3, and in Section 4.2.3. These are summa-
fized as follows

(1) The time required to achieve a specified value of f, isindependent of ¢4, (Ex-
anple 2-1; see dso equation 3.4-16).
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(2) The calculation of time quantities: half-life (¢,,) in a BR and a CSTR (constant
density), problem 2-1; calculation of residence time ¢ for variable density in a
PFR (Example 2-3 and problem 2-5).

(3) Theintegrated form for constant density (Example 3-4), applicable to both a BR
and a PFR, showing the exponential decay of ¢, with respect to ¢ (equation 3.4-
10), or, dternatively, the linearity of In ¢, with respect to ¢ (equation 3.4-11).

(4) The determination of k, in an isothermal integral PFR (Example 3-7).

(5) The identity of Arrhenius parameters E, and E,,, and A and A, based on ¢,
and p,, respectively, for constant density (Section 4.2.3).

The rate of hydration of ethylene oxide (A) to ethylene glycol (C,H,O + H,0 — C,H0,)
in dilute agueous solution can be determined dilatometrically, that is, by following the
smal change in volume of the reacting system by observing the height of liquid (h) in a
capillary tube attached to the reaction vessdl (a BR, Figure 3.1). Some results & 20°C, in
which the catalyst (HCIO,) concentration was 0.00757 mol L~!, are as follows (Brbnsted

et a., 1929):
t/min hlcm t/min hicm
0 1848 (h,) 270 15.47
30 18.05 300 15.22
60 17.62 330 15.00
90 17.25 360 14.80
120 16.89 390 14.62
240 15.70 1830 12.29 (h)

Determine the order of this reaction with respect to ethylene oxide a 20°C, and the vaue
of the rate constant. The reaction goes virtualy to completion, and the initia concentration
of ethylene oxide (ca,) was 012 mol L.

SOLUTION

We make the following assumptions:
The density of the system is constant.

(1)
(2) The concentration of water remains constant.
(3) The reaction is firgt-order with respect to A.

(

4) The change in concentration of A (c,, c¢,) is proportiona to the change in height
(h, = h).

To justify (1), Bronsted €t ., in a separate experiment, determined that the total change
in height for a I-mm capillary was 10 cm for 50 cm? of solution with ¢,, = 0.2 mol L°1;
this corresponds to a change in volume of only 0.16%.

The combination of (2) and (3) is referred to as a pseudo-first-order situation. H,O is
present in great excess, but if it were not, its concentration change would likely affect the
rae. We then use the integrd method of Section 34.1.1.2 in conjunction with equation
34-11 to test assumption (3).
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data of Bronsted et al. (1929)

Assumption (4) means that c,, & h,= h..and ¢, % h=h,. Equation 3.4-11 then be-
comes

In(h = k) = In(h, = hw) = kat
= 1.823 — kut

Some of the data of Bronsted et al. are plotted in Figure 4.1, and confirm that the
relation is linear, and hence that the reaction is first-order with respect to A. The value
of k, obtaned by Bronsted et d. is 2464 X 1073 min~! & 20°C.

4.3.2 Second-Order Reactions

A second-order reaction may typically involve one reactant (A — products, (—=r,) =
kacl) or two reactants (|v,|A + |vg|B — products, (—ra) = k4cacg). FOr one reac-
tant, the integrated form for constant density, applicable to a BR or a PFR, is contained
in equation 3.4-9, with » = 2. In contrast to a first-order reaction, the half-life of are-
actant, #,, from equation 3.4-16, is proportiona to cg}) (if there are two reactants, both
t,, and fractional conversion refer to the limiting reactant). For two reactants, the in-
tegrated form for constant density, applicable to a BR and a PFR, is given by equation
34-13 (see Example 3-5). In this case, the reaction stoichiometry must be taken into ac-
count in relating concentrations, or in switching rate or rate constant from one reactant
to the other.

At 5 1 8°C, acetaldehyde vapor decomposes into methane and carbon monoxide according
to CH;CHO — CH, + CO. In a particular experiment carried out in a constant-volume
BR (Hinshdwood and Hutchison, 1926), the initid pressure of acetddehyde was 484 kPa,
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SOLUTION

and the following increases of pressure (AP) were noted (in part) with increasing time:

tls 42 105 242 480 840 1440
AP/kPa 45 99 179 259 325 379

From these results, determine the order of reaction, and calculate the value of the rate
constant in pressure units (kPa) and in concentration units (mol L=1),

It can be shown that the experimental data given do not conform to the hypothesis of a
first-order reaction, by the test corresponding to that in Example 4-3. We then consider
the possibility of a second-order reaction. From equation 4.2-6, we write the combined
assumed form of the rate law and the material balance equation (for constant volume), in
terms of CH,CHO (A), as

( —rap) = —dpaldt = kp,pi @
The integrated form is
l
— + kot ()
Pa Pao A

so that 1/p, isalinear function of ¢. Vaues of p, can be calculated from each value of
AP, since P, = pu,, and

AP=P =P, = pp + Pcy, * Pco ~ Pao
= pat 2(Pp, = PA) = Pap= Pao— Pa= 484 = Da ©)

Vdues of p, caculated from equation (3) are:

tls 42 105 242 480 840 1440
pa/kPa 439 386 306 226 159 105

These values are plotted in Figure 4.2 and confirm alinear relation (i.e., n = 2). The
value of k,, caculated from the slope of the linein Figure 4.2 is

ka, =5.07 X107 5kPa™' 57!
and, from equation 4.2-8 for k, in (—r,) = kaci.

kn = RTk,, = 8.314(791)5.07 X 10~° = 0.334 L mol ' 57!

4.3.3 Third-Order Reactions

The number of reactions that can be accurately described as third-order is relatively
smal, and they can be grouped according to:

(1) Gasphase reactions in which one reactant is nitric oxide, the other being oxygen
or hydrogen or chlorine or bromine these ae discussed further below.

(2) Gas-phase recombination of two atoms or free radicals in which a third body
is required, in each molecular act of recombination, to remove the energy of
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Figure 4.2 Linear second-order plot for Example 4-4

recombination; since consideration of these reactions requires ideas of reaction
mechanism, they are consdered further in Chapter 6.

(3) Certain agueous-phase reactions, including some in which acid-base catalysisis
involved; for this reason, they are considered further in Chapter 8.

Gas-phase reactions involving nitric oxide which appear to be third-order are:

2NO + O, — 2NO,
2NO + 2H, — N, + 2H,0
2NO + ClI, — 2NOCI (nitrosyl chloride)
2NO + Br, — 2NOBr (nitrosyl bromide)

In each case, the rate is found to be second-order with respect to NO(A) and first-
order with respect to the other reactant (B). Tha is, as a specid form of equation 4.1-3,

(=ra) = kaCacp (4.3-1)

(In each case, we are consdering only the direction of reaction indicated. The reverse
reaction may well be of a different order; for example, the decomposition of NO, is
second-order.)

The first of these reactions, the oxidation of NO, is an important step in the manu-
facture of nitric acid, and is very unusual in that its rate decreases as T increases (see
problem  4-12).

The consequences of using eguation 4.3-1 depend on the context: constant or variable
density and type of reactor.

Obtain the integrated form of equation 4.3- 1 for the reaction w,|A + vy [B — products
occurring in a congtant-volume BR.



74 Chapter 4: Development of the Rate Law for a Simple System

SOLUTION

SOLUTION

From the rate law and the materid balance equation 2.2-10, the equation to be integrated
is

d
- = kydr 4.3-2)
A'B

The result is rather tedious to obtain, but the method can be the same as that in Example
3-5: use of the stoichiometric relationship and the introduction of £, followed by integration
by partial fractions and reversion to ¢, ad cy to give

2
voln(A)= M _ ) in(Cae)_ M Mk, (4.3-3)
Cp Ca CBo CaAo VA

where M = vgcp, = VaCp,- The left side is a linear function oft; k, can be determined
from the dlope of this function.

Suppose the following data were obtained for the homogeneous gas-phase resction 2A +
2B -» C + 2D carried out in arigid 2-L vessel at 800°C.

P,/ dP/dp),/
kPa Xap (kPa)min ™!
46 | 0261 -0.8
70 | 0514 -7.2
80 | 0150 -1.6

Assuming that a time zero no C or D is present, obtain the rate law for this reaction,
dtating the value and units of the rate constant in terms of L, mol, s.

From equation 4.2-6, in terms of A and initid rates and conditions, and an assumed form
of the rate law, we write

(_rAp)o = _(dpA/dt)o = kApropgo @)

Veues of (dp,/df), can be caculated from the measured values of (dP/dr),, as shown in
Example 4-1. Vdues of p,, and pg, can be calculated from the given values of P, and
Xa, (from equation 4.2-1). The results for the three experiments are as follows.

p er/ pBo/ (dpA/ dt)o/

kPa kPa kPa min~!
12 34 -1.6
36 34 =144

12 68 -3.2
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We take advantage of the fact that pg, is constant for the first two experiments, and p,,
is congtant for the first and third. Thus, from the first two and equation (1),

1.6 kap(12°B4HP 1 ¢
- 144 = %, G6PCHF =@

from which
a=2
Similarly, from the first and third experiments,
B =1

(The overal order, n, is therefore 3.) Subgtitution of these results into equation (1) for any
one of the three experiments gives

kp = 327 X107 kPa™> min”’
From equation 4.2-8,

ky = (RT)*ks, = (8.314)%(1073)*3.27 X 107*/60 = 434 L2 mol *s™!

434 Othe Ordes of Reaction

435 Comparison of

From the point of view of obtaining the “best” vaues of kinetics parameters in the rate
law, equation 4.1-3, the value of the order can be whatever is obtained as a “best fit”

of experimental data, and hence need not be integral. There is theoretical justification
(Chapter 6) for the choice of integral values, but experiment sometimes indicates that
haf-integrdl  values are appropriate. For example, under certain conditions, the decom-
position of acetaldehyde is (3/2)-order. Similarly, the reaction between CO and Cl, to

form phosgene (COCl,) is(3/2)-order with respect to Cl, and first-order with respect
to CO. A zero-order reaction in which the rate is independent of concentration is not

observed for reaction in a singlephase fluid, but may occur in enzyme reactions, and in
the case of a gas reacting with a solid, possibly when the solid is a catdyst. The basis for

these is considered in Chapters 8 and 10.

Orders of Reaction

In this section, we compare the effect of order of reaction n on ca/ca, = 1 = f4 for
various conditions of reaction, using the model reaction

A — products (A)
with rate law

(=7a) = kaCh (3.4-1)
We do this for isotherma constant-density conditions first in @ BR or PFR, and then in

a CSTR. The reaction conditions are normalized by means of a dimensionless reaction
number M,, defined by



76 Chapter 4. Development of the Rate Law for a Simple System
MAil = kAC;;)lt_ (43_4)

where fis the reaction timein a BR or PFR, or the mean residence timein a CSTR.

4.3.51 BR o PFR (Isothemal, Condant Densty)
For an nth-order isothermal, constant-density reaction in a BR or PFR (n # 1), equa
tion 3.4-9 can be rearranged to obtain c,/c,, explicitly:
M=kt = (= Dkyt  (n#1) (34-9)
= (N = 1My, /it (3.4-9a)

(note that 7 = ¢ here). From equation 3.4-9a,
caleao = [L+ (n=1Ma, 1" (n#1) (4.35)
For afirst-order reaction (n = 1), from equation 3.4-10,
calea, = €xp(— kat) = exp(—My;) (n =1 (4.3-6)

The resulting expressions for c,/c,, for severa values of n are given in the second
column in Table 4.1. Results are given for n = 0 and n = 3, although single-phase re-
actions of the type (A) ae not known for these orders.

In Figure 43, calca, is plotted as a function of M, for the values of n given in Table
4.1. For these values of n, Figure 4.3 summarizes?mow ¢, depends on the parameters
ka, ¢, a@nd £ for any reaction of type (A). From the value of ¢,/c,, obtained from
the figure, ¢, can be calculated for specified values of the parameters. For a given n,
calcy, decreases s M, increases; if k, and ¢,, ae fixed, increasing M,, corresponds

Table 4.1 Comparison of expressions® for calca, =1 = fa

| calcap =1 = fa

0 = 1= Mao; Mo = | = 1= Mag; Mao <!

=0 My =1 =0 My =1

7
M2

1| = M pan =2 | =1 - e l(l . Mi) i 1}

=0, Maip =2 Al2
! = exp(—Ma1) = (1+ Myy)™
32 = (1+ Masp/2)™2 from solution of cubic equation [in (ca/cao)?1:

Masp(caleaoy? +(calca,) 1=0

_ (1 + 4Mpp)' 2 =~ 1
- 2My,
3 = (1+ 2Mp3)" 12 from sdlution of aubic equation:

IMA?:(CA/CAO)3 + (CA/CA,,) -1=0

2 = {1+ Mp)™!

“For reaction A — products; (—r4) = kach; My, = kactz! #; isothermal, constant-density conditions,
from equations 4.3-5, -6, and -9.
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CA/ Cpo

9 J

Figure 4.3 Comparison of ca/cy, for various orders of reaction in a BR or
PFR (for conditions, see footnote to Table 4.1)

to increasing reaction time, 7. For agiven M,,, ca/c,, increases  with increasing  order,
n. We note that for » = 0 and 1/2, ¢, /c,, decreases to 0 at Mpy = 1 and Myyp = 2,

respectively, whereas for the other values of n, c5/c,, approaches 0 asymptotically.
The former behavior is characteristic for » < 1; in such cases, the value of M,, for the
conditions noted in Figure 4.3 is given from equation 4.3-5 by

My, (calen, =0) = 1/(1=n); n<1 (4.37)
We also note that the slope s of the curves in Figure 4.3 is not the rate of reaction (—r,),
but is related to it by (—ry) = ~s(—r,),, Where ( —r,), is the initia rate at M,, = 0

(=(ra), - kach,)- The limiting dope & M,, = 0 iss= = 1in every case, as is evident
graphicaly for » = 0, and can be shown in generd from equations 4.3-5 and -6.

4.3.5.2 CSTR (Constant Density)

For an nth-order, constant-density reaction in a CSTR, the combination of equations
2.3-12 and 3.4-1 can be rearranged to give a polynomid eguation in cp/cp,:

(—7a) = kaca = (cpp = )P (4.3-8)

from which, using equation 4.3-4 for M,,, we obtan (for all velues of n):

MA,,(CA ) + (EA—>— 1=0 (4.3-9)

CAo CAo

Solutions for c,/ca, from equation 4.3-9 are given in the third column in Table 4.1.
For n = 3/2 and 3, the result is a cubic equation in (ca/ca,)?and ca/c,,, respectively.
The analytical solutions for these are cumbersome expressions, and the equations can
be solved numericdly to obtain the curves in Figure 4.4.

In Figure 44, smilar to Figure 4.3, cp/ca, is plotted as a function of M,,. The behav-
ior is similar in both figures, but the values of cp/c,, for a CSTR are higher than those
for a BR or PFR (except for n = 0, where they are the same). This is an important
characteristic in comparing these types of reactors (Chapter 17). Another difference is
that c,/ca,approaches 0 asymptotically for al values of n> 0, and not just for n= 1,
& in Figure 43.
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10

Figure 4.4 Comparison of ca/ca, for various orders of reactionina CSTR (for
conditions, see footnote to Table 4.1)

436 Product Species in the Rate Law

The rate of reaction may also depend on the concentration of a product, which isin-
cluded in equation 4.1-3. If ¢, for a product is negative, the effect is called product
inhibition, and is not uncommon in catalytic reactions (Chapter 8). If «; for a product
is positive, the reaction accelerates with increasing conversion, and the effect is called
autocatalysis (Chapter 8). The possible involvement of product speciesin the rate law
should be considered in the experimental investigation. This can be tested by measur-
ing the rae & low oconvasons Snce reedtat concenraions vay litle in such casss
any relatively large changes in rate arise from the large percentage changes in product
concantraion, which incressss from zao to a finite vdue

Suppose the following rate data are obtained at the same T from a 400-cm® CSTR in a
kintics invedtigdtion of the vgpor-phase dehydration of ethyl doohd to form ethyl eher:

2C,H;0H(A) — (C,H;),0(B) + H,0(C)

The vdues of (—r,) ae cdadaed from the messured concatrations of A by meas o
equetion 2312 (condant dendty assumed).

qo/ cAO/ CA/ CB - CC/ fA 104(—rA)/

expt. cm?’ s! mo L-! mol L=1s~!
1 20 0.05 0.0476 0.00120 0.048 120

2 20 0.10 0.0966 0.00170 0.034 170

3 10 0.05 0.0467 0.00167 0.066 083

4 10 0.10 0.0952 0.00239 0.048 120

Propoe a rate lav for this reedtion.
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Table 4.2 Values of the Arrhenius parameters

Order Al Eal
Reaction n (L mol "y»~1s~1| kJ mol~! Reference*
H, + [, = 2HI 2 13 x 107 163.2 M
2HI - H, + L, 2 7.9 x 1010 1841 (1)
2C4Hy — ¢-CsHy, 2 13 x 108 1121 (1)
CH; + CH; = C,H; 2 2.0 x 1010 0 (1)
Cl +H, » HCl + H 2 7.9 x 1010 23 (D)
NO + O; - NO, + 0, 2 6.3 x 108 10.5 1)
HOCL + |- — HOI + CI~ 2 1.6 x 10° 3.8 )
OClI" + I" - OI" + CI” 4.9 x 1010 50 )
C,H;Cl - CHy + HCI 4.0 x 101 254 (3
¢-C4Hg = 2C;H, 4.0 x 1015 262 3)

*(1) Bamford and Tipper (1969).
(2) Lister and Rosenblum (1963).
(3) Moore (1972, p. 395).

We note that in expaiments 1 and 3 ¢, is goproximatdy the same but that (—r,) decressess
& cg O ¢ inoesses gpproximetdy in inverse raio. Expaiments 2 and 4 dmilaly show
the same behavior. In expaiments 2 and 3, ¢ OF ¢ IS goproximatdy condant, and (— r,)
dodes & ¢, doudles These reauts suggest thet the rate is fird-order (+ 1) with regoect
to A, and -1 with respect to B or C, or (lesslikely) B and C together. From the data
gven, we can't tdl which of these three posshiliies correctly aoocounts for the inhibition
by produc(s. However, if, for exanple B is the inhibitor, the rae law is

(—=rp) = kpcacg’

ad k, can be cdodaed from the deta given,
OF RATE ON TEMPERATURE

of Arrhenius Parameers

As introduced in sections 3.1.3 and 4.2.3, the Arrhenius equation is the norma means
of rgresrting the effet of T on rae of reation, through the dependence of the rae
condant £ on T. This equation contdns two paramelers A ad E,, which ae uely

dipuaed to be independent of T. Veuess of A ad E, cn be edebished from a min-

mum o two mesramats o £ & two tempaauwes However, more than two reslts
are required to establish the validity of the equation, and the values of A and E, are

then dotained by paange edimdion from severd redts The lineer fom of equaion
3.1-7 may be used for this purpose, either graphically or (better) by linear regression.
Alternatively, the exponential form of equation 3.1-8 may be used in conjunction with
nonlinear regresson (Sedtion 35). Some vdues ae gven in Tade 42

Determine the Arrhenius parameters for the reaction C,H, + C4Hg — CgH, g from the
fdloning dda (RoMey ad Sare, 1951):
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Figure 4.5 Arrhenius plot for C;Hy + C4Hg — CsHyg
(data of Rowley and Steiner, 1951)

T/K k/L mol~1s™1 TIK k/L mol™'s™!
760 0334 863 312

780 0560 866 405

803 0933 867 347

8 1565 876 374

27) 134 8% 562

83 123 el 820

86 159

SOLUTION

The data of Rowley and Steiner are shown graphicdly in Figure 4.5, with k plotted on
a logarithmic scde (equivdent to Ink on a linear scde) againgt 1000/T. According to
equation 3.1-7, the result should be a linear relation, with a dope of = E4/R and an intercept
(not indicated in Figure 4.5) of In A. The values of E, and A obtained by Rowley and
Sene in this way ae 115000 J mol~! and 30 X 107 L mol™! s~!, respectivey.

442 Arrhenius Parameter's and Choice of Concentration Units for GasPhase Reactions

The consequences for the effect of different choices of concentration units developed
in Section 423 ae explored in problem 4-12 for the third-order NO oxidation reaction.

45 PROBLEMS FOR CHAPTER 4

g 4-1 Thekinetics of the pyrolysis of mixtures of 2-butyne (A, C,Hg) and vinylacetylene (B, C,H,)

AS have been investigated by Harper and Heicklen (1988). Pyrolysisis afactor in soot formation,
which involves polymerization a one stage. Although the mgjor product in this case was a
polymer, o-xylene (C, CgHjg) was adso produced, and this was chosen as the gpecies of interest.
Reaction was carried out in a congtant-volume BR, and andysis was by mass spectrometry.
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Initid rates of formation of C for variousinitia concentrations of A and B a 400°C are as

follows:

109 I'co
mol L1 71

10% cap 10* cp,
mol L1 mol L-!
941 9.58
472 4.79
2.38 245
145 147
4.69 14.3
2.28 6.96
1.18 3.60
0.622 1.90
13.9 491
6.98 248
355 125
1.90 0.67

125
363
0.763
0.242

12.6
334
0.546
0.343
6.62
167
0.570
0.079%6

(@ Test the hypothesisthat theinitia rate of formation of o-xyleneisfirst-order with respect
to each of A and B.
(b) For arae law of the form r¢ = kac!

regression.

aad-ﬁ
AYB

Jdetermine values of ky, a, and B by nonlinear

(c) From thefollowing values of the rate constant, given by the authors, at five temperatures,
determine the values of the Arrhenius parameters A and E4 , and specify their units.

T/°C 350
100 kL mol~'s! 466 623 145 200 379

4-2 Therate of decomposition of dimethy! ether (CH3;OCH3) in the gas phase has been determined
by Hinshewood and Askey (1927) by measuring the increase in pressure (AP) accompany-
ing decomposition in a constant-volume batch reactor at a given temperature. The reaction
is complicated somewhat by the appearance of formadehyde as an intermediate product at
the conditions studied, but we assume here that the reaction goes to completion according to
CH;0CH; - CH, + H, + CO,or A - M + H + C. In one experiment a 504°C, in which
the initid pressure (P, = p,,, pure ether being present initially) was 41.6 kPa, the following
values of AP were obtained:

375

400 425 450

t/s

AP = (P = pao)kPa

tls

AP = (P = pao)/kPa

0
207
390
481
665
77

0

75
12.8
155
20.8
235

916
119
1587
2240
2660
3155

26.7
333
41.6
536
58.3
62.3
82.5

Test the hypothesis that the reaction is first-order with respect to ether.

4-3 The hydrolysis of methyl bromide (CH;3Br) in dilute agueous solution may be followed by
titrating samples with AgNO;. The volumes of AgNO; solution (V) required for 10 cm?® sam-
ples a 330 K in a particular experiment in a congtant-volume batch reactor were as follows
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(Millard 1953, p. 453):

tmin O 83 300 412 reaction complete
Viem 0 59 173 221 495

(&) Write the equations for the reactions occurring during hydrolysis and analysis.

(b) If the reaction isfirst-order with respect to CH;Br(A), show that the rate constant may be
caculated from ky = (I/t) In[V./(V,, = V)], wheret istime, V.. is the volume of AgNOs
required for titration when the reaction is complete, and V is the volume required at any
time during the course of the reaction.

(c) Cdculate values of k, to show whether the reaction is first-order with respect to CH;Br,

4-4 Ethyl acetate reacts with sodium hydroxide in agqueous solution to produce sodium acetate and
ethyl acohal:

CH3;COOC,Hs(A) + NaOH — CH3COONa + C,H;OH

This saponification reaction can be followed by withdrawing samples from a BR at various
times, adding excess standard acid to “quench” the reaction by neutraizing the unreacted
hydroxide, and titrating the excess acid with base. In a particular experiment at 16°C, samples
of 100 cm?® were withdrawn at various times; the concentration of acid used (HCI) was 0.0416
mol L~!. The following results were obtained (V, is the volume of acid solution required to
neutralize umeacted NaOH at time ) (Glasstone, 1946, p. 1058).

tls 0 224 377 629 816 0
V/em® 62.09 54.33 50.60 46.28 43.87 33.06

Using this information, obtain the rate law for the reaction.

4-5 Therate of decompaosition of gaseous ethylene oxide (C,H,0), to CH4 and CO, has been stud-
ied by Mueller and Walters (1951) by determination of the fraction ( f,) of oxide (A) reacted
after adefinite time interve (£) in a congtant-volume batch reactor. In a series of experiments,
theinitiad pressure of the oxide (Py,) was varied. Some of the results are as follows:

Pao/kPa 271 372 404 553 58.6
tls 2664 606 2664 2664 1206
fa 0268 0084 0274 0286 0139

From these results, determine the order of reaction and the value of the rate constant (specify
its units).

4-6 The rate of reaction between hydrocyanic acid (HCN) and acetaldehyde (CH;CHO) to give
acetaldehyde cyanohydrin has been studied in a constant-volume batch reactor a 25°C in
dilute agueous solution, buffered to keep the pH constant (Svirbely and Roth, 1953). The
reaction is

HCN + CH;CHO — CH3CH(OH)CN

A typica set of resultsis given below, where the concentrations arein mol L}

t/min 328 1112 2443 4035 672 o
cuen X 102 6.57 6.19 569 515 463 273
Ccyco X 102 3.84 3.46 296 242 190 000

Determine the rate law for this reaction at 25°C, and caculate the rate congtant, and the initia
concentrations of HCN(c,,) ad CH3;CHO(cp,).

4-7 Therate of acetylation of benzyl chloride in dilute aqueous solution a 102°C has been studied
by Huang and Dauerman (1969). The reection is
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CH3COONa + C¢HsCH,Cl - CH3;COOCHsCH; + Na*™ + Cl-

or A + B — products

Some of the data they obtained for a solution equimolar in reactants(ca, = 0.757 mol L Yin
aconstant-volume batch reactor are as follows ( fi isthe fraction of B unconverted a time ¢):

1073s 245 547 886 1267
f 0.912 0.809 0.730 0.638

Determine the form of the rate |law and the vaue of the rate congtant a 102°C based on these
data

4-8 The rate of decomposition of nitrogen pentoxide (N,0s) in the inert solvent CCl, can be fol-
lowed by measuring the volume of oxygen evolved at a given temperature and pressure, since
the unreacted N, 05 and the other products of decomposition remain in solution. Some results
a 45°C from aBR are as follows (Eyring and Daniels, 1930):

tls 162 409 1721 3400 o
0, evolved/cm® 341 7.78 2300 2933 3260

What is the order of the decomposition reaction (which for this purpose can be written as
N,Os = NpO4 + 50,)? Assume the reaction goes to completion.

4-9 Rate congtants for the first-order decomposition of nitrogen pentoxide (N,Os) at various tem-
peratures are as follows (Alberty and Silbey, 1992, p. 635):

T/K 273 208 308 318 328 338
10°k/s~t 00787 346 135 498 150 487

Show that the data obey the Arrhenius relationship, and determine the values of the Arrhenius
% % parameters.
7o§7o§ 4-10 Rete congtants for the liquid-phase, second-order, arometic subgtitution reection of 2-
‘ chlorogquinoxaine (2CQ) with aniline in ethanol (inert solvent) were determined & sev-
erd temperatures by Patel (1992). The reaction rate was followed by means of a conductance
cdl (es aBR). Reaults are as follows:

T/°C 20 25 30 3B 40
10°k/dm® mol-!s! 27 40 58 86 130

Cdculate the Arrhenius parameters A and E4 for this resction, and state the units of each.
411 Suppose the liquid-phase reaction A — B +Cwesstudiedina3-L CSTR at steady-state, and
the following results were obtained:

expt. glem?® 71 T/ °C ca/mol L
1 0.50 25 0.025
2 6.00 25 0.100
3 1.50 35 0.025

Assuming that the rate law is of the form (—ra) = kac) = A exp(—E4/RT)c’;, determine A,
E,, and n, and hence k, & 25°C and a 35°C. ca, in dl three runs was 0.250 mol L™1.

% 4-12 The oxidation of nitric oxide, NO(A) + %02 - NQO,, is a third-order gas-phase reaction
(scond-order with respect to NO). Daa of Ashmore & . (1962) for values of the rate condant
at various temperatures are as follows:

7K 377 473 633 633 692 799
1073 ka/L2mol™2 ! 991 707 583 573 593 571
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(a) Cdculate the corresponding values of k,, in kPa=2s!.

(b) Determinethe vaues of the Arrhenius parameters based on the values of k4 given above.

(©) Repest (b) using the values calculated in (8) to obtain E,, and A,,.

(d) Compare the difference E, - E,,, as caculated in (b) and (c) with the expected result.

(€) Which is the better representation, (b) or (), of the experimenta datain this case?
(Seedso dataof Bodenstein et d. {1918, 1922), and of Greig and Hall (1967) for additional
datafor the range 273 to 622 K).

4-13 The chlorination of dichlorotetramethylbenzene (A) in acetic acid at 30°C has been studied
by Baciocchi et d. (1965). The reaction may be represented by

A + B — products,

where B is chlorine. In one experiment in a batch reector, theinitial concentrationswere ¢y, =
0.0347 mol L~!, andcg, =0.0192 mol L1, and the fraction of chlorine reacted ( f) at various
times was as follows:

timin O 807 1418 2255 2855 3715 4290
fs 0 02133 03225 04426 05195 0595 0.6365

Investigate whether the rate law is of the form (—ra) = (—rg) = kcac, and state your con-
clusion, including, if appropriate, the vaue of k and its units.

4-14 The reaction 2NO + 2H, = N, + 2H,0 was studied in a constant-volume BR with equimolar
quantities of NO and H; at various initial pressures:

P,/kPa 472 455 50.0 38.4 335 324 269
tinfs 81 102 9% 140 180 176 224

Calculate the overdl order of the reaction (Moore, 1972, p. 416).
4-15 The hydrolysis of ethylnitrobenzoate by hydroxyl ions

NO,C¢H,COOC;Hs + OH- — NO,CgH,CO0™ + C,H;OH

proceeds as follows at 15°C when theinitial concentrations of both reactants are 0.05 mol [
(congtant-volume batch reactor):

ils 120 180 240 330 530 600
% hydrolyzed 32.95 41.75 48.8 58.05 69.0 70.4

Use (a) the differentid method and (b) the integra method to determine the reaction order,
and the value of the rate constant. Comment on the results obtained by the two methods.

4-16 The kinetics of the gas-phase reaction between nitrogen dioxide (A) and trichloroethene (B)
have been invedtigated by Czarnowski (1992) over the range 303-362.2 K. The reaction ex-
tent, with the reaction carried out in a constant-volume BR, was determined from meesure-
ments of infrared absorption intensities, which were converted into corresponding pressures
by calibration. The products of the reaction are nitrosyl chloride, NOC1 (C), and glyoxyloxy!
chloride, HC(O)C(O)Cl.

In aseries of seven experiments at 323.1 K, theinitial pressures, pa, and pg,, were varied,
and the partia pressure of NOCI, pc, was messured after a certain length of time, ¢. Results
areasfollows

t/min 1822 3604 3608 4353 3328 1200 1821
pao/kPa 397 555 399 2.13 397 249 208

peo/kPa 716 766 689 677 3.03 857 9.26
pc/kPa 0053 0147 0107 0067 0040 0027 0040
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(8) Write the chemical equation representing the stoichiometry of the resction.

(b) Can the course of the reaction be followed by measuring (total) pressure rather than by
the method described above? Explain.

(c) Determine the form of the rate law and the value of the rate constant (in units of L, mal,
) a 323.1 K, with respect to NO,.

(d) From the following values of the rate congtant, with respect to NO, (units of kPa, min),

given by Czarnowski, determine vaues of the Arrhenius parameters, and specify the units
of each:

TIK 303.0 323.1 343.1 362.2
105 k, (units of kPa, min) 4.4 106 207 398

4-17 A La(Cr, Ni) 0, catalyst was tested for the cleanup of residua hydrocarbons in combustion
streams by measuring the rate of methane oxidation in a differentid laboratory flow reector
containing a sample of the catayst. The following conversions were measured as a function
of temperature with afixed initid molar flow rate of methane. The inlet pressure was 1 bar
and the methane mole fraction was 0.25. (Note that the conversions are smdl, so that the data
gpproximately represent initia rates) The rate law for methane oxidation is first-order with
respect to methane concentration.

T°C 250 300 350 400 450
% conver'son 011 026 058 113 23

(@ Explain why initid methane molar concentrations are not consgtant for the different runs.

(b) Calculate k (s7!) and &}, (mol s™! L™! bar™") for each temperature, given that the void
volume in the bed was 0.5 ¢cm? and the methane molar flow rate into the reactor was |
mmol min~!.

(c) Show whether these data obey the Arrhenius rete expression for both k and k), data. Whet
aethevaues of E4 and E},? (Indicate the units)

(d) Explain why, if one of the Arrhenius plots of either k or k, is linear, the other deviates
from linearity. Is this effect sgnificant for these data? Explain.

(e) Cdculate the pre-exponentid factors A and A, Comment on the relative magnitudes of
Aad A, astemperaiure approaches infinity.

(f) How would you determine if factors involving the reection products (CO, ad H,0O) should
be included in the rate expresson?

4-18 The Ontario dairy board posted the following times for keeping milk without spoilage.

T/°C Safe storage time before spoilage

0 30 days
3 14 days
15 2 days
22 16 hours
30 3 hours

(a) Does the spoilage of milk follow the Arrhenius relation? Assume spoilage represents a
given “fractiona conversion” of the milk. Construct an Arrhenius plot of the data.
(b) What value of activation energy (E,) characterizes this process? (State the units.)

4-19 The rections of the ground-sate oxygen atom O(’P) with symmetric diphatic ethers in the gas
phase were investigated by Liu et d. (1990) using the flash photolysis resonance fluorescence
technique. These reactions were found to be first-order with respect to each reactant. Therate
congtants for three ethers at several temperatures are as follows:
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101 kfem® molecule”’ 57!
Ether 240K 298K 330K 350K 400K
diethyl 17.0 38.1 55.8 66.1 98.6
di-n-propyl 25.8 58.2 75.3 900 130
di-n-butyl 36.0 68.9 89.7 114 153
Determine the Arrhenius parameters A and E; for each diether and specify the units of each.
% 4-20 Nowak and Skrzypek (1989) have measured the rates of decomposition separately of (1)
NH,HCO; (A) (to (NH,);CO3), and (2) (NH,),CO; (B) in agueous solution. They used an

open, isotherma BR with continuous removal of gaseous products (CO, in case (1) and NH;
in (2)) so that each reaction was irreversible. They measured ¢, in case (1) and ¢ in case (2)
at predetermined times, and obtained the following results a 323 K for (1) and 353 K for (2).

1073¢/s 10ca/mol L! 10cg/mol L}
0 8.197 11.489
1.8 6.568 6.946
3.6 5.480 4977
54 4,701 3878
7.2 4116 3177
9.0 3.660 2690

10.8 3.295 2.332
12.6 2.996 2.059
144 2.748 1.843
16.2 2537 1.668
18.0 2.356 1523

(a) Write the chemica equations for the two cases (H,0 is aso a product in each case).
(b) Determine the best form of the rate law in each case, including the numerical value of the
rae  congtant.
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Complex Systems

In previous chapters, we deal with “simple”’ systems in which the stoichiometry and

kinetics can each be represented by a single equation. In this chapter we deal with

“complex” systems, which require more than one equation, and this introduces the ad-

ditional features of product distribution and reaction network. Product distribution is
not uniquely determined by a single stoichiometric equation, but depends on the reac-
tor type, as well as on the relative rates of two or more simultaneous processes, which
form a reaction network. From the point of view of kinetics, we must follow the course
of reaction with respect to more than one species in order to determine vaues of more

than one rate constant. We continue to consider only systems in which reaction oc-
cursin asingle phase. This includes some catalytic reactions, which, for our purpose
in this chapter, may be treated as “pseudohomogeneous.” Some development is done
with those famous fictitious species A, B, C, eic. to illudrate some features as smply as

possible, but real systems are introduced to explore details of product distribution and
reaction networks involving more than one reaction step.

We first outline various types of complexities with examples, and then describe meth-
ods of expressing product distribution. Each of the types is described separately in
further detail with emphasis on determining kinetics parameters and on some main
features. Finaly, some aspects of reaction networks involving combinations of types of
complexities and their construction from experimental data are considered.

51 TYPES AND EXAMPLES OF COMPLEX SYSTEMS

Reaction complexities include reversible or opposing reactions, reactions occurring in
paradlel, and reactions occurring in series. The description of a reacting system in terms
of steps representing these complexities is called a reaction network. The steps involve
only species that can be measured experimentally.

51.1 Reversible (Opposing) Reactions

Examples of reversible reacting systems, the reaction networks of which involve oppos
ing reactions, are.

(1) Isomerization of butane (A)
n-C4H10 2 i‘C4H10

(2) Oxidation of SO,

1
so, + 5

50, =250;

87
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(3) Hydrolysis of methyl acetate or its reverse, esterification of acefic acid

CH,COOCH; + H,0 = CH;COOH + CH;0H
5.1.2 Reactions in Paralld

Examples of reacting systems with networks made up of pardlel steps ae

(1) Dehydration and dehydrogenation of C,H;OH (B)

CH;0H > C,H, + H,0
C2H50H b d C2H4O + Hz

(2) Nitration of nitrobenzene to dinitrobenzene
CsHsNO, + HNO, — 0-CsH,(NO,), + H,O

C¢HsNO, + HNO, — m-C;H,(NO,), + H,0
CsH;NO, + HNO, = p-CgHy(NO,), + H,O

51.3 Reactions in Series

An example of a reacting system with a network involving reactions in series is the
decomposition of acetone (series with respect to ketene)

©)
(CH;),CO — CH, + CH,CO(ketene)
CH,CO — %CzH4 + CO
514 Combinations of Complexities

(1) Series-reversible; decomposition of N,Os )

N;O5 — N0, + %02

N,0,=22NO,
(2) Series-pardlld

o Partia oxidation of methane to formaldehyde (E)

CH, + 0, = HCHO + H,0

HCHO + ;0 CO + H,0

CH, + 20, - CO, + 2H,0

(This network is series with respect to HCHO and parallel with respect to CH,
and O,.)

o Chlorination of CH, F)

CH, + Cl, = CH,Cl + HCI
CH,Cl + Cl, - CH,Cl, + HCl

CH,C], + Cl, = CHCI; + HC1
CHCl; + Cl, - CCl, + HCl
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(This network is series with respect to the chlorinated species and parale with
respect to Cl,.)
o Hepatic metabolism of lidocaine (LID, C;4H,N,0) (G)

This follows a series-parallel network, corresponding to either hydroxylation of
the benzene ring, or de-ethylation of the tertiary amine, leading to MEGX, to
hydroxylidocaine, and ultimately to hydroxyMEGX:
LID =2 MEGX (C,,H;3N,0)
LID 22 hydroxylidocaine ( C,4Hy,N,O,)
MEGX 2% hydroxyMEGX (C,,H;sN,0,)
hydroxylidocaine —GHy hydroxyMEGX

515 Compartmental or Box Representation of Reaction Network

In addition, or as an aternative, to actual chemical reaction steps, a network may be
represented by compartments or boxes, with or without the reacting species indicated.
This is illustrated in Figure 5.1 for networks (A) to (G) in Sections 5.1.1 to 5.14. This
method provides a pictorial representation of the essential features of the network.

i (D)

Y

— — (E)

L "k

Figure 51 Compartmental or box representation of reaction networks
(A) to(G) in Sections 5.1.1 to 5.1.4
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52 MEASURES OF REACTION EXTENT AND SELECTIVITY

5.2.1 Reaction Soichiometry and Its Significance

SOLUTION

For a complex system, determination of the stoichiometry of areacting system in the
form of the maximum number (R) of linearly independent chemical equations is de-
scribed in Examples 1-3 and 1-4. This can be a useful preliminary step in a kinetics study
once al the reactants and products are known. It tells us the minimum number (usu-
ally) of species to be analyzed for, and enables us to obtain corresponding information
about the remaining species. We can thus use it to construct a stoichiometric table cor-
responding to that for a simple system in Example 2-4. Since the set of equations is not
unique, the individual chemical eguations do not necessarily represent reactions, and
the stoichiometric model does not provide a reaction network without further informa-
tion obtained from kinetics.

Spencer and Pereira (1987) studied the kinetics of the gas-phase partiad oxidation of CH,
over a Mo0O;-Si0, catdyst in a differentid PFR. The products were HCHO (formalde-
hyde), CO, CO,, and H,O0.

(a) Obtain a set of Rlinearly independent chemica equations to represent the stoi-
chiometry of the reacting system.

(b) What is the minimum number of species whose concentrations must be measured
experimentally for a kinetics analysis?

(@ The sysem may be represented by
{(CH,, 0,, H,0, CO, CO,, HCHO), (C, O, H)}
Using manipulations by hand or Mathematica as described in Example 1-3, we obtan the

following set of 3 (R) equations in canonica form with CHy4, O,, and H,O as components,
and CO, CO, and HCHO as noncomponents.

CH, + %oz - 2H,0 + CO &)
CH, + 20, = 2H,0 + CO, @)
CH, + 0, = H,0 + HCHO 3

These chemica equations may be combined indefinitely to form other equivalent sets of
three equations. They do not necessarily represent chemica reactions in a reaction net-
work. The network deduced from kinetics results by Spencer and Pereira (see Example
58) involved (3), (1)—(3), and (2) as three reaction steps.

(b) The minimum number of speciesis R= 3, the same as the number of equations or
noncomponents. Spencer and Pereira reported results in terms of CO, CO, and HCHO,
but dso andyzed for O, and CH, by gas chromatography. Measurements above the min-
imum number alow for independent checks on element balances, and adso more data for
datisticd  determination of rate parameters.
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522 Fractiond Converson of a Reactant

Fractional conversion of a reactant, f, for reactant A, say, is the ratio of the amount of A
reacted at some point (time or position) to the amount introduced into the system, and
is a measure of consumption of the reactant. It is defined in equation 2.2-3 for a batch
system, and in equation 2.3-5 for a flow sysem. The definition is the same whether the
System is simple or complex.

In complex systems, f, is not a unique parameter for following the course of are-
action, unlike in ssimple systems. For both kinetics and reactor considerations (Chap-
ter 18), this means that rate laws and design equations cannot be uniquely expressed
in tems of f,, and are usudly written in terms of molar concentrations, or molar flow
rates or extents of reaction. Nevertheless, f, may il be used to characterize the over-
all reaction extent with respect to reactant A.

523 Yidd of a Product

The yield of a product is a measure of the reaction extent at some point (time or po-
gtion) in terms of a specified product and reactant. The most direct way of calculating
the yield of a product in a complex system from experimental data is by means of a
stoichiometric model in canonical form, with the product as a noncomponent. This is
because that product appears only once in the set of equations, as illustrated for each
of CO, CO,, and HCHO in Example 5-1.

Consider reactant A and (noncomponent) product D in the following set of stoichio-
metric equations:

|VAlpA+...=vpD+. ..

+other eguations not involving D

The yield of D with respect to A, Ypa, iS

moles A reacted to form D

_ 5.2-1
Yo = mole A intialy (5.2-1a)
_ moles A reacted to form D « moles D formed
mole D formed mole A initidly

IVAID np = np,
Vp po

VAlD Fp — Fp,
Vp FA

(BR, constant or variable p) (5.2-1b)

(flow reactor, constant or variable p) (5.2-1c¢)

0
_ [valp ep ~ en,

(BR or flow reactor, constant p) (5.2-1d)
Up Cao

where |v,|p is the absolute value of v, in the equation involving D, and np,, Fp,, cpo
refer to product D initially (each may be zero).

The sum of the yidlds of al the noncomponents is equal to the fractional conversion
of A:

N

N N R
Yoo > Ak koo Ao A =f (52-)
k=zc'+1 =r=c+1 Yr Mao N
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where k is a noncomponent index, C is the number of components, and N is the number
of species.
For a smple sysem with only one noncomponent, say D,

Ypa = fa (Smple system) (5.2-2a)

As defined above, Y, is normalized so that

0=Yp, =1 (52-3)

524 Ovadl and Indantaneous Fradiond Yidd

The fractional yield of a product is a measure of how selective a particular reactant
isin forming a particular product, and hence is sometimes referred to as selectivity.!
Two ways of representing selectivity are (1) the overall fractional yield (from inlet to
a particular point such as the outlet); and (2) the instantaneous fractional yield (at a
point). We consider each of these in turn.

For the stoichiometric scheme in Section 5.2.3, the overal fractiona yield of D with

respect 0 A, Spja, IS

§ moles A reacted to form D
DiA = mole A reacted

(5.2-4a)

~1valp mp = mn, (BR, constant or variable p) (5.2-4b)
vp rle - nA
- |valp Fp — Fp,

(flow reactor, constant or variable p) (5.2-4c)
vp Fpo, —Fa

_ ,VAlD ‘D ~ Cp,

(BR, or flow reactor, constant p) (5.2-4d)
[4)) cAo = Cp

From the definitions of f4, Yp,, and S‘D,A, it follows that

Ypm = faSpa (5.25)

The sum of the overdl fractiond yields of the noncomponents is unity:

N N
A Valy ma=n n n
> Sua= 2 Pale m=ny _nao =y 1 (5.2-6)
1 n Ao, = N
k=C+1 k=Cc+1 "k Ao Ao A

As in the cases of f, and Ypa, Spya 1S normalized in the definitions so that

0= Spa =1 (527

‘Other definitions and notation may be used for selectivity by various authors.
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The instantaneous fractiona yield of D with respect to A is

. rateof foomationof D rp
SDiA = Tate of disappearance of A (—r,)

(5.2-8)

5.2.5 Extent of Reaction

Another stoichiometric variable that may be used is the extent of reaction, ¢, defined
by equation 2.3-6 for a simple system. For a complex system involving N species and
represented by R chemical equations in the form

N
> viA;=0,j=12.. ,R (1.4-10)
i=1

where vij is the stoichiometric coefficient of the ith species(A,) in thejth equation, we
may extend the definition to (for a flow system):

vii§=(F,=F,);i=12...N;j=12...,R (5.2-9)
Since
R R
2 Vit = > (F; = Fi,)j=F~Fgy;i=12...N (5.2-10)
j=1 j=1

the flow rate of any species a any point may be caculated from measured vaues of &,
one for each equation, at that point:

R
Fi=Fot Zvygpi=12.. . N (5.2:11)
j=I

or, for molar amounts in a baich system

R
n=n,t Vijfj; i=12.. N (5.2-12)
=1

If the Reguations are in canonical form with one noncomponent in each equation,
it is convenient to caculate ¢; from experimenta information for the noncomponents.
The utility of thisisillustrated in the next section.

526 Soichiometric Table for Complex Sysem

A stoichiometric table for keeping track of the amounts or flow rates of all species
during reaction may be constructed in various ways, but here we illustrate, by means
of an example, the use of ¢;, the extent of reaction variable. We divide the species into
components and noncomponents, as determined by a stoichiometric analysis (Section
5.2.1), and assume experimental information is available for the noncomponents (at
least).
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SOLUTION

Table 5.1 Stoichiometric table in terms of ¢; for Example 5-2

Species i Initial Change & F;
noncomponents
- co | 0 Feo & = Feoll 51
Co, 0 Fco, | & = Feoyll &
HCHO 0 Fycros|3 = Fucuo/l &
components
CH, Fengo Feg,o=&i—6-&
02 Fo,o Fo,o=36=-26 -6
H20 0 2§1 + 262 + 53
total: FCH4,0 + FOZ,o FCH4,o + Foz,o + %gl

Using the chemica system and equations (1), (2), and (3) of Example 5-1, construct a
stoichiometric table, based on the use of £, to show the molar flow rates of dl six species.
Assume experimental data are avalable for the flow rates (or equivdent) of CO, CO, and
HCHO as noncomponents.

The teble can be displayed as Table 5.1, with both &; and F; obtained from eguation 5.2-11,
applied to noncomponents and components in turn.

5.3 REVERSIBLE REACTIONS

531 Nd& Rate and Forms of Rate Law

Consider a reversible reaction involving reactants A, B, . . . and productsC, D, . . .
written  &s:
’f
|VA|A+|VB|B+ -..r<——)VCc+VDD+... (531)

We assume that the experimental (net) rate of reaction, r, is the difference between the
forward rate, r(, and the reverse rate, r,:

= L2 = —ris ; e N V"
r= R re(cp T )=rle, T, ) (5.3-2)

If the effects of T and ¢, are separable, then equation 5.3-2 may be written
r=ke(T)gs(c;) = k.(T)g,(c;) (5.3-3)

where k, and k, are forward and reverse rate constants, respectively.
If, further, a power rate law of the form of equation 4.1-3 is applicable, then

N N
r= k() [ [ = k(D ] (5.3-4)
i=I i=1
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In this form, the sets of exponents ¢, and a; are related to each other by restrictions
imposed by thermodynamics, as shown in the next section.
532 Thermodynamic Redrictions on Rate and on Rate Laws

Thermodynamics imposes restrictions on both the rate r and the form of the rate law
representing it. Thus, at given (7, P), for a system reacting spontaneously (but not at

equilibrium),

AGrp <Oandr >0 (5.3-5)
At equilibrium,

AGrp =0 and r = 0 (5.3-6)

The third possibility of r < 0 cannot arise, since AGy p cannot be positive for sponta-
neous change.

Equation 5.3-6 leads to a necessary relation between e; and @; in equation 53-4. From
this latter equation, at equilibrium,

(5.3-7)

Also, at equilibrium, the equilibrium constant is

[ eq(T) = 1—[ Cl eq (5' & 8)

Since k;/k, and K, are both functions of T only, they are functionally related (Den-
bigh, 1981 p. 444):

k¢ (T) _
kf(T) d)( ceq) (53 9)

or

N
1_[ CZL‘I N
=l _ g (ﬂ cg;q) (5.3-10)

It follows necessarily (Blum and Luus, 1964; Aris, 1968) that ¢ is such that

k&, (T)

) - Ko (0> 0) (5:3-11)

where

n=(a—a)v;i=12... (5.3-12)
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as obtained from equation 5.3-10 (rewritten to correspond to 5.3-11) by equating expo-
nents species by species. (r is not to be confused with reaction order itself))
If we use 53-11 to eiminate k,(T) in equation 5.3-4, we obtain

y .
r= k(| [ = 22 (5.3-13)

If the effects of T and ¢; on r are separable, but the individual rate laws for re and
r, are not of the power-law form, equation 5.3-13 is replaced by the less specific form

(from 5.3-3),

f = k(D) gs(c) - <fg<_()ﬂ (53 14

The value of n must be determined experimentally, but in the absence of such infor-
mation, it is usualy assumed that n=1.

The gas-phase synthesis of methanol (M) from CO and H, is a reversible resction:

CO+ 2H, = CH,0H

(@ If, a low pressure with a rhodium catalyst, ry = krpcd’piids and r,
k,p"copﬁ2 Pwm»> What is the value of nin equation 5.3-12, and what are the values
of & and b?

(b) Repeat (a) if r,. = krp"cop{fI2 .

SOLUTION

(@) If we apply equation 5.3-12 to CH;0H, with ¢, ¢’ replacing @;, «}, the exponents are
c=0andc =1 Then

a =a+ Veph = -03 = 1(1) = -1.3
b= b+ ygn =13 = (1) = 07

As a check, with n = 1, from equations 5.3-1 and -4

« = ke o PesPwPw _ pu
eq — k - -03,13 - 2
> Pco PH2 PcoPn,
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(b) n=22"9_4s

a =-03 - 1(0.5) = -0.8
b =13-2(05) =03

Ky = —o—
05
9 PcoPH,

of Rate Congants

The experimental investigation of the form of the rate law, including determination of
the rate constants k, and k,, can be done using various types of reactors and methods,
as discussed in Chapters 3 and 4 for a smple system. Use of a batch reactor is illustrated
here and in Example 54, and use of a CSTR in problem 5-2.

Consider the esterification of ethyl acohol with formic acid to give ethyl formate (and
water) in a mixed acohol-water solvent, such that the acohol and water are present in
large excess. Assume that this is pseudo-first-order in both ederification (forward) and
hydrolysis  (reverse)  directions:

k
C,H;OH(large excess) + HCOOH(A) = HCOOC,Hs(D) + H,O(large excess)

For the reaction carried out isothermally in a batch reactor (density constant), the val-

ues of k; and k, may be determined from experimentd measurement of c with respect
tot, in the following manner.

The postulated rate law is

o = (—ra) = ksjep = kep (5.3-15)
= keea (1= fa) = kicaofa (5.3-15a)
= kcho[l - (1 + UKC,eq)fA] (53'16)

from equation 5.3-11 (with » = 1), which is 5.3-19 below. From the material balance
for A,

(=ra) = cardfaldt (2.2-4)
Combining equations 2.2-4 and 5.3-16, we obtain the governing differential equation:

dfa

5 = kL= @ VK ) A (53-17)

The equivaent equation in terms of ¢, is

d
_ §tA ~kea=kiep =ksey = klea, = A (5.3-17a)

Integration of equation 5.3-17 with f, =0 at ¢t = 0 resultsin

1 1
In (1 g 1/Kc,eq)fA) - (1 i K—q)kf ! (5319
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from which &, can be determined from measured values of f, (or ¢,) a various times
t,ifK,,, isknown. Then k, is obtained from

k, = kK, (5.3-19)

If the reaction is allowed to reach equilibrium (r — =), K, can be calculated from

Kc,eq = cD,quCA,eq (53'20)

As an alternative to this traditiona procedure, which involves, in effect, linear re-
/ gression of equation 5.3-18 to obtain k, (or a corresponding linear graph), a nonlin-
% ear regression procedure can be combined with simultaneous numerical integration of
equation 5.3-17a Results of both these procedures are illustrated in Example 54. If the
reaction is carried out at other temperatures, the Arrhenius equation can be applied to

each rate constant to determine corresponding values of the Arrhenius parameters.

Assuming that the isomerization of A to D and its reverse reaction are hoth first-order:
kr
A‘<k2D

cdculate the values of k. and &, from the following data obtained at a certain temperature
in a constant-volume batch reactor:

t/h 0 1 2 3 4 o
100ca/cs, 100 72,5 56.8 45.6 39.5 30

' (@ Using the linear procedure indicated in equation 5.3-18; and
° (b) Using nonlinear regression applied to equation 5.3-17 by means of the E-Z Solve
N software.
SOLUTION
(8) From the result at ¢t = o,
Koag =Dt o Bofaey L= el - 7032 233
cA,eq cAO(l - fA,eq) = cA,eq/CAo

In the simplest use of equation 5.3-18, values of k, may be calculated from the four mes-
surements &t t = 1, 2, 3, 4 h; the average of the four values gives ky = 0.346 h~1. Then,

from equation 5.3-19, &, = (0.346/2.33 = 0.148 h~'.
(b) The results from nonlinear regression (see file ex5-4.msp) are: kf = 0345 h7! and &

= 0147 h~!. The veues of 100 c,/c,, cdculated from these parameters, in comparison
with the messured vaues ae

t/h | 2 3 4 @
(100ca/cao)exp 72.5 56.8 45.6 39.5 30
(100ca/cao)earc 72.8 56.1 45.9 39.7 29.9

There is close agreement, the (absolute) mean deviation being 0.3.
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534 Optima T for Exothermic Reversble Reaction

SOLUTION

An important characteristic of an exothermic reversible reaction is that the rate has an
optimal value (a maximum) with respect to Tat a given compostion (eg., a measured

by f4). This can be shown from equation 5.3-14 (withn=1and K, =K, ). Since g,
and g, are independent of T, and r = rp/vp (in equation 5.3-1),
dk k., dX
L) g~ 8 \Z07 | 8% e (5.3-21)
vp \IT J;, K, /dT = K% dT
/ dk dink,
— (BB )BT g, o 5322)
8/.eq'8req K,, dT dr

since K,, = 8:nel8s ey and dK, /K., = dInkK,,. Since dk,/dT is virtualy aways posi-
tive, ané (8578 )(8 1.eq/8req) > 1 (85 > 8., a0d g, < g,,,.), the first term on the right
in equation 53-22 is postive. The second term, however, may be positive (endothermic
reaction) or negative (exothermic reaction), from equation 3.1-5.

Thus, for an endothermic reversible reaction, the rate increases with increase in tem-
perature at constant conversion; that is,

(8rp/dT);, > 0 (endothermic) (5.3-23)

For an exothermic reversble reaction, since AH’ is negaive, (drp/dT),, is postive or
negative depending on the relative magnitudes of the two terms on the right in equation
5.3-22. This suggests the possibility of a maximum in rp, and, to explore this further, it
is convenient to return to equation 5.3-3. That is, for a maximum in ry,

drp/dT = 0,and (5.3-24)
dk dk
f .
—L g 5.3-25
8rar = &ar ( )

Using equation 3.1-8, k = A exp(—E,/RT) for k; and k, in turn, we can solve for the
temperature a which this occurs:

-1
E, —E
Ty = A AL | ( &rAiEar (5.3-26)
R 8rArE,y

(@) For the reversible exothermic first-order reaction A == D, obtain 7,,, in terms of
fa» and, conversely, the “locus of maximum rates’ expressing fx (& 7pmax) & @
function of T. Assume constant density and no D present initialy.

(b) Show that the rate (rp) decreases monotonically as f, increases at constant T,
whether the reaction is exothermic or endothermic.

(a) For this case, equation 5.3-3 (with r = r) becomes

rD = kch - erD (53'15)
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That is,

8 = ca = cap (L= f)

and

& = ‘ = CAofA

Hence, from equation 5.3-26,

Tope = M, [m(fA i)] (5.3-27)

where fy = fa(rpmax)> @d on solving equation (5.3-27) for fa, we have

Fa@t road) = [1+ My exp(—M/T)]™! (5.3-28)
where
M, = (Ep, — Eg)IR (5.3-29)
and
M, . AE,/A:E,; (5.3-30)

(b) Whether the reaction is exothermic or endothermic, equation 5.3-15a can be written

o= Caolks=(ks+ Kk)fal (5.3-31)

from which

@rpld fa)r = —Canlky + k) <0 (5.3-32)
That is, r, decreases as f, increases at congtant T.

The optima rate behavior with respect to T has important consequences for the
design and operation of reactors for carying out reversible, exothermic reactions. Ex-
amples are the oxidation of SO, to SO, and the synthesis of NH,.

This behavior can be shown graphi cally by constructing the rp—T-f, relation from
equation 5.3-16, in which k., &, and K, depend on T. This is a surface in three-
dimensiona space, but Flgure 52 shows the relation in two-dimensional contour form,
both for an exothermic reaction and an endothermic reaction, with f, as a function of
T and (—r,) (as a parameter). The full line in each case represents equilibrium con-
version. Two constant-rate ( —r,) contours are shown in each case (note the direction
of increase in (— ra) in each case). As expected, each rate contour exhibits a maximum
for the exothermic case, but not for the endothermic case.

5.4 PARALLELREACTIONS

A reaction network for a set of reactions occurring in parallel with respect to species A
may be represented by
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Figure 5.2 Typical (—ry)-T-fs behavior for reversible reactions: (a) exothermic reaction,
(b)  endothermic  reaction

IVA1|A + ...EA—I)VDD + ...

[vpglA + . B v B+ . (5.4-1)

The product distribution is governed by the relative rates at which these steps occur.
For exarge if the rae laws for the fird two deps ae gven by

ro/vp = (=radlvail = kay(T)garlea - . Y|vail (5.4-2a)
and
relve = (—Ta)[vadl = kax(T)gmalcar . Vval (5.4-2b)

the relative rate at which D and E are formed is

> _ vpVarka1(T)garlca, . - ) (5.4-3)
g VEVAlkAZ(T)gAZ(CA’ o)

The product disribution depends on the fedars (¢, . . ., T) that goven this raio, and
the design and operation of a reactor is influenced by the requirement for a favorable
distribution.

Fom the point of view of kingics we illudrae here how vdues of the rae condants
may be experimentally determined, and then used to calculate such quantities as frac-
tiona conversion and yields.

For the kindics scheme
A_>B+C; I‘B = kAch (54_4)
A d D+E, rD = kAZCA
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SOLUTION

(a) Describe how experiments may be carried out in a constant-volume BR to mea-
sure ky; and ky,, and hence confirm the rate laws indicated (the use of a CSIR is
considered in problen  5-5);

(b) If kyy = 0001 s~!and ky, =0.002 s~ caculate (i) fy, (ii) the product distribution
(ca, cp, €tc), (iii) the yields of B and D, and (iv) the overall fractiona yields of B
and D, for reaction carried out for 10 min in a constant-volume BR, with only A
present initially at a concentration ¢,, = 4 mol L~1.

(¢) Using the datain (b), plot ¢,, cg and co versus .

(a) Since there are two independent reactions, we use two independent materid baances
to enable the two rate condtants to be determined. We may choose A and B for this pur-
pose.

A maerid balance for A results in

—dcp/dt = kpjcp + kasca (5.4-5)
This integrates to
In ¢y, =1ncp, = (kpy + kpo)t (5.4-6)
In other words, if we follow reaction with respect to A, we can obtain the sum of the rate
constants, but not their individua values.
5 If, in addition, we follow reaction with respect to B, then, from a materid baance for
deg/dr = kyjcp (5.4-7)
From equations 54-5 and -7,
—depldeg = (kpy + kao)ka
which integrates to
€a = Cap = (1 + kaplkp)eg = cp,) (5.4-8)

From the dopes of the linear relations in equations 5.4-6 and -8, k,, and k,, can be de
termined, and the linearity would confirm the forms of the rate laws postulated.
(b) (i) From equation 5.4-6,

¢y = 4exp[—(0.001 + 0.002)10(60)] = 0.661 mol L~*
fa = (4 = 0.661)/4 = 0.835

(ii) c4 isgivenin (i).
From equation 5.4-8,

cg = ¢c = (4 = 0.661)/(1 + 0.002/0.001) = 1.113 mol Lt
From an overal material balance,

Cp= Cg=Cpp— Cy Cg= 2226 molL"!
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C,
A cp=Cg

c/mol L1

cg=¢cc

0 500 1000 1500 Figure 5.3 Concentration profiles for
tls paralel reaction network in Example 5-6

(iii) Yg = 1.113/4 = 0.278
Yp = 2.22614 = 0.557
(iv) Sps = 1.113/(4 — 0.661) = 0.333
Spa = 2.226/(4 — 0.661) = 0.667
(c) From equations 5.4-6, 5.4-8, and 5.4-7, together with dep/dt = kpscp,

CA = CAoeXp[—(kAl + kAZ)t] = 46_0'003t
(g = (CAo e CA)/(l + kA2/kA1) = (4 - CA)/3
Cp = (kAZ/kAl)CB = 2CB

In Figure 5.3, ca, cg(= cc), and cp( = ¢g) are plotted for + = 0 to 1500 s; as t — =,
ca = 0, cg = 1.33, and ¢, » 2.67 mol L1

5.5 SERIES REACTIONS

A kinetics scheme for a set of (irreversible) reactions occurring in series with respect
to species A, B, and C may be represented by

WalA + ... 5 1B +... 2y C+ ... (55-1)

in which the two sequential steps are characterized by rate constants k; and k,. Such
a scheme involves two corresponding stoichiometrically independent chemical equa-
tions, and two species such as A and B must be followed analytically to establish the
complete product distribution at any instant or position.

We derive the kinetics consegquences for this scheme for reaction in a constant-
volume batch reactor, the results also being applicable to a PFR for a constant-density
system. The results for a CSTR differ from this, and are explored in Example 18-4.

Consider the following smplified version of scheme 55-1, with each of the two steps
being first-order:

Al Bh (5.51a)
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For reaction in a constant-volume BR, with only A present initialy, the concentra-
tions of A, B and C as functions of time ¢ are governed by the following material-
balance equations for A, B and C, respectively, incorporating the two independent rate

laws:
—dcp/dt = kycy (5.5-2)
deg/dt = kicp = kycg (5.5-3)
Cc= Cap = Cp = Cp (5.5-4)

The first two equations can be integrated to obtain c,(¢) and cg(#) in turn, and the
results used in the third to obtain ¢q(¢). Anticipating the quantitative results, we can
deduce the general features of these functions from the forms of the equations above.
Thefirst involves only A, and is the same for A decomposing by a first-order process
to B, since A has no direct “knowledge” of C. Thus, the c, (¢) profile is an exponential
decay. The concentration of B initidly increases as time elapses, since, for a sufficiently
short time (with cg — 0), kycs > kycp (equation 5.5-3). Eventually, as cg continues to
increase and ¢, to decrease, atime is reached at which kyc, = k,cg, and cg reaches a
maximum, after which it continuously decreases. The value of ¢ continuousy increases
with increasing time, but, since, from equations 5.5-2 to -4, d?cc/d¢? « deg/dt, there is
an inflection point in cc(?) a the time at which cg is a maximum. These results are
illustrated in Figure 54 for the case in which %, = 2 min~'and k, =1 min~!, as developed
below. For the vertical scale, the normalized concentrations cs/ca,. cg/ca, aNd cclcy,
ae used, their sum a any instant being unity.

The integration of equation 5.5-2 resultsin

CA = Ca eXp(— ky2) (3.4-10)

DO e O O e

0.9
CA/CAD o

0.8 C/CAo
0.7
0.6
0.5

0.4
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Figure 5.4 Concentration-time profiles
Lo ot (product distribution) for AT B
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This result may be used to eliminate ¢, in equation 5.5-3, to give a differential equation
from which cg(¢) may be obtained:

dCB/dt + kch = kchoeXp(—klt) (55'5)

Thisisalinear, first-order differential equation, the solution of which is

cg = [kycanl(ky = ky)] (e7Ht = ety (5.5-6)

Finaly, ¢ may be obtained from equation 5.5-4 together with equations 3.4-10 and
5.5-6:

cc = [eadlly = ky)] | *a(1 = €787) = ky (1 — ™) (55-7)

The features of the behavior of c4, cg, and ¢ deduced qualitatively above are illus-
trated quantitatively in Figure 5.4. Other features are explored in problem 5-10.

Vaues of the rate constants %; and &, can be obtained from experimental measure-
ments of ¢, and ¢ at various times in a BR. The most sophisticated procedure is to
use either equations 5.5-2 and -3 or equations 3.4-10 and 5.5-6 together in a nonlinear
parameter-estimation treatment (as provided by the E-Z Solve software; see Figure
311). A smpler procedure is first to obtain k, from equation 3.4-10, and second to ob-
tain k, from &, and either of the coordinates of the maximum value of cg (f,,55 OF CB pmax)-
These coordinates can be related to k; and k,, as shown in the following example.

Obtain expressions relating t,,,, ad cp,,, iINaBRt0k andk, inreaction5.5-1a.

max

Differentiating equation 5.5-6, we obtan

dicgles,) Ky

(kze—kzt - kle—kll)

dt k2 - kl
Setting d(cg/ca,)/dt = O for t = ¢,,,,, we obtain
In (ky/ky)
. ——= 5.5-8
tmax = k, — K ( )

From equation 5.5-3 with dcg/ds = 0 @ cp g,

_k

- M kit
cB,max - ECA(tmax) - k_cho e Hme



106 Chapter 5. Complex Systems

Thus, the maximum yield of B, on subdtitution for ¢, = from 55-8, is

CBmax _ Ky { —k, ln(kzlkl)} k[l \&h <k2 )rﬂz
Y = = — —— ] = — = - <« 5-
( B/A)max Cas k2 €xp T — 40 k2 kl k1 (5 5 9)

5.6 COMPLEXITIES COMBINED

56.1 Concept of RateDetermining Step (rds)

56.2 Determination

In a kinetics scheme involving more than one step, it may be that one change occurs
much faster or much slower than the others (as determined by relative magnitudes of
rate congtants). In such a case, the overdl rate, and hence the product distribution, may
be determined almost entirely by this step, called the rate-determining step (rds).

For reactionsin paralldl, it isthe “fast” step that governs. Thus, if A ke Band A &g
C are two competing reactions, and if kap >>k,, the rate of formation of B is much
higher than that of C, and very little C is produced. Chemical rates can vary by very large
factors, particularly when different catalysts are involved. For example, a metd catayst
favors dehydrogenation of an acohol to an adehyde, but an oxide catayst often favors
dehydration.

For reactions in series, conversely, it is the “slow” step that governs. Thus, for the
scheme A 25 B % C, if k> k,, the formation of B is relatively rapid, and the forma-
tion of C waits almost entirely on the rate at which B forms C. On the other hand, if
ky >> k, then B forms C as fast as B is formed, and the rate of formation of C is de-
termined by the rate at which B is formed from A. These conclusions can be obtained

quantitatively from equation 5.5-7. Thus, if k; >k,

decldr = [ kykica,/(ky = k)] (e78 = 75" (5.6-1)
= kyepoe (K, > ky) (5.6-1a)

O tha the rae of formaion of C is govaned by the rae condant for the ssoond (dow)
step. If k,>>k,

dCC/dt = kchoe—klt (k2 > kl) (5.6'1b)

ad the rae of formation of C is govaned by the rate condart for the fird Sep.

Since the rates of reaction steps in series may vary greatly, the concept of the slow
dep as the goveming fadtor in the overdl rae of readion is vay importat. It is d0 a
matter of everyday experience. If you are in along, slowly moving lineup getting into
the theater (followed by a relatively rapid passage past a ticket-collector and thence to
a seat), the rate of getting seated is largely determined by the rate at which the lineup
moves.

of Reaction Network

A rexdion nework, s a modd of a reading sydem, may condd of degps involving some
o dl of: opposng redions which may o may not be conddaed to be a equilibrium,
padld rexdions and saies readions Some examples ae dted in Sadion 51

The determination of a realistic reaction network from experimental kinetics data
may be difficult, but it provides a useful model for proper optimization, control, and
improvement of a chemical process. One method for obtaining characteristics of the
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Figure 5.5 Fractional yield behavior of primary, secondary, and
tertiary products

network is by analysis of the behavior of the fractiond yields, S‘, of products as functions
of the conversion of a reactant. Figure 55 shows some of the possible types of behavior.

As indicated in Figure 5.5, products may be divided into primary, secondary, and ter-
tiary products. Primary products are those made directly from reactants. Since they are
the first products formed, they have finite fractional yields a very low conversion. Prod-
ucts A and B are primary products. If these products are stable (do not react further
to other products), the fractiond vyields of these products increase with increasing con-
version (product A). The fractional yields of products which react further eventually
decrease (to zero if the second reaction is irreversible) as conversion increases (prod-
uct B). Secondary products arise from the second reaction in a series, and, since they
cannot be formed until the intermediate product is formed, have zero fractional yields
at low conversion, which increase as conversion increases but eventually decrease if
the product is unstable; the initial slope of the fractional yield curve is finite (product
C). Finaly, tertiary products (i.e., those that are three steps from reactants) have zero
initial fractiona yields, and zero initial opes (product D). A possible network that fits
the behavior in Figure 55 is shown in Figure 5.6. The increase in the fractiond yield of
A may be a result of it being a byproduct of the reection that produces C (such as CO,
formation at each step in selective oxidation reactions), or could be due to different
rate laws for the formation of A and B. The verification of a proposed reaction network
experimentally could involve obtaining data on the individua steps, such as studying
the conversion of C to D, to see if the behavior is consistent. Since a large variety of
possible networks exists, the investigator responsible for developing the reaction net-
work for a process must obtain as much kinetics information as possible, and build a
kingtics model that best fits the system under study.

A

Reactant

B [ > D

Figure 56 Compartmenta diagram to illustrate possible
reaction network for behavior in Figure 5.5
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In their study of the kinetics of the partid oxidation of methane to HCHO, aong with CO,
CO, and H,0 (Example 5-1), Spencer and Pereira (1987) observed the following:

(1) SHCHO,CH4 - 089 when extrapolated to fey, = 0, and decreased & fop, increased.
(2) Scoren, =0 & feg, = 0 and incressed as Jen, increased.

(3) Scoycu, = 011 @ foyy, = 0 and remained constant, independent of fcy,-

(4) There was no change in the observed selectivity or conversion when the initiad molar
raio of CH, to 0, was varied over a wide range.

(5) In separate experiments on HCHO oxidation over the same catays, CO was formed
(but very little CO,).

Construct a reaction network that is consistent with these observations.

SOLUTI ON

The five points listed above lead to the following corresponding conclusions.

(1) HCHO is a primary ungtable product (like B in Figure 55); see dso (5).

(2 CO is a secondary stable product (milar to C in Figure 55, but with no maximum
or drop-off); see dso (5).

(3) CO, is a primary stable product (like A in Figure 5.5, but remaining constant).

(4) The rate of any step involving O, is independent of c¢q, (zero-order).

(5) CO is a primary product of HCHO oxidation.

A reaction network could then consist of two steps in series in which CH4 forms HCHO,
which subsequently oxidizes to CO, together with a third step in parallel in which CH,
oxidizes to CO,. Thus,

CH, + 0,2 HCHO + H,0

HCH0+%02£ CO + H,0

CH, + 20, £.C0, + 2H,0

The corresponding rate laws (tested by means of experimentd measurements from a dif-
ferentid PFR) are:

(=ren,) = (kg + k3)een,
racro = Kt Cc, = kaCucno
rco, = kscen,

(Values of the rate constants, together with those of corresponding activation energies, are
given by the authors)

57 PROBLEMS FOR CHAPTER 5

51 Consider a reacting system in which species B and C are formed from reactant A. How
could you determine from rudimentary experimental information whether the kinetics scheme
should be represented by
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i(A-B+C
or (i) A—=B,
A—-C

or (iiiA-B—=C

52 Suppose the reaction in Example 54 was dudied in a CSTR operated at steedy-state, and the
results given below were obtained. Cdculae the vaues of ky and &, and hence write the rae
law. Assume T to be the same congant densty, and no D in the feed.

il 1 2 3 4
100 calcp, 76.5 65.9 57.9 53.3

53 The liquid-phese hydrolyss of methyl acetete (A) to acetic adid and methyl dcohol is a re
versble resction (with rate condants k; and k,, as in eguaion 53-3). Reslts of an experiment
caried out a a paticular (congant) temperaure in a BR in terms of the fraction hydrolyzed
(fa) measured a vaious times (t), with ¢4, = 0.05 mol L~T (no products present initialy),
ae as follows (Coulson et d., 1982, p. 616):

t/s 0 1350 3060 5340 7740 o
fs 0 021 043 060 073 090

(@ Write the chemicd equaion representing the reaction.
(b) Obtan a rae lawv for this reaction, including vaues of the rae constants. Stae ay as
umption(s)  made.

54 In an experiment (Williams, 1996) to evduate a catdyst for the sdective oxidation of propene
(C5Hg) to various products 1 g of cadys was placed in a plugflow reactor operated a& 450°C
and 1 ba. The feed conssted of propene and ar (21 mole % O,,79% N, (inert)). GC andysis
of the inlet and outlet gas gave the following results, the outlet being on a water-free basis
(H,O is formed in the oxidation):

Substance Inlet mole % Outlet mole %
propene (C3Hg) 10.0 ?
oxygen (Q,) 189 ?
nitrogen  (N,, inert) 711 78.3
aorolein - (C3H40) 0 317
propene  oxide (C3HgO) 0 040
acetaldehyde (C,H40) 0 0.59
cabon  dioxide 0 791

() If the feed rate of C3Hg iSFc,n,,, = 1 mmol min~', & wha rde do () CsHg, (i) O,, ad
(i) HyO leave the resctor?

(b) What is fey,, the fractiond conversion of C3He?

(c) What is the sdectivity or fractiond yied of each of acrolein, propene oxide, and acetalde-
hyde with respect to propene?

(d) What is the rate of reaction expressed as (i) (~rc,u); (ii) re;u o (in mmol min~! (g
cat)"1)? Asume tha the resctor acts as a differentid reactor (Section 34.13.1).

5-5 Repeat Example 5-6 for aCSTRwithvV =15L andg=15L min™!.
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56

57

Suppose the liquid-phase  decomposition of A takes place according to the following kinetics
scheme with rate laws as indicated:

A =B +E;rs= kica

A—>D+E;rp = kyep
Reaction is caried out isothemdly in a batch reactor with only A present initidly & a con-
centration ca, =4 mol L=1in an inertsolvent. At t =1200 s, ¢, = 1.20 mol L~ and ¢z = 0.84

mol L-1, Cdculae (@) the values of k; and k, (specify the units), and (b) the vaues of ¢p and
cgatt=1200s.

For reaction according to the kingtics scheme

A= B + C rg = kicp
A - D; rD:IQCA

daa ae as follows

t/min XB XD

t 0.20 XD1
t+20 0.30 0.20

Assuming that only A is present a ¢+ = 0, and that reaction occurs & condant Tin a constant-
volume bach reactor, cdculae xp;, k; ad k.

5-8 The following data ae for the kindics scheme

59

A = B+C:rg = kica
A = D;rp = kyea

t/min Ca CB cp/mol L_l
0 ? ? 0
20 0.060 ? 0.010
40 0.036 0.088 ?

Asuming that reaction occurs in a condant-volume batch reactor & a fixed temperature, and
that a time zero only A and B ae present, cdculate (not necessaily in the order listed): (a)
ky and ky; (b) ca, and cp,, at time zero; (¢) cp a 40 min; (d) ¢ at 20 min.

Suppose a Substance B decomposes to two sets of products according to the kinetics scheme
BPi+.... k= A exp(—En/RT)
BX%P,+ .. ky= Ayexp(—En/RT)

such that the rate laws for both seps are of the same form (eg., same order). Wha is the overdl
ativation energy, E,, for the decompostion of B, in tems of the Arrhenius parameters for
the individual dteps? (Girdt and Missen, 1974.
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(@ Consder E4 to be defined by E, = RT?d In k/dT, where k is the overal rate congtant.

(b) Consder E4 to be defined by k = A exp( —E,/RT), whee A is the overdl pre-exponentia
factor.

© If there is ay diffeence betwen Ej and Ej, how ae they reated?

510 For the kineics scheme A - B 2% C, exch dep beng fird-order, for reaction occuring in a

congant-volume  batch reactor  (only A present initidly),

(8) Atwhat time, ¢, in terms of ky and k,, areca and cg equal (other thant— ), and wha
is the condition for this to happen?

(b) What is the value oft,,, when k= k,?

(c) Show that cg has an inflection point & 2t,,,.

(d) Calculate ky tygr and cppmax/ca, for each of the cases (i) K =ky/k; =10, (i) K = 1, and
(iii) K = 0.1.

(6 From the results in (d), describe hOW fugy @0 Cppax/Cao Change with decressng K

5-11 The following liquid-phase reactions take place in a CSTR operding a deady dtae.

2A B+ C; rc= kick
A+ B — 2D; rp = 2kcacs

The inlet concentration of A is 250 mol L1, The outlet concentrations of A and C are respec-
tively 045 mol L-! and 0.75 mol L-!. Assuming that there is no B, C, or D in the feed, and
that the space time (1) is 1250 s calculate:

(@ The outlet concentrations of B and D; and

(b) kyandk,.

512 The following data ae for the kinetics scheme

A+B — C+E;(—r) = kicacs; k) =7?
A+C -D+E m= kecacc; kp =30 X 107 L mol™! min™!

timin Concentratio/m0l L1
CA B cc D CE
0 5.0 0.040 ? 0 0
23 - 0.020 ? - -
o0 - 0 0 0. 060 ?

Asuming that the reactions occur a condant Tin a condantvolume batch resctor, cdculate
(& The concentration of C a time zero and the concentration of E & time

(b) The second-order rae condant k;; and

(c) The concentration of C a time 23 min.

513 Condder a liquid-phase resction taking place in a CSTR according to the following kinetics
scheme:

A —-B+C rg=kica
A+ C — 2D; rp = 2kycacc

The inlet concentration of A is ca, = 3 mol L™}, and there is no B, C, or D in the feed. If, for a
space time 7 = 10 min, the outlet concentrations of A and B are ¢, = 125 and ¢p = 1.50 mol
L-! & deady-gae, cdculae the vaues of (@ k;, (B) ks, (€) cc, and (d) co (not necessaily in
the order liged). Include the units of % and k; in your answer.
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514

515

For reaction according to the kinetics scheme

A+B = C+D;rmp = kicacg
A+ C - 2ZE Tg = ZkQCACC

daa ae as follows

tls ca cp cc (=ra) rc
mol L1 mol L~1 57!
0.20 0.10 0 40X 1074 ?
t 0.08 ? ? 6.4 X 1073

Asuming thet reacion occurs @ condant T in a condant-volume batch reactor, caculate
ky, cc atz, and ky; state the units of k; and k.

The decomposition of N,Qjs in the gas phase to N»O, and O, is complicated by the subsequent
decompostion of N,Q4 to NO, (presence indicated by brown color) in a rapidy esteblished
equilibrium.  The reacting system can then be modeled by the kingtics scheme

N205(4) 2 N;04(B) + 702(0)
K
N,0, =2 NO,(D)

Some deta obtaned in an experiment & 45°C in a condant-volume BR ae as follows (Danies
and Johnston,  1921):

tls P/kPa PA PB pc Pp
0 ? ? 0 0 0
3600 83.0 ? ? ? ?
£ 89.0 0 ? ? ?
where the patid pressres pa, . . . ae d0 in kPa.

(@ Confirm that the kinetics scheme corresponds to the stoichiometry.
() Caculate the vaues indicated by 2 if K, = 0558 bar.
(© If the decompostion of N,Os is fird-order, cdculae the vaue of ky.

516 The following deta (p in ba) were obtained for the oxidetion of methane over a supported

molybdena catdyst in a PFR a a paticular T (Mauti, 1994). The products are CQO,, HCHO,
and H20

t/ms PcH, PHCHO Pco,

0 0.25 0 0

8 0.249 0.00075 0.00025
12 0.2485 0.00108 0.00042
15 0.248125 0.001219 0.000656
24 0.247 0.00177 0.00123
34 0.24575 0.00221 0.00204
50 0.24375 0.002313 0.003938
100 0.2375 0.00225 0.01025
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Congruct a suitable reaction network for this system, and edimate the vdues of the rate con-
dants involved (assume a firs-order rate law for each reaction).

517 In pup and paper processng, anthraquinone (AQ) accdlerates the ddlignification of wood and
improves liquor sdectivity. The kingtics of the liquid-phase oxidation of anthracene (AN) to
AQ with NO, in asic aid a olvent has been dudied by Rodriguez and Tijero (1989) in
a semibach reactor (batch with respect to the liquid phase), under conditions such that the
kindics of the overdl gasliquid process is controlled by the rae of the liquid-phase reaction.
This reaction proceeds through the formation of the intermediae compound anthrone (ANT):

CiaHio (AN) "2 Ci4HyO (ANT) 2 CiabisO: (AQ)
2

The following results (as read from a graph) were obtained for an experiment at95°C, in
which CAN,0 = 0.0337 mol L_IZ

timin CAN CANT CAQ
mol L~}

0 0.0337 0 0

10 0.0229 0.0104 0.0008
20 0.0144 0.0157 0.0039
30 0.0092 0.0181 0.0066
40 0.0058 0.0169 0.0114
50 0.0040 0.0155 0.0144
60 0.0030 0.0130 0.0178
70 0.0015 0.0114 0.0209
80 0.0008 0.0088 0.0240
20 0.0006 0.0060 0.0270

If esch sep in the smies network is firs-order, determine values of the rae condants ki and
ky ins71,

518 Duo e d. (1992) dudied the kingtics of reaction of NO, NH; and (excess) O, in connection
with a process to reduce NO, emissons. They used an isothemd PFR, and reported measured
ratios cyo/cno,o @nd cxm,/cnn,,0 for each of several residencetimes, «. For T=1142 K and
inlet concentrations ¢ng, » = 5.15X 10‘3,cNH3,,,:8.45~10‘3, and co,,o = 0.405 mol m‘3,they
obtaned reslts as follows (as read from graphs):

tls: 0039 0051 0060 0076 0102 0151 0.227
CNO/CND, 0! 0.75%6 0699 0658 0590 0521 0435 0315
eNg/ONmy0t 0710 0721 0679 0607 0579 0476 0381

@ If the other species involved ae N and HyO, detemine a permissble set of chemicd
equations to represent the system  doichiometry.

(b) Condruct a reection network consstent with the results in (8), explaning the bass and
interpretetion.

(c) Cdculae the vdue of the rate condant for each step in (b), assuming (i) congtant densiy;
(if) condant co, (iii) each dep is irreversble and of order indicated by the form of the
dep. Comment on the vaidity of assumptions () and (ii).

519 Vadyanathan and Doraisvamy (1968) dudied the kingtics of the gesphase partid oxidation
of bezene (C¢Hg, B) to maleic anhydride (C4HyO3, M) with ar in an integrd PFR containing
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a cadys of V,05 - MoO; on slica gd. In a seies of experiments, they varied the space time
T = W/F, whee W is the weight of catdys and F is the totd molar flow rate of gas (r in (9
cd) h mol™!), and andyzed for M and CO, (C) in the outlet stream. (W/F is analogous to the
space time V/q, in equation 2.3-2) For one series a 350°C and an inlet ratio (Fy/Fg), = 140,
they reported the following results with patid pressure p in am:

T = WIF 102pg 10°pm | 10%pc 10°py,0
0 183 0 0 0
61 160 136 087 057
99 149 187 130 084
131 142 220 158 101
173 134 271 182 118
199 132 2.86 193 125
230 130 310 197 130
313 123 348 224 147

In the following, dtate any assumptions made and comment on their vaidity.

(a) Snce there are sSx species involved, determine, from a stoichiometric andyss, how  many
of the patid pressures (p;) ae independent for given (T, P), that is the smadlest number
from which dl the othes may be cdculaed. Confirm by calculation for W/F = 313

(b) For W/F = 313, caculate (i) fs; (i) Yyp and Yop; (iii) Syyp and Scp.

(c) From the data in the table, determine whether C4H,O03(M) and CO, ae pimay or s
onday  products.

(d From the data given and results above, condruct a reaction network, together with corre
sponding rate laws, and determine vaues of the rate condants.

(e) The athors used a threestep reaction network to repressnt dl their experimentd data
(only partid reslts ae given above):

9
CeHs(B) + 502 - C4H;05(M) + 2CO; + 2H;0; r1 = kips
C4H03 + 30; = 4C0O; + HyO; 12 = kapm

Coll; + 12502 s 600, + 3H,0; 3 = kspp

Vaues of the rate congtants a 350°C reported e ky = 1141 X 1073; k, = 2468 X 1073

k3 =039 x 1073 mol h! (g cat)~!.

(i) Obtan expressons for pg ad py & fundtions of .

(i) Cdculate the five quantities in (b) and compare the two setis of results.

(i) Does this kinetics modd predict a maximum in M? If so, cdculae vaues of T,y
andpM,max-

(iv) Are there fedtures of this kinetics modd tha ae not reflected in the (patid) data
given in the table above? (Compae with results from (c) and (d).)



Chapter 6

Fundamentals of
Reaction Rates

In the preceding chapters, we are primarily concerned with an empirical macroscopic
description of reaction rates, as summarized by rate laws. This is without regard for any
description of reactions at the molecular or microscopic level. In this chapter and the
next, we focus on the fundamental basis of rate laws in terms of theories of reaction
rates and reaction “mechanisms.”

We first introduce the idea of a reaction mechanism in terms of elementary reaction
steps, together with some examples of the latter. We then consider various aspects of
molecular energy, particularly in relation to energy requirements in reaction. This is
followed by the introduction of simple forms of two theories of reaction rates, the col-
lision theory and the transition state theory, primarily as applied to gas-phase reactions.
We conclude this chapter with brief considerations of reactions in condensed phases,
surface  phenomena, and photochemical  reactions.

6.1 PRELIMINARY CONSIDERATIONS

6.11 Redating to Reaction-Rate Theories

As amodel of real behavior, the role of a theory is twofold: (1) to account for ob-
served phenomena in relatively simple terms (hindsight), and (2) to predict hitherto
unobserved phenomena (foresight).

What do we wish to account for and predict? Consider the form of the rate law used
for the model reaction A + . .. — products (from equations 3.1-8 and 4.1-3):

(=rs) = A exp(—E,/RT) ﬁc?" (6.1-1)

We wish to account for (i.e., interpret) the Arrhenius parameters A and E,, and the
form of the concentration dependence as a product of the factors ¢;’ (the order of re-
action). We would aso like to predict values of the various parameters, from as simple
and general a basis as possible, without having to measure them for every case. The
first of these two tasks is the easier one. The second is still not achieved despite more
than a century of study of reaction kinetics; the difficulty lies in quantum mechanical
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cdculations-not in any remaining scientific mystery. However, the current level of the-
oretical understanding has improved our ability to estimate many kinetics parameters,
and has sharpened our intuition in the search for improved chemical processes.

In many cases, reaction rates cannot be adequately represented by equation 6.1-1,
but are more complex functions of temperature and composition. Theories of reaction
kinetics should also explain the underlying basis for this phenomenon.

6.12 Rdating to Reaction Mechanisms and Elementary Reactions

Even a“simple’ reaction usualy takes place in a “complex” manner involving multiple
steps making up a reaction mechanism. For example, the formation of ammonia, rep-
resented by the simple reaction N, + 3H, — 2NHj;, does not take place in the manner
implied by this chemical statement, that is, by the simultaneous union of one molecule
of N, and three molecules of H, to form two of NH,. Similarly, the formation of ethy-
lene, represented by C,H, — C,H, + H,, does not occur by the disintegration of one
molecule of C,H to form one of C,H, and one of H, directly.

The original reaction mechanism (Rice and Herzfeld, 1934) proposed for the forma-
tion of C,H, from C,H, condsts of the following five steps?

C,Hy, — 2CHj
CH; + C,Hg — CH, + C,H?
GH: - CH, + H
H. + C2H6 e H2 + CZH;
H* + C,H: — C,H,

where the “dot” denotes a free-radical species.
We use this example to illustrate and define several terms relating to reaction funda-
mentals:

Elementary reaction: a chemica reaction step that takes place in a single molecular en-
counter (each of the five steps above is an elementary reaction); it involves one, two,
or (rarely) three molecular entities (atoms, molecules, ions, radicas, etc). Only a small
number of chemicd bonds is rearranged.

Reaction mechanism: a postulated sequence of elementary reactions that is consistent with
the observed stoichiometry and rate law; these are necessary but not sufficient conditions
for the correctness of a mechanism, and are illustrated in Chapter 7.

Reactive intermediate; a transent species introduced into the mechanism but not appearing
in the stoichiometric equation or the rate law; the free atomic and free radical species
H*, CH], ad C,H: ae reactive intermediates in the mechanism above. Such species
must ultimately be identified experimentally to justify their inclusion.

Molecularity of a reaction: the number of reacting partners in an elementary reaction: uni-
molecular (one), bimolecular (two), or termolecular (three); in the mechanism above,
the firg and third steps are unimolecular as written, and the remainder are himolecu-
lar. Molecularity (a mechanistic concept) is to be distinguished from order (algebraic).
Molecularity must be integral, but order need not be; there is no necessary connec-
tion between molecularity and order, except for an elementary reaction: the numbers
describing molecularity, order, and stoichiometry of an eementary reaction are dl the
same.

‘In the dehydrogenation of C,Hg to produce C,Hs, CHy is a minor coproduct; this is also reflected in the second
step of the mechanism; hence, both the overall reaction and the proposed mechanism do not strictly represent
a smple sysem.
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It is the combination of individual elementary reaction steps, each with its own rate
law, that determines the overal kinetics of a reaction. Elementary reactions have simple
rate laws of the form

Ng
r = k(T) Hc;*f (6.1-2)

where the temperature dependence of rate constant k is Arrhenius-like, and the reac-
tion orders a; are equal to the absolute values of the stoichiometric coefficients|v;| of
the reactants (number Ny).

This chapter presents the underlying fundamentals of the rates of elementary chemi-
cd reaction steps. In doing so, we outline the essentid concepts and results from phys-
cd chemistry necessary to provide a basc understanding of how reactions occur. These
concepts are then used to generate expressions for the rates of elementary reaction
steps. The following chapters use these building blocks to develop intrinsic rate laws
for avariety of chemical systems. Rather complicated, nonseparable rate laws for the
overal reaction can result, or simple ones as in equation 6.1-1 or -2

6.2 DESCRIPTION OF ELEMENTARY CHEMICAL REACTIONS

An elementary step must necessarily be ssmple. The reactants are together with suffi-

cient energy for a very short time, and only simple rearrangements can be accomplished.
In addition, complex rearrangements tend to require more energy. Thus, amost al el-
ementary steps break and/or make one or two bonds. In the combustion of methane,

the following steps (among many others) occur as elementary reactions:

CH, + O, -» CH; + HO;
OH® + CO - CO, + H*
These two steps are simple rearrangements. The overall reaction
CH, + 20, — CO, + 2H,0

cannot occur in a single step; too much would have to transpire in a single encounter.

621 Types of Elementary Reactions

The following list of elementary reactions, divided into various categories, alows us to
understand and build rate laws for a wide variety of chemicad systems.

6.2.1.1 Elementary Reactions Involving Neutral Species (Homogeneous Gas or
Liquid Phase)

This is the most common category of elementary reactions and can be illustrated by
unimolecular, bimolecular, and termolecular steps.

Unimolecular  Steps:

o Fragmentation/dissociation—the molecule bresks into two or more fragments:
C4H90—0H il C4H90. + OH.
o Rearrangements-the internal bonding of a molecule changes:

HCN — HNC
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Bimolecular Steps:

« Bimolecular association/recombination-two species combine:
H3C' + CHj - C,Hg
o Bimolecular exchange reactions-aoms or group of aoms transferred:
OH® + C,H¢ —» H,0 + C,H;

o Energy transfer-this is not actually a reaction; there is no change in bonding; but it
is nevertheless an important process involving another molecule M:

R"+M~—-R+M

The asterisk denotes an excited state-a molecule with excess energy (more than
enough energy to enable it to undergo a specific reaction step).

Termolecular Steps:

o Termolecular steps are rare, but may appear to arise from two rapid bimolecular steps
in sequence.

6.2.1.2 Photochemical Elementary Reactions

Light energy (absorbed or emitted in a quantum or photon of energy, hv, where h is
Planck’s constant (6.626 x 10734 J s), and » is the frequency of the light, s™!) can change
the energy content of a molecule enough to produce chemical change.

o Absorption of light (photon):
Hg + hv — Hg"
o  Photodissociation:
O3 +hv = 0, +0°
o Photoionization (electron egjected from molecule):
CH, + hv - CH," + ¢~
o Light (photon) emission (reverse of absorption):

Ne* — Ne + hv

6.2.1.3 Elementary Reactions Involving Charged Particles (Ions, Electrons)
These reactions occur in plasmas, or other high-energy Situations.
o Chage exchange

X +A~A +X
M*+A—->M+A*
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o Electron attachment:
e-+X-+X-
* Electron-impact ionization:
e+ X - X+ + 2e”
o lon-molecule reactions:
CH,;" + C4Hg — C3H, + C,H,* (bimolecular exchange)
H* + C3Hg — C3H; " (bimolecular association)
6.2.1.4 Elementary Reactions on Surfaces

Surface reactions are important in heterogeneous reactions and catalysis.

o Adsorption/desorption-molecules or fragments from gas or liquid bond to solid sur-
face.

o Simple adsorption-molecule remains intact.

ICI:I
t

Ni Ni Ni Ni Ni Ni

+ Disoddive adsopiormdecde foms two o moe  auafacebound  pedes

H-H —» H H
+ | |

Cu Cu cu Cu Cu cu

o Ste hoppingaufacebound intemedades move bewean bindng dtes on sufae
o Surface reactions-similar to gas-phase arrangements, but occur while species
boded to a lid sufece
o Disoadion:

H

H\I/H H\ /H
C C,
¢ —=_¢ *H
Pt Pt Pt Pt Pt Pt Pt Pt Pt
o Combinrdion:
9 O\\ H
(|: + }‘-I — (|j/
PdPd Pd Pd Pd Pd Pd Pd Pd

Rearangemets of the adsorbed gedes ae do possble
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6.22 Generad Requirements for Elementary Chemical Reactions
The requirements for a reaction to occur are:

(1) The reaction partners must encounter one another.
(2) The encounter must be successful. This in turn requires.
(i) the geometry of the encounter to be correct (e.g., the atoms in the proper
position to form the new bonds) and,

(ii) sufficient energy to be available to overcome any energy barriers to this
transformation.

The simple theories of reaction rates involve applying basic physical chemistry knowl-
edge to calculate or estimate the rates of successful molecular encounters. In Section
6.3 we present important results from physical chemistry for this purpose; in subse-
guent sections, we show how they are used to build rate theories, construct rate laws,
and estimate the values of rate constants for elementary reactions.

6.3 ENERGY IN MOLECULES

Energy in molecules, as in macroscopic objects, can be divided into potential energy
(the energy which results from their position at rest) and kinetic energy (energy asso-
ciated with motion). Potential energy in our context deals with the energy associated
with chemical bonding. The changes in bond energy often produce energy barriers to
reaction as the atoms rearrange. The kinetic energy of a group of molecules governs
(1) how rapidly reactants encounter one another, and (2) how much energy is available
in the encounter to surmount any barriers to reaction. Research has led to a detailed
understanding of how these factors influence the rates of elementary reactions, and

was recognized by the award of the Nobel prize in chemistry to Lee, Herschbach, and
Polanyi in 1986.

6.3.1 Potential Energy in Molecules-Requirements for Reaction

6.3.1.1 Diatomic Molecules

The potential energy of a par of atoms (A and B) is shown schematicdly in Figure 6.1
as a function of the distance between them, r,5. As the atoms approach one another,
the associated electron orbitals form a bonding interaction which lowers the potential
energy (i.e, makes the system more stable than when the two atoms are far apart).

0 Atomic
R . L
e configurations
Bond dissociation energy

‘AB —

Figure 6.1 Potentid energy of a two-aom system

Potential energy —>
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The minimum energy on the curve corresponds to the most stable configuration
where the bonding is most effective, and thus to the stable A-B diatomic molecule. In
the specific case of a pair of iodine atoms, this minimum is 149 kJ mol™! below that of
the separated atoms. Therefore, to dissociate an isolated I, molecule at rest, I, — 2I°,
149 kJ mol~! must be supplied from outside the molecule. This elementary reaction
is said to be endoergic (energy absorbing) by this amount, also known as the bond
dissociation energy. This energy can be supplied by absorption of light energy, or by
transfer of kinetic energy from other molecules. This energy can aso be thought of as
the height of an energy barrier to be scaled in order for reaction to occur. The path
along the potential energy curve can be thought of as a path or trajectory leading to
reaction, which is described as the “reaction coordinate”.

Now consider the reverse reaction, 2I* — |,. The reaction coordinate in this case is
just the reverse of that for the dissociation reaction. The reaction is exoergic (energy
releasing), and for the I, molecule to come to rest in its most stable configuration, an
amount of energy equal to the bond energy must be given off to the rest of the sys-
tem. If not, the molecule has enough energy (converted to interna kinetic energy) to
dissociate again very quickly. This requirement to “offload” this excess energy (usudly
through collisions with other molecules) is important in the rates of these bimolecular
association reactions. The input of additional energy is not required along the reaction
coordinate for this reaction to occur; the two atoms only have to encounter each other;
that is, there is no energy barier to this reaction. These concepts form a useful basis for
discussng  more  complicated  systems.

6.3.1.2 Triatomic Systems: Potential Energy Surface and Transition State

Consider a system made up of the atoms A, B, and C. Whereas the configuration of
a diatomic system can be represented by a single distance, the internal geometry of a
triatomic system requires three independent parameters, such as the three interatomic
distances rp, rgc, @ rcy, OF rap, rpe, and the angle ¢,pc- These are illustrated in
Figure 6.2.

The potential energy is a function of al three parameters, and is a surface (caled the
potential energy surface) in three-dimensional (3-D) space. If we simplify the system
by constraining the atoms to remain in a straight line in the order A-B-C, the potentia
energy depends only on two parameters (i.e., ryg and rgc), and we can conveniently
represent it as a 2-D “topographical map” in Figure 6.3(a), or as a 3-D perspective
drawing in Figure 6.3(b). At the lower-left corner of Figure 6.3(a), al three atoms are
far apart: there are no bonding interactions. As A approaches B while C remains dis-
tant (equivalent to moving up the left edge of Figure 6.3(a)), a stable AB molecule is
formed (like the I, case). Smilaly, a B-C bond is formed if B approaches C with A far
away (moving right along the bottom edge of Figure 6.3(a)). When al three atoms are
near each other, the molecular orbitals involve al three atoms. If additional bonding is
posshle, the energy is lowered when this happens, and a dStable triatomic molecule can
be formed. This is not the case shown in Figure 6.3(a), since in al configurations where
A, B, and C are close together, the system is less stable than AB + C or A + BC. This
is typical for many systems where AB (and BC) are stable molecules with saturated
bonding. The two partial bonds A-B and B-C are weaker than either complete bond.

SO
e

TaB 0 -

bageC ‘ Figure 62 Represntation of configuration  of
three-atom system
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Reactants
AB+C

A+B+C

"AB

TBC A Potential - energy

«————— IBC

TAB

-

ABYC N
A + BC, Products A+BC
(a) (b)
(ABC)
Ve
/ \\
Reactants ~/ E! '\ Activation barrier
AB+C 7 \
\
Potential \
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©
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configuration
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(d)

Figure 6.3 Potentia energy surface for colinear reaction AB + C - A + BC; (@) 2-D
topographica representation; (b) 3-D representation; (c) potential energy along reaction
coordinate; (d) atomic configurations along reaction coordinate

Now consider the reaction

AB+C— A+BC

(6.3-1)

For the reaction to occur, the atoms must trace out a path on this surface from the con-
figuration, in Figure 6.3(a), labeled “reactants’ (AB + C), to the point labeled “prod-
ucts”(A + BC). The path which requires the minimum energy is shown by the dashed
line. In this example, the energy rises as C approaches A-B and there is an energy bar-
rier (marked “%”). As a result, for the reaction to occur, the reactants must have at least
enough additional (kinetic) energy to “get over the pass’ at “%”. This critical configu-
ration of the atoms, [ABCY], is caled the “transition state” of the system (or “activated
complex™). This minimum energy path describes the most likely path for reaction, and
is the reaction coordinate, although other paths are possible with additional energy.
Plotting the potential energy E as a function of distance along this reaction coordi-
nate, we obtain Figure 6.3(c) (corresponding to Figure 6.1 for the diatomic case). This
figure shows the energy barrier E* at the transition state and that the reaction is exoer-
gic. The height of the energy barrier, E*, corresponds approximately to the Arrhenius



6.3 Energy in Molecules 123
activation energy, E,, of the reaction. Figure 6.3(d) indicates atomic configurations
aong the reaction coordinate.

In the elementary reaction
O*+ H, - OH®*+ H* (6.3-1a)

which is pat of the reaction mechanism in hydrogen flames and the space shuttle main
rocket engine, the transition state would resemble:

The energy barrier for this reaction is quite low, 37 kJ mol~!. There are many schemes
for the estimation of the barrier height, E*. The simplest of these are based on empiricd
correlations. For details see Steinfeld et a., 1989, p. 231

The reverse reaction (BC + A — AB + C) follows the same reaction coordinate
in the opposite direction. The barrier for the reverse reaction occurs a the same place.
The barrier height in the reverse direction is related to the barrier height in the forward
direction by

E* (reverse) = E* (forward) ~ AE(forward) (6.3-2)
where AE (forward) is the reaction energy change in the forward direction. For exam-

ple, reaction 6.3-la is endoergic by approximately 9 kJ mol~!, and 0 the energy barrier
for the reverse reaction is 37 = 9 = 28 kJ mol L.

9

6.3.1.3 Relationship Between Barrier Height and Reaction Energy

In reaction 6.3-1, the A-B bond weakens as the B-C bond is formed. If there is a bar-
rier, these two effects do not cancel. However, if the B-C bond is much stronger than
the A-B bond (very exoergic reaction), even partial B-C bond formation compensates
for the weakening of the A-B bond. This explains the observation that for a series of
similar reactions, the energy barrier (activation energy) is lower for the more exoergic
reactions. A correlation expressing this has been given by Evans and Polanyi (1938):

E* = E* + gAE(reaction) (6.3-3)

where E} is the barrier for an energetically neutra reaction (such as CH3 + CD, —

CH;D + CDj3). The correlation predicts the barriers (E*) for similar exoergic/endoergic
reactions to be smaller/larger by afraction, g, of the reaction energy (AE (reaction)).

For one set of H transfer reactions, the best value of g is 0.4. This correlation holds
only until the barrier becomes zero, in the case of sufficiently exoergic reactions; or
until the barrier becomes equal to the endoergicity, in the case of sufficiently endoergic

reactions. Figure 6.4 shows reaction coordinate diagrams for a hypothetical series of

reactions, and the “data’ for these reactions are indicated in Figure 6.4, along with the
Evans-Polanyi correlation (dashed ling). This and other correlations allow unknown
rate constant parameters to be estimated from known values.
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AE>>0
very
AE = AE 20 endoergic
AE<O0
AE<<Q
very
exoergic

'Reaction coordinate ———————=

Energy er
barrier,

E* .
‘w’;-’ E’

Exoergic 0 Endoergic
Reaction energy, AE

Figure 64 Reaction coordinate diagrams showing various types of
energy-barrier  behavior

Potential
energy \ /

Reaction coordinate ——————=

Figure 65 Potentidl energy diagram for stable
ABC molecule

If a stable ABC molecule exists, the reaction coordinate may appear as in Figure
6.5. In this case, there is no barrier to formation of the ABC molecule in either direc-
tion. Just like the diatomic case, energy must be removed from this molecule, because
not only does it have enough internal energy to form reactants again, it has more than
enough to form products. In the reverse direction, additional energy must be carried
into the reaction if the system isto form AB + C. There can also be barriers to forma-
tion of triatomic molecules, particularly if the AB bond must be broken, for example,
to form the molecule ACB. The reactions of ions with molecules rarely have intrinsic
barriers because of the long-range attractive force (ion-induced dipole) between such

Species.

6314 Potential Energy Surface and Transition Sate in More Complex Systems

For a system containing a larger number of atoms, the general picture of the potential
energy surface and the trangition state also applies. For example, in the second reaction
step in the mechanism of ethane pyrolysis in Section 6.1.2,

CH3 + C,Hg — CH, + C,HS (6.3-4)

the transition state should resemble:
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Here, the CH,-H bond is formed as the C,H¢-H bond is broken. For this system, the
other bond lengths and angles a so affect the potential energy, and the potential energy
surface therefore depends on all other coordinates (3N — 6 or 30 in al). This system,
however, is similar to the triatomic case above, where A = C2H§, B=H* and C =
CH3. Again note that the transition state for the reverse reaction is the same.

The notion of the transition state is central to both theories discussed in this chapter.
The transition state is the atomic configuration that must be reached for reaction to
occur, and the bonding dictates the energy required for the reaction. The configuration
or shape of the transition state indicates how probable it is for the reactants to “line
up” properly or have the correct orientation to react. The rate of a reaction is the rate
at which these requirements are achieved. A quantitative interpretation of both these
issues, as treated by the two theories, is the subject of Sections 6.4 and 6.5.

In reactions which occur on solid surfaces, it is acceptable to think of the surface as a
large molecule capable of forming bonds with molecules or fragments. Because of the
large number of atoms involved, this is theoretically complicated. However, the bind-
ing usuadly occurs at specific dtes on the surface, and very few surface atoms have their
bonding coordination changed. Therefore, the same general concepts are useful in the
discussion of surface reactions. For example, the nondissociated adsorption of CO on
a metd surface (Section 6.21.4) can be thought of as equivalent to bimolecular associ-
ation reactions, which generally have no barrier. Desorption is similar to unimolecular
dissociation reactions, and the barrier equals the bond strength to the surface. Some
reactions involving bond breckage, such as the dissociative adsorption of H, on copper
surfaces, have energy  barriers.

6.3.1.5 Other Electronic States

If the eectrons occupy orbitals different from the most stable (ground) electronic dtate,
the bonding between the atoms also changes. Therefore, an entirely different potential
energy surface is produced for each new electronic configuration. This is illustrated in
Figure 6.6 for a diatomic molecule.

The most stable (ground state) potential energy curve is shown (for AB) along with
one for an electronically excited state (AB*) and also for a positive molecular ion
(AB*, with one €electron gjected from the neutral molecule). Both light absorption and
electron-transfer reactions produce a change in the electronic structure. Since electrons
move S0 much faster than the nuclel in molecules, the change in eectronic state is com-
plete before the nuclei have a chance to move, which in turn means that the initia
geometry of the finad electronic state in these processes must be the same as in the ini-
tial state. This is shown by the arrow symbolizing the absorption of light to produce
an electronically excited molecule. The r,g distance is the same after the transition as
before, athough this is not the most stable configuration of the excited-state molecule.
This has the practical implication that the absorption of light to promote a molecule
from its stable bonding configuration to an excited state often requires more energy
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than is required to make the most stable configuration of the excited state. Similarly,
charge-exchange reactions, in which an dectron is transferred between molecules, often
reguire more energy than the minimum required to make the products. Thisis one of
the reasons for overpotentids in electrochemical reactions. The extra energy in the new
molecule appears as interna energy of motion (vibration), or, if there is enough energy
to dissociate the molecule, as trandational energy.

6.32 Kindic Energy in Molecules

Energy is adso stored in the motion of aoms, and for a molecule, this tekes the form of
translational motion, where the whole molecule moves, and internal motion, where the
atoms in the molecule move with respect to each other (vibration and rotation). These
modes are illustrated in Figure 6.7.

All forms of kinetic energy, including relative trandational motion, can be used to
surmount potential energy barriers during reaction. In Figure 6.3, C can approach AB
with sufficient kinetic energy to “roll up the barrier” near the transition state. Alterna-
tively, A-B vibrational motion can scale the barrier from a different angle. The actud
trajectories must obey physical laws (e.g., momentum conservation), and the role of
different forms of energy in reactions has been invedtigated in extensive computer ca-
culations for a variety of potential energy surfaces. In addition to its role in topping

the energy barrier, trandational motion governs the rate that reactants encounter each
other.

6.3.2.1 Energy States

All forms of energy are subject to the rules of quantum mechanics, which alow only
certain (discrete) energy levels to exist. Therefore, an isolated molecule cannot contain

Translation Rotation Vibration  Figure 6.7 Modes of molecular motion
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any arbitrary amount of vibrationa energy, but must have one of a relativey smal num-

ber of discrete quantities of vibrational energy. This is also true for rotational energy,

although many more states are available. For trandationa energy, there are usualy
so many allowed translational energy states that a continuous distribution is assumed.
Extra energy can adso be stored in the electrons, by promoting an electron from an oc-

cupied orbital to an unoccupied orbital. This changes the bonding interactions and can
be thought of as an entirely separate potential energy surface at higher energy. These
energy states are not usually encountered in thermal reactions, but are an important
pat of photochemistry and high-energy processes which involve charged species.

6.3.2.2 Distribution of Molecular Energy

In a group of molecules in thermal equilibrium at temperature T, the distribution of

energy among the various modes of energy and among the molecules is given by the

Boltzmann distribution, which states that the probability of finding a molecule within
anarrow energy range around € is proportional to the number of states in that energy

range times the “Boltzmann factor,” e~¢/T;

P(E) = g(e)e kT (6.34)
where k; is the Boltzmann constant:
k;= RIN,, = 1381 x 1072y ! (6.3-6)

and g(e), the number of states in the energy range e to e + de, is known as the “density
of states’ function. This function is derived from quantum mechanical arguments, al-
though when many levels are accessble a the energy (temperature) of the system, clas-

sical (Newtonian) mechanics can also give satisfactory results. This result arises from
the concept that energy is distributed randomly among all the types of motion, subject
to the constraint that the totd energy and the number of molecules are conserved. This
relationship gives the probability that any molecule has energy above a certain quantity
(like a barrier height), and alows one to derive the distribution of molecular velocities
in a gas. The randomization of energy is accomplished by energy exchange in encoun-

ters with other molecules in the system. Therefore, each molecule spends some time in

high-energy states, and some time with little energy. The energy distribution over time
of an individual molecule is equal to the instantaneous distribution over the molecules

in the system. We can use molar energy (E) in 6.3-5 to replace molecular energy (E), if
R is substituted for .

6.3.2.3 Distribution of Molecular Translational Energy and Velocity in a Gas

In an idea gas, molecules spend most of the time isolated from the other molecules
in the system and therefore have well defined velocities. In a liquid, the molecules are
in a constant state of collision. The derivation of the trandational energy distribution
from equation 6.3-5 (which requires obtaining g(e)) gives the distribution (expressed
as dN/N, the fraction of molecules with energy between € and ¢ + de):

dN(e)IN = 27 P (kpT) 3212 ¢/MT de (6.3-7)
which is Boltzmann's law of the distribution of energy (Moelwyn-Hughes, 1957, p. 37).

The andogous velocity distribution in terms of molecular velocity, u = (2e/m)¥?, where
m is the mass per molecule, is.

?
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Figure 6.8 (&) Trandational kinetic energy distribution for an idea gas (equation 6.3-7); (b) velocity distri-
bution for N, molecules (equation 6.3-8)

ANW)IN = 2lm) P (mikyT)ude ™ T dy (6.3-8)
= g(u)du (6.3-9)

which is Maxwell's lav of the digtribution of velocities (Moelwyn-Hughes, 1957, p. 38).

These distributions are shown in Figure 6.8. The energy distribution, Figure 6.8(a),
is independent of the molecular mass and is shown for T= 300 K and 1000 K. The
fraction of molecules with trandational kinetic energy in excess of a particular value
increases as Tincreases. The increase is more dramatic for energies much higher than
the average. By comparing the scde in Figure 6.8(a) with values for even modest energy
bariers (eg., 10 kJ mol™!), we see that a very smal fraction of the molecules a either
temperature has enough trandational energy to overcome such a barrier. The average
trandational energy is

€ = (312)kT (6.3-10)

The velocity distribution for N, at these two temperatures is shown in Figure 6.8(b).
The average velocity is (Moelwyn-Hughes, 1957, p. 38):

i = (8kyT/mm)" (6.3-11)

64 SIMPLE COLLISION THEORY OF REACTION RATES

The collison theory of reaction rates in its simplest form (the “simple callision theory”
or SCT) is one of two theories discussed in this chapter. Collision theories are based on
the notion that only when reactants encounter each other, or collide, do they have the
chance to react. The reaction rate is therefore based on the following expressions.

reaction rate = number of effective collisions m s~ (6.4-1)

or, reaction rate =

(number of collisons m™3 s~1) X (probability of success (energy, orientation, etc.))
(6.4-2)
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The notion of a collision implies at least two collision partners, but collision-based the-
ories are applicable for theories of unimolecular reactions as well.

641 Smple Collison Theory (SCT) of Bimolecular GasPhase Reactions

6.4.1.1 Frequency of Binary Molecular Collisions

In this section, we consider the total rate of molecular collisions without considering
whether they result in reaction. This treatment introduces many of the concepts used
in collison-based theories, the criteria for success are included in succeeding sections.

Consider a volume containing ¢, molecules of A (mass m,) and cg molecules of B
(mass mg) per unit volume. A simple estimate of the frequency of A-B collisions can
be obtained by assuming that the molecules are hard spheres with a finite size, and
that, like billiard balls, a collision occurs if the center of the B molecule is within the
“collision diameter” dug of the center of A. This distance is the arithmetic mean of the
two molecular diameters d, and dp:

dag - (dy + dg)l2 (6.4-3)

and is shown in Figure 6.9(a). The area of the circle of radius dg, o = md4y, is the
collison target area (known as the collison “cross-section’). If the A molecules move a
average velocity # (equation 6.3-11) and the B molecules are assumed to be dStationary,
then each A sweeps out a volume ¢ per unit time (Figure 6.9(b)) such that every B
molecule inside is hit. The frequency of A-B collisions for each A molecule is then ciicg.
By multiplying by the concentration of A, we obtain the frequency of A-B collisons per
unit volume:

ZAB = Uﬁc;\cé (64'4)

This simple calculation gives a result close to that obtained by integrating over the three-
dimensional Maxwell velocity distributions for both A and B. In this case, the same
expression is obtained with the characteristic velocity of approach between A and B

given by

i = (8kgTimu)"? (6.4-5)

Figure 69 (8 Collison diameter dup; () Smplified basis for caculating fre-
quency of A-B collisons
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where g is the reduced molecular mass defined by:

The collision frequency of like molecules, Z, ,, can be obtained similarly, but the
collision cross-section is o = «d3, the reduced mass is p = m, /2, and we must divide
by 2 to avoid counting collisions twice:

Zya = (IR)ai(ch)? (6.4-7)

(a) Calculate the rate of collision (Z,5) of molecules of N, (A) and 0, (B) in air (21
mol % O,, 78 mol % N,) at 1 bar and 300 K, if d, =3.8 X 10"10mand dg =
36 X 10°10m

(b) Cdculate the rate of collision (Z4,) of molecules of N, (A) with each other in air.

SOLUTION

(a) From equations 6.4-4 and -5, with o = mdZg,
Zyg = digchchBmkyT/w)? (6.4-4a)
with
dyp= (38+36)X 107192=37%x"10 m
From equation 4.2-3a,

ch = Nycp = Naypa/RT = 6.022 X 10%(0.78)10°/8.314(300)
=1.88 X 10% molecules m™3

Similarly,

¢ = 0.507 X 10 molecules m™
B = mymplimy + mg) = 28.0(32.0)/(28.0 + 32.0(6.022 X 10%)1000
= 248 x 107% kg
Zyg = (3.7 X 107193188 x 10%)(0.507 x 10%%)[8m(1.381 x 1072%)300/2.48 x 10726)12
=27 X 10%*m %!

(b) From equation 6.4-7, together with 6.4-5 and -6 (giving i = m4/2), and with o =
wd‘i,

Zaa = 2d3(ch) (mkgTImy)? (6.4-7a)
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From (a),

¢y, = 1.88 X 10**molecules m >
my -.28.0/(6.022 X 10**)1000 = 4.65 X 10726 kg molecule-’
Zya = 23.8 x107192(1.88 X 10%)2[(1.381 x 10~2)300/4.65 x 10~ 26112
= 5.4 X10%*m™3s7!

Both parts (a) and (b) of Example 6-1 illustrate that rates of molecular collisions are
extremely large. If “collision” were the only factor involved in chemical reaction, the
rates of all reactions would be virtually instantaneous (the “rate” of N,-O, collisonsin
air calculated in Example 6-1(a) corresponds to 4.5 X 107 mol L-1s™11). Evidently, the
energy and orientation factors indicated in equation 6.4-2 are important, and we now
turn attention to them.

6.4.1.2 Requirements for Successful Reactive Collision

The rate of reaction in collision theories is related to the number of “successful” colli-
dons A sucoessu readive encounter depends on mary  things induding (1) the sped
at which the molecules approach each other (relative trandational energy), (2) how
close they are to a head-on collision (measured by a miss distance or impact param-
eter, b, Figure 6.10), (3) the internal energy states of each reactant (vibrational (v),
rotational (J)), (4) the timing (phase) of the vibrations and rotations as the reactants
approach, and (5) orientation (or steric aspects) of the molecules (the H atom to be
aodrated in reedtion 634 must be panting towad the radicd cate).

Dddled theoies indude dl thee dfeds in the reedion cosssetion, which is then
afunction of al the various dynamic parameters:

O reaction = 0'('2’ b; VA JA’ v ) (6.4-8)

The SCT tredts the readion cosssedtion &8 a sgoadde fundtion,

O reaction = Thard spheref (E)p (6.4-9)
= 7d;p f(E)p (6.4-10)

where the energy requirements, f(E), and the steric requirements, p, are multiplicative
factors

6.4.1.3 Energy Requirements

The energy barrier E¥ is the minimum energy requirement for reaction. If only this
amount of energy is available, only one orientation out of al the possible collision
orientations is successful. The probability of success rises rapidly if extra energy is

Figure 6.10 lllugration of () a head-
on collison (b = 0), and (b) a gancing
collision (0<b <dug)
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available, since other configurations around the transition state (at higher energy) can
be reached, and the geometric requirements of the collision are not as precise. There-

fore, the best representation of the “necessary” amount of energy is somewhat higher
than the barier height. Because the Boltzmann factor decreases rapidly with increasing
energy, this difference is not great. Nevertheless, in the simplified theory, we call this
“necessary” energy E* to distinguish it from the barrier height. The simplest model

for the collision theory of rates assumes that the molecules are hard spheres and that

only the component of kinetic energy between the molecular centers is effective. As
illustrated in Figure 6.10, in a head-on collision (4 = 0), al of the trandational energy

of approach is available for internal changes, whereas in a grazing collision (b = dag)

none is. By counting only collisons where the intermolecular component a the moment

of collison exceeds the “necessary” energy E *, we obtain a smple expresson from the
tedious, but straightforward, integration over the joint Maxwell velocity distributions
and b (Steinfeld et al., 1989, pp. 248-250). Thus, for the reaction A + B — products, if
there are no steric requirements, the rate of reaction is

r = (—VA) = ZABe_E*/RT (6-4'11)

that is, the function f(E) in equation 6.4-9 (in molar units) is exp( —E*/RT).
Similarly, for the reaction 2A — products,

r=(—ry)2= Zype EET (6.4-12)

6.4.1.4 Orientation or Steric Factors

The third factor in equation 6.4-9, p, contains any criteria other than energy that the
reactants must satisfy to form products. Consider a hydrogen atom and an ethyl radica

calliding in the fifth step in the mechanism in Section 6.1.2. If the hydrogen atom collides

with the wrong (CH,) end of the ethyl radical, the new C-H bond in ethane cannot be
formed;, a fraction of the collisons is thus ineffective. Calculation of the real distribution
of successful callisons is complex, but for simplicity, we use the dsteric factor approach,

where all orientational effects are represented by p as a constant. This factor can be
estimated if enough is known about the reaction coordinate: in the case above, an esti-
mate of the fraction of directions given by the H-CH,-CH; bond angle which can form
a C-H bond. A reasonable, but uncertain, estimaie forp in this case is 0.2. Alternaively,
if the value of the rate constant is known, the value of p, and therefore some informa-
tion about the reaction coordinate, can be estimated by comparing the measured value
to that given by theory. In this case p(derived) = r(observed)/r(theory). Reasonable
vaues ofp are equa to or less than 1; however, in some cases the observed rate is much
greater than expected (p >3 1); in such cases a chain mechanism is probably involved
(Chapter 7), and the reaction is not an elementary step.

6.4.1.5 SCT Rate Expression

We obtain the SCT rate expression by incorporating the steric factor p in equation
6.4-11 or -12. Thus,

rsep/molecules m™ 7! = pzp~ERT (6.4-13)

where Z = Z, g for A +B — products, or Z = Z, , for A +A — products. We develop
the latter case in more detail at this point; a similar treatment for A 4 B — products is
left to problem 6-3.




6.4 Simple Collison Theory of Reaction Rates 133

For the bimolecular reaction 2A — products, by combining equations 6.4-12 and -13,
using equation 6.4-7a to eliminate Z, 4, and converting completely to a molar basis, with
(rser) inmol L™1s71 ¢}, = 1000 Ny,cn, Where cu isin mol L1, and kg/my = RIM,,
where M, is the molar mass of A, we obtain

h Tscr = ZOOOPNAvd%&("TR/MA)l/ZTme_E*/RTsz = kscrflzx (6-4' 14)
where
kscr = 2000pN 4, d4 (mRIM ) 2TV E/RT (6.4-15)

We may compare these results with a second-order raie law which exhibits Arrhenius
temperature dependence:
(o = KopsCh = AeTEVRTSY (6.1:1)
We note that the concentration dependence (c3 ) is the same, but that the temperature
dependence differs by the factor 7¥2in ry.,. Although we do not have an independent
value for E*in equations 6.4-14 and -15, we may compare E*with E, by equating rycr
and r,,; thus
kops = Kscr
dIn k,,/dT = d In kger/dT

and, from the Arrhenius equation, 3.1-6,
E,/RT* = 12T + E*/RT*
or

E, = %RT + E* (6.4-16)

Similarly, the pre-exponential factor A~ can be obtained by substitution of E* from
6.4-16 into 6.4-15:

Agcr = 2000pN,,d4 (mRIM ) 21212 (6.4-16a)

According to equations 6.4-16 and -16a, E, and A are somewhat dependent on T. The
calculated values for A, usudly agree with messured vaues within an order of mag-
nitude, which, considering the approximations made regarding the cross-sections, is sa-
isfactory support for the general concepts of the theory. SCT provides a basis for the
estimation of rate constants, especialy where experimental values exist for related reac-
tions. Then, values of p and E* can be estimated by comparison with the known system.

For the reaction 2HI ~ H, + 1,, the observed rate constant (2k in ry = 2kcg;) is 2.42 X
103 L mol™!s~! at 700 K, and the observed activation energy, E,, is 186 kJ mol !
(Moelwyn-Hughes, 1957 p. 1109). If the collision diameter, dyy, is 35 X 1071% m for HI

(M = 128), cdculate the value of the (“steric’) p factor necessary for'agreement between
the observed rate constant and that calculated from the SCT.
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SOLUTION

From equation 6.4-15, with E* given by equation 64-17, and M, = (128/1000) kg mol™!,
kscr/p = 242 X 1073L mol™ s *

This is remarkably coincident with the value of &, with the result that p= 1. Such
closeness of agreement is rarely the case, and depends on, among other things, the cor-
rectness and interpretation of the values given above for the various parameters.

For the bimolecular reaction A + B — products, as in the reverse of the reaction in
Example 6-2, equation 6.4-15 is replaced by

Ksct - 1000pN,,dag[8TR(M, + Mp)/ M Mp]?T V2~ EV/RT  (6.4-17)

The proof of this is left to problem 6-3.

6.4.1.6 Energy Transfer in Bimolecular Collisions

Callisions which place energy into, or remove energy from, interna modes in one
molecule without producing any chemical change are very important in some pro-
cesses. The transfer of this energy into reactant A is represented by the bimolecular
process

M+A—->M+A

where A* is a molecule with a critical amount of internal energy necessary for a sub-
Sequent process, and M is any collison partner. For example, the dissociation of I, dis
cussed in Section 6.3 requires 149 kJ mol~! to be deposited into the interatomic bond.
The SCT rate of such a process can be expressed as the raie of collisons which meet the
energy requirements to deposit the critical amount of energy in the reactant molecule;

r= ZAM eXp( _E*/RT) = kETCACM
where E* is approximately equal to the critical energy required. However, this smple
theory underestimates the rate constant, because it ignores the contribution of internal
energy distributed in the A molecules. Various theories which take this into account
provide more satisfactory agreement with experiment (Steinfeld et al., 1989, pp. 352-
357). The deactivation step
A"+M—-A+M

is assumed to happen on every collision, if the critical energy is much greater than kpT.

64.2 Calison Theory of Unimolecular Reactions

For a unimolecular reaction, such as |, — 2I°®, there are apparently no collisions nec-
essary, but the overwhelming majority of molecules do not have the energy required
for this dissociation. For those that have enough energy (> 149 kJ mol1), the reaction
occurs in the time for energy to become concentrated into motion along the reaction
coordinate, and for the rearrangement to occur (about the time of a molecular vibra-
tion, 10713 s). The internal energy can be distributed among al the internal modes, and
so the time required for the energy to become concentrated in the critical reaction co-
ordinate is greater for complex molecules than for smaller ones. Those that do not have
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enough energy must wait until sufficient energy is transferred by collison, as in Section
6.4.1.6. Therefore, as Lindemann (1922) recognized, three separate basic processes are
involved in this reaction:

(1) Collisions which transfer the critical amount of energy:
I, + M (any molecule in the mixture) X, I}(energized molecule) + M (A)

(2) The removal of this energy (deactivation) by subsequent collisions (reverse of

(A)):

L+MSL+M (B)
(3) The dissociation reaction:
L% 21 (©)

Steps (A), (B), and (C) congtitute a reaction mechanisn from which a rate lav may
be deduced for the overall reaction. Thus, if, in a generic sense, we replace |, by the
reactant A, T; by A*, and 2I* by the product P, the rate of formation of A* is

rA* = _k2CAm + kchCM - k__lCAseCM (6 4' 18)

and the rate of reaction to form product P, rp, is.

ky(kicacy = rar) (6.4-19)

ky + k_jcy

rp = kcps =

if we use equation 6.4-18 to eliminate c,.. Equation 6.4-19 contains the unknown ry..
To eiminate this we use the stationary-state hypothesis (SSH): an approximation used
to smplify the derivation of arate law from a reaction mechanism by eliminating the
concentration of a reactive intermediate (RI) on the assumption that its rate of forma-
tion and rate of disappearance are equal (i.e., net rate rg; = 0).

By considering A* as a reactive intermediate, we set r,. = 0 in equations 6.4-18 and
-19, and the latter may be rewritten as

— kikyem .
o = (____k2 s k—ch)cA (6.4-20)
= kyuiCa (6.4-20a) }

where k,,; is an effective first-order rate constant that depends on ¢y. There are two
limiting cases of equation 6.4-20, corresponding to relatively high ¢y (“high pressure”
for a gas-phasereaction), k_jcp >> ky, and low ¢y, (“low pressure’), ky >>k_jcyy:

re = (kykylk_q{)ca (“high-pressure” limit) (6.4-21)
rp = kjoepmea (“low-pressure” limit) (6.4-22)

Thus, according to this (Lindemann) mechanism, a unimolecular reaction is first-order
at relatively high concentration (cyy) and second-order at low concentration. Thereis a



136 Chapter 6: Fundamentds of Reaction Rates

transition from first-order to second-order kinetics as ¢y decreases. This is referred to as
the “fal-off regime” since, dthough the order increases, k,,; decreasss as cy decreases
(from equations 6.4-20 and -20a).

This mechanism also illustrates the concept of a rate-determining step (rds) to desig-
nate a“slow” step (relatively low value of rate constant; as opposed to a “fast” step),
which then controls the overdl rate for the purpose of constructing the rate law.

At low ¢, the rate-determining step is the second-order rate of activation by col-
lison, since there is sufficient time between collisions that virtually every activated
molecule reacts; only the rate constant k; appears in the rate law (equation 6.4-22). At
high ¢y, the rate-determining step is the first-order disruption of A* molecules, since
both activation and deactivation are relatively rapid and at virtual equilibrium. Hence,
we have the additiona concept of a rapidly established equilibrium in which an elemen-
tary process and its reverse are assumed to be at equilibrium, enabling the introduction
of an equilibrium constant to replace the ratio of two rate constants.

In equation 6.4-21, although all three rate constants appear, the ratio k;/k_; may be
considered to be a virtual equilibrium constant (but it is not usualy represented as
such).

A test of the Lindemann mechanism is normally applied to observed apparent first-
order kinetics for areaction involving a single reactant, asin A — P. The test may be
used in either a differential or an integral manner, most conveniently by using results
obtained by varying the initial concentration, ¢,, (or partial pressure for a gas-phase
reaction). In the differential test, from equations 6.4-20 and -20a, we obtain, for an
initial concentration ¢, , = cy, corresponding to the initial rate rp,,

kikyca,

kuni r . .
=ky + k_1ca,

or

Lok 111 11
Kouni kik,  kica, ko  kica,

(6.4-23)

where k, is the asymptotic value of k,,; & c,, — % Thus k! should be alinear function

unt

of ¢3!, from the intercept and slope of which k, and &, can be determined. This is
illustrated in the following example. The integral method is explored in problem 6-4.

For the gas-phase unimolecular isomerization of cyclopropane (A) to propylene (P), vaues
of the observed first-order rate constant, k,,;, a various initid pressures, P,, a 470" C in
a batch reactor are as follows:

P,/kPa 147 282 518 1013
105k, /s"! 958 104 10.8 111

(@ Show that the results are consistent with the Lindemann mechanism.
(b) Cdculate the rate constant for the energy transfer (activation) step.
(c) Caculate k..

(d) Suggest a vdue of E, for the deactivation step.

SOLUTION

(@ In this example, P, is the initid pressure of cyclopropane (no other species present),
and 18 a measure of c,,. Expressing c,, in terms of P, by means of the ideal-gas law,
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o

equation 4.2.3a, we rewrite equation 6.4-23 as

I
kuni k°°

(6.4-23a)

%‘l)—l
(3

=]

1

The linear rdaion is shown in Fgure 611

(b) From the slope of the fitted linear form, k; = 0.253 L mol™'s~.

(c) Similarly, from the intercept, k,, = 11.4 X 107>s"!

(d) E4 (deactivation) — 0, snce A* is an attivated dae (energeticdly), ad ay collison
shoud leed to deectivaion.

643 Cdlison Thexy o Bimdeular Cambinaion Readions Temdeular Readions

A treatment similar to that for unimolecular reactions is necessary for recombination
reactions which result in a single product. An example is the possible termination step
for the mechanism for decomposition of C,Hg, H* + C,H$ — C,H; (Section 6.1.2).
The initial formation of ethane in this reaction can be treated as a bimolecular event.
However, the newly formed molecule has enough energy to redissociate, and must be
dablized by trander of some of this eagy to anathe mdecde

Consider the recombination reaction
A+B—>P

A threedep medhaniam is as fdlows
(1) Reaction to form P* (an activated or energized form of P):

A+BAp (A)
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(2) Unimolecular dissociation of P* (reverse of (A)):
PPXlA+B (B)

(3) Stabilization of P* by collision with M (any other molecule):

P+MA%P+M (©)

Treatment of steps (A), (B), and (C) similar to that for the steps in a unimolecular
reaction, including application of the SSH to P*, resultsin

y kikyenm
S LG V. 6.4-24
e (k_l T ksz>cAcB (6.4-24)
| = KyiCaCh (6.4-25)

where k,; is an effective second-order rate constant that depends on c,,. Just as for a
unimolecular reaction, there are two limiting cases for equation 6.4-24, corresponding
to relatively high and low ¢y

rp = kyjcacy (“high-pressure” limit) (6.4-26)
rp = (ky kplk_{)epeacs (“low-pressure” limit) (6.4-27)

Thus, according to this three-step mechanism, a bimolecular recombination reaction is
second-order at relatively high concentration (c),), and third-order at low concentra-
tion. There is a transition from second- to third-order kinetics as ¢,; decreases, resulting
in a“fal-off” regime for k.

The low-pressure third-order result can adso be written as a termolecular process.

A+B+M—->P+M

which implies that al three species must collide with one another at the same time. In
the scheme above, this is pictured as taking place in two sequentid hbimolecular events,
the second of which must happen within a very short time of the first. In the end, the
digtinction is a semantic one which depends on how collison is defined. There are few
termolecular elementary reactions of the type

A+B+C—-P+Q

and the kinetics of these can dso be thought of as sequences of bimolecular events.
The “fall-off” effects in unimolecular and recombination reactions are important in
modern low-pressure  processes  such as  chemical  vepor deposition (CVD) and plasma-
etching of semiconductor chips, and aso for reactions in the upper atmosphere.
The importance of an “energized” reaction complex in bimolecular reactions isillus-
trated by considering in more detail the termination step in the ethane dehydrogenation
mechanism of Section 6.1.2:

H* + C,H? - C,H
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The formation of C,Hg must first involve the formation of the “energized” molecule
Csz:

H* + CH; - GH;
which is followed by collisiona deactivation:
GHy+M - CGHg + M
However, C,H; may convert to other possible sets of products:
(1) Redissociation to H* and C,H?:
CH; - H* + C,HS
(2) Dissociation into two methyl radicals:
C,H; — 2CH3
(3) Formation of stable products:
CZHE - H, + C,H,
The overal process for this last posshility
H* + GHS - [GH{'] —» H, + GH,

can be thought of as a bimolecular reaction with a stable molecule on the reaction co-
ordinate (C,Hg), asillustrated in Figure 6.5. The competition of these other processes
with the formation of ethane can substantially influence the overall rate of ethane de-
hydrogenation. These and similar reactions have a substantia influence in reactions at
low pressures and high temperatures.

6.5 TRANSITION STATE THEORY (TST)
6.51 Genera Features of the TST

While the collision theory of reactions is intuitive, and the caculation of encounter rates
is relatively straightforward, the calculation of the cross-sections, especially the steric
requirements, from such a dynamic modd is difficult. A very different and less detailed
aoproach was begun in the 1930s that sidesteps some of the difficulties. Varioudy known
& absolute rate theory, activated complex theory, and transition state theory (TST), this
class of model ignores the rates at which molecules encounter each other, and instead
lets thermodynamic/statistical considerations predict how many combinations of reac-
tants are in the transition-state configuration under reaction conditions.
Consider three atomic species A, B, and C, and reaction represented by

AB+C— A+BC (6.51)

The TST considers this reaction to take place in the manner

K
AB + C=ABC! 25 A + BC (6.5-2)
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Reactants gt
AB + C -—>

vi  Products
— A+BC

Semma-—»atpe Figure 612 Potential energy along the
Reaction coordinate =——-——————3 reaction coordinde for reaction 652

in which ABC* represents the transition state described in Section 6.3. The potential
energy aong the reaction coordinate, showing the energy barrier, is illustrated in Figure
6.12 (cf. Figure 6.3(c)).

The two main assumptions of the TST are

(1) The transition state is treated as an unstable molecular species in equilibrium
with the reactants, as indicated by the equilibrium congtant for its formation, Kf,
where, for reaction 6.5-2,

K(:E = CABcj;/CABCC (6«5"3)

and c,pc: IS the concentration of these “molecules’; it is implied in this assump-
tion that the transition state and the reactants are in therma equilibrium (i.e.,
their internal energy distributions are given by the Boltzmann distribution).

(2) The frequency with which the transition state is transformed into products, »*,
can be thought of as a typica unimolecular rate constant; no barrier is associated
with this step. Various points of view have been used to caculate this frequency,
and al rely on the assumption that the interna motions of the trangition state are
governed by thermally equilibrated motions. Thus, the motion adong the reaction
coordinate is treated as thermal trandational motion between the product frag-
ments (or as a vibrationd motion along an unstable potential). Statistical theories
(such as those used to derive the Maxwell-Boltzmann distribution of velocities)
lead to the expression:

vt = kgT/h (6.54)
where kp is the Boltzmann constant and h is Planck’'s constant. In some variations
of TST, an additiona factor (a transmisson coefficient, ¢ is used to dlow for the

fact that not all decompositions of the transition state lead to products, but this
is sddom used in the estimation of rate congtants by the TST.

Thus, from equations 6.5-3 and -4, the rate of formation of products (P) in reaction
6.5-2 is written as

rp = vieapes = (kgT/h)Kfcapec (6.55)

If we compare equaion 6.5-5 with the usua form of rate law, then the rate constant is
given by

k = (kyT/h)K} (6.5-6)
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In the TST, molecularity (m) is the number of reactant molecules forming one
molecule of the transition state. In reaction 6.5-2, m= 2 (AB and C); that is, the
formation is bimolecular. Other possibilities are m = 1 (unimolecular) and m = 3
(termolecular). The molecularity of formation of the transition state affects the form
of k#,and the order of the reaction equals m

6.5.2 Thermodynamic Formulation
The reaction isotherm of classical thermodynamics applied to the formation of the tran-
sition state relates K to AG*#, the standard Gibbs energy of formation of the activated
complex:
AG®* = -RT In k? (6.5-7)
Also
AG® = AH® — TAS® (6.543)

where AH®* and AS°* are, respectively, the (standard) enthalpy of activation and (stan-
dard) entropy of activation. Combining equations 6.5-6 to -8, we obtan

k= (kgT/h)ebSRg=AH™IRT (6.5-9)

for the rate constant according to the TST. As with the SCT, we may compare this
expression with observed behavior

Kops = Ae™ Ea'RT (3.1-8)
to obtain interpretations of the Arrhenius parameters A and E, in terms of the TST
guantities.

We first relate E, to AH®*, From equation 6.5-6,

dnk 1 +d1n1<§ AU
dr T dr T  RT?

(6.5-10)

where AU is the internal energy of activation, and we have used the analogue of
the van’t Hoff equation (3.1-5) for the temperature-dependence of K* (Denbigh, 1981,
p.147). For the activation step as a gas-phase reaction of molecularity m involving ided
gases, from the definition H= U + PV,

AH® = AU + (1 = m)RT. (6.5-11)

From equations 3.1-8 (i.e, from 3.1-6), and 6.5-10 and -11,

‘ E, = AH® + mRT (6.542)

We next relate the pre-exponential factor A to AS®*, From eguations 6.5-9 and 65-12,

’ k = (kgT/h)edS"/Reme~EART (6.5-13)
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Table 6.1 Expected (approximate) values of AS°
for different values of molecularity (m) at 500 K

m AL mol~lym=1 ¢-1 AS%/J mol~! K-}
1 1013 to 104 0
2 10 0 1012 -45
3 10° to 1010 -90

Comparing equations 6.5-13 and 3.1-8, we obtain

‘ A= (kgT/h)e S Rem (6.5-14)

or

l AS* = R[In(Ah/kgT) = mj (6.5-15)
=8314(-23.76 + nA=In T=m) Imol 1 K™? (6.515a)

on subgtitution of numerical vaues for the congants.
From equation 6.5-15a and typical experimental values of A, we may estimate ex-
pected vaues for AS*. The results are summarized in Table 6.1.

If the Arrhenius parameters for the gas-phase unimolecular decompostion of ethyl chlo-
ride (C,H;Cl) to ethylene (C,H,) and HCl are A =4 x 10" s~land E, = 254 kJ mol ™!,

calculate the entropy of activation (AS® /J mol~! K1), the enthalpy of activation (AH®
/] mol™1), and the Gibbs energy of activation (AG®* /J mol™!) a 500 K. Comment on the
vaue of AS°t in relation to the normally “expected” vaue for a unimolecular reaction.

SOLUTION

From equation 6.5-15,
AS* = R(lnA—h - m)

ln( _
4% 104 X 6.626 %
= 8.314T e X107 % x 10 )— 1}

1381 x 10723 x 500
=22 Jmol 'K™!
From equation 6.5-12,
AH®* = E, = mRT

= 254,000 — 1(8.314)500
= 250,000 J mol ™!
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AG% = AH® - TAS* (6.5-8)
= 250,000 - 500(22)
= 239,000 Jmol !

(Comment: the normally expected value of AS®* for a unimolecular reaction, based on
A =~ 103 to 10", is= 0 (Table 6.1); the result here is greater than this)

A method for the estimation of thermodynamic properties of the transition state and
other unstable species involves analyzing parts of the molecule and assigning separate
properties to functional groups (Benson, 1976). Another approach stemming from sta-
tistical mechanics is outlined in the next section.

653 Quantitative Edimates of Rate Congants Usng TST with Satigical Mechanics

Quantitative estimates of E} are obtained the same way as for the collision theory, from
measurements, or from quantum mechanical calculations, or by comparison with known
systems. Quantitative estimates of the A factor require the use of datistica mechanics,
the subject that provides the link between thermodynamic properties, such as heat ca-
pacities and entropy, and molecular properties (bond lengths, vibrational frequencies,
etc.). The transition state theory was originally formulated using statistical mechanics.
The following treatment of this advanced subject indicates how such estimates of rate
condtants are made. For more detailed discussion, see Steinfeld et a. (1989).

Statisticd  mechanics yields the following expresson for the eguilibrium constant, K7 |

k! = (0%/0,)exp( —E}/RT) (6.5-16)

The function @* isthe partition function for the transition state, and Q, is the product
of the partition functions for the reactant molecules. The partition function essentially
counts the number of ways that thermal energy can be “stored” in the various modes
(trandlation, rotation, vibration, etc.) of a system of molecules, and is directly related to
the number of quantum states available at each energy. Thisis related to the freedom
of motion in the various modes. From equations 6.5-7 and -16, we see that the entropy
change is related to the ratio of the partition functions:

ASt = RIn(Q*/Q,) (6.5-17)

An increase in the number of ways to store energy increases the entropy of a system.
Thus, an estimate of the pre-exponential factor A in TST requires an estimate of the
ratio Q*/Q . A common approximation in evaluating a partition function is to separate
it into contributions from the various modes of energy storage, trandational (tr), rota-
tional (rot), and vibrationa (vib):

0 = 0,,0,,0,Q(electronic, symmetry) (6.5-18)
This approximation is valid if the modes of motion are completely independent-an

assumption that is often made. The ratio in equation 6.5-17 can therefore be written as
a product of ratios.

(Qi/Qr) :(er/Qtr)(Qfot/Qrat)(Qlizib/Qvib) - .- (6'5'19)

Furthermore, each Q factor in equation 6.5-18 can be further factored for each individ-
ual mode, if the motions are independent; for example,
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Table 62 Forms for trandationd, rotationd, and vibrationd contributions to the molecular
partition  function

Mode Patition  function Model
0,/V = transdlational QmmkgT/h2)y2 paticle of mass m in 3D box of
(per unit  volume) volume V; increesss if mass increasss
Q,,; = rotational (87 kgT/h*)? rigid rotating body with moment of

inetia | per mode incresses if
moment of inertia incresses

Q. = vibrational (1 = exp(—hevlkgT))™! harmonic  vibrator  with  frequency »

per mode increesss if  frequency
decreases (force constant decreases)

Qvib = Qvib, mode leib, mode?2... (6.5-20)

with a factor for each norma mode of vibration. The A factor can then be evaluated by
calculating the individual ratios. For the translational, rotational, and vibrational modes
of molecular energy, the results obtained from simplified models for the contributions
to the molecular partition function are shown in Table 6.2.

Generally, 9, > Q,,, > Q,,, reflecting the decreasing freedom of movement in the
modes. Evaluating the partition functions for the reactants is relatively straightforward,
since the molecular properties (and the related thermodynamic properties) can be mea-
sured. The same parameters for the transition state are not available, except in a few
simple systems where the full potential energy surface has been calculated. The prob-
lem is simplified by noting that if a mode is unchanged in forming the transition state,
the ratio for that mode is equal to 1. Therefore, only the modes that change need to be
considered in calculating the ratio. The following two examples illustrate how estimates
of rate constants are made, for unimolecular and bimolecular reactions.

For the unimolecular reaction in Example 6-4, C,H;Cl — HCl + C,Hy, the transition state
should resembl e the configuration below, with the C-Cl and C-H bonds almost broken, and
HCI amost formed:

The ratio of translational partition functions (Q%/Q,,) is 1 here, and for al unimolecular
reactions, because the mass and number of molecules of the reactants is the same as for
the transition state. The rotational ratio (Q&,/Q,,,) is given by the ratio of the moments
of inertia: (IFI3I3/1,1,13)"2. The moments of inertia are probably slightly higher in the
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transition state because the important CI-C bond is diretched. The increased C-C-Cl bond
angle dso increases the value of the smallest moment of inertia Thus, the ratio Q&.,/Q,,
is greater than 1. An exact caculation requires a quantitative estimaie of the bond lengths
and angles. The transition state has the same number of vibrational modes, but several
of the vibrationad frequencies in the transition staie are expected to be somewhat lower,
particularly those involving both the weakened C-Cl bond stretch and the affected C-H
bond. It is dso possble to form the trangition state with any of the three hydrogen atoms
on the CH; group, and so a symmetry number of 3 accrues to the trandtion state. The
internal rotation around the C-C bond is inhibited in the transition state, which decreases
the contribution of this model to Q% , but the rest of the considerations increase it, and the
net effect is that (Q*/Q,) > 1. From the value of the A factor in Example 6-4, A/(kT/h) =
(Q%/Q,) = 384. As with many theories, the information flows two ways. (1) measured
rate constants can be used to study the properties of transition states, and (2) information
about transition states gained in such studies, as well asin calculations, can be used to
estimate rate constants.

Consider abimolecular reaction, A + B -» products. Confining two molecules A and B
to be together in the transition staie in a bimolecular reaction aways produces a loss of
entropy. This is dominated by the ratio of the trandationa partition functions.

(QEIVQualVX(Q,5!V) = Qumy, g kgTIH)2120rma kg TIWY2(2mrmg kg T/h?)*?]
= Quu kgT/h*) ™32

where w is the reduced mass, equation 6.4-6. This ratio introduces the volume units to the
rate constant, and is dways less than 1 for a bimolecular (and termolecular) reaction. At
500 K, and for a reduced mass of 30 g mol~!, this factor is 1.7 X 1076 L mol~! s~!, and
corresponds to an entropy change of = 110 J mol™! K~1. The number of internad modes
(rotation and vibration) is increased by 3, which partly compensates for this loss of entropy.

If A and B are atoms, the two rotationa modes in the transition state add 70 J mol~!
K~ to the entropy of the transition state. The total AS°* is therefore approximately -40
J mol~! K~1, a vaue in agreement with the typica value given in Table 6.1. For each of
the two rotationd modes, the moment of inertia cited in Table 62 is [ = udig; the vaue
above is calculated using dyp = 3 X 10710 m,

6.54 Comparison of TST with SCT

Qualitatively, both the TST and the SCT are in accord with observed features of kinet-
ics

(1) Both theories yield laws for elementary reactions in which order, molecularity,
and stoichiometry are the same (Section 6.1.2).

(2) The temperature dependence of the reaction rate constant closely (but not
exactly) obeys the Arrhenius equation. Both theories, however, predict non-
Arrhenius behavior. The deviation from Arrhenius behavior can usualy be
ignored over a small temperature range. However, non-Arrhenius behavior is
common (Steinfeld et al., 1989, p. 321). As a consequence, rate constants are
often fitted to the more general expression k = BT"exp( —E/RT), where B , n,
and E are empirical constants.

The activation energy in both theories arises from the energy barrier a the transition

state, and is treated similarly in both. The relationship between the pre-exponentiad fac-
tors in the two theories is not immediately obvious, since many of the terms which arise
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from the intuitive dynamical picture in SCT are “hidden” in the partition functions
in TST. Nevertheless, the ratio of partition functions (thermodynamics) tells how easy
(probable) the achievement of the transition state is. This ratio contains many of the
notions in collision theories, for example, (1) how close the reactants must approach
to react (equivalent to the hard-sphere cross-section in SCT), and (2) the precision of
aignment of the atoms in the transition state (equivaent to the p factor in SCT). The
combination of a smaller cross-section and more demanding configuration is equiva
lent to a smaler entropy in the transition state. All of the dynamics in TST is contained
in kT/h, which in turn is contained in the velocity of approach in bimolecular reac-
tions in SCT. The assumption that the trangition state is in thermal equilibrium with
the reactants is central to a discussion of the merits of TST. On the one hand, this as-
sumption alows a relatively ssimple statistical (thermodynamic) calculation to replace
the detalled dynamics. This has made transition state theory the more useful of the two
for the estimation of unmeasured rate constants. This considerable advantage of TST
is aso its main weakness, and TST must fail when the assumption of thermal equilib-
rium is grosdy wrong. Such an example is the behavior of unimolecular reactions a low
pressure, where the supply of energy is rate limiting. Both theories have been very use-
ful in the understanding of kinetics, and in building detailed mechanisms of important
chemicad  processes.

66 ELEMENTARY REACTIONS INVOLVING OTHER THAN GASPHASE
NEUTRAL SPECIES

The two simple theories SCT and TST have been developed in the context of neutral
gas-phase reactions. In this section, we consider other types of elementary reactions
lised in Section 6.21, and include reactions in condensed phases. The rates of this di-
verse set of reactions, including photochemistry, can be understood with the concepts
developed for gasphase reactions.

6.6.1 Reactions in Condensed Phases

Reactions in solution proceed in a similar manner, by elementary steps, to those in the
gas phase. Many of the concepts, such as reaction coordinates and energy bariers, are
the same. The two theories for elementary reactions have aso been extended to liquid-
phase reactions. The TST naturdly extends to the liquid phase, since the trandtion state
is trested as a thermodynamic entity. Features not present in gas-phase reactions, such
as solvent effects and activity coefficients of ionic species in polar media, are treated

as for stable species. Moleculesin aliquid are in an admost constant state of collision

so that the collision-based rate theories require modification to be used quantitatively.

The energy distributions in the jostling motion in a liquid are similar to those in gas-

phase callisions, but any reaction tragjectory is modified by interaction with neighbor-
ing molecules. Furthermore, the frequency with which reaction partners approach each
other is governed by diffusion rather than by random collisions, and, once together,
multiple encounters between a reactant pair occur in this molecular traffic jam. This
can modify the rate constants for individual reaction steps significantly. Thus, severa
aspects of reaction in a condensed phase differ from those in the gas phase:

(1) Solvent interactions. Because all species in solution are surrounded by solvent,
the solvation energies can dramatically shift the energies of the reactants, prod-
ucts, and the trangition state. The most dramatic changes in energies are for ionic
species, which are generally unimportant in gasphase chemistry, but are promi-
nent in polar solvents. Solvation energies for other species can aso be large
enough to change the reaction mechanism. For example, in the alkylation of
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naphthol by methyl iodide, changes in solvent can shift the site of akylation from
oxygen to carbon. The TST is dtered by dlowing the thermodynamic properties
to be modified by activity coefficients.

(2) Encounter frequency: Between two reactive species in solution, the encounter
frequency is dower than in the gas phase a the same concentration. The motion
in a liquid is governed by diffusion, and in one version, which assumes that there
ae no long-range forces between the reactants (too simple for ionic species), the
collision rate is given by Z,5 = 4wDd zgc) cg, Where Dis the sum of the diffu-
son coefficients of the two species. If reaction occurs on every collision, then the
rate constant is lower in solution (even with no appreciable solvent interactions)
than in the gas phase. If reaction does not occur on every collision, but is quite
slow, then the probability of finding the two reactants together is similar to that
in the gas phase, and the rate constants are adso similar. One way to think of this
is that diffusion in the liquid slows the rate at which the reactants move away
from each other to the same degree that it slows the rate of encounters, so that
each encounter lasts longer in a liquid. This “trapping” of molecules near each
other in condensed phases is sometimes referred to as the “cage effect,” and is
important in photochemical reactions in liquids, among others.

(3) Energy transfer: Because the species are continualy in collision, the rate of en-
ergy transfer is never considered to be the ratelimiting step, unlike in unimolec-
ular gasphase reactions.

(4) Pressure effects: The diffusion through liquids is governed by the number of “de-
fects’ or atomic-sized holes in the liquid. A high external pressure can reduce
the concentration of holes and dow diffusion. Therefore, in a liquid, a diffusion-
controlled rate constant also depends on the pressure.

6.6.2 Surface Phenomena

Elementary reactions on solid surfaces are central to heterogeneous catalysis (Chapter
8) and gas-solid reactions (Chapter 9). This class of elementary reactions is the most

complex and least understood of al those considered here. The simple quantitative
theories of reaction rates on surfaces, which begin with the work of Langmuir in the

1920s, use the concept of “sites,” which are atomic groupings on the surface involved
in bonding to other atoms or molecules. These theories treat the sites as if they are
dtationary gas-phase species which participate in reactive collisons in a similar manner

to gasphase reactants.

6.6.2.1 Adsorption

Adsorption can be considered to involve the formation of a “bond” between the surface
and a gas-phase or liquid-phase molecule. The surface “bond” can be due to physica
forces, and hence wesk, or can be a chemicd bond, in which case adsorption is caled
chemisorption. Adsorption is therefore like a bimolecular combination reaction:

A+sZAes (6.6-1)

where “s” is an “open” surface site without a molecule bonded to it, and A ®s is a
surface-bound molecule of A. By analogy with gas-phase reactions, the collision rate
of molecules of A with a ste with a reaction cross-section o on a flat surface, Z,, can
be caculated by integration of the Maxwell-Boltzmann velocity distributions over the
possible angles of impingement:

Z,/molecules site™! s71 = (1/4)aiic) (6.6-2)
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where i is the average velocity (8k,T/mm,)Y2. If the reaction requires a direct impinge-
ment on an open surface site (one with no molecules bonded to it), then the rate of
adsorption per unit area on the surface should be proportional to the number of open

dtes on the surface:

rymol m %7 = Z,N6/N,, = (25 X 10™*0aN)0cs = k,bpca  (6.6:3)

where N is the number of sites m~2 of surface, 6 is the fraction of sites which are open,
and ¢, is the gasphase concentration in mol L~'. This “bimolecula” type of adsorption
kinetics, where the cross-section does not depend on the amount of adsorbed material,
is said to obey Langmuir adsorption kinetics. The factor in parentheses is the SCT ex-
pression for the adsorption rate constant k,. Like bimolecular combination reactions,
no activation energy is expected, unless bond-breaking must take place in the solid or
in the adsorbing molecule.

6622 Desorption

Desorption, the reverse of reaction 6.6-1, that is,

A.sgA+s (6.6-4)

is a unimolecular process, which, like gas-phase analogues, requires enough energy
to break the bond to the surface. Similar to reactions in liquids, energy is transferred
through the solid, making collisions unnecessary to supply energy to the adsorbed
molecule. If the sites are independent, the rate is proportional to the amount of ad-
sorbed material:

rg/mol m™2s7! = k0,

where &, is the unimolecular desorption rate constant, which is expected to have an
activation energy similar to the adsorption bond strength, and 6, is the fraction of
the sites which have A adsorbed on them, often called the “coverage” of the surface

by A.

6623 Surface Reactions

The simplest theories of reactions on surfaces also predict surface rate laws in which
the rate is proportional to the amount of each adsorbed reactant raised to the power of
its doichiometric coefficient, just like elementary gas-phase reactions. For example, the
rate of reaction of adsorbed carbon monoxide and hydrogen atoms on a metal surface
to produce a formyl species and an open site,

COes+Hes —> HCO®s +5 (6.6-5)

is assumed to exhibit the following rate law:
rimol m™2 s71 = kfoby (6.6-6)
This behavior arises, as in the gas phase, from assuming statistical encounter rates of
the reactants on the surface. Because the motion of adsorbed species on surfaces is not

well understood, however, quantitative prediction of this encounter rate is not generaly
possible.
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6.6.2.4 General Observations

Simple theories provide useful rate expressions for reactions involving solid surfaces
(Chapter 8). In fundamental studies, there are examples of adsorption kinetics which
obey the simple Langmuir rate expressions. However, many others are more complex
and do not show first-order dependence on the number of open sStes. These variations
can be appreciated, if we accept the notion that a solid can be thought of as a giant
molecule which presents a large number of locations where bonds can be made, and

that changes in the bonding at one site on this molecule can change the bonding at

other locations. As a result, the site properties can depend on whether molecules are
adsorbed on neighboring sites. Furthermore, molecules can “ pre-adsorb” weakly even
on occupied sites and “hunt” for an open site. The desorption rate constant can vary

with the amount of adsorbed material, if, for instance, the surface bond strength de-

pends on the amount of adsorbed material. For these reasons, and because of the dif-

ficulty in obtaining reliable information on the structure of surface-adsorbed reaction
intermediates, quantitative theories of surface reactions are not generally available.

6.6.3 Photochemical Elementary Reactions

Light energy interacts with matter in quantum units called photons which contain en-
egy E = hy (Section 6.212). The frequency v is related to the wavelength A by

= v (6.6-7)

where ¢ is the speed of light (3 x 108 m s71). The energy of photons can be expressed
in units, such & J mol™!, to compare with chemica energies:

ElJ mol~! = N,,hv = N, hc/A = 0.1196/A (6.6-8)

where A is in m. Low-energy photons (infrared wavelengths and longer, A > ~ 0.8 um,

E photon < 150 KJ mol‘l)_ are generally only capable of exciting vibrational levelsin the
molecules. In photochemistry, we are usualy concerned with photons with enough en-
ergy to produce changes in electronic states (visible wavelengths and shorter, A <=

0.8 um, E > 150 kJ mol™1), and therefore to disrupt chemical bonds.

photon

6.63.1 Light Absorption

Although light behaves like both waves and particles, photons can be thought of as

particles which participate in elementary reactions analogous to those for neutral
molecules. Furthermore, the language of collision theories is often used to describe

the rates of these reactions. For example, the absorption of light can be treated in a
collision theory as a “bimolecular” process in which light particles (photons) collide
with the molecules, and are absorbed to produce a higher-energy “excited” state in the
molecule:

hv+A — A* (6.69)

There is a cross-section for absorption, o, which characterizes the size of the “target”
a photon has to hit to be absorbed. The rate of absorption is given a little differently,

since the photons travel much faster than the A molecules (which can be treated as
stationary). If the flux of photons (number traversing a given area per unit time) is 7,
then the rate of absorption per unit volumeis

r/levents m™3 s~! = (I/(photons m~2 s72) X (cj/molecules m—3) X (¢/m?) (6.6-10)
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The attenuation of a light beam as it traverses a volume of light-absorbing material
of thickness dl can be expressed as

r= —dI/dl = Ioc) (6.6-11)

The integration of equation 6.6-11 with the boundary condition that 7 =7, a1 =0
gives the Beer-Lambert law (with c4/mol L1 = ¢/, /N ,,):

Z = [ exp(—acypl) (6.6-12)

where a( = oN,,/1000) is called the molar extinction coefficient of the medium. The
cross-section is highly energy dependent and produces characteristic  absorption  spectra
for each molecule.

6.6.32 Elementary Reactions of Molecules in Excited States

An electronically excited molecule can undergo several subsequent reaction steps. In
addition to dissociation and rearrangements, there are processes involving light. These
are:

Light emission (fluorescence): The reverse of reaction 6.6-9
A* = A+ hy (6.6-13)

is caled fluorescence and can be thought of as another unimolecular reaction, with a
firs-order rate expression:

r= kol (6.6-14)

The rate constant %, corresponds to the reciproca of the lifetime of the excited state.

Internal conversion: The excited state can do other things, such as convert some of the
origind electronic excitation to a mixture of vibration and a different eectronic state.
These are dso treted as unimolecular processes with associated rate congtants:

A* = A" (6.6-15)

Often, the second state formed this way is longer-lived, thus giving the excited molecule
a longer time to undergo other reactions.

Simulated emission: Another form of photon emission is called stimulated emission,
where a photon of the right energy can cause an excited state to emit an additional
identical photon, that is,

A" +hv > A + 2hv (6.6-16)

The waves of the two “product” photons are in phase; this process is the basis of laser
operation.

6.6.4 Reactions in Plasmas

In specidized processes associated with the materids science indudtry, a reactive amo-
sphere is generated by reactions in which charged species are participants. A gaseous
system wherein charged particles (electrons, ions) are important species is called a
plasma, and the response of charged particles to an externa field is used to increase
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Figure 6.3 lllustration of collisiona processes in a plasma

their trandationd energy. Consider a gas which has an electric fidd E (V cm™1) applied
across it, as illustrated in Figure 6.13.

An eectron (or ion) in the gas is accelerated (gains kinetic energy) in the eectric field
until it collides with a gas molecule (A). In this collision, kinetic energy is transferred
to the collison partner and eventualy randomized to the rest of the gas. The eectron is
again accelerated until the next collision, and so on. The average energy atained before
each callison is

E,, = EA (6.6-17)

where A is the mean free path (average distance between collisions). For illustration,
consider a gas a one bar (P) and an applied electric fidd E of 1000 V em™: A =~ 1 um,
and the average kinetic energy of the electronsis 0.1 eV (electron volt) or about 10 kJ
mol~1. This is not enough to disrupt any chemical bonds and only serves to increase the
gas temperature. The average energy can be increased by increasing the field strength
or the mean free path (by decreasing P). As the average energy rises, more can be
accomplished in the collisions. At an average energy of a few hundred kJ mol™, bonds
can be broken and e ectronic excitations achieved in the collisions:

e +0,—>20+¢e” (6.6-18)
e+ Ar - Art +e” (6.6-19)

The reactive species produced in these reactions can then participate in chemical pro-
cesses. At dightly higher energy, it is possible to ionize the neutral species in the gas in
the collisions:

e+ Ar — Art + 2¢” (6.6-20)

Figure 6.13 schematically shows this event. The control of a plasma then relies on con-
trol of pressure and voltage/current. Although plasma chemistry takes place in the gas
phase, the reactive intermediates are often used to accomplish the production or etch-
ing of solid materials, asin chemical vapor deposition (CVD).

This chapter contains basic information for at least partia understanding of reaction
kingtics. Some main points are summarized as follows
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(1) Almost al chemica reactions involve a sequence of elementary steps, and do not
occur in a sngle sep.

(2) The elementary steps in gas-phase reactions have rate laws in which reaction
order for each species is the same as the corresponding molecularity. The rate
constants for these elementary reactions can be understood quantitatively on
the basis of simple theories. For our purpose, reactions involving photons and
charged particles can be understood in the same way.

(3) Elementary steps on surfaces and in condensed phases are more complex be-
cause the environment for the elementary reactions can change as the composi-
tion of the reaction mixture changes, and, in the case of surface reactions, there
ae several types of reactive sites on solid surfaces. Therefore, the rate constants
of these elementary steps are not really constant, but can vary from system to
system. Despite this complexity, the approximation of a single type of reaction
step is useful and often generaly correct.

In the following chapter, rate laws based on reaction mechanisms are developed.
Although some of these are of the simple “generic” form described in Chapters 3 and
4, others are more complex. In some cases of reactor design, only an approximate fit
to the real reaction kinetics is required, but more often the precision of the correct law
is desirable, and the underlying mechanistic information can be useful for the rational
improvement  of chemica  processes.

6.8 PROBLEMS FOR CHAPTER 6

6-1 In eaxch of the following cases date whether the reaction written could be an dementary reec-
tion, as defined in Section 6.12 explan briefly.
(@ SO; + 30, = SO;

b)yI*+1*+M->L+M
(C) 2C3Hg + 2NH; + 30, — 2C3HsN + 6H,0

(d) C;Hys + Hy —» GHS + H*
6-2 Cdculae the fraction of ided-gas molecules with trandationd kinetic energy equal to or greser
than 5000 J mol~! (@) a 300 K, and (b) a 1000 K.
6-3 Show that, for the bimolecular reaction A + B — products, kscr is given by equation 6.4-17.
6-4 Some of the results obtained by Hinshelwood and Askey (1927) for the decomposition of

dimethyl ether, (CH3),0 (A), to CH,, CO andH, at 777.2 K in a series of experimentsin
a condat-volume bach rexctor ae as follows

P,/kPa 7 .7 121 228 348 525 848
t31/s 1500 1140 824 670 590 538

Each par of paints P, ad 3, refers to one experiment. P, is the initid pressure of ether (no

other species present initially), and ¢5; is the time reguired for 31% of the eher to decompose

(@) If the reaction is fird-order, cdculate the vaue of the rate condant k,,/s~! for exch expe-
iment.

(b) Test, using the differentid method, whether the experimentd data conform to the Linde-
mann  hypothess for a unimolecular reaction, and, if approprigte, cadculae the vaues of
the rate condants in the unimolecular mechanism & far a possble use units of L, mol, s

65 Repeat problem 6-4 usng an integrd method. For this purpose, subdtitute the rate law into the
maerid baance for a condant-volume BR, and integrate the resulting expresson to relde fa
ad ¢ Then, with ¢,, & a paameter (corregponding to P, in problem 6-4), show thd, for a
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constant value of fx (0.31in problem 6-4), ¢4, (t3; above) isalinear function of 1/ca,, from
the dope and intercept of which k; and k. can be determined. Compare the vaues with those
obtained in problem 6-4.

66 (8 Is the experimentd quantity E, in the Arrhenius equation intensve or extensve? Does its
numericd vaue depend on the way in which the doichiometry of reaction is expressed (cf.
AH of reaction)?
(b) The dimensons of E4 ae energy mol~!. To what does “mol” refer?

67 The isomerization of cyclopropane to propylene has Arthenius parameters A = 16 X 101 s7!
and Ex = 270 kJ mol~'.
(@ Caculae the entropy of activation, AS®*/J mol™! K-, a& 500 K.

(b) Comment on the answer in (@ in comparison with the “expected” result for a unimolecular
reection.

(0 Cdculate the enthdpy of activation, AH°*/kJ mol~!, & 500 K.
68 Rowley and Steiner (195 1) have obtained the result

k= Aexp(~E4/RT) = 30 x 107exp(—115,000/RT),
where AisinL mol™! s~lad E,isinJ mol™!, for the rate congtant for the reaction
C,H, + C4Hg = CsH; (cyclohexene).

(@ Cdculae the entropy of activation for this reaction a 800 K.

(b) Comment on the answer in (@ in compaison with the “expected” result for a bimolecular
reaction.

(©) Cdcuae the entbdpy of activation in kJ mol ™.

69 (@ If the Anhenius paametes for the gasphese reaction

H_ CHO
CH, = CH-CH = CH, + CH; = CH-CHO —

ae A=15X10°L mol !s~! and E4 = 82.8 kJ mol ™', calculate, at 500 K,

(i) the entropy of activation (AS°*/J mol™! K1), ad

(i) the enthdpy of activation (AH**/kJ mol™').

Comment on the vaue of AS° cdculated

Corresponding to the vdue of AS* cdculaed in (@ for the transtion dtate theory, would

you expect the vdue of the deric factor p in the Smple collison theory to be = 1, > 1, or

< 17 Explan briefly-detailed calculations or proofs ae not necessay.

6-10 Show that, for the bimolecular resction A + B — P, where A and B are had pheres, krsr is
given by the same result as kger, equation 64-17. A and B contain no intena modes, and the
trangtion date is the configuration in which A and B ae touching (& distance dag between
centers). The partition functions for the resctants contain only trandationd modes (one factor
in @, for each reactant), while the trandtion date has one trandation mode and two rotationd
modes. The moment of inetia (7 in Table 6.2) of the trandtion date (the two spheres touching)
is pdig, whee i is reduced mass (equation 6.4-6).

—_ =
o=
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Homogeneous Reaction
Mechanisms and Rate Laws

This chapter provides an introduction to several types of homogeneous (single-phase)
reaction mechanisms and the rate laws which result from them. The concept of are-
action mechanism as a sequence of elementary processes involving both analytically
detectable species (normal reactants and products) and transient reactive intermedi-
aes is introduced in Section 6.1.2. In condructing the rate laws, we use the fact that the
dementary steps which make up the mechanism have individuad rate laws predicted by
the smple theories discussed in Chapter 6. The resulting rate law for an overal reaction
often differs sgnificantly from the type discussed in Chapters 3 and 4.

There are several benefits which arise from knowledge of the reaction mecha-
nism. The first benefit of practica value is that the functional form of the rate law
derived from the correct mechanism is more precise, enabling better reactor mod-
eling and optimization, and more confident extrapolation to conditions outside the
database. The second benefit is that a better understanding of the mechanism reveals
the steps in the mechanism which limit the overdl rate or selectivity in the reac-
tion, and thus provides guidance to improve the process. Important examples where
knowledge of the reaction mechanisms is critical can be found (1) in atmospheric-
chemistry models, including the stratospheric ozone problem, air pollution, and ni-
trogen oxide formation in combustion, and (2) in an industrial process like ethane
dehydrogenation, where detalled molecular models of the freeradicad chemistry are re-
quired to predict the influence of feed composition and reactor parameters on product
selectivity.

Congtructing a reaction mechanism is a way of modeling a chemicad reaction. There
is no fixed set of rules to follow, but a proposed mechanism must be consistent with
the overall stoichiometry and observed rate law. It is difficult to verify the mechanism
of agiven reaction. Testing the predicted rate laws against observations is a key step
in gaining confidence in a proposed mechanism, but proof requires identifying the re-
action intermediates (often in very small concentrations) under reaction conditions,
or measurements of the kinetics of al the individual elementary reactions involving all
the intermediates. Other techniques used to provide information about reaction mecha
nisms include isotope-subdtitution and stereochemical studies. Rate constants for  many
elementary chemica reactions have been measured. Despite the difficulty, an incom-
plete or imprecise mechanism which contains the essence of the reaction pathways is
often more vauable than a purely empirical kinetics rate law.
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7.1 SIMPLE HOMOGENEOUS REACTIONS

711 Types of Mechanisns

A reaction mechanism may involve one of two types of sequence, open or closed
(Wilkinson, 1980, pp. 40,176). In an open sequence, each reactive intermediate is pro-
duced in only one step and disappears in another. In a closed sequence, in addition to
steps in which a reactive intermediate is initially produced and ultimately consumed,
there are steps in which it is consumed and reproduced in a cyclic sequence which
givesrise to a chain reaction. We give examples to illustrate these in the next sections.
Caalytic reactions are a gpecid type of closed mechanism in which the catalyst species
forms reaction intermediates. The catalyst is regenerated after product formation to
participate in repeated (catalytic) cycles. Catalysts can be involved in both homoge-
neous and heterogeneous systems (Chapter 8).

712 Open-Sequence Mechanisms.  Derivation of Rate Law from Mechanism

The derivation of a rate law from a postulated mechanism is a useful application of
reaction mechanisms. It shows how the kinetics of the elementary reaction steps are
reflected in the kinetics of the overal reaction. The following example illustrates this
for a smple, gas-phase reaction involving an open sequence. The derivations typically
employ the stationary-state hypothesis (SSH) to eliminate unknown concentrations of
reactive intermediates.

The decomposition of N,Os to NO, and 0, is a smple system (if we ignore dimerization
of NO, to N,0O,) and a first-order reaction:

2N205 —>4N02 + 0, (A)
Yo, = KobstN,05

A proposed mechanism (Ogg, 1953) is as follows:

k
N0, k<—>—1N02 + NO, @
.|
NO, + NO,4NO + 0, + NO, 2)
NO + NO, £.2N0o, 3)
(a) Show how the mechanism can be made consistent with the observed (overdl) stoi-

chiometry.
(b) Derive the rate law for this mechanism so as to show consistency with the observed
form, and to interpret k,,, in terms of the rate constants for the individua steps.
(c) Relate the experimental activation energy, E, .4, to the activation energies of the
individual steps, if (i) step (2) is fast, and (ii) step (2) is the rate-determining step.

SOLUTION

(a) We note first that the reactive intermediates in the mechanism are NO; and NO, which
do not appear either in the overal stoichiometry (reaction (A)) or in the observed rate law.
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If we smply add the three steps, we do not recapture (A). To get around this, we introduce
the stoichiometric number, s, for each step, as the number by which that step must be
multiplied so that addition of the steps results in (A):

51(1D) + 5,(2) + 5353) = (A) (7.1-1)

where s, s,, ad s, are the stoichiometric numbers for the three steps. To determine their
vaues systematically, we utilize the stoichiometric coefficients in the three steps for each
species in turn so as to correspond to the coefficient in (A):

N,0s: = Ls; + 0s; + QOs; (from the three steps) = -2 (from (A))

NO,: Isy+ (-1+ Ds,+255=4
0, Os; +1s, + 0s3=1
NO,: sy =1sy —1s3=0
NO: Os; +1s, =153 =0

This set of linear equations can be solved by inspection, or, more formaly, by Gauss-Jordan
reduction of the augmented coefficient matrix:

-1 0 0 -2 1 0 0 2
1 0 2 4 01 01
0 1 0 1]—=10 011
1 -1 -1 O 0 000
0o 1 -1 0 0 0 00

with the result s, = 2, 5, = 1, and 5, = 1. (Note that in this case the last two of the five
equations are redundant in obtaining vaues of the three dstoichiometric numbers) Thus,
the three steps are consistent with (A) if added as

2 +12)+13) = (A)
(b) From the mechanism, step (2),
To, = ky CNO, CNO, (B)

We diminate cyo, (not dlowed in the find rate law) by applying the Stationary-state hy-
pothesis to NO,, ryo, = 0 (and subsequently to NO):

No; = leN2()5 = k_1¢Nno,CNO; ™ kZCN02cN03 - k3CNOCN03 -0 ©
™o = kNo,Cno, Kycnotno,= 0 D)

from (D),
cno = (ky/ks)eno, (E)

from (C) and (E),

ki ex,0;
CN03 = (k—l + 2k2)CN02 (F)
from (B) and (F),
kyky
To, = T+ 2k, MOs ©)
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Thus, the mechanism provides a first-order rate law with

Kovs - ¥+ 28,

(H)

(c) Note that, dthough a simple reaction order arises from this mechanism, the observed
rate congtant is a combination of elementary rate constants for steps (1) and (2), and can ex-
hibit non-Arrhenius temperature dependence. The effective activation energy varies from
one extreme, (i), in which step (2) is relaively fast (large k,), to the other, (ii), in which
sep (2) is so dow (smal k,) as to be the rate-determining step (rds).

(i) In the first case, k, > k_;, and equation (G) becomes

ro, = (ki/2)en,o4 (ky large) J)

with the result that the experimental activation energy is the same as that for forward
step (1); that is, applying the Arrhenius equation, 3.1-6, to k,,, = k;/2, we obtan

Egobs = Ear (k, large) (K)
(if) In the other extreme, k, << k_;, and equation (G) becomes
ro, = (ki kalk_p)en0, (k, small) (L)

This implies that step (1) is so rapid as to be in virtual equilibrium. Then, from
equation 5.3-11 (with n = 1),

kllk-—l = Keql

™M)

where K, is the equilibrium constant for step (1). From the Arrhenius equation,
3.1-6, applied to ks = kyko/k_y = kK1, We obtain

EA,obs - EptEy - EA,—l =E,+ AHI (N)

where E, _; and E4, are the activation energies for reverse step (1) and step (2),
respectively, and AH, is the enthalpy of reaction for step (1); the second part of
eguation (N) comes from the van’t Hoff equation 3.1-5, dlnK, ,/dT = AH,/RT?.

Many mechanisms involve reversible steps which are rapid (and therefore in virtua
equilibrium) followed by the critical rds. In these cases, the equilibrium constant for
each of the rapid steps appears as a multiplicative factor in the rate law. The effective
activation energy is the sum of the enthapies of the equilibrium steps and the activation
energy of the rds.

713 Closd-Sequence Mechanisms,  Chain - Reactions

In some reactions involving gases, the rate of reaction estimated by the simple collision
theory in terms of the usualy inferred species is much loner than observed. Examples of
these reactions are the oxidation of H, and of hydrocarbons, and the formation of HCl
and of HBr. These are examples of chain reactions in which very reactive species (chain
carriers) are initially produced, either thermally (i.e., by collision) or photochemically
(by absorption of incident radiation), and regenerated by subsequent steps, so that re-
action can occur in chain-fashion relatively rapidly. In extreme cases these become “ex-
plosions” but not al chain reactions are so rapid as to be termed explosions. The chain
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conditutes a closed sequence, which, if unbroken, or broken relatively infrequently, can
result in a very rapid rate overall.
The experimental detection of a chain reaction can be done in a number of ways:

(1) The rate of a chain reaction is usually sensitive to the ratio of surface to vol-
ume in the reactor, since the surface serves to allow chain-breaking reactions
(recombination of chain cariers) to occur. Thus, if powdered glass were added
to a glass vessel in which a chain reaction occurred, the rate of reaction would
decrease.

(2) The rate of a chain reaction is sensitive to the addition of any substance which
reacts with the chain cariers, and hence acts as a chain breker. The addition of
NO sometimes markedly decreases the rate of a chain reaction.

Chain cariers are usudly very reactive molecular fragments. Atomic species such as
H® and CI*, which are electricaly neutral, are in fact the simplest examples of “free
radicals,” which are characterized by having an unpaired electron, in addition to being
eectrically neutral. More complex examples are the methyl and ethyl radicds, CH3 and
C,Hs, respectively.

Evidence for the existence of free-radical chains as a mechanism in chemical reac-
tions was developed about 1930. If lead tetraethyl is passed through a heated glass
tube, a metallic mirror of lead is formed on the glass. Thisis evidently caused by de-
composition according to  Pb(C,Hs), — Pb + 4C,Hg, for if the ensuing gas passes over
a previously deposited mirror, the mirror disappears by the reverse recombination:
4C,H3 + Pb — Pb(C,Hs),. The connection with chemical reactions was made when
it was demonstrated that the same mirror-removal action occurred in the thermal de-
composition of a number of substances such as ethane and acetone, thus indicating
the presence of free radicals during the decomposition. More recently, spectroscopic
techniques using laser probes have made posshle the in-Stu detection of smal concen-
trations of transient intermediates.

We may use the reaction mechanism for the formation of ethylene from ethane
(C,Hg = GH, + H,), Section 6.1.2, to illustrate various types of steps in a typical
chain reaction:

chain initiation: C,Hg —» 2CHj 1)
chain  trangfer: CH; + C,Hs — CH, + C,H} (2)
chain  propagation: C,H —» C,H, + H* (3)

H* + C,H, — H, + C,Hj 4)
chain bresking or terminaion: H® + C,Hs — C,Hg (5)

In the first step, CH; radicals are formed by the rupture of the C-C bond in C,H,.
However, CH3 is not postulated as a chain carrier, and so the second step is a chain-
transfer step, from CHS to C,Hz, one of the two chain carriers. The third and fourth
steps constitute the chain cycle in which C,H is first used up to produce one of the
products (C,H,) and another chain carrier (H®), and then is reproduced, to continue
the cycle, along with the other product (H,). The last (fifth) step interrupts a chain by
removing two chain carriers by recombination. For a rapid reaction overal, the chain
propagation steps occur much more frequently than the others. An indication of this is
given by the average chain length, CL:

_ number of (reactant) molecules reacting
~ number of (reactant) molecules activated
= rate of overdl reaction/rate of initiation (7.1-2)
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Chain mechanisms may be classified as linear-chain mechanisms or branched-chain
mechanisms. In alinear chain, one chain carrier is produced for each chain carrier re-
acted in the propagation steps, as in steps (3) and (4) above. In a branched chain, more
than one carrier is produced. It is the latter that is involved in one type of explosion (a
thermal explosion is the other type). We treat these types of chain mechanismsin turn
in the next two sections.

7.1.3.1 Linear-Chain Mechanisms

We use the following two examples to illustrate the derivation of a rate law from a
linear-chain mechanism.

(& A proposed free-radical chain mechanism for the pyrolysis of ethyl nitrate,
C,H;ONO, (A), to formaldehyde, CH,O (B), and methyl nitrite, CH;NO, (D),
A— B + D, isasfollows (Houser and Lee, 1967):

A8 C,H,0® + NO, )
C,H,0° 2 CH; +B @)
CH} + AD + C,H,0" &)
2C,H;0° % CH,CHO + C,H,OH ()

Apply the stationary-state hypothesis to the free radicals CH3 and C,HsO® to derive
the rate law for this mechanism.

(b) Some of the results reported in the same investigation from experiments carried out
in a CSTR a 250°C are as follows:

cp/mol m—3 0.0713 0.0759 0.0975 0235 0271
(=ry)molm~3s~! 0.0121 0.0122 0.0134 0.0209 0.0230

Do these results support the proposed mechanism in (g)?

(c) From the result obtained in (@), relate the activation energy for the pyrolysis, E,4, to
the activation energies for the four steps, E, to Eyy.

(d) Obtain an expression for the chain length CL.

(&) The first step is the chain initiation forming the ethoxy free-radical chain carrier,
C,H;0°, and NO,, which is otherwise unaccounted for, taking no further part in the mech-
anism. The second and third steps are chain propagation steps in which a second chain car-
rier, the methyl free radicd, CH3, is fird produced dong with the product formaldehyde
(B) from C,H;0°%, and then reacts with ethyl nitrate (A) to form the other product, methyl
nitrite (D), and regenerate C,H;0°. The fourth step is a chain-breaking step, removing
C,Hs0% In a chain reaction, addition of the chain-propagation steps typicaly gives the
overal reaction. This may be interpreted in terms of stoichiometric numbers (see Example
7-1) by the assignment of the value 1 to the stoichiometric number for each propagation
step and 0 to the other steps.

To obtain the rate law, we may use (—r,) Or rg Of rp. Choosing ry, we obtain, from
step (2),

rg = kZCC2H5O’
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We eiminate cc,u,0- by applying the stationary-state hypothesis to C,Hs0*, rc,p,00 = 0,
and also to the other chain carrier, CH3.

Tems0r = kica ~ kacemeor + K3CaComs = 2kai o0 = 0
Temy = KaComyor — KaCaComy = O
Addition of these last two equations results in
cC;HsO' - (k1/2k4)1/2c:!\12
and substitution for ccyqe in the equation for ry gives
rg = ky(ki/2ky)2c,?

which is the rate law predicted by the mechanism. According to this, the reaction is half-
order.

(b) If we calculate the value Of ks = (—ry)ch? for each of the five experiments, we
obtain an approximately constant value of 0.044 (mol m~3)¥2 g~!. Testing other reaction
orders in smilar fashion results in vaues of k,,, that are not constant. We conclude that
the experimental results support the proposed mechanism.

(9 From (b), we dso conclude that

Kobs = ky(ky/2ky)"
from which

dinky, _ dlnk,  1dnk  1dink,
- ¢ - - dT 2 dr 2 dTr

or, from the Arrhenius equation, 3.1-6,

1
EA = EAZ + E(EAI "EA4)
(d) From equation 7.1-2, the chain length is

kz(k1/2k4) 1/2CX2/k1 Ca
ky(2k; kycy) ™'

CL

The rate law obtained from a chain-reaction mechanism is not necessarily of the
power-law form obtained in Example 7-2. The following example for the reaction of
H, and Br, illustrates how a more complex form (with respect to concentrations of
reactants and products) can result. This reaction is of historical importance because it
helped to establish the redlity of the free-radical chain mechanism. Following the ex-
perimental determination of the rate law by Bodenstein and Lind (1907), the task was
to construct a mechanism consistent with their results. This was solved independently
by Christiansen, Herzfeld, and Polanyi in 1919-1920, as indicated in the example.

The gas-phase resction between H, and Br, to form HBr is considered to be a chain reac-
tion in which the chain is initiated by the therma dissociation of Br, molecules. The chain
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is propagated first by reaction between Br® and H, and second by reaction of H® (released
in the previous step) with Br,. The chain is inhibited by reaction of HBr with H® (i.e, HBr
competes with Br, for H®). Chain termination occurs by recombination of Br® atoms.

(@ Write the steps for a chain-reaction mechanism based on the above description.
(b) Derive the rate law (for ryg,) for the mechanism in (a), stating any assumption
made.

(@ The overdl reaction is
H, + Br, = 2HBr

The reaction steps are:

initiation: Br, 5 2Br® 1)
propagation: Br' + H, X HBr + H* 2)

H* + Br, %% HBr + Br® 3)
inhibition (reversd of (2):;  H® + HBr2H, + Br* (4
temination (reversd of (1): 2 Br* *3 Br, )

(b) By congtructing the expression for rygm, from steps (2), (3), and (4), and then elimi-
nating cpe and cye from this by means of the SSH (r « = rge = 0), we obtain the rate
law (see problem 7-5):

i 2y (yl k) (ky T h_y) Py ey (1.1:3)
HBr = (kslk_3) + (com/cr,)

This has the same form as that obtained experimentaly by Bodenstein and Lind earlier.

This rate law illustrates several complexities:

(1) The effects on the rate of temperature (through the rate constants) and concen-
tration are not separable, as they are in the power-lav form of equation 6.1-1.
(2) Product inhibition of the rate is shown by the presence of cyg, in the denomi-

nator.

(3) At agiven temperature, although the rate is first-order with respect to H, at dl
conditions, the order with respect to Br, and HBr varies from low conversion
(ks/k_, > cyp,/cp,,), (1/2) order for Br, and zero order for HBr, to high conver-
sion (ks/k_, << cqp,/cpy,), (33) @ dr Bry and negative firs-order for HBr. It
was such experimental observations that led Bodenstein and Lind to deduce the
form of equation 7.1-3 (with empiricadl constants replacing the groupings of rate
constants).

7.1.3.2 Branched-Chain Mechanisms; Runaway Reactions (Explosions)

In a branched-chain mechanism, there are elementary reactions which produce more
than one chain carrier for each chain carier reacted. An example of such an elementary
reaction isinvolved in the hydrogen-oxygen reaction:

O*+ H, » OH® + H*
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Two radicals (OH’ and H*) are produced from the reaction of one radical (O®). This
allows the reaction rate to increase without limit if it is not balanced by corresponding
radical-destruction processes. The result is a “runaway reaction” or exploson. This can

be demonstrated by consideration of the following simplified chain mechanism for the
reactionA +...—>P.

initiation: ALR® .
chain branching: R®*+ AP +sR* (n> 1)

(If n =1, thisisalinear-chain step)
termination: R* X
The rate of production of R® is

rre = kjey + (0 = 1)kycpcpe = kscpe (7.1-4)
= kicp T = 1) kyea = kycpe

A runaway reaction occurs if

0rR./(7cR.[= (n = 1)k26'A - k3] >0

or (i’l - 1)k26'A > k3

which can only be the case if n > 1. In such a case, arapid increase in cge. and in the
overal rate of reaction (rp = kyccge) Can take place, and an explosion results.

Note that the SSH cannot be applied to the chain carrier R® in this branched-chain
mechanism. If it were applied, we would obtain, setting rge = 0 in equation 7.1-4,

kica
k3 (n - 1)k20A

CRo(SSH) = <0

which is a nonsensica result.

The region of unstable explosive behavior is influenced by temperature, in addition
to pressure (concentration). The radical destruction processes generdly have low acti-
vation energies, since they are usualy recombination events, while the chain-branching
reactions have high activation energies, since more species with incomplete bonding
are produced. As a conseguence, a system that is nonexplosive at low T becomes ex-
plosive above a certain threshold T . A species Y that interferes with a radical-chain
mechanism by deactivating reactive intermediates (R* + Y — Q) can be used (1) to
increase the dstability of a runaway system, (2) to quench a runaway system (eg., act as
a fire retardant), and (3) to dow undesirable reactions.

Another type of explosion is a thermal explosion. Instability in a reacting system
can be produced if the energy of reaction is not transferred to the surroundings at a
sufficient rate to prevent T from rising rapidly. A risein T increases the reaction rate,
which reinforces the rise in T. The resulting very rapid rise in reaction rate can cause an
explosion. Most explosions that occur probably involve both chain-carrier and thermal
ingtabilities.
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7.1.4 Photochemical Reactions

In the mechanism of a photochemical reaction, at least one step involves photons. The
most important such step is a reaction in which the absorption of light (ultraviolet or
visible) provides a reactive intermediate by activating a molecule or atom. The mecha-
nism is usualy divided into primary photochemicd steps and secondary processes that
are initiated by the primary steps.

Consider as an example the use of mercury vapor in a photoactivated hydrocarbon
process, and the following steps:

(1) Absorption of light to produce an energetically excited atom:
Hg + hv — Hg"

(2) Reaction of excited atom with a hydrocarbon molecule to produce aradical (de-
sired):

Hg* +RH 2% HgH +R®

(3) Parallel (competing) reaction(s) in which excitation energy is lost (undesired):
(33) Re-emission of energy as light (fluorescence):

Hg*ﬁHg + hv
(3b) Nonreactive energy transfer to another species (including reactant):
Hg" + MgHg + M

(In a gas phase, the loss of energy requires collisions, whereas in a con-
densed phase, it can be conddered a unimolecular process)

The fraction of absorbed photons which results in the desired chemica step is caled
the quantum yidd, ®, In this case,

® = kaCra (1,15

kZCRH + k3 + k4CM

If dl the re-emitted photons remain avalable to be reshsorbed (eg., trapped by the use
of mirrors),

kycru
b=_—"= (7.1-6)
kycry + kycy

In this example, the Hg atom is the primary absorber of light. If the primary absorber
is regenerated, it can paticipate in subsequent cycles, and is cdled a photosensitizer. In
other cases, the photoactive species yields the active species directly. Thus, chlorine
molecules can absorb light and dissociate into chlorine atomic radicals:

Cl, + v - 2CI°

The competing process which determines @ in this case is the recombination process.

2C1°+M - Cl, + M
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Re-emission of a photon in the reversa of the excitation step photodissociation is unim-
portant.

If the reactive species in the chemical activation step initiates a radical chain with
a chain length CL, then the overall quantum yield based on the ultimate product is
® X CL, and can be greater than 1. Photons are rather expensive reagents, and are
only used when the product is of substantial value or when the overall quantum yield
is large. Examples are the use of photoinitiators for the curing of coatings (a radical-
polymerization process (Section 7.3.1)), and the transformation of complex molecules
a  medicaions.

Sources of radiation other than ultraviolet or visible light, such as high-energy ions,
electrons, and much higher-energy photons, can also generate reactive species. Such
processes are usually much less selective, however, since reactive fragments can be
generated from al types of molecules. The individual absorption characteristics of
molecules subjected to radiation in the ultraviolet and visible range lead to greater
specificity.

7.2 COMPLEX REACTIONS

721 Derivation of Rate Laws

A complex reaction requires more than one chemical equation and rate law for its sto-
ichiometric and Kinetics description, respectively. It can be thought of as yielding more
than one set of products. The mechanisms for their production may involve some of
the same intermediate species. In these cases, their rates of formation are coupled, as
reflected in the predicted rate laws.

For illustration, we consider a ssimplified treatment of methane oxidative coupling in
which ethane (desired product) and CO, (undesired) are produced (Mims et d., 1995).
Thisis an example of the effort (so far not commercially feasible) to convert CH, to
products for use in chemical syntheses (so-called “C, chemistry” ). In this illustration,
both C,H, and CO, are stable primary products (Section 5.6.2). Both arise from a com-
mon intermediate, CH3, which is produced from CH, by reaction with an oxidative
agent, MO. Here, MO is treated as another gas-phase molecule, athough in practice it
is a solid. The reaction may be represented by parallel steps asin Figure 7.1(a), but a
mechanism for it is better represented as in Figure 7.1(b).

A mechanism corresponding to Figure 7.1(b) is:

CH, + MO % CH}( +reduced MO)
2CH?-% C,H,
CH} + MO % P 2 CO,( +reduced MO)

Application of the SSH to CHS results in the two rate laws (see problem 7-12):

_ {l(ksemo) + 8kikyemocen,]™ = kacmol

— 2 -
ToHe = kZ"CH; - 16k, (7.2-1)
Mo

»| CoHs S CaHe

CH4 _ CH4 CH3
- CO, f\y c02

MO
(a) (b)

Figure 7.1 Represntations of CH, oxidative-coupling reection to
produce C,Hs and CO,
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kyeno) I + 8k ke, /(K2 v
rco, = kacmoCeny = ot 142kCZCH4( woll 21 29

Furthermore, the rate of disappearance of CH, is

('—rCH4) = 2rC2H6 + rco2 = kchOcCH4 (72'3)

which is aso the limiting rate for either product, if the competing reaction is completely
suppressed.

722 Computer Modding of Complex Reaction Kinetics

In the examples in Sections 7.1 and 7.2.1, explicit analytical expressions for rate laws are
obtained from proposed mechanisms (except branched-chain mechanisms), with the
ad of the SSH applied to reactive intermediates. In a particular case, a rate law obtained
in this way can be used, if the Arrhenius parameters are known, to ssimulate or model
the reaction in a specified reactor context. For example, it can be used to determine
the concentration-(residence) time profiles for the various species in a BR or PFR, and
hence the product digtribution. It may be necessary to use a computer-implemented nu-
merical procedure for integration of the resulting differential equations. The software
package E-Z Solve can be used for this purpose.

It may not be possible to obtain an explicit rate law from a mechanism even with the
ad of the SSH. This is particulally evident for complex systems with many elementary
steps and reactive intermediates. In such cases, the numericd computer modeling pro-
cedure is applied to the full set of differentid equations, including those for the reactive
intermediates; that is, it is not necessary to use the SSH, as it is in ganing the advantage
of an anaytical expression in an approximate solution. Computer modeling of a react-
ing system in this way can provide insight into its behavior; for example, the effect of
changing conditions (feed composition, T, etc.) can be studied. In modeling the effect
of man-made chemicals on atmospheric chemistry, where reaction-coupling is impor-
tant to the net effect, hundreds of reactions can be involved. In modeling the kinetics
of ethane dehydrogenation to produce ethylene, the relatively simple mechanism given
in Section 6.1.2 needs to be expanded considerably to account for the formation of a
number of coproducts; even small amounts of these have significant economic conse-
guences because of the large scale of the process. The simulation of systems such as
these can be caried out with E-Z Solve or more specific-purpose software. For an ex-
ample of the use of CHEMKIN, an important type of the latter, see Mims et a. (1994).

The inverse problem to simulation from a reaction mechanism is the determination
of the reaction mechanism from observed kinetics. The process of building a mecha-
nism is an interactive one, with successive changes followed by experimental testing
of the model predictions. The purpose is to be able to explain why a reacting system
behaves the way it does in order to control it better or to improve it (e.g., in reactor
performance).

7.3 POLYMERIZATION REACTIONS

Because of the ubiquitous nature of polymers and plastics (synthetic rubbers, nylon,
polyesters, polyethylene, etc) in everyday life, we should consider the kinetics of their
formation (the focus here is on kinetics, the significance of some features of kinetics in
relation to polymer characteristics for reactor selection is treated in Chapter 18).
Polymerization, the reaction of monomer to produce polymer, may be self-polymeri-
zation (e.g., ethylene monomer to produce polyethylene), or copolymerization (e.g.,



166 Chapter 7. Homogeneous Reaction Mechanisms and Rate Laws

styrene monomer and butadiene monomer to produce SBR type of synthetic rubber).
These may both be classified broadly into chain-reaction polymerization and step-
reaction (condensation) polymerization. We consider a simple model of each, by way
of introduction to the subject, but the literature on polymerization and polymerization
Kinetics is very extensive (see, e.g., Billmeyer, 1984). Many polymerization reactions
are cataytic.

7.3.1 Chain-Reaction Polymerization

Chain-reaction mechanisms differ according to the nature of the reactive intermedi-
ate in the propagation steps, such as free radicals, ions, or coordination compounds.
These give rise to radical-addition polymerization, ionic-addition (cationic or anionic)
polymerization, etc. In Example 7-4 below, we use a simple model for radical-addition
polymerization.

As for any chain reaction, radical-addition polymerization consists of three main
types of steps: initiation, propagation, and termination. Initiation may be achieved by
various methods. from the monomer thermally or photochemicaly, or by use of a free-
radical initiator, a relatively unstable compound, such as a peroxide, that decomposes
thermally to give free radicals (Example 7-4 below). The rate of initiation (r,,;,) can be
determined experimentally by labeling the initiator radioactively or by use of a “scav-
enger” to react with the radicals produced by the initiator; the rate is then the rate of
consumption of the initiator. Propagation differs from previous consideration of linear
chains in that there is no recycling of a chain carrier; polymers may grow by addition
of monomer units in successive steps. Like initiation, termination may occur in vari-
ous ways. combination of polymer radicals, disproportionation of polymer radicals, or
radical transfer from polymer to monomer.

Suppose the chain-reaction mechanism for radical-addition polymerization of a monomer
M (eg, CH,CHCI), which involves an initiator | (e.g., benzoyl peroxide), a low concen-
tration, is as follows (Hill, 1977, p. 124):

initiation: 152R 1)
R® + ML pe 2)
propagation: P} + M2 2 (P1)
PS + M2 ps ®2)
P, +MLpe (Pr)
termination: P+ P} —k-&PkH ke=12,... (3)

in which it is assumed that rate constant kp is the same for al propagation steps, and k, is

the same for al termination steps; P, is the polymer product, and PP, r=1,2,...,isa
radical, the growing polymer chain.

(a) By applying the dationary-state hypothesi's (SSH) to each radica species (including
R*), derive the rate law for the rate of disappearance of monomer, (—ry), for the
mechanism above, in terms of the concentrations of | and M, and f, the efficiency
of utilization of the R® radicals; f is the fraction of R® formed in (1) that results in
initiating chains in (2).
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(b) Write the special cases for (—ryy) in which (i) f is constant; (ii) f % cy,; and (iii)
f o< cdy.

(a)
ar = kadcl - kiCR'CM =0 (4)
Tinit = 7[step (D)) = kicgecy = 2fkycq [from (4)] 5)
For = Tipir = kpCMCP; - ktCPq Z cpr =0 (6)

k=1

where the last term is from the rate of termination according to step (3). Similarly,

rpy = kpcMcP; - kpCMCP; = kcps > =0 (7)

k=1

~3

[ i '

g
(9]
~3
I
o)

®

rp: = kpCMCP:_] - kpcMcP: - ktCP:k

From the summation of (6), (7), . . ., (8), with the assumption that kpCMCP: isrelatively
smal (since Cpe is very small),

2
Tinit = ki (; CP;) 9)
=1

which states that the rate of initiation is equal to the rate of termination. For the rate law,
the rate of polymerization, the rate of disappearance of monomer, is

0
(=rv) = Tipir + kpcM Z ‘p
k=1

= kyeum ki Cp [if 7, < (—ryp]
= kyop(rinil k)" [from (9)]
= kyemQ2f kaer k)" [from (5)]

We write this findly as
(—ry) = kf 1/2011/201\4 (7.3-1)
where k= k,(2k,/k)" (7.3-2)

(b

(i) (—ry) = KiPey (7.3-1a)
(i) (—ry) = K'cl2c2 (7.3-1b)

(i) (—np) = k"l (7.3-1¢)
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7.3.2 Step-Change Polymerization

Consder the following mechanism for step-change polymerization of monomer M (P;)
toP;,Ps,...,P,,.... The mechanism corresponds to a complex series-pardlel scheme
series with respect to the growing polymer, and paralle with respect to M. Each dep is
a second-order elementary reaction, and the rate constant k (defined for each step)! is

the same for al seps.

M + M—P, W

M + P, P, @)
k

M+P,. =P, r b

where r is the number of monomer units in the polymer. This mechanism differs from

a chain-mechanism polymerization in that there are no initiation or termination steps.

Furthermore, the species P,, P5, etc. are product species and not reactive intermedi-

aes. Therefore, we cannot apply the SSH to obtain a rate law for the disappearance of

monomer (as in the previous section for equation 7.3-1), independent of cp,, cp,, €tc.
From the mechanism above, the rate of disappearance of monomer, (= ry), IS

(=) = 2kck, + keyep, + ...+ keyep, + L

= keyQem + 2 cp) (7.3-3)
r=2

The rates of appearance of dimer, trimer, etc. correspondingly are

rPZ = kCM(CM e CPZ) (73'4)
rP3 - kCM(CP2 —_ CP3 ) (73'5)
I’Pr = ch(CP,_1 CPr)’ etc. (73'6)

These rate laws are coupled through the concentrations. When combined with the
material-balance equations in the context of a particular reactor, they lead to uncou-
pled equations for calculating the product distribution. For a constant-density system
in a CSTR operated at steady-state, they lead to algebraic equations, and in a BR or
a PFR at steady-state, to simultaneous nonlinear ordinary differential equations. We
demonstrate here the results for the CSTR case

For the CSTR case, illustrated in Figure 7.2, suppose the feed concentration of
monomer 1s ¢y, the feed rate is ¢, and the reactor volume is V. Using the material-
balance eguation 2.3-4, we have, for the monomer:

oMo — gtV = 0

‘The interpretation of k as a step rate constant (see equations 1.4-8 and 4.1-3) was used by Denbigh and Turner
(197 1, p. 123). The interpretation of k asthe species rate constant ky was used subsequently by Denbigh and

Turner (1984, p. 125). Details of the consequences of the model, both here and in Chapter 18, differ according
to which interpretation is made. In any case, we focus on the use of the model in a genera sense, and not on the
correctness of the interpretation of k.
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> C\
Mo v cpy
Z
Figure 7.2 Polymerization of monomer M in aCSTR at deady-date
or

(=ry) = (epmp = el (Vig) = (e, = e)IT (7.37)

whae 7 is the gace time
Smilaly, for the dme, P,,

0 -chq+rP2V =0

or
rp, = cp,IT = kemlem = cp,) (from 7.3-4)
and
cp, = keyr(om = cp,) (7.3-8)
Smilaly, it folows thet
cp, = keyt(cp, = cp,) (7.3-9)
cp, = key(cp,_, = cp,) (7.3-10)

ad, thus on summing 7.38 to 7.3-10, we odbtan

o

> op, = keyr(oy = Cp,+t Cp,=CP, + Cpy+ . . ~Cp_ +Cp_ = Cp)
r=2
= keytloy = ¢p) = keyr (7.3-11)

dne ¢p, »0asr -
Substitution of 7.3-7 and -11 in 7.3-3 reslts in

Mo — Oy = keyT(ey + 2% (7.3-11a)
from which a oudc equdion in ¢y, aises
i + Qlkr)ey + (VIR )ey = e /K72 = 0 (7.3-12)

Solution of equetion 7.3-12 for ¢y leeds to the solution for ¢p,, cp,, C:
Fom egudion 7.38,

ket

. —A 7.3-13
CPZ - 1 +kCMT ( )
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Similarly, from 7.3-9 and -13,

kemtep,  oy(keyT)? .
‘e = T3 keyr = @+ key)? (7.3-14)

Proceeding in this way, from 7.3-10, we obtan in generd:

epl(keym) 1 1l—r
cr, - IR = ult + ko)) (1.319

Thus, the product distribution (distribution of polymer species P,) leaving the CSTR
can be calculated, if ¢y, k, and r are known.

For a BR or a PFR in steady-state operation, corresponding differential equations
can be established to obtain the product distribution (problem 7-15).

74 PROBLEMS FOR CHAPTER 7

7-1 The rate of production of urea, (NH&CO, from ammonium cyanate increases by a factor of
4 when the concentration of anmonium cyanate is doubled. Show whether this is accounted
for by the following mechanism:

K.
NH; + CNO™ ==NH, + HNCO; fast
NH; + HNCO —£5(NH,),CO; slow

Note that anmonium cyanate is virtualy completely dissociated in solution.
7-2 What rate law (in terms of rp,) is predicted for the reaction

203 g 302

from the following mechaniam:

ky
(023 <’:_—)02 +0°
-1

0 + 0:2220,

Clearly state any assumption(s) made.
7-3 The gas-phase reaction between nitric oxide and hydrogen, which can be represented  stoi-
chiometricdly by

2NO + 2H, = N, + 2H20

is a third-order reection with arate law given by

(-mvo) = kNOQ%JoCHz

(a) If the species (NO), and H,0, are alowed as reective intermediates, congtruct a reaction
mechanism in terms of eementary processes or geps. Clearly indicate any festures such
as equilibrium, and “fast” and rate-determining (“dow” ) steps. Use only bimolecular
steps.

(b) Derivetherate law from the mechanism constructed to show that it is consistent with the
observed order of reaction.

(c) Express kyg in terms of the constants in the rate law derived.
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7-4 The oxidation of NO to NO,, which is an important step in the manufacture of nitric acid by
the ammonia-oxidation process, is an unusud reaction in having an observed third-order rate
congtant (kno in (—rvo) = kNOCI%IOCOZ) which decreases with increase in temperature. Show
how the order and sign of temperature dependence could be accounted for by a smple mech-
anism which involves the formation of (NO), in a rapidly established equilibrium, followed
by areatively dow bimolecular reaction of (NO), with O, to form NO;.

7-5 (@) Veify the rate law obtained in Example 7-3, equation 7.1-3.

(b) For the H, + Br, reaction in Example 7-3, if the initiation and termination stepsinvolve a
third body (M), Br; + M — 2Br® + M, and 2Br + M — Br, + M, respectively, what effect
does this have on the rate law in equation 7.1-3? (The other steps remain as in Example
7-3)

7-6 The rate of decompostion of ethylene oxide, C;H40(A), to CH4 and CO, has been studied
by Crocco et d. (1959) at 900-1200 K in aflow reactor. They found the rate constant to be
given by

ks = 10" exp(—21,000/T)

ing~! (with Tin K). They proposed a free-radical chain mechanism which involves the initid
decomposition of C,H40 into radicds(C,H;O® and H*), and propagation steps which involve
the radicas C,H;0® and CHS (but not H*) in addition to the reactant and products; termination
involves recombination of the chain carriers to form products that can be ignored.
(@ Write the following:
(i) an equation for the overdl stoichiometry;
(i) the initiation step in the mechanism,
(iii) the propagation steps,
(iv) the termination step.
(b) Derive the rate law from the steps of the mechaniam, and state whether the form agrees
with that observed. Clearly state any assumption(s) made.
(c) Edtimate the activation energy (E4;) for the initiation step, if the sum of the activation
energies for the propagation steps is 126,000 ] mol ™!, and E,4 for the termination step is
0.
7-7 Suppose the mechanism for the therma decomposition of dimethyl ether to methane and
formadehyde

CH;0CH; — CH4 + HCHO (A)

is a chain reaction as follows:

CH;0CH;, 2 CH? + OCH! Eq

CH; + CHyOCH; = CH, + CH,OCH? E;
CH,OCH? 3 CH} + HCHO Es
CHS + CH,OCH; %4 CH,CH,0CH; E,

(@) Show how the mechanism is consistent with the stoichiometry for (A).

(b) Identify any apparent deficiencies in the mechanism, and how these are dlowed for by
theresultin (a).

(c) Deive the rate law from the mechanism, clearly justifying any assumption(s) made to
smplify it.

(d) Reatethe activation energy, E4, of the reaction (A) to the activation energies of the indi-
vidua  steps.
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7-8 A possible freeradical chain mechanism for the therma decompodtion of acetddehyde (to
CH, and CO) is the Rice-Herzfdd mechanism (Ladler and Liu, 1967):

CH;CHO 2 CH? + CHO®
CHO® B co+ m°
H* + CH;CHO 3 CH,CO® + H,
CHS + CH;CHO % CH, + CH,CO®
CH;CO* 2 CH} + CO
0 =

(8) Which speciesarethe chain carriers?
(b) Classify each gtep in the mechanism.
(c) Derive the rate law from the mechanism for CH;CHO — CH, + CO, and dtate the order
of reaction predicted. Assume H, and C,Hg ae minor species.
7-9 From the mechanism given in problem 7-8 for the decomposition of acetadehyde, derive a
rate law or set of independent rate laws, as gppropriate, if H, and C,Hy are major products
(in addition to CH4 and CO).

7-10 From the mechanism given in Section 6.1.2 for the dehydrogenation of C,Hs, obtain the rate
law for C,Hg = CoHy + H; (assign rate constants k;, . . , ks to the five steps in the order
given, and assume CH, isa minor product).

7-11 Repeat problem 7-10 for arate law or set of independent rate laws, as appropriate, if CH, is
a major product.

7-12 (a) For the CH, oxidative-coupling mechanism described in Section 7.2, verify the rate laws

given in eguations 7.2- 1 and -2, and show that 7.2-3 is consstent with these two equations.
(b) Show (i) that equation 7.2-1 reduces to 7.2-3 if COQ, is not formed; and (ji) thet 7.2-2
reducesto 7.2-3 if C,Hg is not formed.
(c) From therate lawsin (8), derive an expression for the instantaneous fractiona yield (se-
lectivity) of C,Hg (with respect to CHy).
; (d) Does the selectivity in (C) increase or decrease with increase in cyp?
) 7-13 In a certain radicd-addition polymerization reaction, based on the mechanism in Example
AS 7-4, in which an initiator, 1, is used, suppose messured vaues of the rate, (—ry), & which
monomer, M, is used up a various concentrations of monomer, ¢y, and initiator, ¢, are &s
follows (Hill, 1977, p. 125):

cm/kmol m™3 cr/mol m™3 (= ryp)fmol m3 71
9.04 0.235 0.193
8.63 0.206 0.170
7.19 0.255 0.165
6.13 0.228 0.129
4.96 0313 0.122
475 0.192 0.0937
422 0.230 0.0867
417 0.581 0.130
3.26 0.245 0.0715
2.07 0.211 0.0415

() Determine the values of k and n in the rate law (—ry) = ke cy.
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(b) What is the order of the dependence of the efficiency (f) of radica conversion to Py
oN ¢yy?

7-14 In the comparison of organic peroxides as free-radicad polymerization initiators, one of the
measures used is the temperature (T) required for the haf-life (¢;,,) to be 10 h. If it is desired
to havea lower T, would 1, be grester or smdler than 10 h? Explain briefly.

7-15 Starting from equations 7.3-3 to -6 applied to a constant-volume BR, for polymerization rep-
resented by the step-change mechanism in Section 7.3.2, show that the product distribution
can be caculated by sequentialy solving the differentid equations:

d2CM 1 dCM - dCM 23

aZ  om ( ar ) ket Ko =0 @3-16)
dep, .
-“dt— + kCMCpr = kCMcP,_l = 2, 3, .. (73-17)

7-16 This problem is an extension of problems 7-10 and 7-11 on the dehydrogenation of ethane to
produce ethylene. It can be treated as an open-ended, more redigtic exercise in reaction mech-
anism invegtigation. The choice of reaction steps to include, and many aspects of dementary
gas-phase reactions discussed in Chapter 6 (including energy transfer) are significant to this
important industria reaction. Solution of the problem requires access to a computer software
package which can handle a moderately giff set of smultaneous differentid equations. E-Z

Solve may be used for this purpose.
(a) Use the mechanism in Section 6.1.2 and the following vaues of the rate congtants (units
of mal, L, s J K):
(1) CHs — 2CH; ; k; = 5 X 10 exp(—334000/RT)
() CHS+ CHg— CHS + CHy;  ky = 4 Xx10'3 exp(—70300/RT)
() CH$ - CGH, + H; ky = 5.7 x 10" exp(—133000/RT)
4 H*+GHg— CzHg + H; ky =74 X 104 exp(—52800/RT)
(5) H*+ CH? — CyHs ; ks = 3.2 X 10"

(i) Solvefor the concentration of C,Hs radicas using the SSH, and obtain an expression
for the rate of ethylene production.

(ii) Obtain a rate expression for methane production as well as an expression for the
reaction chain length.

(i) Integrate these rate expressions to obtain ethane conversion and product distribution
for aresdence time (t) of 1 s at 700°C (1 bar, pure C,Hg). Assume an isothermd,
congtant-volume batch reactor, dthough the industrid reaction occursin aflow sys
tem with temperature change and pressure drop adong the reector.

(iv) From initid rates, what is the reaction order with respect to ethane?

(V) What is the overal activation energy?
(b) Integrate the full set of differentid equations.
(i) Compare the conversion and integra selectivities in this caculation with those in
part ().

(ii) Compare the ethyl radica concentrations caculated in the smulaion with those
predicted by the SSH.

(iif) Approximately how long does it teke for the ethyl radicals to reach their pseudo-
steady-state values in this caculation?

(iv) Run two different smulations with different ethane pressures and teke the initia
rates (evauated a 100 ms) to obtain a reaction order. Compare with part ().

(V) Run two different smulations with two different temperatures: take the initid rates
(evauated a 3% converson) and cdculae the activation energy. Compare with the
answer from part (9).
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(©) At temperatures near 700°C and pressures near 1 bar, the overal reaction rate is observed
to be first-order in ethane pressure with arate constantk = 1.1 x 10" exp(—306000/RT).
How well does this modd reproduce these results?

(d) Now improve the modd and test the importance of other reactions by including them in
the computer modd and examining the results. Use the following cases.

(dl) Reversible reaction steps.
(i) Include the reverse of step (3) in the mechanism and rerun the sSmulaion-does
it affect the calculated rates?

(6) CHs+ H* - GHS; ks = 108

(if) How ese might one estimate the significance of this reaction without running
the smulation again?
(d2) Steps involving energy transfer.

How many of the reections in this mechanism might be influenced by the rate of
energy transfer? One of them is the termination step, which can be thought of as a
three-step process (reactions (7) to (9) below). As described in Section 6.4.3, there
are possible further complicetions, since two other product channels are possble
(reactions (10) and (11)).

@ C;Hs + H* > GHj | ky = 6 x 10"
®) CH; + M - CHg + M ; kg =3 x 10"
(9) CoH; —» CHS + H* ; ke = 2 x 108
(10) C,H; - 2CH; ; ki = 3 x 10"
(11) CHg = CHs + Hy ki = 3 x 10%

Include these reactions in the origind modd in place of the origind reection (5).
(You can assume that M is an extra species a the initid ethane concentration for
this smulation.) Use the values of the rate congtants indicated, and run the model
smulation. What influence does this chemistry have on the converson and sdec-
tivity? How would you estimate the rate constants for these reactions?

(d3) The initiation step.
The initiation step also requires energy input.

(12) CHs+M—=>CH;+ M ;  kip =2 X 10" exp(—340, 000/RT)

The other reections, (8) and (10), have dready been included.
At 1 bar and 700°C is this reaction limited by energy transfer (12) or by decompo-
sition (10)?

(d4) Termination steps.
Termination stepsinvolving two ethyl radicals are o ignored in the original mech-
anism. Indude the following reaction:

(13) 2 CzHg - CH, + CHg ki3 =6 X 101

Does this make a sgnificant difference? Could you have predicted this result from
the initid modd caculation?

(d5) Higher molecular-weight products.
Higher molecular-weight products dso are made. While this is a complex pro-
cess, edimate the importance of the following reaction to the formation of higher
hydrocarbons by including it in the modd and caculaing the C4Hg product
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selectivity.
(14) CyHy + CHS —» CyHg + H*; 4y = 2 x 10"

Plot the selectivity to C4Hg as afunction of ethane conversion. Does it behave like
a secondary or primary product? Consult the paper by Dean (1990), and describe
additiona reactions which lead to molecular weight growth in hydrocarbon pyroly-
sis systems. While some higher molecular weight products are vauable, the heavier
tars are detrimentd to the process economics.

Much of the investigation you have been doing was described origindly by Wojciechowski
and Ladler (1960), and by Ladler and Wojciechowski (1961). Compare your findings with
theirs.



Chapter 8

Catalysis and Catalytic
Reactions

Many reactions proceed much faster in the presence of a substance that is not a prod-
uct (or reactant) in the usual sense. The substance is caled a catayst, and the process
whereby the rate isincreased is catalysis. It is difficult to exaggerate the importance
of cadyss, snce most life processes and industrial  processes would not practicaly be
possible without it.

Some industrially important catalytic reactions (with their catalysts) which are the
bases for such large-scde operations as the production of sulfuric acid, agriculturd fer-
tilizers, plagtics, and fuels are

SO, + %02 280, (promoted V,0; catalyst)

N, + 3H, € 2NH, (promoted Fe catalyst)
GH,=2CHg+ H, (K,CO,, Fe oxide catalys)
CO + 2H, 2 CH;0H (Cu, Zn oxide catalyst)
ROOH (organic hydroperoxide) + C;Hg —
C,H,O + ROH (soluble Mo organometallic catalyst)
CH,;CHCH, + C4Hy — cumene (solution or solid acid catalyst)

In this chapter, we first consider the general concepts of catalysis and the intrinsic
kingtics, including forms of rate laws, for severa classes of cataytic reactions (Sections
8.1 to 8.4). We then treat the influence of mass and heat transport on the kinetics of
catalytic reactions taking place in porous catalyst particles (Section 8.5). Finaly, we
provide an introduction to aspects of catalyst deactivation and regeneration (Section
8.6). The bibliography in Appendix B gives references for further reading in this large
and important field.

81 CATALYSIS AND CATALYSTS

8.1.1 Nature and Concept

The following points set out more clearly the qualitative nature and concept of catalysis

and catydts:
176
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(1) The primary characteristic is that a catalyst increases the rate of a reaction, rela
tive to that of the uncatalyzed reaction.

(2) A catalyst does not appear in the stoichiometric description of the reaction, al-
though it appears directly or indirectly in the rate law and in the mechanism. It
is not a reactant or a product of the reaction in the stoichiometric sense.

(3) The amount of catalyst is unchanged by the reaction occurring, athough it may
undergo changes in some of its properties.

(4) The catalyst does not affect the chemical nature of the products. This must be
qualified if more than one reaction (set of products) is possible, because the cat-
dyst usually affects the selectivity of reaction.

(5) Corresponding to (4), the catalyst does not affect the thermodynamic affinity of
agiven reaction. That is, it affects the rate but not the tendency for reaction to
occur. It does not affect the free energy change (AG) or equilibrium constant
(K,,) of agiven reaction. If a catalyst did alter the position of equilibrium in a
reaction, this would be contrary to the first law of thermodynamics, as pointed out
by Ostwald many years ago, since we would then be able to create a perpetual-
motion machine by fitting a piston and cylinder to a gas-phase reaction in which
a change in moles occurred, and by periodicaly exposing the reacting system to
the catalyst.

(6) Since a catalyst hastens the attainment of equilibrium, it must act to accelerate
both forward and reverse reactions. For example, metds are good hydrogenation
and dehydrogenation catalysts.

(7) Although it may be correct to say that a catalyst is not involved in the stoichiom-
etry or thermodynamics of a reaction, it is involved in the mechanism of the re-
action. In increasing the rate of a reaction, a catalyst acts by providing an easer
path, which can generally be represented by the formation of an intermediate
between catalyst and reactant, followed by the appearance of product(s) and
regeneration of the catalyst. The easier path is usually associated with a lower
energy barrier, that is, a lower E,.

Catdyss is a specid type of closed-sequence reaction mechanism (Chapter 7). In this
sense, a catdyst is a gpecies which is involved in steps in the reaction mechanism, but
which is regenerated after product formation to participate in another catalytic cycle.
The nature of the cataytic cycle is illustrated in Figure 8.1 for the catalytic reaction used
commercidly to make propene oxide (with Mo as the catalyst), cited above.

This proposed cataytic mechanism (Chong and Sharpless, 1977) requires four reac-
tion steps (3 bimolecular and 1 unimolecular), which take place on a molybdenum meta
center (titanium and vanadium centers are aso effective), to which various nonreactive
ligands (L) and reactive ligands (e.g., O-R) are bonded. Each step around the catalytic
cycle is an elementary reaction and one complete cycle is caled a turnover.

Ho A M
el HOOR
H RN HOR
Mo==
L 71 o0—R
L
I I
~, ~
Mo= Mo=
“1>0-R “1>o—0—R
H\ /o\ /H \ t
H/C_C\CH Ny _ Ho P )
3 A ~¢=%,,. Figure8.1 Representation of pro-
H /o\/ H L 3 posed catalytic cycle for reaction to
Pl g produce C3;HsO (Chong and Sharp-
H

CH3 less, 1977)
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812 Types of Catalyss

Caaytic Reactions

We may digtinguish catdysis of various types, primarily on the basis of the nature of the
species responsible for the catalytic activity:

(1)

)

©)

Molecular catalysis. The term molecular catalysisis used for catalytic systems
where identical molecular species are the catalytic entity, like the molybdenum
complex in Figure 81, and adso large “molecules’ such as enzymes. Many molec-
ular catdysts are used as homogeneous cataysts (see (5) below), but can dso be

used in multiphase (heterogeneous) systems, such as those involving atachment
of molecular entities to polymers.

Surface catalysis. As the name implies, surface catalysis takes place on the
surface atoms of an extended solid. This often involves different properties for
the surface atoms and hence different types of sites (unlike molecular cataysis,
in which dl the sites are equivalent). Because the catdyst is a solid, surface cata

lysis is by nature heterogeneous (see (6) below). The extended nature of the

surface enables reaction mechanisms different from those with molecular cata-
lysts.

Enzyme catalysis. Enzymes are proteins, polymers of amino acids, which cat-
alyze reactions in living organisms-biochemical and biological reactions. The
systems involved may be colloidal-that is, between homogeneous and hetero-
geneous. Some enzymes are very specific in cadyzing a particular reaction (eg.,
the enzyme sucrase catayzes the inverson of sucrose). Enzyme catdysis is usu-

dly molecular catdyss. Since enzyme cadyss is involved in many biochemical
reactions, we treat it separately in Chapter 10.

(4) Autocatalysis. In some reactions, one of the products acts as a catalyst, and the

(®)

rate of reaction is experimentally observed to increase and go through a max-
imum as reactant is used up. This is autocatalysis. Some biochemical reactions
are autocatalytic. The existence of autocatalysis may appear to contradict point
(2 in Section 8.1.1. However, the catytic activity of the product in question is
a consequence of its formation and not the converse.

A further classfication is based on the number of phases in the system: homo-
geneous (1 phase) and heterogeneous (more than 1 phase) catayss.
Homogeneous catalysis. The reactants and the catalyst are in the same phase.
Examples include the gasphase decompostion of many substances, including di-
ethyl ether and acetaldehyde, catalyzed by iodine, and liquid-phase esterification
reactions, catalyzed by minerad acids (an example of the generd phenomenon of
aid-base catdyss). The molybdenum catalyst in Figure 81 and other molecular
catalysts are soluble in various liquids and are used in homogeneous catalysis.
Gasphase goecies can dso save as cataysts Homogeneous catalysis is molec-
ular catayds, but the converse is not necessarily true. Homogeneous catdysis is
responsible for about 20% of the output of commercial cataytic reactions in the
chemica  industry.

Heterogeneous  catalysis. The catdyst and the reactants are in different phases.

Examples include the many gas-phase reactions catalyzed by solids (e.g., ox-
idation of SO, in presence of V,0;). Others involve two liquid phases (e.g.,

emulsion copolymerization of styrene and butadiene, with the hydrocarbons
forming one phase and an agueous solution of organic peroxides as catalysts
forming the other phase). Heterogeneous, molecular catalysts are made by
attaching molecular catalytic centers like the molybdenum species to solids
or polymers, but heterogeneous catalysts may be surface catalysts. An impor-
tant implication of heterogeneous catalysis is that the observed rate of reaction
may include effects of the rates of transport processes in addition to intrinsic
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reaction rates (this is developed in Section 85). Approximaely 80% of commer-
cial catalytic reactions involve heterogeneous catalysis. Thisis due to the gener-
ally greater flexibility compared with homogeneous catalysis, and to the added
cost of separation of the catalyst from a homogeneous system.

813 General Agects of Catalyss

8.1.3.1 Catalytic Sies

Central to catalysis is the notion of the catalytic “site.” It is defined as the catalytic

center involved in the reaction steps, and, in Figure 8.1, is the molybdenum atom
where the reactions take place. Since all catalytic centers are the same for molec-
ular cataysts, the elementary steps are bimolecular or unimolecular steps with the
same rate laws which characterize the homogeneous reactions in Chapter 7. How-
ever, if the reaction takes place in solution, the individual rate constants may de-

pend on the nonreactive ligands and the solution composition in addition to tempera-
ture.

For catdytic reactions which take place on surfaces, the term “catalytic site” is used
to describe a location on the surface which bonds with reaction intermediates. This
involves a somewhat arbitrary divison of the continuous surface into smaller ensembles
of atoms. This and other points about surface catalysts can be discussed by reference
to the rather complex, but typical, type of metal catalyst shown in Figure 8.2. In this
example, the desired catalytic sites are on the surface of a metal. In order to have as
many surface metal atoms as possible in a given volume of catalyst, the meta isin the
form of small crystallites (to increase the exposed surface area of metal), which arein
turn supported on an inert solid (to increase the area on which the metal crystallites
reside). In the electron micrograph in Figure 8.2(a), the metal crystallites show up as
the smal angular dark particles, and the support shows up as the larger, lighter spheres.
Such a material would be pressed (with binders) into the form of a pellet for use in
areactor. Figure 8.2(b) is a closeup of several of the metal particles (showing rows of
atoms). A schematic drawing of the atomic structure of one such particle is shown in
Figure 8.2(c).

Metal atom:

Square packing

Edge s,ites

Hexagonal
packing

Figure 8.2 (a) Electron micrograph of a supported metal catalyst (Rh-Si0,); (b) closeup of metd
particles ((8) and (b) courtesy of Professor A. Datye); (c) schematic drawing of the atomic structure
of ameta crystalite
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Figures 8.2(b) and () illustrate two important aspects of surface catalysis that distin-
guish it from molecular catayss.

(1) A didribution of “stes’ exists on surfaces. By contrast with homogeneous and/or
molecular catalysts in which al the dtes are the same, the cataytic sites on solid
surfaces can have a distribution of reactivities. The metal crystallites (which are
the molecular catalytic entity) are of different sizes. They also have severa dif-
ferent types of surface metal atoms available for catalytic reactions. The metal
atoms are in a hexagonal packing arrangement on one face, while other faces
consist of the meta atoms arranged in a square patern. The bonding of reaction
intermediates to these two surfaces is different. Further variety can be found
by consdering the atoms a the edges between the various faces. Findly, as dis-
cussed in Chapter 6, bonding of an intermediate to a site can be influenced by
the bonding to nearby intermediates. Reaction mechanisms on surfaces are not
usually known in sufficient detall to discriminate among these possibilities. Nev-
ertheless, the simplifying assumption that a single type of site exists is often made
despite the fact that the situation is more complex.

(2) Intermediates on adjacent sites can interact because of the extended nature of
the surface. This option is not available to the isolated molecular cataytic entities.
This allows more possihilities for reactions between intermediates.

| Gas phase intermediates |

Energy ! \\

400 ki mol™! |

Pd Pd Pd Pd C

pd C B H H pg

Pd Pd Pd Pd Pd pd Pd Pd Pd Pd

i
C HHHH

Reaction coordinate ————»
Pd Pd Pd Pd Pd

Proposed catalytic intermediates |

Figure 8.3 Proposed reaction mechanism for methanol synthesis on Pd and comparison with gas-phase mechanism; surface inter-
mediates are speculative and associated energies are estimates
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8132 Catalytic Effect on Reaction Rate

Catalysts increase the reaction rate by lowering the energy requirements for the re-
action. This, in turn, results from the ability of the catalyst to form bonds to reaction
intermediates to offset the energy required to bresk reactant bonds. An example of
a catalyst providing energeticaly easier routes to products is illustrated in the multi-
step reaction coordinate diagram in Figure 8.3, for the methanol-synthesis reaction,
CO + 2H, — CH;0H. The energies of the intermediate stages and the activation en-
ergies for each dep are indicated schematicaly.

For this reaction to proceed by itsdf in the gasphase, a high-energy step such as the
breakage of H-H bonds is required, and this has not been observed. Even with H, dis-
sociation, the partially hydrogenated intermediates are not energetically favored. Also,
even if an efficient radical-chain mechanism existed, the energetic cost to accomplish
some of the steps make this reaction too slow to measure in the absence of a catalyst.
The caaytic pdladium metal surface also bresks the H-H bonds, but since this reaction
is exoergic (Pd-H bonds are formed), it occurs at room temperature. The exact details
of the catalytic reaction mechanism are unclear, but a plausible sequence is indicated in
Figure 83. The energy scde is consstent with published values of the energies, where
available. Notice how the bonding to the palladium balances the bonding changes in
the organic intermediates. A good catalyst must ensure that all steps along the way
are energetically possible. Very strongly bonded intermediates are to be avoided. Al-
though their formation would be energetically favorable, they would be too stable to
react further.

In general, the reaction rate is proportional to the amount of catalyst. This is true
if the catalytic sites function independently. The number of turnovers per catalytic
site per unit time is caled the turnover frequency:-The reactivity of a catalyst is
the product of the number of sites per unit mass or volume and the turnover fre-
quency.

8.1.3.3 Catalytic Control of Reaction Selectivity

In addition to accelerating the rates of reactions, catalysts control reaction selectivity

by accelerating the rate of one (desired) reaction much more than others. Figure 8.4
shows schematically how different catalysts can have markedly different selectivities.
Nickel surfaces catalyze the formation of methane from CO and H, but methanol

is the magjor product on palladium surfaces. The difference in selectivity occurs be-

cause CO dissociation is relatively easy on nickel surfaces, and the resulting carbon
and oxygen atoms are hydrogenated to form methane and water. On palladium,

CO dissaciation is difficult (indicated by a high activation energy and unfavorable

energetics caused by weaker bonds to oxygen and carbon), and this pathway is not
possible.

8.1.3.4 Catalyst Effect on Extent of Reaction

A catalyst increases only the rate of a reaction, not the thermodynamic affinity. Since
the presence of the catalyst does not affect the Gibbs energy of reactants or prod-
ucts, it does not therefore affect the equilibrium constant for the reaction. It follows
from this that a catalyst must accelerate the rates of both the forward and reverse re-
actions, since the rates of the two reactions must be equa once equilibrium is reached.
From the energy diagram in Figure 8.4, if a catalyst lowers the energy requirement
for the reaction in one direction, it must lower the energy requirement for the reverse
reaction.
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Figure 84 Hypotheticad reaction coordinate diagrams for CO hydrogena-
tion on Pd and Ni; the dissociation of CO is more difficult on Pd, making
methanol synthesis more favorable than methane formation, which requires

C-O dissociation, and is the preferred pathway on Ni

82 MOLECULAR CATALYSIS
8.2.1 Gas-Phase Reactions
An example of a catalytic gas-phase reaction is the decomposition of diethyl ether cat-

alyzed by iodine (1,):
(CZHS)zo(A) - GHg . CH, . CO

For the catalyzed reaction
(=ra) = keacy,; Eq = 142 kJ mol™

and for the uncatalyzed reaction
(—rA) = kCA; EA =222 kJ mOl—l

Another example of gasphase catalysis is the destruction of ozone (Qs) in the strato-
sphere, catdlyzed by Cl atoms. Ultraviolet light in the upper amosphere causes the dis
sociation of molecular oxygen, which maintains a dgnificant concentration of ozone:

0, + hy — 20°
0*+0,+M - 0;+ M

Ozone in turn absorbs a different band of life-threatening ultraviolet light. The rate of
ozone destruction in the pristine amosphere is dow and is due to a reaction such as

0*+ 0, - 20,

Chlorine-containing organic compounds, which are not destroyed in the troposphere,

are photolyzed in the stratosphere:
RCl+hv — CI* +R
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Chlorine atoms catalyze the destruction of ozone in the following two-step cycle:

CI* + 0, » OCl+ O,
OCl + 0, — CI* + 20,

with the overadl result;
20, - 30,

In this cycle, CI* is regenerated, and each Cl atom can destroy a large number of O,
molecules in chain-like fashion.

8.2.2 Acid-Base Catalysis

In aqueous solution, the rates of many reactions depend on the hydrogen-ion (H* or
H,;0") concentration and/or on the hydroxyl-ion (OH-) concentration. Such reactions
are examples of acid-base catalysis. An important example of this type of reaction is
esterification and its reverse, the hydrolysis of an ester.

If we use the Bronsted concept of an acid as a proton donor and a base as a proton
acceptor, consideration of acid-base catalysis may be extended to solvents other than
water (e.g., NH,, CH;COOH, and SO,). An acid, on donating its proton, becomes its
conjugate base, and a base, on accepting a proton, becomes its conjugate acid:

acid + base = conjugate base + conjugate acid
For proton transfer between a monoprotic acid HA and a base B,
HA+B = A- +BH" (8.2-1)
and for a diprotic acid,

H,A+B = HA-+BH+
HA- + B = A + BH* (8.2:2)

In this connection, water, an amphoteric solvent, can act as an acid (monoprotic, with,
sy, NH, as a baso):

H,0 + NH, = OH- + NH;
or & a base (with, sy, CH;COOH &s an &cid).
CH,COOH + H,0 = CH,COO™ + H,0"
Acid-base catayss can be consdered in two categories. (1) specific acid-base catd-

ysis, and (2) general acid-base catalysis. We illustrate each of these in turn in the next
two sections, usng agueous sydems as examples.

8.2.2.1 Specific Acid-Base Catalysis

In specific acid-base catdyss in agueous systems, the observed rate congtant, k., de
pends on ¢y and/or on cpy-, but not on the concentrations of other acids or bases
present:

kobs = ko+ kH+CH++ kOH‘COH' (82'3)
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where k, is the rate constant at sufficiently low concentrations of both H* and OH- (as
perhaps, in a neutral solution a pH = 7), ky- is the hydrogen-ion catalytic rate constant,
and kqy- is the hydroxyl-ion catalytic rate constant. If only the k. ¢y term is impor-
tant, we have specific hydrogen-ion catalysis, and correspondingly for the kog-con-
term. Since the ion-product constant of water, K, is

Kw = CH+Coh- (82-4)
equation 8.2-3 may be written as
kobs = ko + kH+ Cy+ + kOH‘ Kw/cH+ (8.2-5)

where the value of K,,is 1.0 X 10~ mol? L2 at 25°C.

If only one term in equation 8.2-3 or 8.2-5 predominates in a particular region of
pH, vaious cess cn aisws ad thee mey be daradeaized or detedted modt reedly if
equation 8.2-5 is put into logarithmic form:

log,y k. - (constant) * log,, cy+ (8.2-6)
= (constant) ¥ pH (8.2-6a)

In equation 8.2-6a, the slope of -1 with respect to pH refers to specific hydrogen-ion
cadyss (type B, bdow) ad the dope of + 1 refas to gedfic hydroxyl-ion catdyss (O);
if k, predominetes the dope is O (A). Vaious possble ceses ae rgoresated schameti-
cdly in Hgure 85 (efter Wilkinson, 1980, p. 151). In cese (9, dl three types ae evidet:
B at low pH, A at intermediate pH, and C at high pH; an example is the mutarotation
of glucose. Cases (b), (c), and (d) have corresponding interpretations involving two
types in each case; examples are, respectively, the hydrolysis of ethyl orthoacetate, of
B-lactones, and of y-lactones. Cases (e) and (f) involve only one type each; examples
are, respectively, the depolymerization of diacetone alcohol, and the inversion of vari-
ous sugars.
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A mechanism for a pseudo-first-order reaction involving the hydrolysis of substrate
S catalyzed by acid HA that is consistent with the observed rate law rg = k,cg, IS @
follows:

S + HA&H+ + A~ (fast)
SH™ + H,0 2% products (slow)

This gives

(=15) = ks Chy0
= szchZOCSCHA/CA-
= (kKi/K,)em 00+ Cs (8.2-7)

if, in addition, the acid HA is at dissociation equilibrium, characterized by K, the acid
dissociation constant. According to this, the observed catdytic rate constant is

kos = (KKy/K)emocur + ks e (8.243)

which, with ¢y o Virtualy constant (H,O in great excess), has the characteristics of
specific hydrogen-ion catalysis (type B above), with the second term on the right of
equation 8.2-5 predominating.

8222 General Acid-Base Catalysis

In generd acid-base catalysis, the observed rate constant depends on the concentrations
of dl acids and bases present. That is, in agueous systems,

Kos = k, + kg cy+ + kom- Cop- + Z kyacua + Z ka- ca- (8.2:9)

The systematic variation of ¢y, con-, EC. allows the experimental determination of
each rate constant. If the terms in the first summation on the right of equation 8.2-9
predominate, we have generd acid caayss, if those in the second summation do so, we
have generd base catdyss, otherwise, the terminology for specific acid-base catdyss
applies, as in the previous section.

The mechanism in the previous section with a single acid can be used to show the
features of, say, general acid catalysis, if the second step is not rate-determining but
fast, and the firs step is not a rapidly established equilibrium but involves a dow (rate-

determining) step in the forward direction characterized by the rate constant ky,.
Then,

(_rs) - kacHACs = KopCs (8-2'10)

which would result in

Kobs = Z kuacua (8.2-11)

if more than one acid were present as catalyst, corresponding to the first summation on
the right in equation 8.2-9.

Acid-base catalysis is important for reactions of hydrocarbons in the petrochemical
industry. Acids, either as solids or in solution, react with hydrocarbons to form reactive
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carbocation intermediates:
H+ + R'-CH=CH-R — R'-CH,-CH*-R

which then participate in a variety of reactions such as akylation, rearrangements,
and  cracking.

8.2.3 Other Liquid-Phase Reactions

Apart from acid-base catalysis, homogeneous catalysis occurs for other liquid-phase
reactions. An example is the decomposition of H,O, in aqueous solution catalyzed by
iodide ion (I1). The overall reaction is

2H,0,(A) — 2H,0 + 0,
and therate law is
(—ra) = kacacr Eg= 59 KJ mol !

A possible mechanism is

H,0, + I- 25H,0 + 10~ (slow)
10- + H,0,2H,0 + 0, + T~ (fast)

with |- being used in the first step to form hypoiodite ion, and being regenerated in the
second step. If the first step is rate-determining, the rate law is as above with k, = ;.
For the uncatalyzed reaction, E, = 75 kJ mol ™.

This reaction can be catalyzed in other ways: by the enzyme catalase (see enzyme
catalysis in Chapter 10), in which E, is 50 kJ mol 1, and by colloidal P, in which E, is
even lower, a 25 kJ mol™l.

Another example of homogeneous catalysis in agueous solution is the dimerization
of benzadehyde catdyzed by cyanide ion, CN— (Wilkinson, 1980, p.28):

2CsH;CHO(A) — C¢H;CH(OH)COCH,

(—1a) = kaCacon-

Redox cycles involving metd cations are used in some industrid oxidations.

8.2.4 Organometallic Catalysis

Many homogeneous catalytic chemical processes use organometallic catalysts (Par-
shall and Ittel, 1992). These, like the example in Figure 8.1, consist of a central metal
atom (or, rarely, a cluster) to which is bonded a variety of ligands (and during reac-
tion, reaction intermediates). These catalysts have the advantage of being identifiable,
identical molecular catalysts and the structures of the catalytic sites can be atered
by use of specific ligands to change their activity or selectivity. With the addition of
specific ligands, it is possible to make reactions stereoselective (i.e., only one of a
possible set of enantiomers is produced). This feature has extensive application in
polymerization catalysis, where the polymer properties depend on the stereochemistry,
and in products related to biology and medicine, such as drug manufacture and food
chemistry.
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Reaction kinetics involving such catalysts can be demonstrated by the following

mechanism:
LeM=L+M )
M+A%MeA @)
MeA M +B (3

Here, L is a mobile ligand which can leave the metal site (M) open briefly for reac-
tion with A in the initial step of the catalytic cycle. The transformation of theM e A
complex into products completes the cycle. The equilibrium in step (1) lies far to the
left in most cases, because the ligands protect the metal centers from agglomeration.
Thus, the concentration of M is very small, and the total concentration of catalyst is
CM; = Cmea T Cper- The rate law which arises from this mechanism is

ky k3 K¢ Cny
- = 8.2-12
(=ra) kyep + kyKcy ( )
This rate expression has a common feature of catalysis-that of rate saturation. The
(nonseparable) rate is proportional to the amount of catalyst. If reaction step (2) is
slow (k, is small and the first term in the denominator of 8.2-12 is dominant), the rate
reduces to

(=ry) = (gKepglep)ea (8.2-13)

In this limit, the reaction is first order with respect to A, and most of the catalyst isin
the form of M e L. Notice the inhibition by the ligand. If reaction step (3) is slow (ky
small), the rate simplifies to

(=ra) = kow (8.2-14)

In this case, most of the catalyst is in the form of M ® A and the reaction is zero order
with respect to A. Thus, the kinetics move from first order a low ¢, toward zero order
as c, increases. Thisfeatureor the rate “saturating” or reaching a plateauis common to
many cataytic reactions, including surface catdysis (Section 84) and enzyme catayss
(Chapter  10).

83 AUTOCATALYSS

Autocatalysis is a specia type of molecular catalysis in which one of the products of
reaction acts as a catalyst for the reaction. As a consequence, the concentration of this
product appears in the observed rate law with a positive exponent if a catalyst in the
usual sense, or with a negative exponent if an inhibitor. A characteristic of an autocat-
alytic reaction is that the rate increases initialy as the concentration of catalytic product
increases, but eventualy goes through a maximum and decreases as reactant is used up.
The initial behavior may be described as “abnormal” kinetics, and has important con-
sequences for reactor sdlection for such reactions.

Examples of autocatalytic reactions include the decomposition of C,H,I, ether in
the gas phase or in solution in CCl, (Arnold and Kistiakowsky, 1933), hydrolysis of
an ester, and some microbial fermentation reactions, The first of these may be used to
illustrate some observed and mechanistic features.
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SOLUTION

The rate of decomposition of gaseous ethylene iodide (C,Hyl,) into ethylene (C,H,) and
molecular iodine is proportional to the concentration of C,HuI, and to the square root of
the concentration of molecular iodine. Show how this can be accounted for if the reaction
is catalyzed by iodine atoms, and if there is equilibrium between molecular iodine and
iodine atoms a al times.

The decomposition of C,H,l, is represented overdl by
CHylh(A) = GHy + 1

and the observed rate law is

2
(=rp) = kACACIZ

A possible mechanism to account for this involves the rapid establishment of dissociation-
assocition  equilibrium  of molecules and atoms, followed by a dow hbimolecular reaction
between C,Hyl, and | atoms:

K.
L + M——21 + M (fast)
CHL + 1 25 CH, + 1+ (slow)

where M is a “third body” and the catayst is aomic |. The rate law, based on the second
step as the rds, is

_ 1/
(=7a) = keacr = kyeacy,
as above, where k, = k,K}?

To illustrate quantitatively the kinetics characteristics of autocatalysis in more detail,
we use the model reaction

A+... 2 B+... (8.3-1)
with the observed rate law
(—=7a) = kacacg (8.3-2)

That is, the reaction is autocatalytic with respect to product B. If the initial concentra-
tions &€ ¢, and cg, (Which may be zero), and, since

Cp= Cpy t+ Cao=CpA = M, =y (8.3-3)
where
M,. cCpp+ Cp, (8.3-3a)

the rate law may be written in terms of ¢, only:

(=ra) = kaca(M, ca) (8.3-4)
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Fom this
d(—ra)/dea = ky(M, = 2¢c,) (835)
P(-ra)dck = ~2k, <0 836)

Since the second derivative is negative, the optimal value of (—r,), obtained by set-
ting the fird daivdive to zao, is a maximum. From equaion 835, the maximum rae
(=7A)max» OCCUIS at the optimal concentration

Caopr — Mo/2 (83'7)

ad from this add eguetion 834, the maximum rde is

(—TA)pax = kaM2/4 (8.3-8)

In prindple, from eguation 832 ¢, must be > O for the reaction to start, but the rate
of the uncatalyzed reaction (occurring in parallel with the catalyzed reaction) may be
sufficient for this effectively to be the case.

The behavior of the rate (at constant T) of an autocatalytic reaction, such as rep-
reated by 831, 2 is hown shardicdly in FHgue 86 with (—r,) a a function of
c5- With reaction occurring from high to low ¢,, that is, from right to left in Figure
8.6, (—r,) increases from ¢y, 10 ¢, ,, (“@norma” kinetics) to the maximum value,
(=7 ) max> &t Which it decressss & ¢, deresses (‘nommd”  kinetics).

Sppoe reedion 831 with rde lav given by equeion 83-2 is caried out in a constant-
volume batch reedtor (or a condant-dendty PFR) & condant T.
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SOLUTION

(@ Using the integrd method of experimental investigation (Section 3.4.1.1.2), obtain
a linear form of the ¢,— relation from which k, may be determined.
(b) What is the value of ¢,,,,, the time at which the rate is (—r,),,,,. in terms of the

parameters ¢, Cp,» aNd kx?
(©) How is f, related to ¢? Sketch the relation to show the essential features.

(@ Integration (eg., by partiad fractions) of the materia-balance equation for A with the
rate law included,

_dCA/dt = kACA(MO CA) (83'9)
results in
In(cp/cg) = In(cp,/cp,) = M kat (8.3-10)

Thus, In(ca/cg) is a linear function oft; from the dope, &k, may be determined. (Compare
equation 8.3-10 with equation 3.4-13 for a second-order reaction with v, =vg == 1.)
Note the implication of the comment following equation 8.3-8 for the application of equa
tion 8.3-10.

(b) Rearrangement of equation 8.3-10 to solve for ¢ and subdtitution of c, ,,, from equa
tion 8.3-7, together with 8.3-3, results in ¢, = cg a t,,,, ad thus

tman = (UM kp) In(cy,/cp,) (8.3-11)

This result is valid only for c,, > cg,, Which is usudly the casg; if ¢, < cg,, this result
suggests that there is no maximum in (—r,) for reaction in a constant-volume BR. This
is examined further through f, in part (c) below. A second conclusion is that the result
of equation 8.3-11 is also of practical significance only for ¢z, # 0. The first of these
conclusions can aso be shown to be vaid for reaction in a CSTR, but the second is not
(see problem 8-4).

(c) Since fy, =1 (caplcy,) for constant density, equation 8.3-10 can be rearranged to
eliminaec, and cg S0 asto result in

1 exp(—M, kut)
T 1+ C,exp(—=M, kub)

fa (8.3-12)

where
C, = cp,/cB, (8.3-12a)

Some features of the f,—¢ relation can be deduced from equation 8.3-12 and the first and
second derivatives of f,. Thus, ast— 0, f, = 0; df,/dt(slope) = k,cp,> 0 (but =0,
if cg, = 0); d? fo/dr®2 = Kicgo(Ca, CB,) > O, usually, With ¢y, > cg,, but < 0 other-
wise. As t — o, f, = 1; df,/dt —0; ¢ fy/dt? — O(-). The usual shape, that is, with
Cap > Cpo» @S in part (b), is sigmoidal, with an inflection at t=¢, . given by equation
8.3-11. This can be confirmed by setting d® f,/df> = 0.

The usual case, c,, > cp,, iSillustrated in Figure 8.7 as curve A. Curve C, with no
inflection point, illustrates the unusual case Of ¢4, < cg,, ad Curve B, with ¢, = cg,»
is the boundary between these two types of behavior (it has an incipient inflection point at
t = 0). In each case, k, = 0.6 L mol™! min~! and M, = 10/6 mol L™%; C, =9, 1, and
1/9 in curves A, B, and C, respectively.
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8.4 SURFACE CATALYSIS: INTRINSIC KINETICS

Surface catalysis is involved in a large mgority of industriad catalytic reactions. The rate
laws developed in this section are based on the following assumptions:

(1) The surface of the catalyst contains a fixed number of sites.
(2) All the cataytic sites are identical.
(3) The reactivities of these sites depend only on temperature. They do not depend

on the nature or amounts of other materials present on the surface during the
reaction.

These assumptions are the basis of the simplest rational explanation of surface cat-
aytic kinetics and models for it. The preeminent of these, formulated by Langmuir and
Hinshelwood, makes the further assumption that for an overall (gas-phase) reaction,
for example, A(g) + . . . = product(s), the rate-determining step is a surface reaction
involving adsorbed species, such as A e s Despite the fact that redity is known to be
more complex, the resulting rate expressions find wide use in the chemical industry,

because they exhibit many of the commonly observed features of surface-catayzed re-
actions.

8.4.1 Surface-Reaction Steps

Centrd to surface catalysis are reaction steps involving one, or more than one, surface-
bound (adsorbed) intermediate species. We consider three types.

(2) Unimolecular surface reaction, for example,
Aeg = Beg (8.4-1)

where A @ 5 is a surface-bound species involving A and ste s (similarly for B @ 9).
The rate of this reaction is given by

(=ra) = Kby (84-2)

where g, is the fraction of the surface covered by adsorbed species A.
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(2) Bimolecular surface reaction, for example,
Aes+Bes - Ces+s (8.4-3)
where the rate is given by
(=ra) = k0,05 (8.4-4)

The rates (and rate constants) can be expressed on the basis of catalyst mass
(e.g., mol kg~th~1), or of catalyst surface area (e.g., wmol m™2 s71), or as a
turnover frequency (molecules site™! s71), if a method to count the sites exists.
(3) Eley-Rideal reaction, wherein a gas-phase species reacts directly with an ad-
sorbed intermediate without having to be bound to the surface itself; thus,

Aes+B - C+s (8.4-5)
Here, the rate is given by
(—rA) = kOACB (84-6)

where ¢y is the gasphase concentration of B.

84.2 Adsorption without Reaction: Langmuir Adsorption Isotherm

We require expressons for the surface coverages, 6, for use in the eguations in Section
84.1 to obtan cataytic rate laws in terms of the concentrations of gasphase species.
Langmuir-Hinshelwood (LH) kinetics is derived by assuming that these coverages are
given by the equilibrium coverages which exit in the absence of the surface reactions.
The required expressions were obtained by Langmuir in 1916 by considering the rate
of adsorption and desorption of each species.

8.4.2.1 Adsorption of Undissociuted Single Species

The reversible adsorption of a single species A, which remains intact (undissociated)
on adsorption, can be represented by
kan

A+sz=2Aes (8.4-7)

kaa

The rate of adsorption of A, r,4, is proportiona to the rate at which molecules of A
strike the surface, which in turn is proportional to their concentration in the bulk gas,
and to the fraction of unoccupied sites, 1 - 8,:

Tan = kaACA(l = BA) (84-8)

where k,, is an adsorption rate constant which depends on temperature. (If the units
of r,, aemol m™2s~! and of ¢, are mol m™3, the units of k,, alems~1.) A molecule
which strikes a site already occupied may reflect without adsorption or may displace
the occupying molecule; in either case, there is no net effect.

The rate of desorption of A, r,,, is proportional to the fraction of surface covered,
04:

raa = kgafa (8.4-9)

where k;, is a desorption rate constant which also depends on temperature. (The units
of kzs are molm-2 s™L)



84 Surface Catdyss Intrinsc Kingtics 193

Amt. adsorbed at eqm.

A Figure 8.8 Langmuir adsorption isotherm
At adsorption equilibrium, with 7, = 744,
koaca(l = 0,) = kyaba (8.4-10)

or the fraction covered, which is proportiona to the amount of gas adsorbed, is

Oa = koacallkya +koaca) = (Kaalkgadea/[l . (Koalkga)cal

where K, = k/k;a, the ratio of the two rate constants, in m® mol™'. The equation

(resulting from equation 84-11) expressing the (equilibrium) amount of A adsorbed on

the surface as a function of c, a constant T is cdled the Langmuir adsorption isotherm.
The shape of the Langmuir isotherm is shown schematicaly in Figure 8.8. The amount

of A adsorbed increases as the (gas-phase) concentration ¢, increases (at a given T),

but approaches a limiting (“saturation”) value at sufficiently high c,.

8.4.2.2 Adsorption of Dissociated Single Species

If the adsorbing molecule dissociates into two or more fragments, each requiring a Ste,
the fraction covered (coverage) differs from that given by equation 8.4-11. For example,
consider the adsorption of a dissociating diatomic molecule, B,:

B, + 2s — 2Bes 8.4-12)
Here, the rate of adsorption is assumed to be given by
raBz = aBchz(l GB)2 (8 4' 13)

The quadratic term in open sites reflects the statistical likelihood of there being two
adjacent open stes. The rate of desorption is given by

rde - kdB20]23 (8. 4' 14)

and the coverage obtained by equating the adsorption and desorption rates is

fp = (Kg,cs,)""/[1 + (Kp,c5,)"’] (8.4-15)

where Ky = kg /k;p,. Smilarly, if n sites are required for n fragments, the exponent
1/2 becomes I/n.

By measuring the amount of adsorption of reactive molecules under conditions
where they do not react further and where desorption is very slow (low temperature),
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we can “count” the number of catalytic sites. The type of adsorption considered here is
chemical in nature-chemical bonds are formed with the catalytically active surface—
and is known as chemisorption. A weaker type of adsorption due to physical forces
(like the forces which hold liquids together) can aso occur. This latter type of adsorp-
tion (which can occur anywhere on the surface-not just on catalytic sites) is used to
measure the surface area of porous materids.

8.4.2.3 Adsorption of Competing Species

For a surface reaction between two adsorbed gaseous species, A and B, we need to
consider the simultaneous adsorption of the two species, competing for the available
gtes. For species A, the rate of adsorption is

tia = kiaca(l =0, = 6p) (8.4-16)
For this expression, it is assumed that a molecule of A from the bulk gas driking a site
occupied by a B molecule is reflected, and does not displace the adsorbed B molecule.
The rate of desorption, as for a single species, is

Tan = kqaba (8.4-17)

At adsorption equilibrium, r s = r;,, and

koaca(l ~ 04 = 0g) = kgabp (8.4-1)
or, if Ky =kaalkgns
Kpaca(l =60, = 05) = 0, (8.4-19)
Similarly,
Kgeg(l = 0, — 63) - 8 (8.4-20)

where Ky = k,g/kgg, the ratio of adsorption and desorption rate constants for B.
From equations 84-19 and 20, we obtain expressons for 6, and 6g:

Oa = Kncal(l+ Kpcy + Kyep) (8.4-21)
OB = KBCB/(l + KACA + KBCB) (84' 22)

According to these equations, each adsorbed species inhibits the adsorption of the
other, as indicated by the term K¢y in the denominator of the equation for 6, and
conversely for 6g.

In a more general form of equation 8.4-21 or -22, a K;c; term appears in the denomi-
nator for each adsorbing species i in competition for the adsorption sites. Furthermore,
if the species dissociates into », fragments, the appropriate term is (K;c;)" as in equar
tion 8.4-15 for n = 2. Therefore, in the most general case, the expression for Langmuir
adsorption of species i from a multispecies gas mixture is.

— (K;c)m o "
%= TRy TR N e
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8.4.3 Langmuir-Hinshelwood (LH) Kinetics

By combining surface-reaction rate laws with the Langmuir expressons for surface cov-
erages, we can obtan Langmuir-Hinshelwood (LH) rate laws for surface-catalyzed re-
actions. Although we focus on the intrinsic kinetics of the surface-catalyzed reaction,
the LH model should be set in the context of a broader kinetics scheme to appreciate
the sgnificance of this.

A kinetics scheme for an overall reaction expressed as

A(g) ~ B(g)

where A is a gasphase reactant and B a gasphase product, is as follows:

AW ¢ A (surface vicinity); mass transfer (fast) )
A(surface vicinity) + s TTAA ® s adsorption-desorption (fast) (2)
Aesk B(surface vicinity) + s, surface reaction (dow, rds) )

B(surface vicinity) %5 B(g) mass transfer (fas) (4)

Here A(g) and B(g) denote reactant and product in the bulk gas at concentrations ¢,
and cg, respectively; ky, and kg, are masstransfer coefficients, s is an adsorption Site,
and A e s is a surfacereaction intermediate. In this scheme, it is assumed that B is not
adsorbed. In focusing on step (3) as the rate-determining step, we assume k,, and kg,
are relatively large, and step (2) represents adsorption-desorption equilibrium.

8.4.3.1 Unimolecular Surface Reaction (Type 1)

For the overal reaction A — B, if the rds is the unimolecular surface reaction given by
equation 8.4-1, the rate of reaction is obtained by using equation 84-21 for 6, in 8.4-2
to result in:

kKACA
KACA + KBCB

(~ra) = 15 (8.4-24)"

‘The equations of the LH model can be expressed in terms of partid pressure pi (replacing ¢;). For example,
equation 8.4-23 for fractiona coverage of species i may be written as (with n; = n; = 1)

K, pi ..
6, = —=L—3ij=12..., N (8.4-23a)
1+ Zj Kpp; :

where K, is the ratio of adsorption and desorption rate condtants in terms of (gas-phase) partial pressure,
Kip = kapilks;. Similarly the rate law in equation 8.4-24 may be written as

kK,
—r) - — FBapPa 8.4-24a)
(=ra) = L+ Kuppa + Knpps ¢

Some of the problems a the end of the chapter are posed in terms of partid pressure.

Appropriate differences in units for the various quantities must be taken into account. If (—ra) is in mol m™?
s7'and p;isin kPa, the units of kg, are mol m=2s™ [kPa™' and of K, are kPa~!; the units of  are the same
& before.



196 Chapter 8 Catalyss and Catalytic Reactions

Two common features of catalytic rate laws are evident in this expression.

(1) Saturation kinetics. The rate is first order with respect to A at low concentra-
tions of A (such that K¢, << 1 + Kgcy), but becomes zero order at higher
concentrations when K, ¢, >> 1 + Ky cg. In the high-concentration limit, al the
caaytic stes ae saturated with A(8, = 1), and the rate is given by the number
of catalytic sites times the rate constant, k.

(2) Product inhibition: If the term Kgcp is significant compared to 1 + K, ¢4, the
rate is inhibited by the presence of product. In the extreme case of Kycy>>
1 + Kpca, equation 84-24 becomes

(—ry) = Kepcg? (8.4-25)

where k' = kK, K5 !. Note that the inhibition of the rate by B has nothing to do
with the reversibility of the reaction (which is assumed to be irreversible).

8.4.3.2 Bimolecular Surface Reaction (Type ZZ)

For the overdl reaction A + B — C, if the rds is the bimolecular surface reaction given
by equation 8.4-3, the rate of reaction is obtained by using equation 8.4-23 (applied to
A and B, with A, B, and C adsorbable) in equation 8.4-4 (for 9, and 0,) to result in:

(_r ) — kKAKBCACB
A7 (1 + Kaca + Kpeg + Kece)?

(8.4-26)

This rate law contains another widely observed feature in surface catayss.

(3) Inhibition by one of the reactants: Similar to Type | kinetics, the rate is first order
iNcy, wWhen Kycp <<1+ Kgcg+ Kcece, but instead of reaching a plateau in the
other limit (K,cs >> 1 + Kgcg + K-c¢), the rate becomes inhibited by A. The
limiting rate law in this case is

(—rs) = Kcgex! (8.4-27)

where k’ = kKy/K,. A maximum in the rate is achieved at intermediate values
of ¢,, and the ultimate maximum rate occurs when k6, = 8, = 1/2. Many CO
hydrogenation reactions, such as the methanol synthesis reaction, exhibit rate
laws with negative effective orders in CO and positive effective orders in H,.
This reflects the fact that CO is adsorbed more strongly than H, on the metal
surface involved (K., > Kg,).

Also apparent from equation 8.4-26 is thatproducr inhibition can have a more serious
effect in Type Il kinetics because of the potentiad negative second-order term.

For the surface-catalyzed reaction A(g) + B(g) — products (C), what is the form of the
rae law if

(@ Both reactants are weakly adsorbed, and products are not adsorbed, and

(b) Reactant A is weakly adsorbed, B is moderately adsorbed, and products are not
adsorbed?
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(a) From equation 8.4-26, with K¢, << 1>> Ky,
(—ra) = k'cacy (8.4-28)

which is a second-order reaction, with k' = kK, Kp.
(b) From equation 84-26, with Kyc, << 1,

(—ra) = keacpl(l + Kgep)? (8.4-29)

and the reaction is first-order with respect to A, but not with respect to B. As ¢p incresses,
B occupies more of the surface, and its presence inhibits the rate of reaction.

8.4.4 Beyond Langmuir-Hinshelwood Kinetics

The two rate laws given by equations 8.4-24 and -26 (Types | and II) are used extensively
to correlate experimental data on surface-catalyzed reactions. Nevertheless, there are
many surface-catalyzed reaction mechanisms which have features not covered by LH
kinetics.

Multiple surface steps: The basic LH mechanisms involve a single surface reaction,
while many surface-catalyzed reactions, like the methanol synthesis mechanism in
Figure 8.3, involve a series of surface steps. The surface sites are shared by the in-
termediates and the adsorbed reactants and products; thus, the coverages are altered
from those predicted by adsorption of gas-phase species alone. The steady-state cov-
erages are obtained from analyses identical to those used for gas-phase mechanisms
involving reactive intermediates (Chapter 7). Although it is possible to obtain analyt-
ical rate laws from some such mechanisms, it often becomes impossible for complex
mechanisms. In any case, the rate laws are modified from those of the dtandard LH ex-
pressons. For example, the following mechanistic sequence, involving the intermediate

Species |
A+B+2s2Aes+Bes=22]es > Pes2P+5

exhibits zero-order kinetics, if the irreversible unimolecular stepl o s > P e sisrate-
determining. In this case, the surface is filled with | (§; = 1), and the competition among
A, B, and C for the remaining sites becomes unimportant. In a similar manner, if a series
of initid steps which are in equilibrium is followed by a dow step, extra factors appear
in the rate law.

Irreversible adsorption: The LH mechanisms assume that the adsorption of all gas-
phase species is in equilibrium. Some mechanisms, however, occur by irreversble seps.
In these cases, the intermediates are again treated in the same manner as reactive inter-
mediates in homogeneous mechanisms. An example is the Mars-van Krevelen (1954)
mechanism for oxidation, illustrated by the following two steps:

0, +2s > 20 @5
Oe®s+CO — CO, +s

Eley-Rideal mechanisms: If the mechanism involves a direct reaction between a
gas-phase species and an adsorbed intermediate (Eley-Rideal step, reaction 8.4-5), the
competition between the reactants for surface sites does not occur. From equations
8.4-6 and -21, since one reactant does not have to adsorb on a site in order to react,
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the rate is given by

kKACAcB
1+ KACA + KCcC

(—ra) = (8.4-30)

Even though the reaction is himolecular, reactant inhibition does not occur for this type
of reaction.

Variable dte characterisics Sites which have variable properties have been observed.
These have been treated in several ways, including (1) distribution of site types, which
can be thought of as equivalent to having a distribution of catalysts operating inde-
pendently; and (2) site properties which change with the presence of other adsorbates,
although they are al the same at a given condition. In the latter case, for example,
the rate constants for adsorption or surface reactions can depend on the amounts of
other adsorbed intermediates. k, = (4, 05, - - - ). An example is the well-studied de-
pendence of the heat of adsorption of CO on various metals, which decreases as the
coverage of the surface by CO increases.

85 HETEROGENEOUS CATALYSS: KINETICS IN POROUS
CATALYST PARTICLES

8.5.1 General Consderations

For a solid-catalyzed gas-phase reaction, the catalyst is commonly in the form of par-
ticles or pelets of various possble shapes and sizes, and formed in vaious ways. Such
particles are usually porous, and the interior surface accessible to the reacting species
is usudly much greater than the gross exterior surface.

The porous nature of the catalyst particle gives rise to the possible development of
sgnificant gradients of both concentration and temperature across the particle, because
of the resistance to diffusion of material and heat transfer, respectively. The situation
isillustrated schematically in Figure 8.9 for a spherical or cylindrical (viewed end-on)
particle of radius R. The gradients on the left represent those of ¢,, say, for A(g) +

. — product(s), and those on the right are for temperature T; the gradients in each
case, however, are symmetricadl with respect to the centerline axis of the particle.

Firgt, consider the gradient of ¢,. Since A is consumed by reaction indde the particle,
there is a spontaneous tendency for A to move from the bulk gas (c, ) to the interior
of the particle, first by mass transfer to the exterior surface (c,,) across a supposed film,
and then by some mode of diffusion (Section 8.5.3) through the pore structure of the
particle. If the surface reaction is “irreversible,” al A that enters the particle is reacted
within the particle and none leaves the particle as A; instead, there is a counterdiffu-
sion of product (for simplicity, we normally assume equimolar counterdiffusion). The
concentration, c,,a any point is the gas-phase concentration a that point, and not the
surface  concentration.

Next, consider the gradients of temperature. If the reaction is exothermic, the cen-
ter of the particle tends to be hotter, and conversely for an endothermic reaction. Two
sets of gradients are thus indicated in Figure 8.9. Heat transfer through the particle is
primarily by conduction, and between exterior particle surface (7,) and bulk gas (T,)
by combined convection-conduction across a therma boundary layer, shown for con-
venience in Figure 8.9 to coincide with the gas film for mass transfer. (The quantities
T, ATp, ATf, and AT,, are used in Section 8.5.5.)

The kinetics of surface reactions described in Section 8.4 for the LH model refer to
reaction a a point in the particle at particular values of ¢, (or p,) and T. To obtain
arate law for the particle as a whole, we must take into account the variation of ¢,
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Figure 8.9 Concentration (c,) and temperature (Z') gradients (schematic)
in a porous catalyst particle (spherica or end-on cylindrical)

and T in some manner, which means taking into account the diffusional and thermal
gffects within the particle, and between paticle and bulk gas. This is the subject of the
remainder of this section.

852 Particle Dendty and Voidage (Porosty)
Paticle density, p,, is defined by
pp = mylv, (8.51)
where n, and v, ae the mass and volume of the particle, respectively. Particle voidage,

€,, isthe ratio of the volume of void space (pores) in the particle, vy, to the volume of
the particle, v,

€, = VV/Vp (8.5-2)
Because of the voidage, the particle density is less than the intrinic density of the solid

catalyst material, ps = m,/vg, where vg is the volume of solid in the particle, but is
related to it by

Py = ps(l — €,) (8.53)

ance v, = vy + vg.

853 Modes of Diffuson; Effective Diffusvity

Diffusion is the spontaneous migration of a species in space, relative to other species, as
aresult of avariation in its chemical potential, in the direction of decreasing potential.
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The variation of chemical potentiad may arise as a result of variaion of concentration or
temperature or by other means, but we consider only the effect of concentration here.

From a molecular point of view inside a catalyst particle, diffusion may be consid-
ered to occur by three different modes: molecular, Knudsen, and surface. Molecular
diffusion is the result of molecular encounters (collisions) in the void space (pores) of
the particle. Knudsen diffusion is the result of molecular collisions with the walls of
the pores. Molecular diffusion tends to dominate in relatively large pores at high P,
and Knudsen diffusion tends to dominate in smal pores a low P. Surface diffuson re
alts from the migration of adsorbed species dong the surface of the pore because of a
gradient in surface concentration.

Since we don't usuadly know enough about pore structure and other matters to assess
the relative importance of these modes, we fdl back on the phenomenological descrip-
tion of the rate of diffusion in terms of Fick's (first) law. According to this, for steady-
sate diffusion in one dimension (coordinate x) of species A, the molar flux, N, in, s,
mol m~2 (cross-sectional area of diffusion medium) s~I, through a particle is

NA = _DedCA/dx (854)

where D, is the effective diffusivity for A.

The effective diffusivity D, is a characteristic of the particle that must be measured for
greatest accuracy. However, in the absence of experimental data, D, may be estimated
in tems of molecular diffusivity, Do (for diffusion of A in the binary system A + B),
Knudsen diffusivity, Dy, particle voidage, ® p, and a measure of the pore Structure called
the particle tortuosity, 7,.

An estimate for D,g Is (Reid et a., 1987, p. 582):

0.001887%2[(M, + Mg)/M Mg]"?

D
Ae PQ,d%,

(8.54a)

where D, isin ecm? s71, T isin K, M, and My are the molar masses of A and B,
respectively, in g mol=!, P is pressure in kPa, d,5 isthe collision diameter, (d + dg)/2,
in nm, and {;, is the so-called collision integral.

The Knudsen diffusvity may be estimated (Satterfield, 1991, p. 502) from

Dy = 9700r,(T/M)"? (8.5-4b)

where D isinem?s™1, r, is the average pore radius in cm, and M is molar mass. Equar
tion 8.5-4b applies rigoroudly to straight, cylindrical pores, and is an approximation for
other geometries.

The overdl diffusivity, D*, is obtained from D, and Dy by means of the conventiona
expression for resistances in  series.

1 1 1
_ = —— t+ — .5-4

The effective diffusvity is obtained from D*, but must aso take into account the two
features that (1) only a portion of the catayst particle is permeable, and (2) the diffusion
path through the particle is random and tortuous. These are allowed for by the particle
voidage or porosity, ® p, and the tortuosity, Ty respectively. The former must also be
measured, and is usually provided by the manufacturer for a commercial catalyst. For
a draight cylinder, 7 = 1, but for most cataysts, the vaue lies between 3 and 7; typicd
values are given by Satterfield.



85 Heterogeneous Cataysis: Kinetics in Porous Catayst Particles 201

The fina expresson for estimating D, is
D, = D'e,lr, (8.54d)

Equation 8.5-4d revedls the “true’ units of D,, m* (void space) m~* (particle) s™!, as
opposed to the “apparent” units in equation 8.5-4, m? s~ 1.

8.54 Partide Effectiveness Factor n

8.5.4.1 Definition of

Snce ¢, and T may vary from point to point within a catayst particle (see Figure 8.9),
the rate of reaction also varies. This may be trandated to say that the effectiveness of
the catalyst varies within the particle, and this must be taken into account in the rate
law.

For this purpose, we introduce the particle effectiveness factor 7, the ratio of the
observed rate of reaction for the particle as a whole to the intrinsic rate at the surface
conditions, c,, and 7. In terms of a reactant A,

1 = 1 (observed)irp(ca, T,) (8.5-5)

We consider the effects of ¢, and T separately, deferring the latter to Section 8.5.5. In
focusing on the particle effectiveness factor, we dso ignore the effect of any difference
in concentration between bulk gas and exterior surface (c4, and ¢y, ); in Section 8.5.6,
we introduce the overall effectiveness factor to take this into account.

We then wish to discover how 7 depends on reaction and particle characteristics in
order to use equation 855 as a rate law in operationa terms. To do this, we first con-
sider the relatively simple particle shape of a rectangular parallelepiped (flat plate) and
dample  kinetics.

8.5.4.2 7 for Flat-Plate Geometry

For a flat-plate porous particle of diffuson-path length L (and infinite extent in other direc-
tions), and with only one face permesble to diffusing reactant gas A, obtain an expression

for m, the paticle effectiveness factor defined by equation 85-5, based on the following
assumptions.

(1) The reaction A(g) — product(s) occurs within the particle.

(2) The surface reaction is first order.

(3) The reaction is irreversible.

(4) The particle is isothermal.

(5) The gas is of congtant density.

(6) The overal process is in steady-state.

(7) The diffusion of A in the particle is characterized by the effective diffusivity D,,
which is constant.

(8) There is equimolar counterdiffusion (reactants and products).
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Figure 810 () Representation of flat-plate geometry; (b) concentration
profile (¢, 2) (dimensionless) for various values of Thiele modulus ¢

The particle shape is illustrated in Figure 8.10(a), with reactant A entering the particle
through the permesble face on the left.

SOLUTI ON

To obtan an expresson for x, we first derive the continuity equation governing steady-
dtate diffuson of A through the pores of the particle. This is based on a material baance
for A across the control volume consisting of the thin strip of width dx shown in Fig-
ure 8.10(a). We then solve the resulting differentid equation to obtain the concentration
profile for A through the particle (shown in Figure 8.10(b)), and, finaly, use this result to
obtain an expression for » in tems of particle, reaction, and diffusion characterigtics.

In words, the diffusion or materiad-balance equation for A is.

rate of rate of rate of
inputby | = | output by | +| disappearance

diffusion diffusion in control volume
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That is, on applying equation 8.5-4 to both faces of the strip, we have

dCA

—DeAc—d}—

dcy, | d [decy
- —D A + il + (=r04 dx 8.5-6
ec[dx dx(dx)d] (=raAdd ( )

for any surface kinetics, where A, is the cross-sectional area perpendicular to the direction
of diffuson of A (A, is constant here and cancels). The rate law for (— rp) is not specified,
but the units of (~r,) aemol A m~3 (particle) s~1. If we introduce first-order kinetics
((=ra) = kpcp), €quation 8.5-6 becomes

d?c,/dx? = kaca/D, = 0 (8.5-7)

To obtain a nondimensionad form of this equation, we define dimensionless concentration,
¢, and length, z, respectively, as

l,[/ = CA/CAS (85'8)
2= AL (85-9)

Equation 85-7 in nondimensiona form is then
d®pld? = (k,L/D )= 0 (8.5-10)

The coefficient of 4 in equation 85-10 is used to define a dimensionless group caled the
Thiele modulus,? ¢:

¢ = L(ky/D)”  (n=1) (8.5-11)

s0 that equation 85-10 becomes
Pyl - =0 (8.5-12)

The importance of ¢ is that its magnitude is a measure of the ratio of intrinsic reaction
rate (through k) to diffusion rate (through D,). Thus, for a given value of k,, a lage vaue
of ¢ corresponds to a relatively low vaue of D,, and hence to relatively high diffusiona
resstance (referred to as “strong pore-diffusion” resistance). Conversdy, a smal value of
¢ corresponds to  “negligible pore-diffusion”  resistance.

The solution of equation 8.5-12 provides the concentration profile for  as a function of
Z, ¥(z). On integrating the equation twice, we obtain

= Cre¥t + Cye ¥ (8.5-12a)
where C; and C, are integration constants to be obtained from the boundary conditions:

az=0 ¢Y=1 (8.512b)
atz = 1, dyl/dz = 0 (8.5-12¢)

*Equation 85-11 applies to a first-order surface reaction for a paticle of flat-plate geometry with one face
permesble. In the next two sections, the effects of shape and reaction order on ¢ are described. A generd form
independent of kinetics and of shape is given in Section 85.4.5. The units of &, are such that ¢ is dimensionless.
For catalytic reactions, the rate constant may be expressed per unit mass of catllyst (ka)m. To convert to ka for
use in equation 8.5-11 or other equations for @, (ka)., is multiplied by p,. the particle density.
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The second boundary condition is not known definitely, but is consstent with reactant A
not penetrating the impermesble face at z = 1. From equations 8.5-12a to c,

Cr= e e + %) (8.5-12d)
C, = etle? + ¢79) (8.5-12¢)

Then equation 85-12a becomes, on substitution for C; and C,:

e~®0-2 4 ¢#1-2  cosh[d(l  2)]
= = ' -1
Py P+ o0 cosh ¢ e

where cosh = (e? + e~ )/2.

Figure 8.10(b) shows a plot of i = c,/c,, a a function of z, the fractiona distance
into the particle, with the Thiele modulus ¢ as parameter. For ¢ = 0, characteristic of a
very porous particle, the concentration of A remains the same throughout the particle. For
¢ = 05, characteristic of a relatively porous particle with amost negligible pore-diffusion
resistance, ¢, decreases dightly as z — 1. At the other extreme, for ¢ = 10, characteristic
of relatively srong pore-diffusion resistance, ¢, drops rapidly as z increases, indicating
that reaction takes place mostly in the outer part (on the side of the permeable face) of the
paticle, and the inner part is relatively ineffective.

The effectiveness factor 7, defined in equation 8.5-5, is a measure of the effectiveness of
the interior surface of the particle, since it compares the observed rate through the particle
as a whole with the intrinsc rate at the exterior surface conditions; the latter would occur
if there were no diffusiona resistance, so that al parts of the interior surface were equaly
effective (at cy = c,y). TO Obtain 7, Since al A entering the particle reacts (irreversible
reaction), the observed rate is given by the rate of diffuson across the permesble face at

z=0:
_rate with diff. redst. _ (—r,) observed
rate with no diff. resist. ~ (—r,) intrinsc
_ rate of diffusonof Aat z=0 _ (N, a z=0)A,
total rate of reaction at cp (—Rp)im
— _DeAc(dCA/dx)x=O = -DeCAs(d(/’/dz)z=0
LAckACAs szACAs
__ 1 [dy _ _i{ —¢ sinh[¢(1 — 2)]
$?\dz /g ¢? cosh ¢ =0
That is,
7 = (tanh ¢)/¢p (flat plate) (8.5-14)

where tanh @ = sinh @/ cosh = (e? = e~ ®)/(e? + e~9).

Notethatn - 1as¢ —» Oandn - 1/p as¢ - large. (Obtaining the former result
requires an application of I"Hopital’s rule, but the latter follows directly from tanh ¢ —
1 as ¢ — lage) These limiting results are shown in Figure 8.11, which is a plot of n as a
function of ¢ according to equation 85-14, with both coordinates on logarithmic scales.
The two limiting results and the transition region between may arbitrarily be considered
as three regions punctuated by the points marked by G and H:
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Figure 8.11 Effectiveness factor (n) as a function of Thiele
modulus (¢) for an isotherma particle; three regions indicated:

<G:¢p<05m-1
G-H:05<¢<5
Ho : ¢>5n— 1

(1) Negligible pore-diffusion resistance (up to point G):
¢ <05 n—-1 (8.5-14a)
(2) Significant pore-diffusion resistance (G-H):
05<¢<5 n= (tanh¢)/¢ (8.5-14b)
(3) Strong pore-diffusion resistance (beyond point H):
$>5 1 - U (8.5-14¢)

Because of the logarithmic scales used, the coordinates in Figure 8.11 extend indefi-
nitely in all directions except that, for norma kinetics, 0 < n < 1 for an isothermal
particle (can 1) be greater than 1 for a nonisothermal particle?).

Substitution of the result given by equation 8.5-14 into the definition of 1 given by
equation 8.5-5 yields the modified first-order rate law for an isothermal particle of this
geometry:

tanh ¢
(—rAdobs = Mhacas = —d)—_kACAs (8.5-15)

where ¢ is given by equation 8.5-11. Equation 85-15 is in terms of 7 and c4,. The form
in terms of the observable concentration of A(c,,) requires consideration of the (addi-
tional) resistance to mass transfer exterior to the particle, and is developed in Section
856 deding with the overall effectiveness factor 7,

8.5.4.3 Effect of Particle Geometry (Shape) on

The procedure described in Example 8-4 may be used to obtain analytical solutions
for concentration profiles and n for other shapes of particles, such as spherical and
cylindrical  shapes indicated in Figure 89. Sphericd shape is explored in problem 813,
The solution for a cylinder is more cumbersome, requiring a series solution in terms of
certain Bessdl functions, details of which we omit here. The results for the dimensionless
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concentration gradient ¢ and for 7 are summarized in Table 8.1 in terms of a Thiele
modulus appropriate to each shape, as dictated by the form of the diffusion equation
in each case. Table 8.1 includes the case of a flat plate with two faces permesble.

The results for spherical and cylindrical shapes are approximately in accordance with
those shown in Figure 8.11, and in the limit of ¢ — large, become the same, if the Thiele
modulus is normalized in terms of a common effective diffusion-path-length parameter,

L., defined by
_ volume of particle
L.= exterior permeable surface area (8.516)
Then the Thiele modulus normalized for shape is, for first-order kinetics:
@' = L(kya/D)? (n=1) (8.517)

The conseguences of this normalization are summarized for the various shapes in
Table 82 In Table 8.2, subscripts FP1 and FP2 refer to a flat plate with 1 and 2 faces
permeable, respectively, and subscripts s and c refer to sphere and cylinder, respec-
tively, dl as given in Table 8.1. The main consequence is that, if ¢’ replaces ¢ in Figure
8.11,n for al shapes lies approximately on the one line shown. The results become ex-
actly the same for large vdues of ¢'(y — 1/¢’, independent of shape). In the transition
region between points G and H, the results differ dlightly (about 17% at the most).

Table 8.1 FEffedtiveness fector (n) for vaious paticle shapes (assumptions in

Example 8-4)

Shape 0] 9 7

fla plate® L(ka/D,)V2 cosh[¢p( 1 - z))/cosh ¢ (tanh @)/

fla plate? L(ka/D,)"? cosh[@( § = z))/cosh(¢p/2) tanh(¢p/2)/($/2)
Rsi 3( 1 1

sphere® | Rlkn/D.)'” T 3 s~ 3)

cylinder’ R(ka/D, ) (in tems of Besd 2 (ratio of BF)
funcions ~ (BF) ¢

# One face permeable as in Example 84; see Figure 8.10(a).
b Two faces permesble
¢ R is particle radius; r is radia coordinate (r = O a center of particle).

Table 82 Thide modulus (¢") normalized with respect to shape
and agymptotic vaue of 7

Agymptotic vaue of n

Shape L, ¢ ¢ — o ¢ - »
fla plae (1) L orp; U pgp1 v
fla plae (2 L2 brpy/2 2/¢rp2 1/¢’
sphere R/3 &3 3/¢ps 1/¢’'
cylinder R2 b2 2/, V'

3See footnote 2
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Table 8.3 Thide modulus {¢") normdized with respect to order of
reection (n) and asymptotic vdue of 7

Agymptotic vaue of 7

n ¢I ¢/I ¢I — CC d)l/ — 0
0 Le(kalcasD,)"? ¢'2 212/ 1¢"
! Le(ka/D)"? ' 1/ 1/¢"
2 L(kacas/De)" $'1(2/3)"* 23)21 ¢ /"

8.5.4.4 Effect of Order of Reaction on 9

The development of an analytical expression for i in Example 8-4 is for a first-order
reecion and a paticlla patide shgpe (fla plae). Other ordas of reedtion can be pos
tulated and investigated. For a zero-order reaction, analytical results can be obtained
in arelatively straightforward way for both n and ¢ (problems 8-14 for aflat plate and
815 for a gohae). Careponding reslts can be dtaned, dthough nat 0 emly, for an
nth-order reaction in general; an exact result can be obtained for ¢ and an approximate
one for ». Here, we summarize the results without detailed justification.

For an nthode reation, the diffuson equetion coresponding to equation 8512 is

dy/d?  pH" = 0 (8.5-18)
where the Thiele modulus, ¢, is
¢ = L(kyc'SYD,)? (85-19)

The aympiatic solution (¢ — lage) for mis [2/(n + 1)]¥%/p, of which the resuit given
by 8.5-14c is a specia case for a first-order reaction. The general result can thus be
used to normalize the Thiele modulus for order so that the results for strong pore-
dffuson redgance dl fdl on the same limiing draght line of dope = 1 in Fgue 811
The normalized Thiele modulus for this purpose is

, +1 1/2 ’
¢" = |~ > ) ¢ (8.5-20)
1/2
_ (’“2“ 1) Lf (8.5-20a)
n+1kyeit "
= 1, [P s (8.5-20b)
As aresult,

n — 1/¢" as ¢" = large (8.5-21)

regadess of ode n. The readts for adas O, 1, ad 2 ae summaized in Teble 83,

8.5.4.5 General Form of Thiele Modulus

The conclusions about asymptotic values of  summarized in Tables 8.2 and 8.3, and
the behavior of 5 in relation to Figure 8.11, require a generalization of the definition
of the Thiele modulus. The result for ¢ in equation 8.520 is generalized with respect
to patide geomery through L., but is resrided to powe-lav kingics However, snce
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surface reactions may follow other kinetics, such as Langmuir-Hinshelwood kinetics,
there is a need to define a generd Thiele modulus (¢;) applicable to &l forms of kinetics
as wel as shape.

The form of ¢, developed by Petersen (1965) in terms of reactant A, and for constant
D, is

Le( - rA)inf|cm .
B [2D, [;™(—rA)indca]? (852

where (—r,),, is the intrinsic rate given by the rate law, and (=74 );n,, iS the rate
evaluated at the concentration at the exterior surface of the particle, ¢, . All forms of

Thiele modulus given previously may be obtained from this general expression.

8546 Identifying the Presence of Diffuson Resgance

The presence (or absence) of porediffuson resistance in catayst paticles can be read-
ily determined by evaluation of the Thiele modulus and subsequently the effectiveness
factor, if the intrinsic kinetics of the surface reaction are known. When the intrindc rate
law is not known completely, so that the Thidle modulus cannot be calculated, there are
two methods available. One method is based upon measurement of the rate for differ-
ing paticle sizes and does not require any knowledge of the kinetics. The other method
requires only a single measurement of rate for a particle size of interest, but requires
knowledge of the order of reaction. We describe these in turn.

8.5.4.6.1 Effect of particle size. If the rate of reaction, (—r,),,, iS measured for two
or more particle sizes (values of L,), while other conditions are kept constant, two ex-
tremes of behavior may be observed.

(1) The rate is independent of particle size. Thisis an indication of negligible pore-
diffusion resistance, as might be expected for either very porous particles or suffi-
ciently smal particles such that the diffusional path-length is very smal. In either
case, 1> 1, and (=7rp),p = (—7a):m fOr the surface reaction.

(2) The rate isinversely proportional to particle size. Thisis an indication of strong
pore-diffusion resistance, in which n — 1/¢" as ¢" — large. Since ¢" « L, for
fixed other conditions (surface kinetics, D,, and ¢, ), if we compare measured
rates for two particle sizes (denoted by subscripts 1 and 2), for strong pore-
diffuson  resistance,

Cradowss M __ % _ Lo (8.5-23)
(radobs2 = M 1 La

8.5.4.6.2 WeszPrater criterion. The relative significance of pore-diffuson resistance
can be assessed by a criterion, known as the Weisz-Prater (1954) criterion, which re-
quires only a single measurement of the rate, together with knowledge of D, L,, c,,
and the order of the surface reaction (but not of the rate constant).

For an nth-order surface reaction of species A, the rate and Thiele modulus, respec-
tively are

(_rA)obs = nkACZs (8524)
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12
PO L Kacks' (8.5-20b)
-\ 2 D, )

Eliminating k, from these two equations, and grouping measurable quantities together
on the left sde, we have

(n ; 1) (—DrA)obsL% = (¢ = (85-25)
eCAs

where @ is refered to as the observable modulus and is evauated by the dimensionless
group on the left.
For negligible pore-diffusion resistance, n = 1 and ¢” — small, say < 0.5. Thus,

® < 0.25, say (negligible diffusion resistance) (8.5-26)

For strong pore-diffusion resistance, n — 1/¢", and ¢"" — large, say > 5. Thus,

® > 5, say (strong diffusion resistance) (8.5-27)

8.5.4.7 Strong Pore-Diffusion Resistance: Some Consequences

Here, we condder the consequences of being in the region of srong pore-diffuson re
sistance (n — 1/¢" as ¢" - large) for the apparent order of reaction and the apparent
activation energy; ¢" is given by equation 8.5-20h.

Consider an nth-order surface reaction, represented by A(g) — product(s), occur-
ring in a catalyst particle, with negligible external resistance to mass transfer so that
Cas = Ca,. Then the observed rate of reaction is

12
" 1 2 D n+1)2
(=ra)abs = Mkachy = (16" )eaclh, = —( ——) kachg = kopsclay

L \n+1 kAcl";g1
(8.5-28)
where
1 2 172
k . 12 5
obs = 7 (——n+ 1) (kaD,) (8.5-29)

According to equation 85-28, the nth-order surface reaction becomes a reaction for
which the observed order is (n + 1)/2. Thus, a zero-order surface reaction becomes one
of order 1/2, a first-order reaction remains first-order, and second-order becomes order
3/2. This is the result if D, is independent of concentration, as would be the case if Knud-
sen diffusion predominated. If molecular diffusion predominates, for pure A, Deocc;}},
and the observed order becomes »/2, with corresponding results for particular orders
of surface reaction (e.g., a first-order surface reaction is observed to have order 1/2).

Consider next the apparent E,. From equation 8.5-29,

(8.5-30)

dink,, _ 1/(dlnk, 4 dnD,
ar 2\ dr dr
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If k,,, ks, and D, al follow Arrhenius-type behavior,

—

E, s = 5|Ea(surface reaction) + E,(diffusion)] = % E,(surface reaction) (8.5-31)

[\

snce the activation energy for diffusion (= RT) is usudly smal compared to the (true)
activation energy for a reaction (say 50 to 200 kJ mol™1). The result is that, if reaction

takes places in the catalyst particle in the presence of strong pore-diffusion resistance,
the observed E, is about 1/2 the true E, for the surface reaction. This effect may be
observed on an Arrhenius plot (In &, versus|/T) as achangein slope, if conditions
are such that there is a change from reaction-rate control (negligible pore-diffusion
resistance) at relatively low temperatures to strong pore-diffusion resistance at higher
temperatures.

8.5.5 Dependence of 5 on Temperature

The definition of the particle effectiveness factor 7 involves the intrinsic rate of reaction,
( —7a); fOr reaction A — products, at the exterior surface conditions of gas-phase
concentration (c,,) and temperature (7). Thus, from equation 8.55,

(=ra)obs = n(—rA)int,cAs,Ts (8.3-32)

So far, we have assumed that the particle is isothermal and have focused only on the
diffusional characteristics and concentration gradient within the particle, and their ef-
fect on n. We now consider the additional possibility of a temperature gradient arising
from the thermal characteristics of the particle and the reaction, and its effect on 1.

The exisence of a temperature gradient is illustrated schematically in Figure 89 for a
spherical or cylindrica (end-on) particle, and for both an exothermic and an endother-
mic reaction. The overall drop in temperature AT,, from the center of the particle to
bulk gas may be divided into two parts

where AT, is the drop across the paticle itself, and AT, is that across the gas film or the
thermal boundary layer. It is the gradient across the particle, corresponding to AT,, that
influences the particle effectiveness factor, 5. The gradient across the film influences the
overall effectiveness factor, 7, (Section 8.5.6).

Two limiting cases arise from equation 8.5-33

(1) Rate of intraparticle heat conduction is rate controlling:
AT fin 0; T,— Tg (8.5-33a)

The result is a nonisothermal particle with an exterior surface at T,
(2) Rate of heat transfer across gas film is rate controlling:

AT, = 0; T(throughout) - T, (8.5-33b)

The result is an isothermal particle, but hotter (exothermic case) or colder (en-
dothermic case) than the bulk gas at T,.
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For a catalyst particle to be isotherma while reaction is taking place within it, the en-
thalpy generated or consumed by reaction must be balanced by enthalpy (heat) trans-
port (mostly by conduction) through the particle. This is more likely to occur if the
enthalpy of reaction is small and the effective thermal conductivity (k,, analogous to
D,) of the catalyst materia is large. However, should this baance not occur, a temper-
ature gradient exists. For an exothermic reaction, T increases with increasing distance
into the particle, so that the average rate of reaction within the particle is greater than
that at T,. Thisis the opposite of the usual effect of concentration: the average rate is
less than that at c,,. The result is that n,,, > 1,4 Since the effect of increasing T
on rate is an exponential increase, and that of decreasing ¢, is usudly a power-law de-
crease, the former may be much more significant than the latter, and 7,,, may be > 1
(even in the presence of a diffusional resistance). For an isothermal particle, 7,,,, <1
because of the concentration effect alone. For an endothermic reaction, the effect of
temperature is to reinforce the concentration effect, and 1,7, < 0501 < 1.

The dependence of n on T has been treated quantitatively by Weisz and Hicks (1962).
We outline the approach and give some of the results for use here, but omit much of
the detailed development.

For a first-order reaction, A — products, and a spherical particle, the material-
balance equation corresponding to equation 8.5-7, and obtained by using a thin-shell
control volume of indde radius r , is

dZCA 2dCA kA
_ - )= 4
r2 Fdr Ee A 0 (853)

(the derivation is the subject of problem 8-13). The anaogous energy-baance equation
is
T 2d T | (=AHga)ky

= L TURAPA L = () 8.5-35
dr2 = r dr k, ‘A ( )

Boundary conditions for these equations are:

At particle surface: 7 = R; T = T ¢y = Cp (8.5-36)

At particle center: r=0; d7/dr = 0; dcp/dr = 0 (8.5-37)

Equations 8.5-34 and -35 are nonlinearly coupled through T, since &k, depends expo-
nentially on T. The equations cannot therefore be treated independently, and there is
no exact analytical solution for c,(r) and T(r). A numerical or approximate analytical
solution results in 7y expressed in terms of three dimensionless parameters:

0(T) = n(,7, B) (8.5-38)

where ¢ (= R(k,/D,)?, Table 8.1) is the Thiele modulus, and y and 8 are defined as
follows:

y = E,RT, (85-39)

ATp,max De(_AHRA)cAs

54
B 7 T (85-40)

where AT,,,,, is the value of AT, when c,(r = 0) = 0. For an exothermic reaction,
B > 0; for an endothermic reaction, 8 < 0; for an isothermal particle, 8 = 0O, since
AT = 0.

14
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The result for AT, .. contained in equation 8.5-40 can be obtained from the follow-
ing energy balance for a control surface or a core of radius :

ratle of therma conduction across control surface
= rate of enthalpy consumption/generation within core
= rate of diffusion of A across control surface X (—AHg,) (8.5-41)

Thet is, from Fourier's and Fick's laws,

dar dcy
ke = D(~AHg) - (8.5-42)
Integration of equation 8.5-42 from the center of the particle (r =0, T=T,, ¢, =
ca,) to the surface (r = R T =T, ¢ = cu,), With k,, D,, and (—AH,) constant, re-
allts in

D (—AH
ar, = 7,-7,= B -, (8549

or, with ¢,, —0,andAT,, — AT,,,,,

D, (—AHpgy)ca,
ATp,max = k—e

(8.5-44)

as used in equation 85-40.

Some of the results of Weisz and Hicks (1962) are shown in Figure 812 for vy = 20,
with m as a function of ¢ and B (as a parameter). Figure 8.12 confirms the conclusions
reached qualitatively above. Thus, 1,,, (8 > 0) > 1, (8 = 0), and 7., > 1 for rel-
atively high values of B and a sufficiently low value of ¢; 9,,4, < M5 < 1. At high
values of g and low values of ¢, there is the unusua phenomenon of three solutions
for m for a given value of B and of ¢; of these, the high and low values represent stable
steady-state solutions, and the intermediate value represents an unstable solution. The
region in which this occurs is rarely encountered. Some values of the parameters are
given by Hlavaéek and Kubicek (1970).

8.5.6 Oveal Effectiveness Factor 9,

The particle effectiveness factor n defined by equation 8.5-5 takes into account con-
centration and temperature gradients within the particle, but neglects any gradients
from bulk fluid to the exterior surface of the particle. The overall effectiveness factor
7, takes both into account, and is defined by reference to bulk gas conditions (cAg, T,)
rather than conditions at the exterior of the particle (c,,, T,):

n, = ra(observed)iry(ca, T,) (8.5-45)

Here, as in Section 854, we treat the isothermal case for 7, and relate u, to 4. n, may
then be interpreted as the ratio of the (observed) rate of reaction with pore diffusion
and external mass transfer resistance to the rate with neither of these present.

We first relate 7, to n, ks, and k,,, the last two characterizing surface reaction and
mass transfer, respectively; mass transfer occurs across the gas film indicated in Figure
8.9. Consider afirst-order surface reaction. If (—r,)is the observed rate of reaction,
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Figure 8.12 (¢, B) for y = 20; spherical particle, first-order
reaction (reprinted from Chemical Engineering Science, 17,
Weisz, PB., and Hicks, JS, The behaviour of porous catayst
patides in view of intend mass and heat diffuson effects pp.
265275, 1962, with permisson from Elsevier Science)

from the definition of 7,,

(—rA) = nokAcAg (85-46)
and, from the definition of n

(—rA) = nkACAs (805'47)

Furthermore, at steady-state, (— r,) is also the rate of mass transfer of A across the ex-

terior film, such mass transfer being in series with the combined intraparticle processes
of diffusion and reaction; hence, from the definition of &y,

(—7A) = kaglcag = cay) (8.5-48)

On eiminating ( —r,) and c,, from the three equations 8.5-46 to -48, for example, by
first obtaining an expression for c,, from 8.5-47 and -48, and then substituting for ¢y
back in equation 8.5-47 and comparing the resulting equation with 8.5-46, we obtain

1

- 8.549
Mo = Gialkng) « () (8.549)
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SOLUTION

and the rate law, from equations 85-46 and -49, may be written as

) = Cag .
( rA) - (1/kAg T (1/1]kA) (8.5 50)

Specia forms of equation 8.5-50 arise depending on the relative importance of mass
transfer, pore diffusion, and surface reaction; in such cases, one or two of the three may
be the rate-controlling step or steps. These cases are explored in problem 8-18. The
result given there for problem 8-18(a) is derived in the following example.

If the surface reaction is rate controlling, what is the form of the rate law from equation
8550, and what does this mean for k., cyy, m, and 1,?

If the surface reaction is the rate-controlling step, any effects of externad mass transfer
and pore-diffusion are negligible in comparison. The interpretation of this, in terms of the
various parameters, is that kx, >>ky, cy; = Ca, @d 1 and 1, both approach the vaue
of 1. Thus, the rate law, from equation 85-50, is just that for a homogeneous gas-phase
reaction;

(=ry) = kACAg (85'51)

The concentration profile for reactant A in this case is a horizontal line at c, = c,,; this
can be visudized from Figure 89.

86 CATALYST DEACTIVATION AND REGENERATION

8.6.1 Fouling

Despite advances in catalyst design, al catalysts are subject to a reduction in activ-

ity with time (deactivation). The rate at which the catalyst is deactivated may be very
fas, such as for hydrocarbon-cracking catalysts, or may be very dow, such as for pro-

moted iron catdysts used for ammonia synthesis, which may remain on-stream for sev-
eral years without appreciable loss of activity. Nonetheless, the design engineer must

account for the inevitable loss of catalyst activity, alowing for either regeneration of
the catalyst or its periodic replacement. Since these remedial steps are costly, both in

terms of capital cost and loss of production during shutdown, it is preferable to min-

imize catalyst deactivation if possible. In this section, we explore the processes which
cause deactivation, and how deactivation can affect the performance of a catayst. We
also discuss methods for preventing deactivation, and for regeneration of deactivated
cataysts.

Fouling occurs when materials present in the reactor (reactants, or products, or in-
termediates) are deposited upon the surface of the catalyst, blocking active sites. The
most common form of fouling is by carbonaceous species, a process known as “coking.”
Coke may be deposited in several forms, including laminar graphite, high-molecular-
weight polycyclic aromatics (tars), polymer aggregates, and metal carbides. The form
of the coke depends upon the catalyst, the temperature, and the partial pressure of the
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carbonaceous compound. Very little coke forms on slica or carbon supports, but acidic
supports or catadysts are especidly prone to coking.

To minimize coking, the reactor may be operated at short residence times, or hydro-
gen may be added to the process stream to convert gas-phase carbon into methane. It
is adso advantageous to minimize the temperature upstream of the catalyst bed, since
gesphase carbon is less readily formed a low temperatures.

Poisoning is caused by chemisorption of compounds in the process stream; these com-
pounds block or modify active sites on the catalyst. The poison may cause changesin
the surface morphology of the catayst, either by surface reconstruction or surface relax-
aion, or may modify the bond between the metal catalyst and the support. The toxicity
of a poison (P) depends upon the enthalpy of adsorption for the poison, and the free en-
ergy for the adsorption process, which controls the equilibrium constant for chemisorp-
tion of the poison (Kp). The fraction of sites blocked by a reversibly adsorbed poison
(8p) can be calculated using a Langmuir isotherm (equation 8.4-23a):

Kppp
0, = P 8.6-1
P71, Kapa + Kepp ( )

where K, and Kp are the adsorption constants for the reactant (A) and the poi-
son, respectively, and p, and pp are the partial pressures of the reactant and poi-
son. The catalyst activity remaining is proportional to the fraction of unblocked sites,
1-0p.

The compound responsible for poisoning is usually an impurity in the feed stream;
however, occasiondly, the products of the desired reaction may act as poisons. There
are three main types of poisons.

(1) Molecules with reactive heteroatoms (eg., sulfur);
(2 Molecules with multiple bonds between aoms (eg., unsaturated hydrocarbons);
(3) Metdlic compounds or meta ions (eg, Hg, Pd, Bi, Sn, Cu, Fe).

The strength of the bond between the poison and the catalyst (or support) may be
relatively weak, or exceptionally strong. In the latter case, poisoning leads to an ir-
reversible loss of activity. However, if the chemisorption bond is very weak, the ob-
served loss of activity can be reversed by eliminating the impurity (poison) from the
feed stream. Poisons may be eliminated by physical separation, or in the case of a
type (1) or type (2) poison, the poison may be converted to a nontoxic compound
by chemical treatment (oxidation for type (1), and hydrogenation for type (2)). If a
product is responsible for poisoning, it may be helpful to operate the reactor at low
conversion, and/or selectively remove product at intermediate stages of a multistage
reactor.

Sintering is caused by growth or agglomeration of small crystals which make up the
catalyst or its support. The structural rearrangement observed during sintering leads
to a decrease in surface area of the catalyst, and, consequently, an irreversible reduc-
tion in catalyst sites. Sintering generally occurs if the local temperature of the catalyst
exceeds approximately one-third to one-half of its melting temperature (T,,). The up-
per limit (i.e., (1/2)T,,) applies under “dry” conditions, whereas the lower temperature
limit (i.e,, (1/3)T,,) applies if steam is present, since steam facilitates reorganization of
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Table 8.4 Sintering temperatures for common

metals
Meta Sintering temperature/°C;[(1/3)T,]
Cu 360
Fe 500
Ni 500
Pt 570
Pd 500

many metds, aluminas, and slicas. Table 8.4 lists some common meta cadysts and the
temperature a which the onset of sintering is expected to occur.

To prevent sintering, caysts may be doped with dabilizers which may have a high
melting point and/or prevent agglomeration of small crystals. For example, chromia,
alumina, and magnesia, which have high melting points, are often added as stabilizers
of finely divided metal catalysts. Furthermore, there is evidence that sintering of plat-
inum can be prevented by adding trace quantities of chlorinated compounds to the gas
stream. In this case, chlorine increases the activation energy for the sintering process,
and, thus, reduces the sintering rate.

8.64 How Deactivation Affects Performance

8.65 Mehods for

Catdlyst deactivation may affect the performance of a reactor in severa ways. A reduc-
tion in the number of catalyst sites can reduce catalytic activity and decrease fractional
conversion. However, some reactions depend solely on the presence of metal, while
others depend strongly on the configuration of the metal. Thus, the extent to which
performance is affected depends upon the chemical reaction to be catalyzed, and the
way in which the catdyst has been deactivated. For example, deposition/chemisorption
of sulfur, nitrogen, or carbon on the catayst generaly affects hydrogenation reactions
more than exchange reactions. Consequently, if paralldl reactions are to be catalyzed,
deactivation may cause a shift in selectivity to favor nonhydrogenated products. Sim-
ilarly, heavy metals (e.g., Ni, Fe) present in the feed stream of catalytic crackers can
deposit on the catalyst, and subsequently catalyze dehydrogenation reactions. In this
case, the yield of gasoline is reduced, and more light hydrocarbons and hydrogen pro-
duced.

Another way in which catalyst deactivation may affect performance is by blocking
catalyst pores. This is particularly prevalent during fouling, when large aggregates of
materials may be deposited upon the catalyst surface. The resulting increase in diffu-
sional resistance may dramatically increase the Thiele modulus, and reduce the effec-
tiveness factor for the reaction. In extreme cases, the pressure drop through a catalyst
bed may dso increase dramaticaly.

Catalys Regeneration

In some cases, it is possible to restore partially or completely the activity of a catalyst
through chemical treatment. The regeneration process may be slow, either because of
thermodynamic limitations or diffusional limitations arising from blockage of catalyst
pores. Although the rate of desorption generaly increases at high temperatures, pro-
longed exposure of the catalyst to a high-temperature gas stream can lead to sintering,
and irreversible loss of activity. If the bound or deposited species cannot be gesified at
temperatures lower than the sintering temperature (see Table 8.4), then the poisoning
or fouling is considered to be irreversible.
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For catdysts poisoned by sulfur, the meta-sulfur bond is usudly broken in the pres
ence of steam, as shown for nickd:

Ni-S + H,0 - NiO + H,$
H,S + 2H,0 = SO, + 3H,

The equilibrium for the second reaction favors H,S until extremely high temperatures
are reached (> 700°C). Thus, sintering of the catalyst could be a problem. Furthermore,
SO, can act as a poison for some cataysts. If sintering or SO, poisoning precludes steam
treatment, it is usualy possble to remove deposited sulfur by passng a sulfur-free gas
stream over the catalyst at moderate temperatures for an extended period of time.

Regeneration of coked catalysts may be accomplished by gasification with oxygen,
seam, hydrogen, or carbon dioxide:

c + 0, = co,
C+H,0 » CO+H,
C + 2H, — CH,
C+CO, — 2CO

The first reaction is strongly exothermic, and may lead to high local temperatures
within the catalyst. Thus, temperature must be carefully controlled to avoid sintering.

A coked porous catalyst is to be regenerated by passage of a stream of CO, over it a 1000
K for reaction according to C(s) + CO,(A) — 2CO(B). From the data given below (Austin
and Walker, 1963), caculate the following characteristics of the regeneration process at the
conditions given: (a) the Thide modulus, (b) the effectiveness factor, and (c) the (actual)
rate of regeneration, (= r4) s

Data: For the catalyst, D, = 0.10 cm? s™!, L, = 0.7 cm; cu, (exterior surface
concentration) = 0.012 mol L~!. The reaction follows LH kinetics, with the intrinsic
rate given by

(—rA)int = kCA/(l + KACA + KBCB)

where k = 3.8 x 1074571 K, =340 L mol™!, Kz = 4.2 X 10°L mol™!, and ¢; isin
mol L~1.

This example illustrates calculation of the rate of a surface reaction from an intrinsic-rate
law of the LH type in conjunction with determination of the effectiveness factor (%) from
the generdlized Thidle modulus (¢;) and Figure 811 as an approximate representation of
the n—¢@ relation. We first determine ¢, then 1, and finaly (—75) ops-

(@ From equation 85-22,

Le(—rA)intchs
€= 2D, [™(=ra)imdca]?

¢ (8.522)

where (= 7a)in,, 1S the intrinsic rate evaluated at c,;. Since, from the stoichiome-
try, cg = 2(cas = cu), We can eiminate ¢y from the LH expression, and express the
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integral in 8522 as

CAs CAs kC
—7).de. = A
L (=raimde f@ [Tkt (= 2K)c, 4
g The integrd may be evaluated ether numericaly by means of E-Z Solve, or andyticaly
A by means of the substitution x = 1+ 2Kgc, + (K, = 2Kg)ca. The latter results in

Cas k 1 + 2Kgcp
J:O ( rA)l-deA - (I<_A_ 2KBV|:(KA "'"2KB)CAS + (1 + 2KBCAS) ln (m):l

3.8x10°*
=340 2(4.2 x 10%)]

~{[340  2(4.2 x 109]0.012 +

2 630 1
[+ 242 x 1090.012] In {ﬁﬂimb(((‘fblz)ﬂ } =48 X 10 2mol? 12 5!

From the LH rate expression and the stoichiometry, since ¢y = Cay.

kCAS _ kCAS
= 1 + KACAS + 2KB(CA.V - CAS) 1+ KACAs
_38X 1074(0.012)
= ~1+34000.012)

(= rA)intchs

=9.0 X10 "mol L 's7!

Sidituion of numeicd vdues in 852 gves

p 0.7(9.0 x 1077
G = [2(0.10)4.8 X 10~ =

0.64

(b FHom Hgue 811,
n = 0.85t0 0.90

which implies a dight but donificat effect of diffusond resgance on the process
© (—=T8)obs = M(—ra)iy = 8 X 107 "mol L1571,

8.7 PROBLEMS FOR CHAPTER 8

% 81 The hyddyds o eyl aetae cadyzed by hydrogen ion,
CH;COO0C,Hs(A) + H,0 = CH;COOH + C,H;0H

in dilute agueous solution, is fird-order with respect to ethyl acetate & a given pH. The ap-
parent firs-order rete condtant, k( = kacgi.), however, depends on pH as indicated by:

pH 3 2 1
104571 1.1 11 110

What is the order of reaction with respect to hydrogen ion H*, and what is the vdue of the

re condant k,, which tekes both ¢, and cy. into account? Specify the units of ka.
8-2 (a) The Goldschmidt mechanism (Smith, 1939) for the esterification of methyl acohol
(M) with acetic acid (A) catalyzed by astrong acid (e.g., HC), involves the follow-
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ing steps:
M + H* - CH;0H,*(C); rapid (1)
A +C-4 CH;COOCH;(E) + H;0™; slow @)
M + H;0" L+ H,0(W); rapid 3)

Show that the rate law for this mechanism, with M present in grest excess, is

rg = 2kLeacua/(L + cw), @
where

L= CMK = CCCW/CH3O+- (5)

Assume dl H* is present in C and in HsO*.
(b) Show that the integrated form of equation (4) for a congtant-volume batch reactor operat-
ing isothermaly with a fixed catdyst concentration is

k =[(L +cao) In{caslca) (cao = ca)lcualt.

This is the form used by Smith (1939) to cdculate k and L.
(c) Smith found that L depends on temperaure and obtained the following veues (what are
the units of L?):

t/°C: 0 20 30 40 50
L: 011 020 025 032 042

Does L follow an Arrhenius relationship?
Bronsted and Guggenheim (1927) in a dudy of the mutarotation of glucose report deta on the
efect of the concentration of hydrogen ion and of a sies of weak adids and their conjugate
bases The reection is firg-order with respect to glucose and the rate constant (kops) iS given
by eguation 82-9 (assume kog- = 10 L mol™! min~1). Some of their data for three separdte
s of experiments & 18°C ae as follows

(1) 10° ch1o4/mol L-! 1 99 20 40
103k yp/min~! 542 667 800 1126

(@ cnco,na = 0.125 mol L~! (constant)

103CHC()2H/m01 L1 5 124 250
103k ps/min~! 748 786 850

(3) cuco,n = 0.005 mol L1 (constant)

10° cuco,na/mol L= 140 60 100 125
10° k pp/min ™! 60 623 692 748

Cdculate: (a) k, and kg ; (b) kna; (C) ka- .
Note that HC10,4 is astrong acid and that HCO,H (formic acid) isaweak acid(K, =
21x107%). At 18°C, K,, = 1.5 X 1071,
Repet pat (b) of Example 82 for a CSTR, and comment on the result.
Propoe a rate lav based on the Langmuir-Hinshewood model for each of the following het-
erogeneoudy  catdyzed  reactions
(@ In mehanol synthess over a Cu-ZnO-Cr,O; cadyd, the rate-controlling process appears
to be a temolecular reaction in the adsorbed phase

COes+2Heos - CH;OHeos+ 25
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Consder two cases (i) the product is gdrongly adsorbed and inhibits the reaction; and (ii)
it is very weakly adsorbed.

(b) The decompostion of acetddehyde on Pt a temperatures between 960 and 1200°C, and
a pressures between 333 and 400 kPa, appears to be a himolecular reaction with no
inhibition by reaction products.

(c) A dudy of the kinetics of ethanol dehydrogenation over Cu in the presence of water vapor,
acetone, or benzene showed that any one of these three inhibited the reaction.

(@ In the reaction of nitrous oxide (N,O) with hydrogen over Pt (507-580°C, pu, = 7 to 53
kPa, pn,0 = 40 to 53 kPa), it has been observed that NO is weakly adsorbed and Hy is
very drongly adsorbed.

86 For the sufececatdyzed gasphase reection A(@ + B(g) — products what is the form of
the rate law, according to the LH mode, if A is drongly adsorbed and B is weekly adsorbed?
Assume there is no adsorption of product(s). Interpret the results beyond what is dready spec-
ified.

8-7 For the reaction in problem 86, suppose there is one product P which can be adsorbed. Derive
the form of the rate lav according to the LH modd, if
@ A, B, and P ae dl moderately adsorbed;

() A and B ae wekly adsorbed and P is drongly adsorbed. (Interpret the result further)

88 Congder the reaction mechanism for methanol synthess proposed in Figure 8.3:

COes+Hes —» HCO®s +5 1)
HCOes+Heos —» H,CO®s +5 2)
H)COes + Hos — HyCO®s + 5 (3)
H;COes+ Hes — H;COH®s + s (4)

Asume that the coverages of H, CO, and methanol ae given by the Langmuir adsorption

isothem in which CO, H,, and methanol adsorption compete for the same stes, and the in-

termedigtes H,COes ae present in negligible quantities.

(@ Asume tha sep (1) is rate limiting, and write the generd rate expression.

(b) Assume that (3) is rate limiting (steps (1) and (2) are in equilibrium), and write the genera
rade  expresson.

() Experimentd data ae represented by

-05_1.3
renon = kpeo” P,

To obtain this rate law, which of the suface deps above is rate limiting?

(d How woud the rate lawv change if the H,CO®s intermedistes were alowed to cover a
aubgtantid fraction of dtes? (This can be attempted andyticaly, or you may resort to
simulations.)

8-9 (a) Rate laws for the decomposition of PH; (A) on the surface of M o (as catalyst) in the
temperature range 8439 18 K ae as fdlows

pressure,  pa/kPa rae law
-0 (=7a) = kpa
8x 1073 (—7a) = kpalla + bpa)
26 X 1072 (—ra) = constant

Interpret  these results in terms of a Langmuir-Hinshdwood mechanism.

(b) In the decomposition of N,O on P, if N;O isweakly adsorbed and O, is moderately
adsorbed, what form of rate lav would be expected besed on a Langmuir-Hinshewood
mechanigm? ~ Explain  briefly.
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810 (8 For the decompostion of NH; (A) on Pt (as cadysl), wha is the form of the rate law,

according to the Langmuir-Hinshedwood modd, if NHj; (reectant) is weskly adsorbed and
H, (product) drongly adsorbed on Pt? Explain briefly. Assume N, does not dfect the rae

(b) Do the following experimentd results obtaned by Hinshewood and Burk (1925) in a
congant-volume hatch reactor a 1411 K, support the form used in (g)?

ts 0 10 60 120
PlkPa  26.7

240 360 720
304 341 363 385 400 427

P is totd pressure, and only NHj is present initidly. Judtify your answer quantitatively,
for example, by usng the expeimentd data in conjunction with the form given in (@.
U patid presure as a messure of  concentration.

811 (@ For a zeo-order cadytic reaction, if the cadyy patice efectivenes factor is n, wha

812

is the overdl effectiveness factor, 7, (in tems of x)? Juify your answer.

(b) For a olidcadys, gesphese reaction A(g) — product(s), if the gas phase is pure A
and the (normdized) Thide modulus is 10, wha is the vadue of the overdl effectiveness
factor?  Explan  briefly.

Swebb and Gaes (1972) have dudied porediffusonreaction phenomena in  crydalites  of
H(hydrogen)-mordenite  catalys. The crydtdlites were agpproximate  pardlelepipeds, the long
dimenson of which was assumed to be the pore length. Their andysis was based on graight,
padld pores in an isothermd crydtdlite (2 faces permeeble). They messured (initid) rates of
dehydration of methanol (A) to dimethyl ether in a differentid reactor & 101 kPa using catalyst
fractions of different szes Results (for two Szes) ae given in the table below, together with
quantities to be caculated, indicated hy (?).

Catdyst/reaction in  generd: Value

n, order of reaction (assumed) !

T/°C 205

cas/mol cm™3 2.55 x 1073

pp, Cltdys (patide) denstyly cm™3 17

€,, Cadys (paticle) void fraction 0.28

ky, intringc rate constant/s™! %)

D,, dfedive diffusvity of Afcm? s°! )

Cadys  fraction: 1 2
L, mean pore length/cm 5.9 x 10 1.3 x 10™
(—ra)moles A g cat™! 57! 7.33 x 1074 6.17 X 104
¢, Thiele modulus @) ™
7, effectiveness factor @) @)

813 Deive an expreson for the catdyy effeciveness fector () for a sphericd cadys patice of

814

radius R. The efective diffusvity is D, and is condant; the reaction (A — product(s)) is first-
oder [(—=ra) = kaca] and ireversble Assume condant densty, Seady-Sate and equimolar
counterdiffuson. Clearly date the boundary conditions and the form of the Thide modulus
(¢). If the diffuson or continuity equation is solved in tems of r (vaiable radius from center)
ad ca, the subgtitution y = rca is helpful.

Condder a gassolid (catdyd) reection, A(g) — products, in which the reaction is zero-order,
ad the «lid patides have “dab” or “fla-plae” geomery with one face permesble to A.
(@ Derive the continuity or diffuson (differentid) equation in nondimensond form for A,

together with the expresson for the Thide modulus, ¢.
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(b) Solve the equation in (@ to give the nondimensiond concentration profile (¢, z), on the
assumption that ¢ > 0 for al vaues of z.

(© Deive the resut for the cadys effectiveness factor 5 from (b).

(d) At what vdue of ¢ does the concentration'of A drop to zero & the impermesble face?

(9 What does it mesn for both ¢ and 7 if ¢ is greater then the value, ¢(d), obtaned in part
(d? To illugrate this, sketch (on the same plot for comparison) three concentration profiles
{( versus z) for (i) ¢ < &(d); (i) ¢ = P(d); and (iii) ¢ > ¢(d). Completion of part (e)
leads to a vdue of n in tems of ¢ for the case (jii), of ¢ > ¢(d). (The result from part
(© applies for cases (i) and (ii).)

8-15 Condder agas-solid (cadyst) reaction, A(g) — products in which the reaction is zero-order,
and the «olid paticles ae sphericd with radius R
(@) Derive the diffuson equation for A, together with the expresson for the Thide modulus,

(b) Solve the equation in (@ to give the nondimensond concentration profile (¢, 1), on
the assumption that s > O throughout the particle, wheres = ca/ca,. (Hint: Use the
subgtitution 'y = dea/dr.)

(© Deive the resut for the cddyst effectiveness factor 9 from (b).

(d) At what vdue of ¢ does the concentration of A drop to zero & the center of the particle
(r=0)?

(€ In tams of ¢, under what condition does ¢ become zero a r*, where 0 < r* < R? Relate
(i) g and r, and (i) y and r* for this Stuation.

8-16 (a) For asolid-catalyzed reaction (e.g., A — products), cdculae the vdue of the catdys
effectiveness factor (1) for the following case E4 = 83 kJ mol™!; A is a gas a 500 K, 24
bar (partial pressure); the Thiele modulus (¢) = 10; k, = 1.2 x10° Js~tem ™' K™Y
D, =003 cm? s~'; AHgs = +135 KJ mol™!. Use the Weisz-Hicks solution (Figure
812) for a firs-order reaction with a gphericd patide Asume gasfilm resigance is
negligible for both hest and mass trandfer.

(b) Repeat (a), if AHga =~ 135 kI mol .

(c) Compare the resllts in (@ and (b) with the result for the case of an isothemd particle

8-17 In the use of the observable modulus, ®, defined by equation 8.525, in the Weisz-Prater

criterion, ca, must be assessad. If ca, is replaced by cu,, the directly messureble gasphase

concentretion, what  assumption is  involved?

818 For a firt-order, gassolid (catalyst) reaction, A(g) — product(s), the (isothermd) overall

dfectiveness fadtor (7)) is related to the catdyst effectiveness factor (n) by

1 _ k1 (from 8.549)
No kag M

where k, is the reection rate condtant, and ky, is the gasfilm mass transfer coefficient. From
this and other consderations, complete the teble bdow for the following cases with a brief
judtification for each entry, and a skeich of the concentration profile for each case

(@) The surfece reaction is rate contralling.

(b) Gasfilm mess trandfer is rae controlling.

(© The combingtion of surface reaction and intrgparticle diffuson is rate contralling.

(d) The combination of surface reaction and gasfilm mass trandfer is rate controlling.

Case kag vs. ka cas — 17 n—? Mo =7 (=ra) =?
(a) kAg >> ka Cag 1 1 kACAg
(b) (indet.)

©) n

()] (comparable) (ignore)
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Experimentd  vaues for the rate condant k in the Eklund eguation (1956) for the oxidation
o SO, over V,05 cadys ae as folows for two different Szesshapes of paticde (A and B,
Oesribed — below):

416 420 429 437 455 458 474 488 504 525 544

10%k* (for A4) - 6.7 - 17.7 47 - 99 - - - -
10%k* (for BY) 143 - 223 534 . 111 . 177 280 386 377
*units of k moles SO, reated (g cat)™! s7! atm™!
*A patides ae spheicd with diameter of 067 mm
"B paticles ae cylindricd, 8 mm in diameter and 25 mm in length

820

821

822

823

(@ From these data, what activation energy is indicated for the surface reaction?

() Do the data for the cylindricd patides suggest dgnificant porediffuson resstance? If
they do, what is the apparent activation energy for this range? See dso Jensen-Holm and
Lyne (19%4).

(©) One paticular plant used cylindricd pelletls 5 mm in diameter and 5 to 10 mm in length.
What vaue of the rate constant should be used for these pellets a (i) 525°C, and (ii)
429°C?

N.B. For a cylindrical pellet, L (i.e, L,) in the Thiele modulus is R/2, whee R is the radius.

Suppose experiments were conducted to characterize the peformence of a cadys for a oe-

tan reection (A — producty) that is fird-order. The following data refer to experiments with

sved szes of shericd cadyd patides of diameter d), with ¢4 = 0025 mol L7!:

d,/mm 01 05 1 5 10 20 25
10*(=ra)pps/mol L1158 59 53 24 13 074 059

Determine  the  following:

@ the intrindc reaction rate, (—rp)iy, a0 ka;

(b) the efectiveness fator n for the 1,5,20, and 25-mm paticles,

(©) the Thide modulus (¢') for the 5,20, and 25-mm particles

@ the dfective diffusvity D,

State any other assumptions you make.

@ For an nth-order, olid-cadyzed, gasphese reaction, A — products obtan an expresson
for the (cadyd) patide effectiveness factor () in tems of the overdl effectiveness
factor (n,) and other relevant quantities.

(b) From the result in (a), obtain explicit expressions for 1, in terms of n and the other
Quantities, for reaction orders » = 0, 1 (see equation 8.5-49), and 2.

Congder the second-order reection A — products involving a catayst with relaively porous

particles (n — 1). If the ratio kag/ka is20 mol m™ 3, by wha factor does the presnce of

externd  (film) messtrander resdance decresse the rate of reaction a8 600 K ad py = 0.2

MPa?

Activatled cabon has been dudied & a means for removd of organic molecules from waste-

waer by adsorption. Usng the following deta for benzene (A) adsorption on activated carbon

(LeyvaRamos and Geankopolis, 1994, as read from severd points from a graph), defermine

the adsorption  coeffidents  mmax ad b, assuming thet the data follow a Langmuir isotherm

with theform maa = Mmaxbca/(1 + bey). Comment on your results.

cegh/mg em™3 0.055 010 014 026 032 060
Mo /g €0)! 122 134 144 154 169 177

where megrge IS the amount of benzene adsorbed in mg g=1 (carbon).



Chapter 9

Multiphase Reacting
Systems

In this chapter, we consider multiphase (noncatalytic) systems in which substances in
different phases react. Thisis avast field, since the systems may involve two or three
(or more) phases: gas, liquid, and solid. We restrict our attention here to the case of
two-phase systems to illustrate how the various types of possible rate processes (reac-

tion, diffusion, and mass and heat transfer) are taken into account in a reaction model,

although for the most part we treat isothermal situations.

The types of sysems we ded with are primaily gas-solid (Section 9.1) and gasliquid
(Section 9.2). In these cases, we assume first- or second-order kinetics for the intrinsic
reaction rate. This enables analytical expressions to be developed in some situations for
the overall rate with transport processes taken into account. Such reaction models are

incorporated in reactor models in Chapters 22 and 24.

In Section 9.3, we focus more on the intrinsic rates for reactions involving solids,
since there are some modern processes in which mass transport rates play arelatively
small role. Examples in materials engineering are chemica vapor deposition (CVD)
and etching operations. We describe some mechanisms  associated  with  such  heteroge-

neous reactions and the intrinsic rate laws that arise.
9.1 GAS-SOLID (REACTANT) SYSTEMS

911 Examples of Systems

Two types of gas-solid reacting systems may be considered. In one type, the solid is
reacted to another solid or other solids, and in the other, the solid disappears in forming

gaseous product(s).
Examples of the first type are

2Zn8(s) + 30,(g) = 2ZnO(s) + 250,(g)
Fe;04(s) + 4H,(g) — 3Fe(s) + 4H,0(g)
CaCZ(S) + Nz(g) - CaCNz(s) + C(S)

2Ca0(s) + 250,(g) + Oy(g) — 2CaS0,(s)

(A)
(B)
(©)
D)

Although these examples do not al fit the category of the following model reaction, in

the reaction models to be developed, we write a standard form as

A(g) + bB(s) — products[(s), (g)]
224

(9.1:1)
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in which, for ease of notation, the stoichiometric coefficient b replaces v used else-
where; p=|yy|> 0.

Examples of the other type in which the products are al gaseous, and the solid shrinks
and may eventually disappear are:

Cls) + Oy(g) = COy(g) (E)
Cls) + H,0(g) — CO(g) + Hy(e) (F)

We write a standard form of this type as
A(g) + bB(s) — products(g) (9.1-2)

The first type of reaction is treated in Section 9.1.2, and the second in Section 9.1.3.

9.1.2 Constant-Size Particle

9.1.2.1 General Considerations for Kinetics Model

To develop akinetics model (i.e., arate law) for the reaction represented in 9.1-1, we
focus on a single particle, initialy all substance B, reacting with (an unlimited amount

of) gaseous species A. This is the locd macroscopic level of sze, leve 2, discussed in

Section 1.3 and depicted in Figure 1.1. In Chapter 22, the kinetics model forms part of a
reactor model, which must aso take into account the movement or flow of a collection
of paticles (in addition to flow of the gas), and any particlesize didtribution. We assume

that the particle size remains constant during reaction. This means that the integrity of
the particle is maintained (it doesn’'t break apart), and requires that the densities of

solid reactant B and solid product (surrounding B) be nearly equal. The size of particle
is thus a parameter but not a variable. Among other things, this assumption of constant

sze smplifies consideration of rate of reaction, which may be normaized with respect

to a constant unit of external surface area or unit volume of particle.

The single particle acts as a batch reactor in which conditions change with respect to
time ¢ This unsteady-state behavior for a reacting particle differs from the steady-state
behavior of a catalyst particle in heterogeneous catalysis (Chapter 8). The treatment
of it leads to the development of an integrated rate law in which, say, the fraction of B
converted, fg, is a function oft, or the inverse.

A Kkinetics or reaction moded must take into account the various individual processes
involved in the overal process. We picture the reaction itsdf teking place on solid B sur-
face somewhere within the paticle, but to arive at the surface, reactant A must make
its way from the bulk-gas phase to the interior of the particle. This suggests the possibil-
ity of gas-phase resistances similar to those in a catalyst particle (Figure 8.9): externa
mass-transfer resistance in the vicinity of the exterior surface of the particle, and inte-
rior diffuson resistance through pores of both product formed and unreacted reactant.
The situation is illustrated in Figure 9.1 for an isotherma spherical particle of radius
R at a particular instant of time, in terms of the general case and two extreme cases.
These extreme cases form the bases for relatively simple models, with corresponding
concentration profiles for A and B.

In Figure 9.1, a gas film for externa mass transfer of A is shown in dl three cases. A
further significance of a congtant-size particle is that any effect of externa mass transfer
is the same in al cases, regardiess of the stuation within the particle.

In Figure 9.1(b), the general case is shown in which the reactant and product solids
are both relatively porous, and the concentration profiles for A and B with respect to
radial position (r) change continuously, so that cg, shown on the left of the centra axis,
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Bulk gas

Gas film

Ash layer (porous)
Unreacted solid

~—
cAg
CAs
CBo — —|
(PBm)
PBm > | - ca
B T
CAc
c=0
Solid <1 Gas Solid -«—— Gas Solid <«—— Gas
Profile Profile Profile
(a) Nonporous (b) Moderately porous {c) Very porous
B particle B particle B particle

Figure 9.1 Constant-size particle (B) in reaction A(g) + bB(s) —
products: instantaneous concentration profiles for isothermal spherical
paticle illustrating generd case (b) and two extreme cases (a) and (c);
solid product porous; arrows indicate direction of movement of profile
with respect to time

increases, and ¢4, on the right, decreases from the exterior surface to the center of the

particle. The “concentration” of B is the (local) number of moles of B (unreacted) per
unit volume of particle,

cg = nB/vIJ (9.1-3)
= pgn(pure B) (9.1-3a)

where pg. isthe molar density (e.g., mol m~3) of a particle of pure B with the same
porosity; it corresponds to the (specific) particle density p, in equation 85-3. (The con-
centration ¢4 is the usual gas-phase concentration for a single-phase fluid.) This situa-
tion is explored in a generd model in Section 9.1.2.2. Solutions to obtain results for the
generd model are beyond our scope, but we can treat simplified models.

In Figure 9.1(a), the extreme case of a nonporous solid B is shown. In this case, re-
actant A initialy reacts with the exterior surface of B, and as product solid (assumed
to be porous) is formed, A must diffuse through a progressively increasing thickness of
porous product to reach a progressively receding surface of B. There is a sharp bound-
ary between the porous outer layer of product and the nonporous unreacted or shrink-
ing core of reactant B. The concentration profiles reflect this. the value of cjp is ether
zero (completely reacted outer layer) or pg, (unreacted core of pure B); c, decreases
continuously because of increasing diffusional resistance through the outer layer, but
is zero within the unreacted core. This case is the basis for a smplified model caled the
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grinking-core model  (SCM), developed in Section 9.12.3, for which explicit solutions
(integrated forms of rate laws) can be obtained for various particle shapes.

In Figure 9.1(c), the opposite extreme case of a very porous solid B is shown. In this
case, there is no internal diffusional resistance, all parts of the interior of B are equaly
accessible to A, and reaction occurs uniformly (but not instantaneously) throughout
the particle. The concentration profiles are “flat” with respect to radia position, but
cg Oecreases with respect to time, as indicated by the arow. This model may be called
a uniform-reaction model (URM). Its use is equivaent to that of a “homogeneous’
model, in which the rate is a function of the intrinsic reactivity of B (Section 9.3), and
we do not pursue it further here.

9.1.2.2. A Gened Mogd

9.1.2.2.1. Isothermal spherical particle. Consider the isothermal spherical particle of
radus R in Fgure 9.1(b), with reaction occurring (at the bulk-gas temperature) accord-
ing to 9.1-1. A material balance for reactant A(g) around the thin shell (control volume)
of (inner) radius r and thickness dr, taking both reaction and diffusion into account,
yields the continuity equation for A:

rate of input rate of output rate of output rate of accumulation
of A _ of A _ of A _ of A
by diffusion by diffusion by disappearance within the
atr+dr atr within the shell control volume
that is,
dc J dc dc an a
47rr2De(9—;\ + 37(41rr2De7;i)dr - 47”2D‘3_§ré — (—rp)dmrAdr = —o?—?— = (—9;(CA477r2dr)

(9.1-4)

where Fick's law, equation 854, has been used for diffuson, with D, as the effective
diffusivity for A through the pore structure of solid, and (— r,) is the rate of disappear-
ance of A; with (= r,) normaized with respect to volume of particle, each term has units
of mol (A) s~1. If the pore structure is uniform throughout the particle, D, is constant;
otherwise it depends on radial position r. With D, constant, we simplify equation 9.1-4
to

ey 2dca\ ey )
De(arz +;:;7) () = 5 13

The continuity equation for B, written for the whole particle, is

d dc
(~Rg) = —=P = —v, 5P (9,19
or
R 7]
(-r) = 32 = -k (9.1:7)
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From the stoichiometry of reaction 9.1-1, (—r, ) and ( —rg) are related by

(=rg) = b(=a) (9.1-9)
or

(—Rg) = b(—R,) (9.1-8)
Wh?re (—) R,) is the extensve rate of reaction of A for the whole particle corresponding
to (—Rg).

Equations 9.1-5 and -7 are two coupled partial differential equations with initial and
boundary  conditions as follows.

at =0, ¢g=cg, = Pgn (9.1-9)
CA = Cag (9.1-10)
a
atr=R_ D, (-ﬁié)r:R kpglea = ca) (9.1-11)

which takes the external -film mass transfer into account; kag is a mass transfer coef-
ficient (equation 9.2-3); the boundary condition states that the rate of diffusion of A
across the exterior surface of the particle is equal to the rate of transport of A from
buk gas to the solid surface by mass trandfer;

ar=0(3caldr),_y =0 9.1-12)

corresponding to no mass transfer through the center of the particle, from consideration
of symmetry.

In general, there is no analytical solution for the partia differential equations above,
and numerical methods must be used. However, we can obtain analytical solutions for
the smplified case represented by the shrinking-core model, Figure 9.1(a), & shown in
Section 9.1.2.3.

9.1.2.2.2.  Nonisothermal ~ spherical  particle. The energy equation describing the pro-
file for T through the particle, equivalent to the continuity equation 9.1-5 describing the
profile for ¢,, may be derived in a similar manner from an energy (enthalpy) balance
around the thin shell in Figure 9.1(b). The result is

oT aT aT
I k, (ﬁ + 2’;)_ AHga(=7a) = PeuCra—- (9.1-13)

where k, is an effective thermal conductivity for heat transfer through the particle (in

the Fourier equation), analogous to D, for diffusion, AH, is the enthalpy of reaction

with respect to A, and Cpg is the molar heat capacity for solid B (each term has units of

Jm™3 57! say). The initial and boundary conditions for the solution of equation 9.1-13
correspond to those for the continuity equations:

ar=0, T=T, (9.1-14)

ar=R, kJ(3T/or),_x = hT,=T,) (9.1-19)
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Equation 9.1-15 equates the rate of heat transfer by conduction at the surface to the rate
of heat transfer by conduction/convection across a thermal boundary layer exterior to
the particle (corresponding to the gas film for mass transfer), expressed in terms of a
film coefficient, h, and the difference in temperature between bulk gas a T, and paticle
suface a T.;

ar=0, (IT/or),_y= 0 (9.1-16)

Equation 9.1-16 implies no heat transfer through the center of the particle, from con-
Sderation of symmetry.

Taken together with the continuity equations, the energy equation complicates the
solution further, since ¢, and Tare nonlinearly coupled through (—r,).

9.1.2.3 Shrinking-Core Model (SCM)

9.1.2.3.1. Isothermal spherical particle. The shrinking core model (SCM) for an
isothermal spherical particle is illustrated in Figure 9.1(a) for a particular instant
of time. It is also shown in Figure 9.2 at two different times to illustrate the ef-
fects of increasing time of reaction on the core size and on the concentration pro-
files.

Figure 9.2(a) or (b) shows the essence of the SCM, as discussed in outline in Sec-
tion 9.1.2.1, for a partially reacted particle. There is a sharp boundary (the reaction
surface) between the nonporous unreacted core of solid B and the porous outer shell
of solid product (sometimes referred to as the “ash layer,” even though the “ash” is
desired product). Outside the particle, there is a gas film reflecting the resistance to
mass transfer of A from the bulk gas to the exterior surface of the paticle. As time in-
creases, the reaction surface moves progressively toward the center of the particle; that
is, the unreacted core of B shrinks (hence the name). The SCM is an idealized model,
since the boundary between reacted and unreacted zones would tend to be blurred,
which could be reveded by dicing the particle and examining the cross-section. If this

IN\_ Unreacted _/ =T

core

L‘Ag
Cag A
CBo —_ ——4 —-J
(ogm) - -
cg A
[-> a

CAc

CAc

=0 Figure 9.2 The shrinking-core modd

Solid = > Gas Solid ~= = Gas (SCM) for an isothermd  sphericd  par-
rofile Profile ) ) . .
tide showing effects of increesing re-
ation time ¢

@t=4 )t =ta>h
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SOLUTI ON

“blurring” is significant, a more general model (Section 9.1.2.2) may have to be used.
The SCM differs from a general model in one important aspect, as a consequence of
the sharp boundary. According to the SCM, the three processes involving mass transfer
of A, diffusion of A, and reaction of A with B at the surface of the core are in series.
In the general case, mass transfer is in series with the other two, but these last two
are not in series with each other-they occur together throughout the particle in some
manner. This, together with a further assumption about the relative rates of diffusion
and movement of the reaction surface, alows consderable simplification of the solution
of equation 9.1-5. This is achieved in anayticd form for a sphericad particle in Example
9-1. Results for other shapes can dso be obtained, and are explored in problems a the
end of this chapter. The results are summarized in Section 9.1.2.3.2.

In Figure 9.2, c,, isthe (gas-phase) concentration of A in the bulk gas surrounding
the particle, c,, that at the exterior surface of the particle, and ¢4, that at the surface of
the unreacted core of B in the interior of the particle; R is the (constant) radius of the
particle and r, is the (variable) radius of the unreacted core. The concentrations c,,
and c,, are constant, but c,, decreases as t increases, as does r,, with corresponding
consequences for the positions of the profiles for cg, on the left in Figure 9.2(a) and (b),
and c,, on the right.

For a sphericd particle of species B of radius R undergoing reaction with gaseous species
A according to 9. I-l, derive a relationship to determine the time ¢ required to reach a
fraction of B converted, fgz, according to the SCM. Assume the reaction is a first-order
surface  reaction.

To obtain the desired result, + = #(f3), we could proceed in either of two ways. In one,
since the three rate processes involved are in series, we could treat each separately and add
the results to obtain a tota time. In the other, we could solve the simplified form of equation
9.1-5 for dl three processes together to give one result, which would aso demonstrate the
additivity of the individua three results. In this example, we use the second approach (the
first, which is smpler, is used for various shapes in the next example and in problems a
the end of the chapter).

The basis for the analysis using the SCM s illustrated in Figure 9.3. The gas film,
outer product (ash) layer, and unreacted core of B are three distinct regions. We derive the
continuity equation for A by means of a materid balance across a thin spherical shell in
the ash layer at radia postion r and with a thickness dr. The procedure is the same as that
leading up to equation 9.1-5, except that there is no reaction term involving (— r,), since
no reaction occurs in the ash layer. The result corresponding to equation 9.1-5 is

2
D, (‘? Ay Eﬂ)z 9a (9.1-17)

or? r or ot

Equation 9.1-17 is the continuity equation for unsteady-state diffusion of A through the
ash layer; it is unsteady-state because ¢, = ca(r, v To Smplify its trestment further, we
assume that the (changing) concentration gradient for A through the ash layer is established
rapidly relative to movement of the reaction surface (of the core). This means that for an
instantaneous “snapshot,” as depicted in Figure 9.3, we may treat the diffusion as steady-
state diffusion for a fixed value of r.;i.e., cy = c,(r). The partial differential eqation,

i
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Control volume

r, cp (inner surface) Bulk gas (cp,)

r +dr, cp + dcp (outer) Gas film

Exterior surface
(CAs)

Ash layer

Core surface
(CA ) X .
Unreacted core ¢ Figure 9.3 Sphericd paticle for Example 9- 1

91-17, then becomes an adnay dffaetid equaion, with dca/dt = 0

d2CA 2 dCA __

The asumption mede is cdled the quas-desdy-date gopraximetion (QSSA). It is vdid

here mainly because of the great difference in densities between the reacting species

(gesous A ad lid B). For ligudsdid sydems this simplification canat be mede
The solution of eguation 9.1-17 is then dotained from a two-dep procedure

Step (1): Solve equation 9.1-18 in which the variables are ¢, and r (t and r, are fixed).
This resits in an expresson for the flux of A, N, as afundion of r,; Ny, in tum, is
rdaed to the rete of reection & r,.

Sep (2): Use the result of dep (1), together with equetions 9.1-7 and -8 to odtain ¢ = #(r,),
which can be traddaed to the dedred redult, ¢ = t(fg). In this dep the vaiddes ae ¢
andr,.

In gep (1), the sdlution of equaion 91-18 requires two boundary condiions each of
which can be eqressed in wo ways oe of thee ways inroduces the other two rde
proceses equating the rae of diffuson of A to the rate of trangoort of A & the patide
uface (equetion 9.1-11), and dso the rae of diffuson a the core surfece to the rae of
reection on the surface (9.1-20), rexpectivdy. Thus

ac
atr =R N, =D, (a—:LR _ kagleag = Cay) (9.1-11)
or CA = Cas (9.1-19)
J
atr =r, Ny =D, (&) — kyCae (9.1-20)
ar r=re
OF  cp - Cac (9.1-21)

whae k,, is the rae condant for the firgd-order surface reaction, with the rae of reaction
gven by

(—Ry) = 4mrkks,ca, (9.1-22)

= 4ar¥(—ry,) (9.1-22a)
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where the total rate (for the particle) (—R,) isinmol s71, k4, isin ms™1, and the spe-
cific rate (—ra,), normalized with respect to the area of the core, is in mol m~2 s~!, The
solution of equation 9.1-18, to obtain an expression for c,, for use in equation 9.1-22, is
sraightforward (but tedious), if we use the subdtitution y = dc,/dr. We integrate twice,
first to obtain dc,/dr and second to obtain ¢, using the boundary conditions to evaluate
the integration constants, and eliminate ¢, to obtain ¢, .. The first integration, together
with equation 9. 1- 11, results in

dcy kAng 1
o ", ‘e W @

€

Integration of (A), together with equation 9.1-21, gives

kagR* 1 1
= + - — - B
€A = Cact P & cAs)(rc 2 (B)

Applying equation (A) a the surface of the core (r = r,), together with equation 9.1-20,
we obtain one expression for ¢, in terms of ¢, .

Cas = Cag = (kngrolkp RY)ca, (C)

Similarly, from equation (B), together with equation 9.1-19, at the particle surface, we
obtain  another  expression:

kpgR2 (1 1)
Cas = Cap+ ——(Cae —CaAI|— — = D)
As Ac De Ag As . R
On eimination of c,, from equations (C) and (D), and substitution of the resulting expres-
son for ¢, in equation 9.1-22, we obtain, with rearrangement,

dmcy,

1 +R—r.C+ 1
kAgR2 D,Rr. = ky,r?

(=Ry)

(9.1-23)

This is the end of step (1), resulting in an expression for (—R,) in terms of (fixed) r,.

In step (2) of the solution of equation 9.1-17, we dlow the core surface, fixed in step
(1), to move, and integrate the continuity equation for B, using the first part of equation
9.1-6. For this purpose, we substitute both equations 9.1-23 and 9.1-6, the latter written in
the form

dnB

(=Rp) = — ?

d 4 dr
= ~q(Pen3 D) = —4mpy, it (9.1-24)

into the stoichiometric relation 9.1-8a, resulting in

2 2
PBm Te 1 re 1
= —PBm +—r, - )+ — 9.1-25
Y= T hea {kAng D, (’C R) km}d’c (9.1-29)

Integration of equation 9.1-25, from ¢ =0, r, = R to t, r,, results in

3 2 3
_ PR 1 (1 R 13 eVl Lfj_r
t_bcAg[3kAg[1 (R”“Lépe[l 3<R)+2(R)]+kAsl R
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We can eliminate r, from this equation in favor of fg, from arelation based on the
shrinking volume of a sphere:

_ 3
=BT (r_) (9.1-27)

to obtain

bca,

_ PemR _f1_3__ R 1 - - £ 213 - _l_[ - (1 = 1/3}

(9.1-28)

If we denote the time required for complete conversion of the particle (fz = 1) by 1,
then, from equation 9.1-28,

_eeR( 1R 1 _
f e (3kAg Y0 T (9.1-29)

t; is a kinetics parameter, characteristic of the reaction, embodying the three parameters
characterigtic of the individual rate processes, kag: D,, and ky,, and paticle size, R

Equations 9.1-28 and -29 both give rise to specid cases in which dther one term (i.e,
one rate process) dominates or two terms dominate. For example, if D, is small com-
pared with either k,, Or k,,, this means that ash-layer diffusion is the rate-determining
or controlling step. The value of ¢ or 1, is then determined entirely by the second term
in each equation. Furthermore, since each term in each equation refers only to one rate
process, we may write, for the overdl case, the additive relation:

t = |t(film-masstransfer  control) +  t(ash-layer-diffusion  control)
(9.1-30)
+ t(surface-reaction-rate control)

and similarly for #; .

For the gtuation in Example 9-1, derive the result for #(fg) for reaction-rate control,’ that
is, for the surface reaction as the rate-determining step (rds), and confirm that it is the

‘As noted by Froment and Bischoff (1990, p. 209), the case of surface-reaction-rate control is not consistent
with the existence of a sharp core boundary in the SCM, since this case implies that diffusional transport could
be dow with respect to the reaction rate.
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SOLUTION

same as the corresponding part of equation 9.1-28. (This can be repeated for each of the
two other cases of single-process control, gas-film control and ash-layer control (the latter
requires use of the QSSA introduced in Example 9-1); see problem 91 for these and dso
the comment about other cases involving two of the three processes as “resistances.)

Referring to the concentration profiles for A in Figure 9.2, we redize that if there is no
resistance to the transport of A in either the gas film or the ash layer, ¢, remains constant
from the bulk gas to the surface of the unreacted core. That is,

CAg - cA.Y — CAC
and, as a result, from equation 9.1-22,
(=Ry) = kAs(47Trg)CAg

Combining this with equation 9.1-24 for (—Rg) and equation 9.1-8a for the stoichiometry,
we obtain

~47r pg,r2(dr Jdf) = bkAs(477'rf)cAg

c

or
at = _(me/bkAsCAg)drc

Integration fromr, = Ratt=0tor, at t resultsin

t = t)(1~rJR)

fll~ (1= f3)") (9.1-31)

from equation 9.1-27, where the kinetics parameter ¢,, the time required for complete
reaction, is given by

ty = PonRIbkascag (9.1-31a)

These results are, of course, the same as those obtained from equations 9.1-28 and -29 for
the specia case of reaction-rate control.

9.1.2.3.2. Smmayof #(fg) for various shapes. The methods used in Examples 9-1
and 9-2 may be applied to other shapes of isotherma particles (see problems 9-1 to 9-3).
The results for spherica, cylindrical, and flat-plate geometries are summarized in Table
9.1. Theflat plate has one face permeable (to A) as in Figure 8.10(a), and the variable
1, corresponding to r,, is the length of the unreacted zone (away from the permeable

face), the totd path length for diffuson of A and reaction being L. For the cylinder, the
symbols . and R have the same significance as for the sphere; the ends of the cylinder

are assumed to be impermeable, and hence the length of the particle is not involved in
the result (alternatively, we may assume the length to be >>r ).

In Table 9.1, in the third column, the relation between f; and the particle size pa-
rameters (second column), corresponding to, and including, equation 9.1-27, is given
for each shape. Similarly, in the fourth column, the relation between t and fz, corre-
sponding to, and including, eguation 9.1-28 is given.
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Table 9.1 SCM: Summary of ¢(fg) for various shapes of particle’

Particle Size fe(size
shape parameters parameters) tH(fs)
1
flat plate length 1-4 p]Z"—LfB =t ;Z;B + %)
(one face 1 (of zone Cag  \RAs e As
permeable) unreacted)
L (of
particle)
2
. . . pemR | fa R 1 172
cylinder radius 1- = [ + S[fa +(1 - )+ —1-0A-f)
(ends r, (of core oR beag | 2kag 4D ks
sealed) unreacted)
R (of
particle)
3
Te PenR | fo R 213 1 3
sphere same as for I- <—) [ + —[1—3(1 7+ 21- ) H— -0 = fa)
cylinder R bCAg 3kAg 6D, As
(9.1-28)
! Reation: A(g! ¢ BB(s) — product  (9),(g)]; first order with respect to A a core surface.

Particle(B): constant-size (Z, R constant); isothermal.
For #; (time for complete reaction of particle), st fz = 1; [(1
Symbols: see text and Nomenclature.

fs) In(1

f8) = 0].
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For each shape and each rate-process-control specid case in Table 9.1, the result for
t, may be obtained by setting fz = 1. For the cylinder, in the term for ash-layer diffusion,
it may be shownthat (1 f3)In (1~ f3) — 0 as fz — 1 (by use of L’'Hépital’s rule).

9.1.2.3.3. Rate-process parameters; estimation of k,, for spherical particle. The
three rate-process parameters in the expressions for #( f3) (k,,, D,, ad k), may each
require experimental measurement for a particular situation. However, we consider
one correlation for estimating kag for spherical particles given by Ranz and Marshall
(1952).

For a free-falling spherical particle of radius R moving with velocity  relative to a
flud of densty p and viscosity w, and in which the molecular diffusion coefficient (for
species A) is D,, the Ranz-Marshall correlation relates the Sherwood number (Sh),
which incorporates k, ., to the Schmidt number (Sc) and the Reynolds number (Re):

Sh =2 + 0.6Sc'”Rel”? (9.1-32)

That is,
2Rkp,/Dp = 2+ 0.6(uu/pDy)"*(2Ruplp)"? (9.1-33)

This correlation may be used to estimate kag given sufficient information about the
other quantities.

For a given fluid and relative velocity, we may write equation 9.1-33 so as to focus on
the dependence of k, . 0N Ras a parameter:

K K
kag - 7t s (9.1-39)

where K, and K, are constants. There are two limiting cases of 9.1-34, in which the
first or the second term dominates (referred to as “small” and “large’ particle cases,

respectively). One consequence of this, and of the correlation in general, stems from

reexamining the reaction time #( f; ), as follows.

In Table 9.1, or equations 9.1-28 and -29 for a sphere, k,, appears to be a constant,
independent of R Thisisvalid for a particular value of R However, if Rchanges from
one paticle size to another as a parameter, we can compare the effect on #(fg) of such
a change.

Suppose, for simplicity, that gasfilm mass transfer is rate controlling. From Table 9.1,
in this case, for a sphere,

PR /B .
t_ —3bcAgkAg (9.1-35)
= Penlfs " i .
= 3 beadks (“small” particle) (9.1-35a)
— meR3/2fB (13 ] H o
= ——stAgsz (“large” particle) (9.1-35b)

from equation 9.1-34. Thus, depending on the particleregion of change, the dependence
of ¢ on Rfrom the gas-film contribution may be g2 or R372,

The significance of this result and of other factors in identifying the existence of a
rate-controlling process is explored in problen 9-4.
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9.1.3 Shrinking Particle

SOLUTION

9.1.3.1 General Considerations

When a <olid paticle of species B reacts with a gaseous species A to form only gaseous
products, the solid can disappear by developing interna porosity, while maintaining
its macroscopic shape. An example is the reaction of carbon with water vapor to pro-
duce activated carbon; the intrinsic rate depends upon the development of sites for

the reaction (see Section 9.3). Alternatively, the solid can disappear only from the
surface so that the particle progressively shrinks as it reacts and eventually disap-
pears on complete reaction (fg = 1). An example is the combustion of carbon in

air or oxygen (reaction (E) in Section 9.1.1). In this section, we consider this case,
and use reaction 9.1-2 to represent the stoichiometry of a general reaction of this
type.

An important difference between a shrinking particle reacting to form only gaseous
product(s) and a constant-size particle reacting so that a product layer surrounds a
shrinking core is that, in the former case, there is no product or “ash” layer, and hence
no ash-layer diffusion resistance for A. Thus, only two rate processes, gas-film mass
transfer of A, and reaction of A and B, need to be taken into account.

9.1.3.2 A Simple Shrinking-Particle Model

We can develop a simple shrinking-particle kinetics model by taking the two rate-
processes involved as steps in series, in a treatment that is simpler than that used for
the SCM, dthough some of the assumptions are the same

(1) The reacting particle is isothermal.
(2) The particle is nonporous, so that reaction occurs only on the exterior surface.
(3) The surface reaction between gas A and solid B is first-order.

In the following example, the treatment is illustrated for a spherical particle.

For a reaction represented by A(g) + #B(s) ~— product(g), derive the relation between time
(t) of reaction and fraction of B converted (f), if the paticle is spherical with an initial
radius R,, and the Ranz-Marshdl correlation for ks (R) is vaid, where R is the radius a
¢t. Other assumptions are given ahove.

The rate of reaction of A, (— R,), can be expressed independently in terms of the rate of
transport of A by mass transfer and the rate of the surface reaction:

(—Ry) = kag(RMATR (cpy = cay) (9.1-36)
(—Ry) = ko 4mRcp, (9.1:37)
The rate of reaction of B is (cf. equation 9.1-24)

(= Rg) = —4mpg,, R*(dR/dr) (9.1-39)
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d (- Ry)and (~ Rp) are related by
(—=Rg) = b(—R,) (9.1-8a)
We diminate (—R,), { —Rg) ad c,, (concentration a the surface) from these four equa

tions to obtain a differential equation involving dR/d¢, which, on integration, provides the
desred relation. The equation resulting for dR/d: is

dR _ bcay/pm
Frie ﬁ 9.1-39)
kAg(R)

which leads to
R

— me j 1 1

t = — dR
bcAg lkAg(R) ]
R

_ PBm ’ Kl K2 L 9.1-40
bcAg,[ {(R + R1/2) kAJdR (9.1-40)

from equation 9.1-34. For simplicity, we consider results for the two limiting cases of
equation 9.1-34 (ignoring K,/RY? or K,/R), as described in Section 9.1.2.33.
For small particles, integration of 9.1-40 without the term K,/R'? resllts in

penR, [ R, (R)2 1 [ R]
=2mo )|+ —|1- 5 (9.1-41)
bep, | 2K, R, kas R,
or, since, for a spherical particle
fa =1 = (RIR,)? (9.1-42)

_ PemR, 1 _ g2B [ PR 1/3“ }
bdlﬂf)]mbaﬁ) (9.143)

bey,

The time ¢, for complete reaction (fg = 1) is

_ PonRo (R, | 1 _
4 = beag (2K1 + kAs) (9.1-44)
For large particles, the corresponding results (with the term K;/R in equation 9.1-40
dropped) are
me ) 2R1/2 _ £ o2 _1_[ _£:| _
bcAg [ A 1 R + T 1 R (9.1-45)
me [

231;(1;2 [1_ (1= f)l? lé; E -1 - f)? ” (9.1-46)

bCAg
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_ PemRo (2R 1 9.1-47
tl - bcAg <3K2 + kAS ( ' )

Corresponding equations for the two specid cases of gasfilm masstransfer control
and surface-reaction-rate control may be obtained from these results (they may aso be
derived individually). The results for the latter case are of the same form as those for
reaction-rate control in the SCM (see Table 9.1, for a sphere) with R, replacing (con-
stant) R (and (variable) R replacing r, in the development). The footnote in Example
9-2 does not apply here (explain why).

9.2 GASLIQUID SYSTEMS

921 Examples of Systems

Gas-liquid reacting systems may be considered from one of two points of view, de-
pending on the purpose of the reaction: (1) as a separation process or (2) as a reaction
process.

In case (1), the reaction is used for the removal of an undesirable substance from a
gas dream. In this sense, the process is commonly referred to as “gas absorption with
reaction.” Examples are removal of H,S or CO, from a gas stream by contact with an
ethanolamine (e.g., monoethanolamine (MEA) or diethanolamine (DEA)) in agueous
solution, represented by:

H,S(g) + HOCH,CH,NH,(MEA,¢) - HS- + HOCH,CH,NH{ (A)
CO,(g) + 2(HOCH,CH,),NH(DEA, ¢) - (HOCH,CH,),NCOO~ + (HOCH,CH,),NH;
(B)

In case (2), the reaction is used to yield a desirable product. Examples are found in
the manufacture of nitric acid, phenol, and nylon 66, represented, respectively, by:

3NO,(g) + H,O(f) » 2HNO,(¢) + NO(g) ©

C,Hy(6) + (312)0,(g) — CsH,COOH + H,0 o)
C¢H;COOH + (1/2)0, —» C;H;OH + CO,

CsHyp(6) + O,(g) — adipic acid (E)

The types of reactors and reactor models used for such reactions are considered in
Chapter 24. In this chapter, we are concerned with the kinetics of these reactions, and
hence with reaction models, which may have to include gasliquid mass transfer as well
as chemicd reaction.

Similar to the case of gas-solid reactions, we represent the stoichiometry of a gas-
liquid reaction in a model or generic sense by

A(g) + bB(9 - products (9.2-1)

B(9 may refer to pure liquid B or, more commonly, to B dissolved in aliquid solvent.
Furthermore, we assume throughout that B(9 is nonvolatile; that is, B occurs only in
the liquid-phase, whereas A may be present in both phases. This assumption implies
that chemical reaction occurs only in the liquid phase.

In the treatment to follow, we first review the two-film model for gas-liquid mass
transfer, without reaction, in Section 9.2.2, before considering the implications for ki-
netics.in Section 9.2.3.



240 Chapter 9: Multiphase Reacting Systems

922 TwoFiIm MassTrander Modd for GasLiquid Sysems

Consder the trangport of gaseous species A from a bulk gas to a bulk liquid, in which it
has a measurable solubility, because of a difference of chemicad potentid of A in the two
phases (higher in the gas phase). The difference may be manifested by a difference in
concentration of A in the two phases. At any point in the system in which gas and liquid
phases are in contact, there is an interface between the phases. The two-film model
(Whitman, 1923; Lewis and Whitman, 1924) postulates the existence of a stagnant gas
film on one side of the interface and a stagnant liquid film on the other, as depicted
in Figure 9.4. The concentration of A in the gas phase is represented by the partial
pressure, p,, and that in the liquid phase by c,. Subscript i denotes conditions at the
interface and 8, and 8, are the thicknesses of the gas and liquid films, respectively. The
interface is real, but the two films are imaginary, and are represented by the dashed
lines in Figure 94; hence, 8, and 5, are unknown.
In the two-film model, the following assumptions are made:

(1) The two-film model is a steady-state model; that is, the concentration profiles
indicated in Figure 9.4 are established instantaneously and remain unchanged.

(2) The steady-state transport of A through the stagnant gas film is by molecular
diffusion, characterized by the molecular diffusivity D,,. The rate of transport,
normaized to refer to unit area of interface, is given by Fick's law, equation 8.5-4,
in the integrated form

Na = Dag(Pa = Pai)/RTS, (9.2-2)
= kag(Pa  Pa)) (9.2-3)

where N, is the molar flux of A, mol m=2 s~ and ka, is the gasfilm mass transfer
coefficient  defined by

kag = Da,/RTS, 9.2-9)

and introduced to cover the fact that &8, is unknown.

(3) Similarly, the transport of A through the liquid film is by molecular diffusion,
characterized by D,,, and the flux (the same as that in equations 9.2-2 and -3 at
Steady-state)  is

Np = Daglcai = ca)/8, (9.2-5)
= knadca;i  €a) (9.2-6)

12

Bulk gas

Bulk liquid
PAi
A

prc=0 | I Figure 94 Twofilm modd (profiles) for mess
Gas film —3 LLiquid film trander of A from ges phase to liquid phase (no
g—e interface reactl On)
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where the liquid-film mass trandfer coefficient is defined by
kag = Dadd; (9.2-)
(4) There is equilibrium at the interface, which is another way of assuming that there

is no resistance to mass transfer at the interface. The equilibrium relation may
be expressed by means of Henry's law:

pa; = Hpcn; (9.2:8)
where H, is the Henry's law congtant for species A.

The rate of mass transfer of A may aso be characterized in terms of overall mass
transfer coefficients K, and K , , defined by

Ny = KAg(pA = PA) (9.2-9)
= Kadch = ca) (9.2-10)

where p, is the (fictitious) partial pressure of A in equilibrium with a liquid phase of
concentration c,

Pa = Hpca (9.2:11)

and, correspondingly, ¢} is the liquid-phase concentration of A in equilibrium with a
gas-phase partial pressure of p,,

Pa = Hpch (92-12)

Ky, and K, may each be related to k,, and k4, From equations 9.2-3, -6, and -9,

L1 L Hy 9.2-13

Kag  kag  Kae ( )
and from equations 9.2-3, -6, and -10,

S (9.2-14)

Kpae  Hpkpg+ kag

Each of these last two equations represents the additive contribution of gas- and
liquid-film resistances (on the right) to the overall resistance (on the left). (Each mass
transfer coefficient is a “conductance” and its reciproca is a “resistance”)

Specid cases arise from each of equations 9.2-13 and -14, depending on the relative
magnitudes of k,, and k,,. For example, from equation 9.2-13, if 4, is relatively large
SO that 1k, << Hplkae then K, (and hence N, ) is determined entirely by kg, and
we have the situation of “liquid-film control.” An important example of thisis the situ-
ation in which the gas phase is pure A, in which case there is no gas film for A to diffuse
through, and k,, - . Conversely, we may have “gas-film control.” Similar conclu-
sions may be reached from consideration of equation 9.2-14 for K, In ether case, we
obtain the following results:

Ny = kalpalHa = c,); liquid-film control (9.2-15)

Ny = kag(pa = Hy c,); gas-film control (9.2-16)
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923 Kindics Regmes for Two-Film Modd

9.2.3.1 Classification in Terms of Location of Chemical Reaction

The rate expressions developed in this section for gas-liquid systems, represented by
reaction 9.2-1, are al based on the two-film model. Since liquid-phase reactant B is
assumed to be nonvolatile, for reaction to occur, the gas-phase reactant A must enter

the liquid phase by mass transfer (see Figure 9.4). Reaction between A and B then

takes place at some “location” within the liquid phase. At a given point, as represented
in Figure 9.4, there are two possible locations: the liquid film and the bulk liquid. If the
rate of mass transfer of A isrelatively fast compared with the rate of reaction, then A
reaches the bulk liquid before reacting with B. Conversely, for arelatively fast rate of

reaction (“instantaneous’ in the extreme), A reacts with B in the liquid film before it
reaches the bulk liquid. Since the intermediate situation is aso possble, we may initidly

classify the kinetics into three regimes:

(1) Reaction in bulk liquid only;
(2) Reaction in liquid film only;
(3) Reaction in both liquid film and bulk liquid.

We treat each of these three cases in turn to obtain, as far as possible, anaytical or
approximate analytical rate expressions, taking both mass transfer and reaction into
account. Each of these cases gives rise to important subcases, some of which are de-
veloped further, and some of which are left to problems at the end of the chapter. In
treating the cases in the order above, we are proceeding from specia, relaively simple,
situations to more general ones, the reverse of the approach taken in Section 9.1 for
gassolid  systems.

It is necessary to distinguish among three rate quantities. We use the symbol N, to
represent the flux of A, in mol nv2 s~1, through gas and/or liquid film; if reaction takes
place in the liquid film, N, includes the effect of reaction (loss of A). We use the symbol
(=r4), inmol m~2s7!, to represent the intensive rate of reaction per unit interfacial
area. Dimensionally, (~r,) corresponds to N, but (—r,) and N, are equa only in the
two special cases (1) and (2) above. In case (3), they are not equal, because reaction
occurs in the bulk liquid (in which there is no flux) as well as in the liquid film. In this
case, furthermore, we need to distinguish between the flux of A into the liquid film at
the gas-liquid interface, N, (z = 0), and the flux from the liquid film to the bulk liquid,
N4(z = 1), where z is the relative distance into the film from the interface; these two
fluxes differ because of the loss of A by reaction in the liquid film. The third rate quantity
iS( —7a);, I Mol m=3 571 the intrinsic rate of reaction per unit volume of liquid in the
bulk liquid. (=r,) and (= r,);,, are related as shown in equation 9.2-17 below.

9.2.3.2 Reaction in Bulk Liguid Only; Relatively Slow Reaction

If chemical reaction occurs only in the bulk liquid, but resistance to mass transfer of
A through gas and liquid films is not negligible, the concentration profiles could be as
shown in Figure 95. This is essentidly the same as Figure 94, except that a horizontal
line is added for cg.

We assume that the reaction is intrinsicaly second-order (first-order with respect to
each reactant), so that

Npy = (-71a) = (—radimda; = (kala)cacy = kpcpcy (9.2-17)
where, for consistency with the units of (—r,) used above the interfacid area a; (eg.,

m? (interfacial area) m~3 (liquid)) isintroduced to relate (—r,) to (=74 )i, (in Mol m=3
(liquid) s~1.
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" Gas film —* Y Liquid film tively slow reaction A(g) + bB(9 - products

g-¢ interface (nonvolatile B)

Since the system is usually specified in terms of p, and cg, rather than ¢, and cg, we
transform equation 9.2-17 into a more useful form by elimination of ¢, in favor of pa;
¢, then becomes a dependent variable.

Since the three rate processes

Mass transfer of A through gas film
Mass transfer of A through liquid film
Reection of A and B in bulk liquid

are in series, the steady-state rate of transport or reaction, Ny or (—r,), is given inde-
pendently by equations 9.2-3, -6, and -17, a fourth relation is the equilibrium connection
between p4; and c,; given by Henry’s law, equation 9.2-8. These four equations may
be solved simultaneously to eliminate c,;, pa;» @d ¢y (in favor of p, to represent the
concentration of A) to obtain the following result for (—r,):

PA
) = (9.2-18)
(=ra) __1_ + ﬂ + Hy

kag kae Kacs

The summation in the denominator represents the additivity of “resistances’ for the
three series processes. From 9.2-17 and -18, we obtain ¢, in terms of p, and cp:

Pa (9.2-182)

Cpa —
1 H
k’C '——+"—A‘ +HA
A B<kAg kAf)

Three special cases of eguation 9.2-18 arise, depending on the relative magnitudes of
the two masstransfer terms in comparison with each other and with the reaction term
(which is aways present for reaction in bulk liquid only). In the extreme, if al mass-
transfer resistance is negligible, the situation is the same as that for a homogeneous
liquid-phase reaction, (-r,);,, = kacacp-

If the liquid-phase reaction is pseudo-first-order with respect to A (cg constant and
> CA),

(—ra) = (—ra)inda; = (kACB)CA = kch (9.2-17a)

where kX = kiycg = kycpla;. Equations 9.2-18 and -18a apply with kjcp replaced
by k4.
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9233 Reaction in Liquid Film Only, Relatively Fast Reaction

9.2.3.3.1. Instantaneous reaction. If the rate of reaction between A and B is so high
as to result in instantaneous reaction, then A and B cannot coexist anywhere in the
liquid phase. Reaction occurs at some point in the liquid film, the location of which is
determined by the relative concentrations and diffusivities of A and B. This is shown as
areaction “plane” in Figure 9.6. At this point, ¢, and ¢ both become zero. The entire
process is masstransfer controlled, with A diffusing to the reaction plane from the bulk
gas, first through the gas film and then through the portion of the liquid film of thickness
8, and B diffusing from the bulk liquid through the remaining portion of the liquid film
of thickness 8, — 8.

The three diffusion steps can be treated as series processes, with the fluxes or rates
given by, respectively,

Ny - kAg(pA Pai) (9.2-3)
D ¢
Ny = _;’{(CAI' ~0)= s INCIY 0-219)
D )
Ng = B¢ —0) = 9.2-20
B 5,— 6 (cg = 0) 8,5 kpecn ( )

The first part of equation 9.2-19 corresponds to the integrated form of Fick’s law in
equation 9.2-5, and the second part incorporates equation 9.2-7; equation 9.2-20 applies
in similar fashion to species B. The rates N, and Ny are related through stoichiometry
by

NB = bNA (9.2'203)
and the concentrations p,; and c,; are related by Henry's law:

Findly, the liquid-phase diffusivities and masstransfer coefficients are related, as a con-
sequence of equation 9.2-7, by

kAf/kBe = DAe/DBe (92'21)
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pe=0 Figure 9.6 Two-film model (profiles) for in-
Gas film —3 L Liguid fim stantaneous reaction A(g) + bB(£) — products
g-t interface (nonvolatile B)
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These six governing equations may be solved for N, with éimination of pa; cai Np, kg
and §,/8 to result in the rate law, in terms of (= r,) = Na,

‘ Pat 5 Cs

or

(=1s) (9.2-22a)

1
2N
Sa
'U
>
+
=
»>
o~
o>
()
~——

pa , Dge .
Kag (HX + D_MECB) (9.2-22b)
The last two forms come from the definitions of K, and K, in equations 9.2-13 and
-14,  respectively.

Two extreme cases of equation 9.2-22 or -22a or -22b arise, corresponding to gas-
film control and liquid-film control, similar to those for mass transfer without chemica
reaction (Section 9.2.2). The former has implications for the location of the reaction
plane (at distance § from the interface in Figure 9.6) and the corresponding value of cg.
These points are developed further in the following two examples.

What is the form of equation 9.2-22 for gasfilm control, and what are the implications

for the location o the reaction plane (value o 6) and cp (and hence for (—r,) in equation
9.2-22)?

In Figure 9.6, the position of the reaction plane a distance & from the gasliquid interface
is shown for a paticular value of cg. If c¢p changes (as a parameter), the position of the
reaction plane changes, & decreasng a cp increases. This may be redized intuitively from
Figure 9.6, or can be shown from equations 9.2-20, -20a, and -22a. Elimination of N, and
Np from these three equations provides a relation between § and cp:

Dy¢Dygcp

- (A)
KAg (DAfpr + DBfHACB)

6=8€

from which

9 _ _ D} Dyebpa
vj
Icn Ky, (Dacbpa + DpeHacg)

<0 (B)

That is, & decreases as cp increases. & can only decrease to zero, since the reaction plane
cannot occur in the gas film (species B is nonvolatile). At this condition, the reaction plane
coincides with the gasliquid interface, and p,;, ca;, ad cg (@ the interface) are al zero.
This corresponds to gasfilm control, since species A does not penetrate the liquid film.
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SOLUTION

The value of ¢g in the bulk liquid is the largest value of ¢y that can influence the rate of
reaction, and may be designated cp .. From equation (A), with & = 0, and 8, = Dye/kay,
equation  9.2-7,

KAgDAebPA
DBf kAe - KAgHA (92-23)
= kAgpr/ka

CB, max =

if we use the condition for gas-film control, from equation 9.2-13, 1/k, ,>> H/k, OF
kne>> Hy kp,, 5O that Ky = kg, together with equation 9.2-21 to eliminate Dy, Dy,
and kpe in favor of kg,

To obtain (—r,) for gasfilm control, we may substitute CB,ma from equation 9.2-23
into equation 9.2-22, and again use ky, > Hpky,, together with equat|on 9.2-21:

(=7a) = kagPas CB = Cp oy (9.2-24)

Thus, when ¢g = g pqy the rate (—r,) depends only on p,.

This result also has implications for (—r, ) given by equation 9.2-22. This equation
applies as it stands only if ¢y < ¢ ... For higher vaues of cg, equation 9.2-24 govers.

What is the form of equation 9.2-22 for liquid-film control?

For liquid-film control, there is no gasphase resistance to mass transfer of A. Thus, in
equation 9.2-14, 1/ky, >>1/Hpky,, and Ky, = ky,, SO that equation 9.2-22b may be
written

Dp,H, cp \k
(—ry) = (1 4+ ZBE A_i)ﬂ (9.2-25)
A Dpeb pa HAp

92332 Fast reaction. If chemica reaction is sufficiently fast, even though not ingtan-
taneous, it is possible for it to occur entirely within the liquid-film, but not a a point or
plane. This case is conddered as a specid case of reaction in both bulk liquid and liquid
film in Section 9.2.34. In this situation, Ny = (—r,).

9.2.3.3.3. Enhancement factor E. For reaction occurring only in the liquid film,
whether instantaneous or fast, the rate lav may be put in an dternative form by means
of afactor that measures the enhancement of the rate relative to the rate of physical
absorption of A in the liquid without reaction. Reaction occurring only in the liquid
film is characterized by ¢, — O somewhere in the liquid film, and the enhancement
factor E is defined by

rate of reaction or flux of A
~ maximum rate of mass transfer of A through the liquid film

(=ralkaelea; = ca) = (—rp)lkagca;

1

(9.2-26)




9.2 Gas-lLiquid Systems 247

since cy, = 0 for maximum rate of mass transfer. Thus, in terms of E, the rate law is

(—ry) = kaeEca; (9.2-26a)

The interfacial concentration ¢, can be eliminated by means of equations 9.2-3 and -8
to give

(=1a) :1_%_ (9.2-27)
_ =
Fag | FalE

For an instantaneous reaction, equation 9.2-27 is an alternative to equation 9.2-22. An
expression for E can be obtained from these two equations, and special cases can be
examined in terms of E (see problems 9-11 and 9-12).

9.2.34 Reaction in Liquid Film and Bulk Liquid

The cases above, reaction in bulk liquid only and instantaneous reaction in the liquid
film, have been treated by considering rate processes in series. We can’t use this ap-
proach if diffuson and reaction of A and B ae both spread over the liquid film. Instead,
we consider solution of the continuity equations for A and B, through the liquid film.

Figure 9.7 shows concentration profiles schematically for A and B according to the
two-film model. Initialy, we ignore the presence of the gas film and consider material
balances for A and B across a thin strip of width dx in the liquid film at a distance x
from the gasliquid interface. (Since the gasfilm mass transfer is in series with combined
diffuson and reaction in the liquid film, its effect can be added as a resstance in series)

For A at steady-state, the rate of diffusion into the thin strip at x is equd to the rate
of diffusion out at (x + dx) plus the rate of disappearance within the strip. That is, for
unit  cross-sectional  area,

dey dc, d [dcy
—DAea = -DAe[_dT + ax (Tﬁ‘)dx] + (=rp)mdx
which becomes
d2c
DAe—"—dx; = (=7A)im = 0 (9.2-28)
4—86—->:
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For B, smilaly, we have

2
d ey

DBf dx

(=rg)im = 0 (9.2-29)

Theintrinsic rate of reaction is afunction of ¢, cg, and T

(=ra)ine = ralcar g T) (9.2-30)
and (—r,),, and (—rg),,, are related by
(_rB)int = b(—rA)im (9.1-8)

The boundary conditions for the two simultaneous second-order ordinary differentia
equations, 9.2-28 and -29, may be chosen as

ax=0, cp= cy (9.2-31)
deg )
- =0 (9.2-32)

(consistent with no transport of B through the interface, since B is nonvolatil€)
at x =8y, cp= ca(in bulk liquid) = ¢y (9.2-33)
cg = cg(in bulk liquid) = ¢y, (9.2-34)

Equations 9.2-28 and -29, in general, are coupled through equation 9.2-30, and an-
alytical solutions may not exist (numerica solution may be required). The equations
can be uncoupled only if the reaction is first-order or pseudo-first-order with respect to
A, and exact analytical solutions are possible for reaction occurring in bulk liquid and
liquid film together and in the liquid film only. For second-order kinetics with reaction

occurring only in the liquid film, an approximate analytical solution is available. We
develop these three cases in the rest of this section.

9.2.3.4.1. First-order or pseudo-jr&order isothermal, irreversible reaction with re-
spect to A; reaction in liquid film and bulk liquid For a reaction that is first-order or
pseudo-first-order with respect to A, we have

(—7A)im = kaca (9.2-35)
or
(=7a)im = ka'ca (9.2-35a)

where k' = kacg, which is of the same form as 9.2-35.

Use of either one of these for (—r,),,, has the effect of uncoupling equation 9.2-
28 from -29, and we need only solve the former in terms of A. Thus, equation 9.2-28
becomes:

dZCA -
dx?

Dy, kaca = 0 (9.2:36)



9.2 Gas-Liquid Systems 249

with boundary conditions given by equations 9.2-31 and -33. We solve equation 9.2-28
in dimensionless form by letting

A = cplep; (9.2-37)
and
7= x/8, (9.2-39)
Then equation 9.2-36 becomes
EX _par = 0 (0.2:39)
dz?

where the Hatta number, Ha, is a dimensionless group defined by

Ha = 8y(ka/Da0)"® = (Dacka)lkae (n = 1) (9.2-40)

if we use equation 9.2-7 to eliminate &, The solution of equation 9.2-39 gives the con-
centration profile for A through the liquid film in terms of A and z . The boundary con-
ditions 9.2-31 and -33, in terms of A and z , become

az=0 A=1 (9.2-31a)
atz = 1, A = cpplea; = A, (9.2-33a)
The solution of equation 9.2-39 may be written as
A=K, exp(Haz) + K, exp(-Haz) (9.2-41)
and the integration constants evaluated from the boundary conditions are

K = A, — exp(—Ha)
1~ 2snh (Ha)
x = Sxp(Ha) - A

2 2 sinh(Ha)

Elimination of K; and K, from equation 9.2-41 results in

_ Alsinh(Ha Z) + sinh[Ha(I - Z)] (g 242)

A snh (Ha)

To obtain the steady-state rate of transfer or flux of A into the liquid film, Na(z = 0),
we note that this flux is equal to the rate of diffusion at the gas-liquid interface:

d da
Mate= 0 = Dar(52) = hucen(3) (9.8

=0
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dA/dz is determined by differentiating equation 9.2-42, and evaluating the derivative at
z2=0. Thus,

Ha Cap

Na(z=10) = tanh(Ha) ! ca: cosh(Ha) kaaCai

(9.2-44)

on replacement of A; by ca,/ca;, Where ¢, is the bulk liquid concentration (in Fig-
ure 9.7). Equation 9.2-44 was first obtained by Hatta (1932). It is based on liquid-film
resistance only. To take the gas-film resistance into account and eliminate c,;, we use
equation 9.2-44 together with equations 9.2-3 and -8

Ny = Np(z=0) = kpy(pa  pas) (9.2-3)
cai = PailHa 2-8)
to obtain
Pa — Hycpp
A cosh(Ha) )
Na(z =0) = 1 N H tanh(Ha) (9:2:4)

Specid cases of equation 9.2-45 result from the two extremes of Ha — large and Ha —
0 (see problem 9-13).

Similarly, to obtain N (z = 1), the flux or rate of transfer of A from the liguid film to
the bulk liquid, we evaluate the rate of diffusion at z = 1 from equation 9.2-42:

= 1) = — da _ Ha [, ca
Naz=1)= kA€CAi( P )z=1 = Smh(Ha) [.I o cosh(Ha)| kpca;
_ kAeHa I— CAi _ :I
" tanh(Ha) | cosh (Ha) Cab (9.2-44a)

To eliminate c,; and take gasfilm resistance into account, we again use 9.2-3 and 9.2-8.
Thus, eiminating c,;, pa;,» ad N4 (z = 0) from 9.2-3, -8, -44a, and -45, we obtain the
following rather cumbersome expression:

[ ka, tanh(Ha) Cap
K H iaHa AT cosh(H
Aeid | Aela cosh(Ha)

Ny(z=1) = tanh(Ha) | (Ha)[1 + KngHa tanh(Ha)  CAb

(9.2-45a)

kacHa

Equations 9.2-45 and -45a are used in the continuity equations for reactor models in
Chapter  24.

9.2.3.4.2. Fast first-order or pseudo-first-order reaction in liquid film only. If the
chemical reaction itself is sufficiently fast, without being instantaneous, ¢, drops to
zero in the liquid film, and reaction takes place only in the liquid film, since A does
not reach the bulk liquid. The difference between this case and tha in Section 9.24.3.1
above isin the boundary condition at z = 1; equation 9.2-33a is replaced by

at Z = 11 CAb = O; )\1 = 0 (9-2'33b)
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In this case, the solution of equation 9.2-39 with boundary conditions 9.2-31a and
9.2-33b is

_ sinh[Ha(1 — z)] )
A= ~mh(da) (9. 2-46)

From equation 9.2-46, using equation 9.2-43, we obtain an expression for N (z = 0),
which also represents (- r, ), since al reaction takes place in the liquid film:

Ha
NA(Z = 0) = (*TA) = mkAchi (9.2'47)

and, on elimination of c¢,; by means of equations 9.2-3 and -8 to take the gasfilm resis-
tance into account, as in Section 9.2.34.1,

_ _ Pa ) |
(=7a) 1 Hytanh(Ha) (9.249
kag ks Ha

Comparison of equation 9.2-48 with 9.2-27 shows that, for this case, the enhancement
factor is

E = Ha/ tanh(Ha) (9.2-49)

92343, Fast second-order reaction in liquid film only. For a reaction that is second-
order, firg-order with respect to each of A and B, we have

(—=7a)ine = kacacs (9.2-50)

In this case, an exact analytica solution of the continuity equations for A and B does
not exist. An approximate solution has been developed by Van Krevelen and Hoftijzer
(1948) in terms of E. Results of a numerical solution could be fitted approximately by
the implicit relation

E = ¢/tanhy (9.2-51)
where
£ — E\2
= i 9.2-52
1 Ha(Ei_1> (9.2-52)

E; is the enhancement factor for an instantaneous reaction (see problem 9-11(c)):

(9.2-53)
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and, for a second-order reaction,

Ha = (kaDagcg)?lkpe (n = 2) (9.2-54)

For given vaues of Ha and E;, E may be cdculated by solving equations 9.2-51 and -52
numericaly using the E-Z Solve software (or by trid). The results of such calculations
are shown graphicaly in Figure 9.8, as a plot of E versus Ha with E;, — 1 as a parameter.
Figure 9.8 can be used to obtain approximate values of E.

As shown in Figure 9.8, the solution for E for a fast second-order reaction given by
equation 9.2-51 is bounded by E for two other cases: fast first-order or pseudo-first-
order reaction, given by equation 9.2-49 and instantaneous reaction, given by equation
9.2-53. Thus, from equation 9.2-51, as E; - « for constant Ha, E — Ha/tanh (Ha),
and as Ha — o« for constant E;, E — E, (see problem 9-17). In Figure 9.8, equation
9.2-49 is represented by the diagonal line that becomes curved for Ha < 3, equation
9.2-51 by the family of curved lines between this “diagona” line and the dashed line,
and equation 9.2-53 by the family of horizontal lines to the right of the dashed line. The
dashed line is the locus of points a which E becomes horizontal, and divides the region
for fast second-order reaction from that for instantaneous reaction.

9.2.3.5 Interpretation of Hatta Number (Ha); Criterion for Kinetics Regime

The Hatta number Ha, as a dimensionless group, is a measure of the maximum rate of
reaction in the liquid film to the maximum rate of transport of A through the liquid

103 t T IR B A T T T T
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Figure 98 Enhancement factor, E (Ha E;), for fed gasliquid reection (in ligr
uid film); reaction: A(g) + bBO — products (B nonvolatile)
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film, and as such is analogous to the Thiele modulus ¢ in catalytic reactions (Chap-
ter 8).

This interpretation of Ha may be deduced from its definition. For example, for a first-
order reaction, from equation 9.2-40,

Ha? = &%kAaiCAi §p——— = VikpCa
Dye kaeaica;  aikppca;

(9.2-55)
__maximum rate of reaction or flux in liquid film
~ maximum rate of transport through liquid film

In equation 9.2-55, g is the interfacial area, for example, in m* m~2 (liquid), and v,
is the volume of the liquid film. The rates are maximum rates because c,; is the high-
est value of ¢, in the film (for numerator), and the form of the denominator is con-
sistent with ¢, (bulk liquid) = 0, giving the largest possible driving force for mass
transfer.

Thus, if Ha (strictly, Ha?) > 1, reaction occurs in the liquid film only, and if Ha or
Ha? << 1, reaction occurs in bulk liquid. Numerically, these values for Ha may be set
a about 3 and 0.1, respectively.

Suppose pure CO, (A) a 1 bar is absorbed into an agueous solution of NaOH (B) a 20" C.
Based on the data given below and the two-film model, how should the rate of absorption
be characterized (instantaneous, fast pseudo-first-order, fast second-order), if ¢y = (@ 0.1
and (b) 6 mol L=1'?

Data (Danckwerts, 1970, p. 118, in part): &, = 10,000 L mol~'s~!; D,, = 1.8 X
107 em? s71;k,, = 0.04 cm s71; Dy, = 3.1 X 1075 em? s™1; H, = 36 bar L molt™ !,

The chemica reaction (in the liquid phase) is
CO,4(g) + 2NaOH($) — Na,CO; + H,0

Hence, b = 2.

Since a finite value of the rate constant k, is specified, the reaction is not instantaneous.
The units given for k, indicate that the reaction is second-order, presumably of the form in
equation 9.2-50. To obtain further insight, we celculate velues of Ha and E;, from equations
9.2-54 and 9.2-53, respectively. For E;, since the gas phase is pure CO,, there is no gas-
phase resistance, and c,;= p/H,, from equation 9.2-8, with p,; = p,(=1 bar). The
results for the two cases are given in the following table (together with values of E, as
discussed below)

case cn Ha E;

mol L™! (9.2-54) (9.2-53) (9.2-51) (9.2-49)
(a) 0.1 34 4.1 2.5 34
(b) 6.0 26 187 243 26
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The vaues of Ha are sufficiently large (Ha > 3) to indicate that reaction occurs entirely

within the liquid film. This suggests that we need consider only the two possibilities. fast

second-order reaction and fast pseudo-first-order reaction. From the vaues of Ha and E;

in the table, Figure 9.8 can be used to assess the kinetics model and obtain approximate

values of E. Alternatively, we caculate values of E from equations 9.2-51 and -49 for

o second-order and  pseudo-first-order, respectively, usng E-Z Solve (file ex9-6.msp). The
A results are given in the table above. The conclusons are:

(@ In Figure 9.8, the vaue of E is in the region governed by equation 9.2-5 1 for second-
order kinetics. This is shown more precisdy by the two caculated vaues, 2.5 is only 74%
of the vaue (34) for pseudo-first-order Kinetics.

(b) The relatively high value of ¢ suggests that the reaction may be pseudo-first-order
(with respect to A), and this is confirmed by Figure 9.8 and the caculations. In the former,
E isvirtualy on the diagona line representing egquation 9.2-49, and from the latter, the

Reaction: A(g) + bB(£) — Products (B is nonvolatile)

[ 1 1
Reaction in bulk liquid onIyJ Reaction in bulk liquid and liquid film Reaction in liquid film onIyJ
| (no analytical solution in general) 1
] ,:l::l i::l
"Slow" second-order reaction | 1 Using E Not using E
(9.2-17) 15t order or pseudo-15t Other cases I
| order (9.2-35, 9.2-35a)
From equation 9.2-18: (~rp) = kpyEcp; (9.2-26a) Equation 31;2-23
P N (z=0): 9.2-45 )= —FA_ 9.007) cn = PePA
ra) = m Np(z=1):9.2-45a AT , Ha Bomax = T
T kp,  knE l m— —
kAg kAI kA o] Ag I Al
I | 1 CB < CB, max
L Special cases J {Fast reactiol—l I Instant. reaction from eqn. 9.2-22
T Dy Hpcg
PAt—p——
| 1 ry) = Dpb
1%t or pseudo-1°t 2™ order N
orTer {approx. soln) kag  Kn
Equation 9.2-49 Equation 9.2-51 Equation 9.2-56
Ha ] Problem 9-11a
E=—2— E=—t— o8 1 B, max
tanh(Ha) tanh{y) 1+ Deg,Hpcg gas-film control

- T | Dpbpp equation 9.2-24

Ei= kgicg ("rA) = kAgPA
Ha =0 Ha — "large" Equation 9.2-52 1 knh
Ha - E 1 AgoPA

| '//=Ha(2:1E)E |

pa— Hpcp From 9.2-40 I Or equation 9.2-53
NA(Z=0)=NA(2=1)=1—T 1 - Eela D
A 2 uation 9.2-54 i = Behe.
kn. + k—AI Ha = M q 1 ' Dpgbep;
ke kar (kaDaser)?
From 9.2-_45, -45a ) Np (2= U} > (—rp) Ha = _kN—
(mass transfer without reaction) Ny(z=1)>0 L. fim control,

from eqgn. 9.2-53

and cp; = £
* A

E =1+ DBIHACE
Dpbpa

Figure 99 Summary of rate or flux expressions for gasiquid reactions (two-film model)
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(approximate) value of E (24.3) calculated from eguation 9.2-51 is 94% of the (exact)
value (26) caculated from equation 9.2-49 for pseudo-first-order. The simpler form of the
latter could be used with relatively little error.

9236 Summary of Rate Expressons

Application of the two-film modd to a particular type of gas-liquid reaction, repre-
sented by equation 9.2-1, results in a proliferation of rate expressions for the vari-
ous possible cases for which analytical solutions of the continuity equations are ob-
tained here. These are summarized in Figure 9.9, as a branching chart, for conve-
nient reference and to show the structure of their relationship to each other. The
chart is divided at the top into three main branches according to the supposed lo-
cation of chemical reaction, and progresses in individual cases from “slow” reaction
on the left to instantaneous reaction on the right. The equation number from the
text is given aong with the rate expression or other relevant quantity such as E

or Ha. The first expression in the chart for E for an instantaneous reaction is not
given in the text, but is developed in problem 9-11, along with E given by equation
9.2-53.

Note that the enhancement factor E is relevant only for reaction occurring in the
liquid film. For an instantaneous reaction, the expressions may or may not involve E ,
except that for liquid-film control, it is convenient, and for gas-film contral, its use is
not practicable (see problem 9-12(a)). The Hatta number Ha, on the other hand, is not
relevant for the extremes of slow reaction (occurring in bulk liquid only) and instan-
taneous reaction. The two quantities are both involved in rate expressions for “fast”
reactions (occurring in the liquid film only).

9.3 INTRINSIC KINETICS OF HETEROGENEOUS REACTIONS
INVOLVING SOLIDS

The mechanisms, and hence theoretically derived rate laws, for noncatalytic heteroge-
neous reactions involving solids are even less well understood than those for surface-
catalyzed reactions. This arises because the solid surface changes as the reaction
proceeds, unlike catalytic surfaces which usualy reach a steady-state behavior. The
examples discussed here are illustrative.

Gasfication reactions of solids The reactions of solids with gasphase reactants to
form gaseous products are generally described in the same manner as are surface-
catalyzed reactions. The reaction of carbon with water vapor is an example:

C(s) + H,O->H, + CO (9.3-1)

This reaction is important in such processes as the decoking of catdysts, the manufac-
ture of activated carbon for adsorption, and the gasification of carbonaceous materias
for production of hydrogen or fue ges.

A two-step mechanism and resulting rate lav can be developed as follows. Reactive
carbon sites, C* (total number N...), are assumed to exist on the surface of the solid.
These can be oxidized reversbly by water vapor:

ki
C* +H,0 kz C*O+H, @

-]
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where C*O is an oxidized carbon ste. The oxidized ste can then “decompose” to pro-
duce CO(g):

co 3 ¢o(g) @

In addition to CO(g) formation, step (2) exposes a variable number, n, of previoudy
inactive carbon atoms, C, thus producing C* to continue the reaction. The average value
of n is close to unity, so that N.. varies dowly as reaction proceeds.

If elementary rate laws are assumed for each step, and if N is essentially constant
over a short time, a (pseudo-) steady-state rate law can be developed:

., Ne ki kyen,o
= N¢ kego+ kogem, t g

9.3-2)

(Note the similarity to Langmuir-Hinshelwood kinetics.) The rate is expressed on the
basis of the instantaneous number of solid carbon atoms, N. Therate r (measured at
one gas compostion) typicaly goes through a maximum as the carbon is converted. This
is the result of a maximum in the intrinsic activity (related to the fraction of reactive
carbon atoms, N¢./N) because of both a change in N and a decrease in N..

Since both N and N change as the reaction proceeds, r can be expressed as a func-
tion of fractional converson of carbon, f., or of time, f:

ket r(D)en,o0
r) = eff2 Hy 9.3-3)
kchZO + k—chg + k2

where k, . (¢) is atime-dependent rate constant given by

keff (t) = M k1 k2 (9-3‘4)

N¢(?)

Other models dlow for a didribution of site reactivities. Similar considerations apply
for reactions of solidsin liquid solution.

Solid deposition from gas- or liquid-phase reactants: Solid-deposition reactions are
important in the formation of coatings and films from reactive vapors (called chemical
vapor deposition or CVD) and of pure powders of various solids. Examples are:

Si,H, — Si(s) + 3H, (9.3-5)
3TiCl, + 4NH; — Ti;N,(s) + 12HCI (9.3-6)

These are the reverse of gasification reactions and proceed through initial adsorption
of intermediates on an existing solid surface. The kinetics of the deposition and decom-
position of the surface intermediates are often treated in Langmuir-Hinshelwood-type
models, where a dynamic balance of deposition sites is maintained, just as in surface-
catalyzed reactions. Further rearrangements or motion on the surface are often usualy
necessary to form the desired solid (such as in dlicon films where sufficient crystalinity
is required for semiconductor properties), and the kinetics of these arrangements can be
rate controlling. It is thought that decomposition of SiH, surface-intermediate species
to form hydrogen is the rate-limiting step during growth of silicon from disilane in re-
action 9.3-5. Problem 9-18 deds with the kinetics of a CVD reaction.

Solid-solid reactions: Most reactions of one solid with another require the existence
of mobile intermediates, because mixtures of solid particles have very few points of
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contact. At the very least, mobility in one of the solids is required to bring the reactants
together. In the reduction of a metal oxide, MO, by carbon, carbon oxides are thought
to mediate this “solid-state” reaction through the two-step mechanism:

MO(s) + CO = M(s or £} + CO, (1)
co, + C(s) = 2co 2)

This provides a means whereby the gas pressure can influence the kinetics, but these
reactions are sufficiently complex that rarely are mechanistic rate laws used in practice.

9.4 PROBLEMS FOR CHAPTER 9

91

92

93

9-4

95

9-6

97

For an isothemad gphericd patice (a the surrounding bulk-gas temperature) of gpecies B

reacting with gaseous species A & in Example 91, derive the time (f)—conversion (fg) relation

from the SCM for each of the following three cases individudly, and show that additivity of

the three results for ¢ agrees with the overdl result resched in Example 9- 1.

(@ ogasfim mas trander is the rds

(b) suface reaction (firg-order) is the rds, (dready done in Example 9-2)

(©) adhlayer diffuson of A is the rds.

(Any combination of two of the three may be dmilaly consdered to obtan a corresponding

totd time in exh cae)

Repest Example 91 and problen 91 for an isothermd patide of “fla-plat€” geometry rep-

reented in Figure 810, asuming only one face permesble

Repeat Example 91 and problem 91 for an isothermd cylindricad particle of radius R and

length L; assume that only the circumferentid aea is permesble (“ends sedled”).

In the use of the ghrinking-core modd for a gassolid reection, what information could be

obtaned about the posshle exigence of a ratecontrolling sep (gasfilm mass trander or ash-

layer diffuson or suface reaction) from esch of the following:

(@) ¢ for gven fp decreases considerably with incresse in temperature (Series of experiments);

(b) linear relationship between t and fs;

() change of reative fluidpatice velocity;

(d) dfet on t of change of paticde dze (series of experiments).

For a cetan fluidpaticle reection, represented by A(Q) + bB(s) — products, it is proposed

to change some of the operding parameters as follows the patide sze Ry is to be tripled to

R,, and the temperdure is to be increesed from 7, = 800 K to 75, = 900 K. Wha would the

patid pressre (pagp) be if the origind patid pressure (pagi) Was 2 bar, in order that the

fractionl  converson (fg) be unchanged for a given resction time? The patices ae spher-

icd, and reaction rate is contralling for the shrinking-core modd. For the reaction, E4/R =

12,000 K.

For a cetan fluidpatice reaction, represented by A(g) + bB(s) -» products, suppose the

time required for complete reection of cylindicd patides of radius R;, @& T, = 800 K ad

patid pressire pagy, is ;. If it is proposed to use paticles of double the sze & onethird

the patid pressre (Ry, pagz), what should the temperature (T,) be to mantain the same

vdue of #?7 Asume resction control with the dhinking-core modd, and for the reaction,

Es/R = 10,000 K.

An experimentd reactor for a ges<olid reaction, A(g) + &B(s) — products, is used in which

slid paticles are caried continuoudy a a deady flow-rate on a horizontd grale 5 m long and

moving & a condant speed. Pure ges resctant A is in continuous crossflow upward through

the solid particles, which form a relaively thin layer on the moving grate.

(@ For a wolid congding of cylindricd paticles 1 mm in radius, cdculae the vaue of each
oproprigte  kinetics parameter f; (that is for exch appropride term in the expresson
given in Table 9.1), specifying the units, if, & a cetain T and P, fg was 08 when the
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grate moved @ 0.3 m min~!, and 05 when the grate moved & 0.7 m min~!. Clealy state
ay assumptions made.
(b) What is the vdue of each ¢ for 2-mm particles & the same 7 and P?
(c) For the paticles in (b), what is the speed of the grate if fz = 0.92?
9-8 Congder the reduction of relativdly smal sphericd pellets of iron ore (assume pg, = 20 mol
L) by hydrogen & 900 K ad 2 bar patid pressre, as represented by the shrinking-core
mode, and

4H, + Fe304(s) = 4H,0 + 3Fe(s)

(@ Show whether gasfilm resgance is likdy to be dgnificat in compaison with adhlayer
resstance a relaivdly high converson (fz — 1). For diffuson of H,, asume D = 1 cm?
s a 300 K and D o« 732; assume dso that D, = 0.03 cm? s~! for diffuson through the
ah layer. For relatively smdl, freefdling paticles ks, = DR

(b) Repeat (a) for fz— 0.

99 (@ According to the shrinking-paticle modd (SPM) for a gessolid reection [A(g)+bB(s) —
gaseous  products], does ky, for gasfilm mass trandfer incresse or decreese with time of
rection? Judify briefly but quantitatively.

(b) (i) For given cag, fluid propeties and gassolid relative velocity (i), what does the result
in (@ imply for the change of c,, (exterior-suface gasphase concentration of A)
with increasing time? Judtify.

(i) Wha is the vdue of cas & t — 1, the time for complete reaction? Judify.
(i) To illusrate your answers to (i) and (i), draw sketches of a particle together with
concentration profiles of A @ 3times ¢ = 0,0 < ¢ <t, adt — 1.

Assume that the particle is sphericd and isothermd, that both gasfilm mass trandfer resistance

and reaction “resstance’ are dgnificant, and thet the Renz-Marshdl corrddion for ka, is
goplicable. Do not make an assumption about paticle “size  but assume the reaction is first-
order.

910 For a gasliquid reection, represented by 9.2-1, which occurs only in the bulk liquid, the rate
law resulting from the two-film mode, and given by equation 9.2-18, has three specid cases
Write the gpecid form of eguation 9.2-18 for each of these three cases, (@), (), and (c), and
Oescribe what  Stustion eech refers to.

9-11 For A(g + bB(O — products (B nonvolaile) as an indantaneous reaction:

(a) Ohtan an expression for the enhencement factor E (i.e, E;) in tems of obsavable quan-
tities [exclusve of (—ra)]; see Figure 99, equation numbered 9.2-56.

(b) Show E; = 8,/8.

(c) Show, in addition to the result in (a), that

Dygecy

Ei=1+ Dybea;

(9.2-53)

(d Show that the same result for E; for liquid-film control is obtaned from the expressons
in (& and (0).

912 () For the indantaneous reaction A(g) + HB(£) — products, in which B is nonvolatile, it has
been shown that, according to the twodfilm modd, the dgnificance of the reaction plane
moving to the gesliquid inteface (e, & — 0, where § is the disance from the interface
to the plane) is that the gesfilm resdance controls the rate. What is the sgnificance of
this for E;, the enhancement factor?

(b) What is the sgnificance (i) in generd, and (i) for E;, if the reaction plane moves to the
(imaginary) indde film boundary in the liquid phase (e, 8§ — &, the film thickness)?
913 From equations 9245 and 9.2-45a, show the sgnificance of each of the two limiting cases
(a8) Ha— large and (b) Ha— 0.
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For a gasliquid reaction A(g) + bB(9 — products (B nonvolatile), sketch concentration pro-

files for A and B, according to the twofilm modd as in Figures 95 to 9.7, for eaxch of the

following  cases

(@ ingantaneous reaction for (i) gesfilm control and (i) liquidfilm control;

(b) “dow” reaction for (i) gesfilm + reaction control; (i) liquid-film + reaction control; (iii)
reaction control; can there be gasfilm andlor liquidfilm control in this case?

(¢) “fast” reaction in liquid film only.

For the (irreversble) gasliquid reaction A(g) + bB(9 ~— products based on the information

below,

(@ sketch the concentration profiles for hoth A and B according to the twodfilm modd, and

(b) derive the form of the rae law.

The reaction is zero-order with respect to A, and second-order with respect to B, which is

nonvolatile [(- ro)im = kci]. Assume reaction takes place only in the liquid film, that gas-

film masstrandfer redstance for A is negligible and that ¢ is uniform throughout the liguid

phase.

(c) Obtan an expresson for the enhencement factor, E for this cese

(d Obtan an expresson for the Hata number, Ha and reae E and Ha for this case

916 Compae the (dteady-state) removd of species A from a ges stream by the absorption of A in

917

a liquid (i) containing nonvoldive species B such tha the reaction A(g) + bB(9 — products

tekes place, and (i) containing no species with which it (A) can chemicdly react, in the

following ~ ways

(@ Asuming the reaction in case () is indtantaneous, sketch (separately) concentration pro-
files for (i) and (i) in accordance with the two-film modd.

(b) Write the rate law for cae (i) in tems of the enhancement factor (1), and the correspond-
ing form for case ().

(c) Explain briefly, in words, in terms of the film theory, why the addition of B to the liquid
increases the rate of absorption of A in case (i) reaive to tha in case (ii).

(d) What is the limit of the behavior underlying the explanation in (c), how may it be
achieved, and what is the rate law in this Stuation?

An aproximate implicit solution (van Krevden and Hoftijzer, 1948) for the enhancement

fador (E) for a second-order, “fad” gasliquid reaction, A(Q) + bB(O — products (B non-

volatile), occurring in the liquid film, according to the twofilm theory, is given by equations

9251 and -52

(@ Show tha, under a certain condition, this soluion may be put in a form explicit in E (in
tams of Ha ad E;); that is E = E(Ha E;). State what the condition is, and derive the
explicit form from equations 9251 and -52

(b) Confirm the result obtained in (a) for Ha= 100 and E; = 100.

(c) Show whether (i) equation 9.2-49 and (ii) equation 9.2-53 can each be obtained as a
limting case from the result derived in () for “fet” pseudofird-order and indtantaneous
reaction, repectively. (cf. de Sattiagp and Farena, 1970).

9-18 Boron, because of its high hadness and low densty, is important in providing protective

codtings for cutting tools and fibers for use in composite materids. The kinetics of deposition

of boron by CVD from H, and BBr; wes dudied by Haupfear and Schmidt (1994). The overal

reaction is 2BBr; + 3H, — 2B(s) + 6HBr.

(@ Asuming that the reaction occurs on open depostion stes on the growing boron film,
write & many mechanigic seps as possble for this reection.

(b) Write the LH rate law that reslts from a mechanism in which the rds is the reaction of
adorbed H aoms and adsorbed BBri. Asume that the coverages of these species are
given by Langmuir competitive isotherms.

(c) For the proposed rate law in (b), obtan vaues of the adsorption congtants and the surface
rade condant from the following deta obtaned with a depostion temperature of 1100 K
(regression or grgphica techniques may be used). # is the rae of growth of the thickness
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of the film. Comment on how wel the proposed rate law fits the data For example is the
order & high pw, too high (or too low)?

pBBr; = 3.33 Pa PBBr; = 26.7 Pa pn, = 2.67 Pa
pu,/Pa r/ o min~! pn,/Pa ri/ pm min~! PBBr,/Pa ri/wm min™!
042 0.0302 1 .00 01023 212 0.0413
135 0.0481 372 0.2203 372 0.0673
2.86 0.0585 791 02716 791 0.1450
7.62 00721 16.80 04128 1392 0.1787
14.73 0.0889 43.08 04427 24.49 0.1450
26.90 0.0509 62.79 05852 35.69 01023
55.03 0.0359 91.50 0.5458
110.46 0.0192 133.36 0.7736

(d) Propose an improved rate law based on your observations in (c).
9-19 (8 Confirm the indantaneous reaction rate expresson in equation 932 hy suitably applying
the SSH to the two-dep mechanism leading to the equation.
(b) Determine the smplified rate law reslting from the assumption tha dep (2) (C*O de
compogtion) is the rds.
(© Suppose the rate lav r = k,;rch,0fcu, Wes obtaned expeimentdly for resction 9.3-1
Under wha conditions could this rate lav be obtaned from equation 9.3-2? (How does

this k., dffer from tha in 9.3-47)
°§ 9-20 (a) Determine the rate of reaction for a particular gas-liquid reaction A(g) + 2B(¢) =
' products, which is pseudofirg-order with respect to A. The following data are avalable:

H, =300 MPa L mol! ks =450 m* mol~! min~!
Dae = 4.2 X108 cm? 57! kpp = 0.08 ms~!
Dpe= 17X 1075 cm?s™!  kag = 0.68 mol kPa~'m™2s7!

The patid pressure of A is 250 kPa, and the concentration of B is 025 mol L1,
(b) If an enhancement factor can be used for this system, determine its vaue
© If a Hata number is goproprige for this system, determine its vaue.
g 921 A Kkineics dudy was peformed to examine the rae-controlling deps in a gassolid reaction
A governed by the shrinking-core mode:

A(g) + 2B(s) — products(s, 9)

Experiments were conducted with four different Szes of nonporous sphericd  particles  with
the temperature and partid pressure of A kept condant a 700 K and 200 kPa, respectively.
The time to complete reaction, f;, wes measured in each cae and the following daa were
obtained, with pp,, = 2.0 x 10° mol m™3:

paticle radugm: 0005 0010 0015 0020
10751 /s: 231 492 183 11.0

In a spade st of expaiments it was deermined thet the gasfilm mass trandfer coefficient

(kag) Was 9.2 x 1075 5L,

(a) Determine the rate congant for the intrindc surface reaction (kao/m s~!) and the effective
aayer diffuson coeffident for A (D/m? s-1).

(b) Is one process clealy rate limiting? Judtify your answer.

(c) Deermine the time required for 80% converdon of a 0010 m patice given the same
flow conditions, T, and pa used in the kinetics experiments,




Chapter 10

Biochemical Reactions:
Enzyme Kinetics

The subject of biochemical reactions is very broad, covering both cellular and enzymatic
processes. While there are some similarities between enzyme kinetics and the kinetics
of cel growth, cell-growth kinetics tend to be much more complex, and are subject to
regulation by awide variety of external agents. The enzymatic production of a species
viaenzymes in cells is inherently a complex, coupled process, affected by the activity
of the enzyme, the quantity of the enzyme, and the quantity and viability of the avail-
able cdls. In this chapter, we focus solely on the kinetics of enzyme reactions, without
considering the source of the enzyme or other cellular processes. For our purpose, we
consider the enzyme to be readily available in a relatively pure form, “off the shelf,” as
many enzymes are.

Reactions with soluble enzymes are generally conducted in batch reactors (Chapter
12) to avoid loss of the catdyst (enzyme), which is usudly expensive. If steps are taken
to prevent the loss of enzyme, or facilitate its reuse (by entrapment or immobilization
onto a support), flow reactors may be used (e.g., CSTR, Chapter 14). More compre-
hensive treatments of biochemical reactions, from the point of view of both kinetics

and reactors, may be found in books by Bailey and Ollis (1986) and by Atkinson and
Mavituna  (1983).

10.1 ENZYME CATALYSIS

1011 Nature and Examples of Enzyme Catalyss

Enzymes are proteins that catalyze many reactions, particularly biochemical reactions,
including many necessary for the maintenance of life. The catalytic action is usudly very

specific, and may be affected by the presence of other substances both as inhibitors and
as coenzymes.!

1A coenzyme is an organic compound that activates the primary enzyme to a catayticaly active form. A coen-
Zyme may act as a cofactor (see footnote 2), but the converse is not necessarily true. For example, the coenzyme
nicotinamide adenine dinucleotide, in either its oxidized or reduced forms (NAD* or NADH), often participates
as a cofactor in enzyme reactions.

261
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Enzymes are commonly grouped according to the type of reaction catayzed. Six
classes of enzymes have been identified:

(1)  oxidoreductases, which catalyze various types of oxidation-reduction reactions;

(2) transferases, which catdyze the transfer of functiond groups, such as addehydic
or acyl groups,

(3) hydrolases, which catdyze hydrolysis reactions;

(4) isomerases, which catalyze isomerization;

(5) ligases, which, with ATP (adenosine triphosphate) as a cofactor,? lead to the for-
mation of bonds between carbon and other aoms, including carbon, oxygen, ni-
trogen, and sulfur; and

(6) lyases, which cayze the addition of chemicad groups onto double bonds.

Examples of some common enzyme-catalyzed reactions are as follows:
(1) hydrolysis of urea with the enzyme (E) urease
(NH,),CO + H,0 5 CO, + 2 NH, (A)
(the specific nature of the catalytic action is indicated by the fact that urease has

no effect on the rate of hydrolysis of substituted uress, eg. methyl urea);
(2) hydrolyss of sucrose with invertase to form glucose and fructose

E
C;Hy 04 + H,O—2CH,,04 ®»

(3) hydrolysis of starch with amylase to form glucose (this is a key step in the con-
version of corn to fuel-grade ethanol)

(CsHy190s), + nHO 3 nCesH1; 05 ©
(this may also be carried out by acid-catalyzed hydrolysis with HCI, but at a
higher T and probably with a lower yield);

(4) decomposition of hydrogen peroxide in agueous solution with catalase (which
contains iron), an example of oxidation-reduction catalyzed by an enzyme;

2H,0, > 2H,0 + 0, (D)
(5) treatment of myocardial infarction with aldolase;
(6) treatment of Parkinson’s disease with L-DOPA, produced via tyrosinase (Pialis
et a., 1996):
L-tyrosine + 0, = dihydroxyphenylalanine (L-DOPA) + H,O
As amodel reaction, we represent an enzyme-catalyzed reaction by
S+E—->P+E (10.1-1)

where S is a substrate (reactant), and P is a product.

ZA cofactor is a nonprotein compound that combines with an inactive enzyme to generate a complex that is
catayticadly active. Metd ions are common cofectors for enzymatic processes. A cofactor may be consumed in
the reaction, but may be regenerated by a second reaction unrelated to the enzymatic process.



10.1 Enzyme Catalysis 263

Since enzymes are proteins, which are polymers of amino acids, they have relatively
large molar masses (> 15,000 g mol 1), and are in the colloidal range of size. Hence,
enzyme catalyss may be consdered to come between homogeneous catalysis, involving
molecular dispersions (gas or liquid), and heterogeneous catalysis, involving particles
(solid particles or liquid droplets). For the purpose of developing a kinetics model or
rate law, the approach involving formation of an intermediate complex may be used,
as in molecular catalysis, or that involving sites on the catalyst, as in the Langmuir-
Hinshelwood model in surface catalysis. We use the former in Section 10.2, but see
problem 10-2 for the latter.

10.1.2 Experimental Aspects

Factors that affect enzyme activity, that is, the rates of enzyme-catalyzed reactions, in-
clude:

(1) the nature of the enzyme (E), including the presence of inhibitors and coen-
zymes,

(2) the nature of the substrate;

(3) the concentrations of enzyme and substrate;

(4) temperature;

(5) pH; and

(6) externa factors such as irradiation (photo, sonic or ionizing) and shear stress.

Some of the main experimental observations with respect to concentration effects,
point (3) above, are:

(1) The rate of reaction, (—rg) or rp, is proportional to the tota (initial) enzyme
concentration, cg,.

(2) At low (initia) concentration of substrate, cg, the initid rate, (—rg,), is first-order
with respect to subgtrate.

(3) At high cs, (—rs,) is independent of (initial) c.

The effect of temperature generally follows the Arrhenius relation, equations 3.1-6
to -8, but the applicable range is relatively small because of low- and high-temperature
effects. Below, say, 0°C, enzymecatalyzed hiochemicd reactions toake place dowly, as
indicated by the use of refrigerators and freezers for food preservation. At sufficiently
high temperatures (usually 45 to 50°C), the enzyme, as a protein with a helical or ran-
dom coil sructure, becomes “denatured” by the unwinding of the coil, resulting in loss
of its catalytic activity. It is perhaps not surprising that the catalytic activity of enzymes,
in general, is usualy at a maximum with respect to T at about “body” temperature,
37°C. However, some recently developed thermophilic enzymes may remain active up
to 100°C.

The effect of extreme pH vaues can be similar to that of T in denaturing the enzyme.
Thisisrelated to the nature of enzymatic proteins as polyvaent acids and bases, with
acid and basic groups (hydrophilic) concentrated on the outside of the protein.

Mechanical forces such as shear and surface tension affect enzyme activity by dis-
turbing the shape of the enzyme molecule. Since the shape of the active site of the
enzyme is specifically “engineered” to correspond to the shape of the substrate, even
small changes in structure may drastically affect enzyme activity. Consequently, fluid
flow rates, stirrer speeds, and foaming must be carefully controlled in order to ensure
that an enzyme's productivity is maintained.

For these reasons, in the experimental study of the kinetics of enzyme-catalyzed re-
actions, T, shear and pH are carefully controlled, the last by use of buffered solutions.
In the development, examples, and problems to follow, we assume that both T and pH
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are constant, and that shear effects are negligible, and focus on the effects of concen-
tration (of substrate and enzyme) in arate law. These are usually studied by means of
a batch reactor, using either the initial-rate method or the integrated-form-of-rate-law
method (Section 34.1.1). The initid-rate method is often used because the enzyme con-

centration is known best at ¢ = 0, and the initia enzyme activity and concentration are
reproducible.

102 MODELS OF ENZYME KINETICS

10.2.1 Michaelis-Menten M odel

The kinetics of the general enzyme-catalyzed reaction (equation 10.1-1) may be
simple or complex, depending upon the enzyme and substrate concentrations, the
presence/absence of inhibitors and/or cofactors, and upon temperature, shear, ionic
srength, and pH. The simplest form of the rate law for enzyme reactions was proposed
by Henri (1902), and a mechanism was proposed by Michaelis and Menten (1913),
which was later extended by Briggs and Haldane (1925). The mechanism is usualy
referred to as the Michaelis-Menten mechanism or model. It is a two-step mechanism,
the first step being a rapid, reversible formation of an enzyme-substrate complex,
ES, followed by a slow, rate-determining decomposition step to form the product and
reproduce the enzyme:

ky
S+E=ES  (fas) )

-1
ESSP+E  (sow) @)

Henri and Michaelis and Menten assumed that the first step is a fast reaction virtualy
a equilibrium, such that the concentration of the complex, ES, may be represented by:

kicgcg

Cps = k_l (10.2-1)

cgg and ¢ are related by a material balance on the total amount of enzyme:
Cg + Cpg= CEo (10. 2- 2)
Thus, combining 10.2-1 and 10.2-2, we obtain the following expression for cgg:

kicscg, CsCR
¢ _ s (10.2-3)
BS = kyeg + ky —k;‘:l + ¢
1

The ratio k_,/k is effectively the dissociation equilibrium constant® for ES in step (1),
and is usualy designated by K,, (Michaelis constant, with units of concentration). The
rate of formation of the product, P, is determined from step (2):*

vV = rP = erES (102'4)

*In the biochemica literature, equilibrium constants are expressed as dissociation constants (for complexes),
rather than as association constants.

“In the hiochemica literature, the rate of reaction (eg., rp) is expressed as a reaction “velocity” (v). In this
chapter, we continue to use r to represent reaction rate.
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Combining equation 10.2-4 with 10.2-3 and the definition of K,, we obtan

Kcpocs (10. 24)

T
P:Km+CS

The form of the equation 10.2-5 is consistent with the experimental observations
(Section 10.1.2) about the dependence of rate in general on cg,, and about the de-
pendence of the initia rate on cs. Thus, rp [Or (—rg)] * cg,, and the initid rate,
given by

krcEaCSo

(10.2-6)
Km + Cgo

Fp, = (_rSo) =

is proportional to cg, a sufficiently low values of cg,(cs, << K,,), and reaches a limit-
ing (maximum) value independent of ¢g, at sufficiently high values of cg,(cs, >> K,,).
The form of equation 10.2-6 is shown schematically in Figure 10.1, together with the
following interpretations of the parameters involved, for given cg, at fixed T and pH:
The maximum initial rate’ is obtained for cg, >> K,:

TPomax = k.cg, = Vmax (1027)
and, if Km = Cgp,
1 1
fpp — 'iquio = ivmax; Cso = Km (10.2'8)

That is, the Michaelis constant X, is equal to the value of ¢g, that makes the initid rate
equal to one-half the maximum rate.

'po

Lo >
=kcg,

N3 —
§<
g8

Figure 10.1 Initia-rateplotfor S +E —
P + E showing interpretation of rpemas
in terms of rate Parameters; constant ce,,
cso =Ky, ‘o T,pH

In the biochemicd literature, the maximum rate re,max iS designated by V,,,, and we use this henceforth in
this chapter.
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Wwith v,,,.., the maximum reaction velocity, replacing &, cg,, equation 10.2-5 is rewrit-
ten &s

VirCs (10.2:9)

r
P=Km+cS

Equation 10.2-9 is known as the Michaelis-Menten equation. It represents the kinetics
of many smple enzyme-catalyzed reactions which involve a single subdrate (or if other

substrates are in large excess). The interpretation of X, as an equilibrium constant is

not universaly valid, since the assumption that step (1) is a fast equilibrium process
often does not hold. An extension of the treatment involving a modified interpretation

of K,, is given next.

10.2.2 Briggs-Haldane M odel

Briggs and Haldane (1925) proposed an alternative mathematical description of en-
zyme kingtics which has proved to be more generd. The Briggs-Hadane modd is based
upon the assumption that, after a short initial startup period, the concentration of the
enzyme-substrate complex is in a pseudo-steady state. Derivation of the model is based
upon materiad balances written for each of the four species S, E, ES, and P.

For a constant-volume batch reactor operated at constant T and pH, an exact solu-
tion can be obtaned numericaly (but not anayticaly) from the two-step mechanism in
Section 10.2.1 for the concentrations of the four species S, E, ES, and P as functions of
timet , without the assumptions of “fast” and “slow” steps. An approximate analytical
solution, in the form of a rate law, can be obtained, applicable to this and other reactor
types, by use of the dstationary-state hypothesis (SSH). We consider these in turn.

From material balances on S as “free” substrate, ES, E, and S as total substrate, we
obtain the following four independent equations, for any time ¢ :

tg = dCS/dt = k—lcES - leScE (10.2‘10)

rES = dCEs/dt = k1CSCE - k_lcEs - kTCES (102' 11)
CEO = CEg *+ Cgs (10.2-2)

Cso = €5 + Cgs + Gp (102-12)

Elimination of ¢; from the first two equations using 10.2-2 results in two simultaneous
first-order differential equations to solve for ¢ and cgg as functions of ¢:

deg/dt = k_ycgs = kyes(cg, = Cgs) (10.2-13
degs/dt = kyeg(cg, — cps) = (k- + K )egs (10.2-14)

with the two initial conftions:

| =0, g = Cg, and cgg = 0 (10.2-15)
These can be solved numericdly (eg., with the E-Z Solve software), and the results
used to obtain cg(t) and cp(r) from equations 10.2-2 and 10.2-12, respectively.

For an approximate solution resulting in an analytical form of rate law, we use the
SSH applied to the intermediate complex ES. (If ¢g, << c¢g,, the approximation is close
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to the exact result) Using the SSH, we set degs/df = 0, and then, from equation 10.2-14,

kicgoCs

CES — m (10-2-16)

Substituting for cgg in the rate of reaction from the rate-determining step, 10.2-4, we

again obtain
= koes kC;Kfﬁ s (10.2-5)
where
K, = (k_y + k) (10.2-17)

Thisis amore genera definition of the Michaelis constant than that given in Section
1021 If k_; >> k,, it smplifies to the form developed in 10.2.1.
Again, V,,,. may be substituted for k,cg,, producing the Michaelis-Menten form of
the rate law, that is,
14 CS

r max
P _ Km + Cg

(10,29

103 ESTIMATION OF Kw AND Vg

The nonlinear form of the Michaelis-Menten equation, 10.2-9, does not permit ssimple
estimation of the kinetic parameters (K, and V). Three approaches may be adopted:

max
(1) use of initid-rate data with a linearized form of the rate law;
(2) use of concentration-time data with a linearized form of the integrated rate law;
and

(3) use of concentration-time data with the integrated rate law in nonlinear form.
These approaches are described in the next three sections.

1031 Linearized Form of the Michaelis-Menten Equation
The Michaelis-Menten equation, 10.2-9, in initia-rate form, is

Vmacho 10.3-1
rPO = Km . CSg ( 03 )
Inverting equation 10.3-1, we obtain
11 K, 1 (1032
Tp, Vmax _t/max 50

Thisisalinear expression for 1/rp, as a function of 1/cg,, and was first proposed by
Lineweaver and Burk (1934). A plot of 1/rp, against 1/cg,, known as a Lineweaver-Burk
plot, produces a straight line with intercept 1/V,,,, and dope K,,,/V .4
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SOLUTION

Although, in principle, values of both v, and K, can be obtained from a Lineweaver-
Burk plot, the value of K, obtaned from the slope is often a poor one. The most accu-
rately known vaues of rp, are those near v (a high values of ¢, ); these are grouped
near the origin on the Lineweaver-Burk plot (at 1/cSo = (), and lead to a very good vaue
of V,,, itself. The least accurately known values are at low values of ¢, ; these are far
removed from the origin, and greatly influence the value of the slope, resulting in a
possbly poor estimate of K,. Thus use of liner regression with unweighted data may
lead to a good estimate of V, .. and a poor estimate of K . A better estimate of the
latter may result from using equation 10.2-8, from the value of ¢, corresponding to
Vouax'2- Nevertheless, the experimental determination of Michaelis rate parameters,
Ve @d K, is shown in the following example for the initial-rate method with the
Llneweaver Burk expression. Other linear forms of equation 10.3-1 are possible, and

are explored in problem 10-5.

The hydrolysis of sucrose (S) catdyzed by the enzyme invertase has been studied by mea
surmg the initial rate, rp,, & a series of initial concentrations of sucrose (cg,). At a partic-
ular temperature and enzyme concentration, the following results were obtained (Chase et
d., 1962):

cg,/mol ! 00292 00584 00876 0.117 0.146 0.175 0.234
rp/mol L71s71 0182 0265 0311 0330 0349 0372 0371

Determine the values of V

nax @Nd the Michaglis constant X, in the Michaelis-Menten
rete law.

Linear regression of the data given, according to eguation 10.3-2, results in V,,,, = 0.46
mol L™'s71, and K, =0.043 mol L~!. Figure 10.2 shows the given experimental data
plotted according to equation 10.3-2. The draight line is that from the linear regression;

the intercept at 1/cg, = 0is 1/V,,,, = 217 mol~!L g, and thedopeis K,,/V,,,, = 0.093 s.

1o]
T 5k
IS
£
-
o 4
=
g
C 3l
1/Vmax\
2_
1k e  Experimental
——— Predicted
0 ! i ] ! i |
0 5 s 15 20 25 30 35

(Les )L mol™L

Figure 10.2 Lineweaver-Burk plot for Example 10-1
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Form of the Integrated Michaelis-Menten Equation

For a constant-volume BR, integration of the Michaelis-Menten equation leads to a
form that can aso be linearized. Thus, from equation 10.2-9,

dc V,:C
= (o) = = = gt (10.3-3
or
En ¥ f5gcg = —v,, (10.3-4)
Cs
or
Bnges + dog =~V (10. 34

S

which, with the boundary condition ¢ = cg, @t =0, integrates to

Km ln(Cs/CSO) + (CS - CSO) == Vmaxt (10.3-6)

Equation 10.3-6 may be written as

IH(CS/CSO) . 1 MVmA ! (1037)

Cso - CS Km Km Cso - CS

According to equation 10.3-7, In (cg/cg,)/(cg, = ¢s) is alinear function of #/(cg, = cg).
K, and V. can be determined from equation 10.3-7 with vaues of ¢; measured as a
function oft for a given cg,,.

10.3.3 Nonlinear Treatment

A major limitation of the linearized forms of the Michaelis-Menten eguation is that
none provides accurate estimates of both K,, and V,,,.. Furthermore, it is impossible

to obtain meaningful error estimates for the parameters, since linear regression is not

strictly appropriate. With the advent of more sophisticated computer tools, there is an
increasing trend toward using the integrated rate equation and nonlinear regression
analysis to estimate K, and V,,,,. While this type of analysis is more complex than the
linear approaches, it has several benefits. Fird, accurate nonbiased estimates of K, and
Viuax CaN be obtained. Second, nonlinear regression may alow the errors (or confidence
intervals) of the parameter estimates to be determined.

To determine K,, and V,,,,, experimental data for cg versus ¢ are compared with val-
ues of c¢g predicted by numerical integration of equation 10.3-3; estimates of K,, and
Ve @€ subsequently adjusted until the sum of the squared residuals is minimized.
The E-Z Solve software may be used for this purpose. This method aso applies to other

complex raie expressons, such as Langmuir-Hinshelwood rate laws (Chapter 8).

104 INHIBITION AND ACTIVATION IN ENZYME REACTIONS

The simple Michaelis-Menten model does not dea with al aspects of enzyme-catalyzed
reactions. The model must be modified to treat the phenomena of inhibition and
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activation, which decrease and increase the observable enzyme activity, respectively.
These effects may arise from features inherent in the enzyme-substrate system (“in-
ternal” or substrate effects), or from other substances which may act on the enzyme
as poisons (inhibitors) or as coenzymes or cofactors (activators). In the following two
sections, we consider examples of these substrate and external effectsin turn, by in-
troducing simple extensions of the model, and interpreting the resulting rate laws to
account for inhibition and activation.

10.4.1 Substrate Effects

Substrates may affect enzyme kinetics either by activation or by inhibition. Substrate
activation may be observed if the enzyme has two (or more) binding sites, and sub-
drate hinding at one ste enhances the affinity of the substrate for the other site(s). The
result is a highly active ternary complex, consisting of the enzyme and two substrate
molecules, which subsequently dissociates to generate the product. Substrate inhibition
may occur in a similar way, except tha the ternary complex is nonreactive. We consider
fird, by means of an example inhibition by a single subsrate, and second, inhibition by
multiple substrates.

10.4.1.1  Single-Substrate  Inhibition

The following mechanism relates to an enzyme E with two binding sites for the substrate
S. Two complexes are formed: a reactive binary complex ES, and a nonreactive ternary

complex ESS .
ky
k:z +S ;<_—“1>ES 1)
ES + S<k-—jESS; K, = k_,lk @)
ESX E+P 3)

(@ Derive the rate law for this mechanism.

(b) Show that inhibition occurs in the rate of formation of P, relative to that given by the
Michaelis-Menten equation for the two-step mechanism for a single binding site in
which only ES is formed.

(c) What is the maximum rate of reaction (cal it the apparent V. OF Vigyapp), and
how does it compare with the parameter V,,,, = k,cg,? At what value of ¢g does
it occur?

(d) Sketch rp versus cs for comparison with Figure 10.1.

SOLUTZON

(a) We apply the SSH to the complexes ES and ESS; in the latter case, this is equivaent to
assumption of equilibrium with the dissociation constant for ESS given by K, = k_p/k;:

res = K1CpCs = k_jCgs = kyCpses + k_pcpgs KkrCps = 0 0y
Tess = kyCpsCs = k—acpss = 0 2)
CEO = CE T+ CBs + CEss 3)

rp = krcEs (4)
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rp

: Figure 10.3 Subgtrate inhibition from mecha-
S opt % nism in Exanple 10-2

Saving for ¢ awd cpgg IN tams of cgg ad ¢ from (1) ad (2), repedivdy, and sUbdi-
tuting the reslits in (3) ad rearanging to obtan cgg in tems of cg, ad cs, we hae

CEo
=l Ry ®)
Bp1+g

whee K, is the Michadis condat (equation 10.2-17). Substituting the result for ¢pg from
(®) into (4), we datan the rae law:

krch s Vmax Cs

14
P K.+ cg+ cl/Ky= K, + cs + UK,

(10.4-1)

(b) Inhibition aises if ESS is nonreadtive <0 thet there is a redudion in the quantity of
the erzyme avaladle to ganerde 1? This is shown by the fom of equaion 104-1, which
is smilar to the Michaelis-Menten equation, exognt for the third tem  c2/K, in the denom:
ingtor. The indusion of this teem means thet the rete is reducsd. The extent of inhibition

depends on the rdaive megnitudes of K, ¢, ad K. Inhibition is sgnificant & reletivey
large ¢g and relatively small K,.

(© Fom equaion 104-1, sdting drp/dcg = 0, we dotan the maximum rae a

6 = (KnKy)" (1042

with a vdue

kycg, Vman
= z 10.4-3
Vmaxapp = T3 2K, /K)V2= 1 + 2(K, /K7 (1043)

The maximum rate for the inhibited reaction is lower than V,,,,, which represents the
maximum rate for the unirhibited resction.

(d) Since Vpuyqp, 000U @ a finite vaue of cs, rp edhibits a madimum (a the velue of
cs given in pat (0), ad, for this type of inhibition, schemdicdly behaves as shown in
Hgue 103

10.4.1.2 Multiple-Substrate Inhibition

In some cases the ezyme may at upon more then one subdrae presat in the sysem.
This typicdly ocours with hydrdytic ewzymes which may adt upon srucurdly Smilar
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compounds with identicd types of bonds. One example is lysozyme, which hydrolyzes
starch, a complex mucopolysaccharide. To illustrate the effect of multiple substrates
upon enzyme kinetics, we consider the reaction of two subsirates (S; and S,) competing
for the same active site on a single enzyme (E). The substrates compete for E in forming
the complexes ES, and ES, en route to the final products P; and P, in the following
mechanism:

k
S, + I«:k<—>L1~:s1
-1
ko
S, + EﬁES2
ko, )
ES, - E+ P
ke
ES, - E +P,
The rates of production of P, and P, may be determined by invoking the SSH for
both ES, and ES, in a procedure similar to that in Example 10-2. The resulting rate

laws ae

V max1€s1 (10 4 4)
rp. = L4
P Ky +cst + (K/K,p)es

VmaxZCS2
Tp, - (10.4-5)
P27 Ky Csp + (KyolK)esy

where V,,.1 = kqcg, and V.0 = kocg,; K @nd K, » are the Michaglis constants
(k_y + k1) ky and (k_y + k,5)/k,, respectively.

The individual reaction rates in 10.4-4 and 104-5 are dower in the presence of both
subgtrates than in the presence of a single substrate. For example, if cg, is zero, equation
10.4-4 simplifies to:

Vinax1€s1 10.4-6
LER SEare .49

which is identicad in form to equation 10.2-9, the Michaelis-Menten equation. It is aso
worth noting that the presence of other substrates can influence the results of studies
aimed at determining the kinetics parameters for a given enzyme process. If a detailed
compositional analysis is not performed, and S, is present, the predicted Michaelis con-
stant for S, is inaccurate; the effective (i.e, predicted) Michaglis constant is:

Kmers = Kmll+ (c52/Ku)] (10.4-7)

In the absence of §,, the true Michaglis constant, K, is obtained. Consequently, the
vdues of K, , ;and V,,,, determined in akinetics study depend upon the composition

max

(g and csz)' and total substrate concentration within the system.

1042 Externa Inhibitors and Activators

Although substrates may enhance or inhibit their own conversion, as noted in Section
10.4.1, other species may also affect enzyme activity. Inhibitors are compounds that
decrease observable enzyme activity, and activators increase activity. The combination
of an inhibitor or activator with an enzyme may be irreversible, reversible, or partially
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reversible. Irreversible inhibitors (poisons), such as lead or cyanide, completely and
irreversibly inactivate an enzyme. Reversible inhibitors reduce enzyme activity, but al-
low enzyme activity to be restored when the inhibitor is removed. Partial reversibility
occurs when some, but not all, of the enzyme's activity is restored on removal of the
inhibitor. If the modification of activity isirreversible, the process is known as inacti-
vation. Thus, the term “inhibition” is normally reserved for fully reversible or partialy
reversible processes.

Inhibitors are usually classified according to their effect upon v, and K,,. Com-
petitive inhibitors, such as substrate analogs, compete with the substrate for the same
binding site on the enzyme, but do not interfere with the decompostion of the enzyme-
substrate complex. Therefore, the primary effect of a competitive inhibitor is to increase
the apparent value of K, . The effect of a competitive inhibitor can be reduced by in-
creasing the substrate concentration relative to the concentration of the inhibitor.

Noncompetitive inhibitors, conversdy, do not affect subdstrate binding, but produce a
ternary complex (enzyme-substrate-inhibitor) which either decomposes dowly, or fails
to decompose (i.e., is inactive). Consequently, the primary effect of a noncompetitive
inhibitor is to reduce the apparent value of V,,,..

The inhibition process in general may be represented by the following six-step
scheme (a similar scheme may be used for activation-see problem 10-12), in which |
is the inhibitor, El is a binary enzyme-inhibitor complex, and EIS is a ternary enzyme-
inhibitor-substrate complex.

ky
E + sszS @
-1
ko,
E+ IHEI 2)
k3
ES + I;@)EIS 3
-3
k.
El + S;<—4‘2EIS )
—4
ke,
ES—SE+P ®)
k-,
EISSEl +P (6)

In steps (1) and (2), S and | compete for (sites on) E to form the binary complexes ES
and ET. In steps (3) and (4), the ternary complex EIS is formed from the binary com-
plexes. In steps (5) and (6), ES and EIS form the product P; if EIS is inactive, step (6) is
ignored. Various specid cases of competitive, noncompetitive, and mixed (competitive
and noncompetitive) inhibition may be deduced from this general scheme, according
to the steps allowed, and corresponding rate laws obtained.

Competitive inhibition involves (only) the substrate (S) and the inhibitor (1) competing
for one type of site on the enzyme (E), in fast, reversible steps, followed by the slow
decomposition of the complex ES to form product (P); the complex El is assumed to be
inactive. The fact that there is only one type of binding site on the enzyme implies that a
ternary complex EIS cannot be formed.

(@) Derive the rate law for competitive inhibition.
(b) Show what effect, if any, competitive inhibition has on V,,, ad K,,, relative to the
uninhibited case described in Section 10.2
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SOLUTI ON

Biochemical Reactions: Enzyme Kinetics

(a) Only steps (1), (2), and (5) of the generd scheme above are involved in competitive
inhibition. We apply the SSH to the complexes ES and El to obtain the rate law:

rgs = kycges = k_jcgg = kycgs = 0 @
rer = kyoper = k_pcg = O 2
Cgp, = Cg + Cps + Cfp 3)

(In the corresponding material balance for I, it is usudly assumed that ¢; >> ¢y, because
cg itsdf is usudly very low; ¢ is retained in the final expression for the rate law.)

= kyCgs (4)

From (1),
oo = Koyt kn)eps | Kimcrg
o = K1 T Kn)Ces
k. % Cs

where K,, is the Michaelis constant, equation 10.2-17.
From (2),

kyecgcy _ K,.Cesct
Cp1 = P Kyeq (6)

(using (5) to diminate cg), where K, = k_,/k,, the dissociation constant for El.
From (3), (5), and (6), on eimination of cg and ¢,

CEs = Kpc (7)
K, mll
Rl s
Subtituting (7) in (4), we obtain the rate law:
k.icg VmaxCs
rp = 0 max 10.4-8
P Ky 4 B =t K,(F oK) (10-48)
S 263

The effect of inhibition is to decrease rp relative to rp given by the Michaelis-Menten
equation 10.2-9 (c, = 0). The extent of inhibition is a function of cr.

(b) To show the effect of inhibition on the Michaglis parameters V.. and K,,, we compare
equation 10.4-8 with the (uninhibited form of the) Michaelis-Menten eguation, 10.2-9.

V ax 1S the same, but if we write 10.4-8 in the form of 10.2-9 as

Cs

— Vmax _
‘ p = cs + Kyapp (10.4-9)
the apparent vaue K, .., is given by
‘ Kmapp = Km(l + c/K)) (10.4-10)

and K

mapp > K

m*
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l/rPO

Competitive _ inhibition

Uninhibited

UV Figure 10.4 Lineweaver-Burk plot illustrating
¥ comparison of competitive inhibition with no in-
Veso  hibition of enzyme activity

The same condusans can be reeched by means of the lineatized Linewveava-Buk fom
o the rate lav. Fom 10.4-8, for the initid rete,

Lo & jpa)l 10,411
el + 5 <1+ ) (10.4-11)

max max K2 Cso

In comparison with equation 10.3-2, the interogat, 1/V,,,,, remans the sameg, but the dope
is incressed by the fedtor (1 + ¢i/K,). This is illudrated schamdicdly in Figure 104

A case of noncompetitive inhibition is represented by steps (1), (2), (3), and (5) of
the general scheme above:

E+ S:—%ES )

E+ I%EI (inactive) )
ES+ I%EIS (inactive) 6)
ESSE+P ®)

By gpying the SSH to ES H, ad BHS we may daan the rae law in the fom

, VmaxCS ( 10. 4- 12)
4 = Cs(l + CI/K3) + Km(]' + CI/KZ)

where K, = k_,/k, (the dissociation constant for El) and K; = k_»/k; (the dissociation
constant for EIS to ES and ). Equation 10.4-12 again shows that rp (inhibited) < rp
(uninhibited, ¢; = 0), and that the extent of inhibition depends on c;.

If we further assume that K, = Kj, that is, that the affinity for the inhibitor is the
same for both E and ES equdion 104-12 dmplifies to

= YmanapsCs (10,413

o =
P Cs+Km
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where

Vmax,app = Vmax

1A+ ¢/Ky) <V,

max

(10.4-14)

Equations 10.4-13 and -14 illustrate that, relative to the uninhibited case, V,,. changes
(decreases), but K, remains the same.

If we do not make the assumption leading to K, = Kj, then the four-step mechanism
above also represents mixed (competitive and noncompetitive) inhibition, and both K,

and V, _change. In this case, equation 10.4-12 may be written as

VmaxappcS
= — 10.4-15
p Cg + Km,app ( )
where
Viarapp = Viarl (1 + €1/K3) (10.4-16)
Km,app = Km(l + CI/KZ)/(]' + CI/K3) (104 17)

Treatment of the full six-step kinetic scheme above with the SSH leads to very cum-
bersome expressions for ¢, cgy, €tc., such that it would be better to use a numerical
solution. These can be simplified greatly to lead to a rate law in relatively simple form,
if we assume (1) the first four steps are at equilibrium, and (2) &, = k,5:

Vv CS
max 10.4-1
- cs + K,(1+ ¢/K))/(1+ ¢/K;) (10.4-18)

This represents competitive inhibition in the sense that V,,, is unchanged (relative to
the uninhibited reaction), but K, is changed.

10.5 PROBLEMS FOR CHAPTER 10

10-1 If the aivation energy for the decompostion of H,Q, in aqueous solution catdyzed by the
enzyme catdase is 50 kJ mol~!, and tha for the uncatalyzed resction is 75 kJ mol™!, caculate
the ratio of the rate of the catdyzed reaction to that of the uncatalyzed resction & 300 K. Wha
asumptions have you made in your caculation?

10-2 The Michaelis-Menten equation, 10.2-9, is developed in Section 10.2.1 from the point of view
of homogeneous catdysis and the formation of an intermedite complex. Use the Langmuir-
Hinshedwood modd of suface cadyss (Chepter 8), applied to the subdrate in liquid solution
and the enzyme as a “colloidd particle’ with active Stes to obtan the same form of rae law.

10-3 Oudlet e d. (1952) have reported a kinetics andyds of the enzymatic diphosphorylation of
adenosine triphosphate (ATP). Because of the suggestion that myosn might be the transducer
which, in musdles converts the free energy of ATP into extena mechanicd work, the sys-
tem chosen for dudy was the hydrolyss of ATP (S) in the presence of myosn to give ADP
(adlenosine  diphosphate) and phosphete. Their initia-rate deta obtained a 25°C are as follows
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(cgo for esch expeiment was 0039 g L)

¢so/mmol L 00097 0016 0021 0034 0065 014 032
(—rs,)umolL-s~! 0067 0093 012 015 017 019 020

Calculate the maximum rate parameter, V,,,,, and the Michadis constant, K,,, from these
data.

10-4 Phosphofructokinase is an enzyme that cadyzes one of the deps in the degradation of ca-
bohydrates. Initid rates of the reaction that converts fructose-6-phosphate (S to fructose-1,6-
di-
phophate (P) a a funcion of ¢g, (the initid fructose-6-diphosphate concentration) are
as follows (the concentration of enzyme added, cg,, iS the same in exh ces):

¢so/ pmol L1 50 60 80 100 150 200 250 300 400
(-rgo) pmolL-' mn-l 61 65 72 77 8 8 9 93 95

Calculate the maximum rate parameter, V.., and the Michadis consant, K,,, from these
data (Bromberg, 1984, p. 929).

10-5 Repeat Example10-1 using alinearized form of equation 10.3-1 that is alternative to the
linearized form 103-2 (the Lineweaver-Burk form). Comment on ay advantage(s) of one
form over the other. (There is more than one possble dterndive form)

10-6 Suppose, & a paticular temperature, rexults for the hydrolyss of sucrose, S, catdyzed by
the enzyme inverta®e (cg, = 1 x 1079 mol L-1) in a batch reactor are given by:

csfmmol L-! 1 084 068 053 038 027 016 009 004 0018 0006 00025
th 0 1 2 3 4 5 6 7 8 9 10 1

Show that the results conform to the Michaelis-Menten rae law, and detemine the vaues
of the kindics parameters Viay, Ky, ad k.

10-7 Benzyl dcohol can be produced from benzadehyde (S) by a dehydrogention reaction cat-
dyzed by yeast dcohol dehydrogenase (YADH). Nikolova e d. (1995) obtaned initid-rate
data for this reaction using immobilized YADH immersed in iso-octane With 1% v/v waer.
The following data were obtained:

cso/mmol L™! 050 10 20 30 50 75
(=rso)/pmol mg(YADH) 'h™! 058 12 27 33 46 52

Determine the kinetics parametersK,, and V,,,, asuming tha the standard Michaelis-
Menten modd applies to this system, (a) by nonlinear regression, and (b) by linear regression
of the Lineweaver-Burk form.

10-8 Confirm (by derivation) the results given by
(@ equation 104-12
(b) equations 104-13, -14;

(¢) equations 104-15, -16, -17,
(d) equation 10.4-18.

10-9 Compae the Lineweaver-Burk liner forms resulting from the four cases in problem 108,
together with those given by equations 10.3-2 and 104-11. Note which cases have the same
and different intercepts and dopes. Sketch plots to show the reaive magnitudes of both
intercepts and  slopes.

10-10 In the production of L-DOPA from L-tyrosne (S) using tyrosnae (E) (Pidis, 1996; Pidis
and Saville, 1998), the following data were obtained:

th 0 i 2 3 4 5 6 7
cg/mmol L-1 250 177 142 114 104 096 08L 077
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The reation, S + O, — L-DOPA, was conducted under a condant oxygen patid pressure,
such that the reaction was pseudo-zero order with respect to oxygen. Two possible kinetics
modds were consdered: (1) standad Michaelis-Menten kinetics, equation 1029, and (2)
competitive production inhibition, in which the product L-DOPA (P) acts as inhibitor (1), and
the rate law is given by equation 104% Determine V,,,, for each modd given K,, = 3.9
mmol L', and comment on the quality of the model predictions. Assume that ¢j = ¢5, = CS.
In model (2), assume that the inhibition congtant K, is equal to 0.35 mmol L1,

10-11 The decomposition of Il-kestose is a key sep in the production of fructo-oligosaccharies,
which are found in many hedth foods because of ther noncdoric and noncariogenic naure.
Duan e d. (1994) dudied the decompostion of 1-kestose (S) using B-fructosfuranosidase
(E), both in the presence and absence of the competitive inhibitor glucose (G).

(@ The following initid rae daa were obtaned in the absence of glucose

csolg L1 66.7 100 150 200 250 325 500
(-rso¥gL7Th™! 44 6.9 100 106 133 166 181

Determine the maximum reection velocity (Vmae) and the Micheglis condant (K,,) from
these data, usng (i) Lineweaver-Burk andyss and (i) nonlinear regresson. Comment
on aw differences between the paameter vaues obtaned. The authors cite veues of
307 gL hland 34959 Ll for Vyey and K, respectively.

(b) The following initid rate data were obtaned in the presence of 100 g I-! glucose

csol 9L7! 75.0 100 150 225 325 500
(—rso)gL7'h! 15 2.33.04.06.2 8.6

Usng the vaues of K, ad V,,, etimated in pat (8), esimate the vaue of the inhibition
condtant, K,, in eguation 104-8.
10-12 As a modd for enzyme activation (as opposed to inhibition), a six-step kinetics scheme
correponding to that in Section 1042 may be used, with ectivator A replacing inhibitor |.
A specid case of this may involve different stes for the subdrate S and A, and in which S
only hinds to the EA complex. The simplified model is then

k
A +E==AE

k_y
k-
AE + S;(—AEAS
-2
EAS % AE + P

Derive the rate law for this modd by applying the SSH to AE and AES. Show how the rate
law indicates activation (i.e, enhanced rate relative to the unactivated reaction).



Chapter 11

Preliminary Considerations
in Chemical Reaction
Engineering

In this chapter, we return to the main theme of this book, chemical reaction engineering
(CRE). We amplify some of the genera considerations introduced in Chapter 1, before
the detaled consideration of quantitative design methods in Chapter 12 and subsequent
chapters.

We begin by considering general aspects of reactor selection, performance, and de-
sgn, primarily from the point of view of process design, but with passing reference to
mechanical  design. We then present a number of equipment/flow diagrams, some gener-
icaly schematic and some relaing to specific industrid processes, to illustrate many of
these aspects (see also Figure 1.4). In this way, we attempt to develop a genera ap-
preciation for reactors and CRE before the detailed consideration of their design and
performance.

111 PROCESS DESIGN AND MECHANICAL DESIGN

Process design has to do with specifying matters relating to the process itsdlf, such as
operating conditions, and size, configuration, and mode of operation of the reactor.
Mechanica design has to do with specifying matters relating to the equipment itself
in the sense of structural and mixing requirements, among others. Both are necessary
for complete design, but our scope in this book is confined to process design, which is
primarily the domain of the chemical engineer.

11.1.1 Process Design
11.1.1.1 Nature of Process Design in CRE

The problem of process design in CRE typically stems from the requirement to pro-
duce a specified product a a paticular rate (eg., 1000 tonnes day ~! of NH,). The sub-
stance(s) from which the product is made may be specified or may have to be chosen
from more than one option. Process design then involves making decisions, as quan-
titatively as possible, about the type of reactor and its mode of operation (e.g., batch
or continuous), its size (eg., volume or amount of catalyst), and processing conditions
(e.g., T, P, product distribution, if relevant). The criteria constraining these decisions

279
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rlate to technical feasibility (eg., can the required fractiona converson be achieved in
the size specified?), and to socio-economic feasihility (cost, safety, and environmental
considerations). The factors to be taken into account are listed in more detail in the
next section.

The design problem usudly fits into the spectrum ranging from (1) the rationa design
of a completely new reactor for a new process, to (2) the analysis of performance of an
exising reactor for an existing process. A common situation, between these extremes,
even for a new plant, is the modification of an existing type of reactor, the design of
which has evolved over time.

11.1.1.2 Matters for Consideration

Process design involves making decisions about a series of matters, on as rational and
quantitative a basis as possible, given the information available. The following is an
illustrative list of such matters but not an exhaustive one the items are not al mutualy

exclusive.
(1) type of processing
batch
continuous

semibatch or semicontinuous
batch with respect to (specified phase or phases)
continuous with respect to (specified phase or phases)
(2) type and nature of reacting system
reactant(s) and product(s)
smple
complex (desirable, undesirable products)
stoichiometry
phases, number of phases
catalytic (choice of catalyst) or noncatalytic
endothermic or exothermic
possibility of equilibrium limitation
(3) type and size of reactor
batch
continuous
stirred tank
tubular, multitubular
tower/column
spray
packed, plate
bubble
bed
fixed
fluidized
spouted
trickle
furnace
(4) mode of operation
configurational
single-stage or multistage (number of)
paralle (e.g., multitubular)
axial or radia flow (through fixed bed)
arangement of heat transfer surface (if any)
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flow pattern (backmix flow, tubular flow, etc.)
contacting pattern (cocurrent, countercurrent, crosscurrent flow of phases;
method of addition of reactants-all at once? in stages? which phase dis-
persed? continuous?)
thermal
adiabatic
isothermal
nonisothermal, nonadiabatic
use of recycle
(5) process conditions
T(T profile)
P( P profile)
feed (composition, rate)
product (composition, rate)
(6) optimality
of process conditions
of dze
of product distribution
of conversion
of cost (local, globa context)
(7) control and stability of operation
instrumentation
control variables
sengitivity analysis
caldyst life, deactivation, poisons
(8) socioeconomic
cost
environmental
safety
(9) materials of construction; corrosion
(10) startup and shutdown procedures

Most of these matters are subjects for exploraion in the following chapters, but some
are outside our scope. Some may be specified ab initio, and others may provide con-
draints in various ways.

11113 Data Required

Daa required include those specific to the dtuation in hand (design specifications) and
those of a more genera nature:

(2) specifications
reactants
products
throughput or capacity
(2) genera data
rate data/parameters relating to
reaction (rate law(s))
heat transfer
diffusion
mass transfer
pressure drop
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equilibrium data
thermodynamic
equation of state
thermochemical data
enthalpy of reaction
heat capacities
other physical property data
density
viscosity
cost data
The lack of appropriate information, particularly rate data over the entire range of
operating conditions, is often a maor impediment to a complete rationd design. If suf-
ficiently important, new experimental data may have to be developed for the situation
a hand.

11.1. 1.4 Tools Available

The rationad design of a chemica reactor is perhaps the most difficult equipment-design
task of a chemica engineer. All the tools in the workshop (or, to use a more belligerent
metaphor, al the weapons in the arsena) of the chemical engineer may have to be
brought to bear on the problem. These include those relating to all of the following:

(1) rate processes and rate laws
reaction kinetics
development of a reaction model/kinetics scheme
diffuson and mass transfer
diffusion equation
mass transfer model (eg., two-film modd)
heat transfer
as pat of thema characterigtics, including T profile
fluid mechanics
flow patterns
mixing
pressure drop
(2) conservation and balance equations
mass balances, including stoichiometry, continuity equation
energy balance, including energetics of reaction, thermochemistry
(3) equilibrium
reaction equilibrium, single or multiphase systems; equilibrium conversion for
comparison
phase equilibrium, multiphase systems
(4) mathematics
development of a reactor model from above considerations
analytical or numerical methods for solution of equations, simulation
statistical analysis of rate data
(5) computers and computer software
use of a PC, workstation, etc, coupled with software packages to solve sets of
algebraic and/or differential equations, and to perform statistical analyses
necessary for implementation of a reactor model for design or for assess-
ment of reactor performance
/ software: spreadsheet packages, simulation software, numerical equation
% solvers, computer adgebra sysem (eg., E-Z Solve and Exce)
N (6) process economics
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11.1.2 Mechanical Design

The digtinction between process design (as outlined in Section 11.1.1) and “mechanica”
design (most other aspects!) is somewhat arbitrary. However, in the latter we include
the following, which, athough important, are outside our scope in this book (see Perry,
et a., 1984; Peters and Timmerhaus, 1991):

impeller or agitator design (as in a dtirred tank)
power requirement (for above)
reactor-as-pressure-vessel design

wal  thickness

over-pressure  relief

fabrication
support-structure  design
maintenance  features

112 EXAMPLES OF REACTORS FOR ILLUSTRATION OF PROCESS
DESIGN CONSIDERATIONS

Reactors exist in a variety of types with differing modes of operation for various pro-
cesses and reacting systems. Figures 11.1 to 118 illustrate a number of these, some in a
schematic, generic sense, and some for specific  processes.

11.2.1 Batch Reactors

A schematic representation of a batch reactor in Figure 11.1(a) shows some of the es-
sential features. A cylindrical vessdl is provided with nozzles for adding and removing
reactor contents. To ensure adequate mixing, the vessdl has a dtirrer (turbing) equipped
with an external drive, and several vertical baffles to break up vortices around the im-
peller tips. Temperature control may be achieved with internd heating/cooling coils, as
shown, or with an external heat exchanger or jacket. The vessel may be designed as a
pressure vessdl, in which case a pressurerdief device (eg, a rupture disc) is required
in case over-pressure develops, or as an “amospheric” vessd, in which case a vent is
used. Bach reactors are discussed in Chapter 12,

. Silicate Alum H»0
Drive 2
Vent or pressure- Inlet
relief-device nozzle nozzle
Mixing }
turbine
=3
cZZQ=zd | 4— Baffle

Heating/ =ZQ=zd

cooling coils == Realctor
| _l_
Outlet Pigment

nozzle slurry
(@) (b)
Figure 11.1 Batch reactors. (a) schematic representation showing some fea

tures; (b) pilot plant reactor for production of sodium auminosilicate (Cour-
tesy of Nationd Silicates Ltd.)
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Figure IL.I(b) illustrates a pilot plant batch reactor used in the early 1990s for the
production of sodium aluminosilicate, from alum and sodium silicate, for use in the
pulp and paper industry. The ratio of SiO, to Al,O, in the product is controlled by
adjustment of the feed amounts from the hoppers above the reactor. Efficient mixing
is required for the reacting system (a non-Newtonian slurry) to produce the desired
amorphous form. For this, baffles on the wals and mixing paddles (not shown) on the
central shaft are used. After an appropriate reaction time, the pigment slurry (interme-
digte product) is removed for further processing.

11.2.2 Stirred-Tank Flow Reactors

A dirred-tank flow reactor may be singlestage or multisage. As an ided backmix flow
reactor, it is referred to as a CSTR or multistage CSTR; this is treated in Chapter 14.
Nonideal flow effects are discussed in Chapter 20.

A three-stage stirred-tank flow reactor isillustrated in Figure 11.2. Mixing and heat
transfer features may be similar to those of a batch reactor, but there may be more
use of external heat exchangers as preheaters/coolers, interstage heaters/coolers, and
afterheaters/coolers. In an extreme case of heat-transfer requirement, the reactor may
resemble a shell-and-tube heat exchanger, as in a “Stratco” contactor for HF-alkylation
of hydrocarbons (Perry et a., 1984, p. 21-61). A multistage reactor may be contained
within a sngle vess, as in a Kelogg cascade akylator (Perry et d., 1984, p. 21-60).

The mgjor difference between a stirred-tank batch reactor and a stirred-tank flow
reactor is tha, in the latter, provision must be made for continuous flow of materia into
and out of the reactor by gravity flow or forced-circulation flow with a pump, together
with appropriate block and relief valves.

11.2.3 Tubular Flow Reactors

The term “tubular flow reactor” is used genericaly to refer to a reactor in which the flow
of fluid is essentidly in one direction (eg. axid flow in a cylindrica vessel) without any
atempt to promote backmixing by dtirring. Idedized forms are a plug-flow reactor and
alaminar-flow reactor, as discussed in Chapter 2. The configuration may vary widely
from a very high to a very low length-to-diameter (L/D) ratio, as shown schematically
in Figure 11.3. Reactors shown in Figures 11.4 to 11.6 below are examples of tubular
reactors, which are essentially plug-flow reactors. Design aspects of tubular reactors,
mainly as PF reactors, are introduced in Chapter 15 and continued in some subsequent
chapters. Effects of nonideal flow ae considered in Chapter 20.

Figure 112 Three-stage stirred-tank flow reactor
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Figure 113 Tubular flow reactor-some posshle configuraions (3)
low L/D; (b) high L/D; (c) tubular arangement
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11.2.3.1 Furnace Reactors

Some endothermic reactions require reactors that can provide high rates of heat trans
fer at relatively high temperatures (900 to 1100 K). Examples are the dehydrogenation
of C,H, to produce C,H, (noncatalytic, low P), and the steam-reforming of natura gas,
CH, + H,0 — CO + 3H,, to produce H, for ammonia and methanol syntheses (cat-
aytic, P = 30 bar). The reaction typicaly takes place as the reacting system (gas) flows
through long coils of tubes contained in a combustion chamber (furnace). Heat transfer
occurs by radiation and convection in corresponding sections of the reactor. A fuel gas
is bumned in the combustion chamber. Figure 114 shows a schematic arrangement of a
“top-fired” furnace for steam reforming, in which the gas burners are located a the top
of the combustion chamber.

Main gas inlet é"‘g——- Main gas inlet
/.\ 1
\]
Electric startup heater
U
y A3 i
! mim] Thermocouple sheath
Catalyst bed — -3+ 5
Cooling tubes el o
' [
¢ . [Inlet-exit heat
exchanger
/-
: )
]

4 !

Heat exchanger Outlet
bypass

(a)
Figure 11.5 Examples of ammonia synthesis converters: (a)
tube-cooled, axial-flow converter (Twigg, 1996, p. 438; re-

produced with permisson from Cadys Handbook, ed. M.V.
Twigg, Manson Publishing Company, London, 1996.)
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11.2.3.2 Fixed-Bed Catalytic Reactors; Ammonia Synthesis

The synthesis of ammonia, N, + 3H, = 2NHj, like the oxidation of SO, (Section 1.5.4
and Figure 1.4), is an exothermic, reversible, catalytic reaction carried out in a multi-
sage tubular flow reactor in which each stage consists of a (fixed) bed of catdyst par-
ticles. Unlike SO, oxidation, it is a high-pressure reaction (150-350 bar, at an average
temperature of about 450°C). The usud cadyst is metalic Fe.

The reactors used can be classified in two main ways (Twigg, 1996, p. 424):

(1) by type of flow of the gas through the beds axid, radid, or crossflow; and
(2) by method used to control T and recover the energy of reaction: indirect cooling
with heat exchanger surface or quench cooling.

Figure 115 illustrates four of the many variations of these converters. Figures 11.5(a)
and (b) both show axia-flow converters, but the first uses heat exchange and the

Direct bypass Startup heater gas

B -
§ € g
il f5)
iMoo e
6 £
18 2
ko g
v ° %N

Bed 1

Lozenge distributors

Bed 2

Bed 3

Inlet-exit heat exchange

(b}

Figure 115 (contd) (b) ICI quench converter with axid flow;
quench gas is injected and mixed by means of lozenges (Twigg,
1996, p. 429, reproduced with permisson from Caadyst Hand-

book, ed. M.V. Twigg, Manson Publishing Company, London,
1996.)
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second uses quench cooling. In the latter, part of the cool reactor feed gas is added to
the main gas stream at intervals along the length of a bed, usually between stages. This
is achieved by means of the “lozenge” distributors shown. Figure 11.5(c) shows a con-
verter employing radial flow of gas through each of two beds (together with cooling by
heat exchangers); the flow is radially inward from the outer perimeter. The advantage
of radial flow relative to axial flow is that the resulting pressure drop (and hence, power
consumption) is lower, because the flow area is greater and the path length smaller. Fig-
ure 11.5(d} illustrates “cross-flow” of gas through three beds in a horizontal converter
with cooling by heat exchange.

Some of the many design aspects of fixed-bed catalytic reactors are indicated in Fig-
ure 11.5. These and other aspects are taken up in Chapter 21.

11.2.3.3 Fixed-Bed Catalytic Reactors Methanol Synthesis

The synthesis of methanol, CO + 2H, = CH;0H, like ammonia synthesis, is an exother-
mic, reversible, catalytic reaction. Unlike a catalyst for ammonia synthesis, a catalyst for

Tube cooled

(a) (b)

Figure 116 Examples of mehanol synthess converters: (a)  tube-cooled,
low-pressure  reector; A: nozzles for charging and inspecting caayst; B:
outer wal of reactor as a presure vesd; C. thinwaled cooling tubes;
D: port for cadyst discharge by gravity; (b) quench-cooled, low-pressure
reector; A,B,D, & in (8); C. ICI lozenge quench didtributors (Twigg, 1996,
pp. 450, 449; reproduced with permisson from Catayst Handbook, ed.
M.V. Twigg, Manson Publishing Company, London, 1996.)
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methanol synthesis must be selective (as well as active), to avoid formation of species
auch as CH, and C,HsOH. The process was formerly caried out a high pressure (100-
300 ba) with a ZnO/Cr,0, catayst, but a catalyst of Cu/ZnO/Al,O; enables the reac-
tion to be caried out a 50-100 bar, which is referred to as low-pressure synthesis.
Figure 11.6 gives two examples of converters for low-pressure synthesis of methanol
with axia flow. Figure 11.6(a) shows a converter using heat exchanger surface (tube
cooling) within a single bed of catdyst. Figure 11.6(b) shows a converter using quench
cooling with quench gas added a three intervas in the bed through lozenge digtributors.

11.2.4 Fluidized-Bed Reactors

In afluidized-bed reactor, fluid is introduced at many points and at a sufficiently high
velocity that the upward flow through a bed of particles causes the particles to lift and
fal back in a recirculating pattern. The result is an expanded “fluidized-bed” of particles
+ fluid holdup, behaving somewha like a vigoroudy boiling liquid. The fluid completes
its passage through the bed of paticles by disengaging a the upper “surface”

The fluidized-bed reactor was originaly developed for catdytic “cracking” in petroleum
processing to enable continuous operation in a situation in which rapid fouling of cat-
dyst paticles occurs. It may adso be used for noncataytic reactions in which the par-
ticulate material is a reactant. Kunii and Levenspiel (1991, Chapter 2) illustrate many
types of fluidized-bed reactors for various applications.

Figure 117 is a schematic diagram of a fluidized-bed “roaster” for oxidizing zinc “con-
centrate” (ZnS) to ZnO as part of the process for making Zn metal:

27ZnS + 30, — 2ZnO + 250,
The fluidized bed occupies the lower part of the vessel, and is supported by a grate

containing many openings through which air, entering at the bottom, flows to bring
about fluidization. The greater part of the vessel is “freeboard,” in which lower gas

Product gas;
.« + .- carryover solid

)

Zinc PR
v 900-970°C i
concentrat;\%i R R AL
Bed ==
coils
Bed overflow
Scale
Im

/J

Air inlet

Figure 117 Fuidized-bed reactor for roasting zinc concentrate
(after Themelis and Freeman, 1983)
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velocity alows for partial disengagement of entrained particles from the overhead gas
stream. The solid reactant (zinc concentrate) enters at the left, and solid product leaves
a the right. Product gas, with some carryover solid, leaves at the top right (to proceed
to a cyclone for further removal of solid particles from the gas). The “coils’ in the bed
are for a heat exchanger to control T.

Design aspects of fluidized-bed reactors are considered in  Chapter 23

1125 Othe Types of Reactors

Disk

Degasifier —— | :

Riser

Electrolyzer —

Cell Feed

Header

There are many other reactors of various types not included among those discussed
above. These include tower reactors (Chapter 24), which may be modeled as PF or
modified PF reactors. We describe one further example in this section.

Figure 11.8 shows the Kvaerner Chemetics electrolytic process for the production
of sodium chlorate (in a concentrated solution of “strong liquor”) and hydrogen from
sodium chloride solution (“bring”). The overal reaction is NaCl + 3H,0 — NaClO, +
H,(g). The pat of the system shown consists primarily of brine electrolyzers, a degasi-
fier, a chlorate reactor, and an electrolyte cooler.

The reactor is designed to provide sufficient residence time (for recirculating liquid)
for the reaction producing chlorate (started in the electrolyzers) to be completed. This
involves further reaction of intermediates formed by the complex reactions in the elec-
trolyzer, such as hypochlorite and hypochlorous acid, to produce chlorate. The reactor
receives weak chlorate liquor from a crystalizer (not shown), fresh hrine feed (also not

Rupture Sight Rupture
Glass Disk

|Hydrogen to
!. .: % ‘ ’lHydrogen Cooler

Reactor Overflow

tliectrolyte

__(Chiorate
IReactor

_____Strong Chlorate
Feed Tank

Strong Chlorate to
Strong Chlorate Cooler

Figure 1.8 Kvaemer Chemetics electrolytic system for production of sodium chlorate; flow through the system is by
natural convection (Courtesy of Kvaemer Chemetics Inc.)
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indicated), and very strong chlorate liquor from the degasifier. The reactor produces
strong chlorate liquor (overflow to tank on the right), and feeds liquor to the electrolyz-
ers through an electrolyte cooler. No pumps are required to circulate liquor through the
reactor and electrolyzers. A high natural circulation rate (shown by the dashed line and
arrows) is established by the difference in density between the higher density liquid in
the reactor and the lower density liquid + gas (H,) in the electrolyzer and riser. The
chlorate reactor contains an internal baffle to prevent short-circuiting of the circulating
liquor. The resulting liquid flow pattern in the reactor is nonideal, between BMF and
PF.

11.3 PROBLEMS FOR CHAPTER 11

11-1 For exh of the examples shown in Figures 111 to 118, relae the fedures, as far as possible,
to the points lised in Section 11.1.12.

The following reactor problems illustrale some process caculations that involve materid andlor
energy  bdances, andlor equilibrium considerations. They do not require rate condderations (or data)
involved with reactor sSzing and product digtribution, which are teken up in laer chapters for these
Sane  Processes.

11-2 For a 1000-tonne day~! sulfuric acid plant (100% H,SQ4 basis), cdculate the totd molar flow
rae (mol s7!) of gas entering the SO, converter (for oxidation to SO5), for seady-sate oper-
aion, if the fraciond converson (fso,) in the converter is 098, and the feed to the converter
i 9.5 mol % S0O,. (1 tonne = 1000 kg.)

11-3 Cdculae the (total) volumetric flow rate (m® s~!) of gas leaving the resctor of a 1000-tonne
day~! ammonia plant, if the gas origindes from H, and N, in the stoichiometric ratio, and
20% converson to ammonia occurs. T = 450°C, P = 300 ba, and the compresshility factor
z=1.09. (1 tonne = 1000 kg.)

Table 11.1 Daa for problems 11-4 and 115 (JANAF, 1986)

TIK
Species/property/units 298.15 700 800 900 1000
AGS/k) mol™!
SO, 300125 -299.444  -298.370  -296.051  -288.725
S0s 371016 -322365 -321912  -310528  -293.639
AH3/K mol™!
SO, -296.842 -306.291  -307.667  -362.026  -361.940
S0, -395.765 -405.014  -406.068  -460.062  -459.581
C3/J mol 1 K™!
SO, 39.878 50.961 52.434 53.580 54.484
SO; 50.661 70.390 72.761 74570 75.968
0, 29.376 32981 33.733 34.355 34.870
N, 29.124 30.754 31433 32.090 32.697
TIK
(additional €3 data) 300 400 500 600 1100 1200
SO, 39.945 43.493 46.576 49.049 55.204  55.794
SO; 50.802 57.672 63.100 67.255 77.067 77937
0, 29.385 30.106 31.091 32.090 35.300 35667
N, 29.125 29.249 29.580 30.110 33241 33723

¢ Sandard-date pressure, P° = 0.1 MPa.
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11-4 The fird chemicd oep in making sulfuric acid from dementd sulfur is burning the sulfur
(completely) to form SO,. Cdculae the temperature of the gas leaving the burner based
on the following: the burner operates adiabatically, sulfur entersasliquid at140°C, and
excess air (79% mol N3, 21% 0,) enters at 25°C; AH (S(9, 140°C — S(s, rh), 25°C) =
-5.07 kImol~!; the outlet gas contains 9.5 mol % S0, ; other data required are givenin

Table 111

11-5 The gas from the sulfur bumer (problem 11-4), after reduction of 7 in a “wasteheat boiler,”
enters a caaytic converter for oxidation of SO, to SO; in sverd dages (see Figure 14). If
the ges enters the converter & 700 K, cdculde fso, and the temperature (T/K) of the gas & the
end of the fird dage assuming the reaction is adiabatic and eguilibrium is ataned. Assume

P =1 ba. See Table 11.1 for daa

11-6 The gas leaving an ammonia oxidation unit in a continuous process is cooled rapidy to 20°C
and contains 9 mol % NO, 1% NO,, 8% 0,, ad 8% N, (dl the waer formed by reaction
is assumed to be condensed). It is desirable to dlow oxidation of NO to NO, in a continuous
reector to achieve a molar ratio of NO, to NO of 5 hefore absorption of the NO, to make HNOj; .
Determine the outlet temperature of the reactor, if it operaes adisbaticdly (at essentidly 6.9
bar). The following data (JANAF, 1986) ae to be used, date any assumptions made (Based

on Denbigh and Turner, 1984, pp. 57-64)

AH g8/ Cp (approx.)/

Species Jmol ™! Jmol ' K~!
0y 0 294
NO 190,201 209
NO, +33,095 390
N, 0 29.1




Chapter 12

Batch Reactors (BR)

The general characteristics of a batch reactor (BR) are introduced in Chapter 2, in
connection with its use in measuring rate of reaction. The essentid picture (Figure 2.1)
in aBR isthat of awell-stirred, closed system that may undergo heat transfer, and be
of constant or variable density. The operation is inherently unsteady-state, but at any
given ingant, the system is uniform in al its properties.

In this chapter, we first consider uses of batch reactors, and their advantages and
disadvantages compared with continuous-flow reactors.  After considering what the es
sential features of process design are, we then develop design or performance egqua-
tions for both isothermal and nonisothermal operation. The latter requires the energy
balance, in addition to the material balance. We continue with an example of optimal
performance of a bach reactor, and conclude with a discusson of semibatch and semi-
continuous operation. We restrict attention to simple systems, deferring treatment of
complex systems to Chapter 18.

121 USES OF BATCH REACTORS

294

Batch reactors are used both in the laboratory for obtaining design and operating data
and in industrid processes for production of chemicals.

The use of batch reactors in the laboratory is described in Section 2.2.2 for the inter-
pretation of rate of reaction, in Section 3.4.1.1 for experimental methodology, and in
Chapter 4 and subsequent chapters for numerical treatment of kinetics experimental
data for various types of reacting systems.

The use of batch reactors in commercid processes is usualy most suitable for small-
volume production, particularly for situations in which switching from one process or
product to another is required, as in the manufacture of pharmaceuticals. Typicaly, in
such processes, the value of the productsis relatively large compared with the cost of
production. However, batch reactors may also be used for large-volume production
(England, 1982). Examples are the production of “vinyl” (polyvinyl chloride or PVC)
involving suspension polymerization, and of emulsion-polymerized latex. In some
cases, it may be desrable to deviate from a drictly batch process. For example, it may
be necessary to replenish periodicaly a limiting reactant which has been consumed, or,
if products of different purity are required, portions of the batch may be removed at
different times. In this type of operation, referred to as a semibatch process (Section
12.4), the system is no longer closed, since some mass is added to, or removed from,
the system during the process. If addition of reactants and removal of products occur
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continuously, the process is classified as continuous, and specific flow rates at the inlet
and outlet of the reactor may be identified.

122 BATCH VERSUS CONTINUOUS OPERATION

Some advantages (A) and disadvantages (D) of batch operation compared with con-
tinuous operation are given in Table 12.1.

Batch and continuous processes may also be compared by examining their governing
mass-balance relations. As an elaboration of eguation 1.5-1, a general mass balance may

be written with respect to a control volume as:

rate rate

of of rate of
input |— | output |+\| formation | = (a
by reaction

by by
ow flow

ccumulation

rate of )

(12.2-1)

In a batch reactor, the first two terms in equation 12.2-1 are absent. In a semibatch
reactor, one of these two terms is usually absent. In a semicontinuous reactor for a mul-
tiphase system, both flow terms may be absent for one phase and present for another.
In a continuous reactor, the two terms are required to account for the continuous inflow
to and outflow from the reactor, whether the system is single-phase or multiphase.

Table 121 Compaison of bach and continuous operation

—

Batch  operation

Continuous ~ operation

Usudly better for small-
volume production  (A)

Better for indefinitdly long
production runs of one product
or s of products (A)

More flexible for
(multiprocess)

multiproduct
operation  (A)

Capitd cost usudly
low (A)

relaively

Capitd cost usually
high (D)

relaively

b

|

Easy to shut down and clen
for fouling service (A)

Inherent down-time between
batches (D)

No downtime except for
scheduled and emergency
maintenance  (A);, but loss
of production in lengthy
doppages can be codly (D)

Opedting cost may be
rativdy high (D)

Operating cost
(A)

reldtively low

Unsteady-state operation
means process control  and
obtaning  uniformity  of  product
more difficult (D) (but see
England,  1982)

Seady-sate  operation means
process control and obtaining
uniformity  of product less
difficut  (A)
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123 DESIGN EQUATIONS FOR A BATCH REACTOR

12.3.1 General Considerations

The process design of a batch reactor may involve determining the time (t) required to
achieve a specified fractional conversion (f,, for limiting reactant A, say) in a single
batch, or the volume (V) of reacting system required to achieve a specified rate of pro-
duction on a continud basis. The phrase “continua basis’ means an ongoing operation,
that is, operation “aound the clock” with successive batches. This includes alowance
for the down-time (z;) during operation for loading, unloading, and cleaning. The oper-
aion may involve constant or varying density (p), and constant or varying temperature
(T). The former requires an equation of state to determine V, and latter requires the
energy balance to determine T. We consider various cases in the following sections.

For a snglephase system, V dways refers to the volume of the reacting system, but
is not necessarily the volume of the reactor. For example, for a liquid-phase reaction in
a BR, dlowance is made for additiond “head-space’” above the liquid, so that the actua
reactor volume is larger than the system volume. In any case, we use V conventionaly
to refer to “reactor volume” with this proviso.

12.3.1.1 Time of Reaction
Consider the reaction

A+...>vCH+. .. (12.3-1)

Interpretation of the mass baance, equation 12.2-1, leads to equation 2.2-4, which may
be rewritten, to focus on ¢ , as

a2 g Ia '
t = n,, (123-2)
A me (_r A)V

where ¢ is the time required for reaction in an uninterrupted batch from fractional con-
version faqto fuy, and ny, is the initid number of moles of A. Equation 12.3-2 is gen-
erd in the sense that it allows for variable density and temperature. For specified ny,,
fa1, @d f,,, the unknown quantities are ¢, V', ( —r,), and T (on which (-r,) and V
may depend). To determine al four quantities, equation 12.3-2 may have to be solved
dmultaneoudy with the rate law,

(=1ra) = ra(fa T) (12.3-3)
the energy baance, which gives
T = T(fa V) (12.3-4)
and an equation of state (incorporating the stoichiometry),
V="V(n,T P) (2.2-9)
in which case, we assume P is dso specified.

In equation 12.3-2, the quantity t/n,, isinterpreted graphically as the area under the
curve of a plot of 1/(—r,)V aganst f,, a shown schematicdly in Figure 12.1.
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Ulrp) V

Area = tinp,

0 fu A2 Figure 12.1 Interpretation of ¢/n,, in equation
fa 1232

12.3.1.2 Rate of Production; Volume of Reactor

Suppose reaction 12.3-1 is carried out in a batch reactor of volume V on a continual
bess To deemine the rae of production, we mugt tke into account the time of reec-

tion (z in equation 12.3-2) and the down-time (t;) between batches. The total time per
betch, or cyde time, is

t.=t+ty, (12.3-5)
The rate of production (formation) of C on a continual basis is then

mdes of C formed>< batch

Pr(C) = .
© batch time
— I ™ _ Anc _ ~ vclny

t. t t+ty,

Tha is in tams of fraiond corverson of A

_ vehao(faz = far) i
Pr(C) = =y (12.3-6)

The voume of reedtar (V) is rdaed to n,, through the eouetion of dae 229, In may
cases, fa; = 0, and f,, isSimply designated f. In equation 12.3-6, « is obtained from
the maeid bdance (123-2). The other quartities n,,, f,, ad 7, mut be Padfied or
considered as parameters.

12.3.1.3 Energy Balance; Temperature Change
The enagy bdance in genad, from eguation 151, is

rate of rate of rate of
input of | — | output of | = | accumulation (12.3-7)
energy energy of energy

Each term refers to a control volume, which for a BR is the volume of the reacting
sysem. The input of enagy may be by hegt trander from a hedting coll or jacke, andlor

by generation by reaction. Similarly, the output of energy may be by heat transfer to a
col or jacke, andlor by loss by reaction. The accumuldion is the net reaut of the inputs
and ouputs and may redldt in an increee or derese in T of the reading sydem.
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The rate of heat transfer, Q, whether it is an input or output, may be expressed as.

0= UA(T, T), (12.3-8)

where U = the overall heat transfer coefficient, Jm=2s ! K~!or W m™2
K~ !, obtained experimentally or from an appropriate correlation;
A, = the area of the heating or cooling coil, m?;
T, = the temperature of the coil, K (not necessarily congtant with re-
spect to position or time);
(T, T), = the appropriate mean temperature difference AT, ,, for hea trans-
fer (question: what is the interpretation of the form of AT,,, for a
BR?).

If 0>0 (T, > T), the heat transfer is an input (to the reacting system), and the converse
applies if ¢ < 0.

There may aso be a significant input or output because of the energetics of the reac-
tion. An exothermic reaction implies a generation (an input) of energy. An endothermic
reaction implies a loss (an output) of energy. The rate of generation or loss is the prod-
uct of the energy of reaction and the (extensive) rate of reaction. The energy of reaction
is represented by the enthalpy of reaction (AHy) for a constant-pressure process, and
by the internal energy (AU,) for a constant-volume (or constant-density) process. For
a reaction represented by eguation 12.3-1, with both the energy and rate of reaction in
terms of reactant A, then

rate of generation or loss of energy by reaction = (—AHg, )(—rp)V OF (=AUgp)(—14)V

Whether equation 12.3-9 represents an input or output depends on the sign of AHgz,
(or AUgy). If AH,, > 0 (endothermic reaction), it is an output (negative; recall that
(—r,) is positive); if AH,, < 0 (exothermic reaction), it is an input.

Since equation 12.3-7 represents an enthalpy (or internal energy) balance, the rate
of accumulation of energy is the rate of change of enthalpy, H (or internal energy, U)
of the reacting system:

rate of accumulation = dH/d:t
= n,CpdT/dt (12.3-10)
m,cpdT/dt (12.341)

where pn, is the totd number of moles, including moles of inert substances:

n, =

n (12.3-12)

Cp is the (total) molar hest capacity of the system at constant pressure, usually approx-
imated, as though for an ideal solution, by!

Cr=3 xCp (1231)
i=1

"For a nonideal solution, Cp; is replaced by the partid molar heat capacity, Cp:, but such information may not
be available.
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where x; is the mole fraction of speciesi , and Cy; is its molar heat capacity as a pure
Secies; m, is the total (specific) mass of the system:

N
mo= > m (12.3-14)
i=1
and c¢p is the specific heat capacity of the system, approximated by
N
cp =2 wich; (12.3-15)
i=1

where w, is the weight (mass) fraction of species i , and cp; is its specific heat capacity
a8 a pure Species.

Equations similar to 12.3-10 to -15 may be written in terms of interna energy,
U, with C,, the heat capacity at constant volume, replacing Cp. For liquid-phase
reactions, the difference between the two treatments is smal. Since most single-phase
reactions carried out in a BR involve liquids, we continue to write the energy balance
in terms of H, but, if required, it can be written in terms of U . In the latter casg, it is
usually necessary to calculate AU from AH and Cy, from Cp, since AH and Cp are the
quantities listed in a database. Furthermore, regardless of which treatment is used, it
may bze necessary to take into account the dependence of AH (or AU) and Cp (or C,)
onT.

From equations 12.3-8, -9, and -10, the energy balance for a BR, equation 12.3-7,
becomes

UA(T, ~T)p + (—AHga)(=ra)V = n,c,,‘(’i_f (12.3-16)

Equation 12.3-16 is vaid whether hea is transferred to or from the system, and whether
the reaction is exothermic or endothermic. Note that each term on the left side of equa-
tion 12.3-16 may be an input or an output. Furthermore, C, is the molar heat capacity
of the system, and is given by equation 12.3-13; as such, it may depend on both T and
composition (through f,). The right side of equation 12.3-16 may aso be expressed on
a gpecificmass basis (12.3-11). This does not affect the consistency of the units of the
tams in the energy balance, which are usudly J s7I.

: AH = AU + A(PV) (12.3-17)
Cp = Cy- a®VTiky (12.3-18)

where @ is the coefficient of cubical expansion, and «r is the isotherma compressibility;
dAHWT = ACr (123-19)

where AC, is the heat capacity change corresponding to that of AH. The dependence of Cr on T is usualy
given by an empirical expresson such as

Cp=a+ bT + cT? (12.3-20)

in which the coefficients a, b, and ¢ depend on the species, and must be given.
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12.3.2 Isothermal Operation

SOLUTION

12.3.2.1 Condant-Densty ~ System

For a liquid-phase reaction, or gasphase reaction a constant temperaiure and pressure
with no change in the total number of moles, the density of the system may be con-
sidered to remain constant. In this circumstance, the system volume (V) also remains
congtant, and the equations for reaction time (12.3-2) and production rate (12.3-6) may
then be expressed in terms of concentration, with ¢, = n,/V:

t =Cap

Jaa dfa
fat (—'rA)

(congtant  density) (12.3-21)

Pr(C) = VCCA"K(I‘% fa1) (constant ~ density) (12.3-22)

Equation 12.3-21 may be interpreted graphically in a manner similar to that of equa-
tion 12.3-2 in Figure 12.1 (see problem 12-16).
The following two examples illustrate the use of equations 12.3-21 and -22.

Determine the time required for 80% converson of 7.5 mol A in a 15-L constant-volume
batch reactor operating isothermally at 300 K. The reaction is first-order with respect to
A, with k, = 0.05 min~" at 300 K.

In equation 12.3-21,

Cap = Np /V = 75115 =05
fa1= 00 fap = 0.80
(—ra) = kaca = kaCao(l = fa)
P = cCyp ij ds L 4 dfa
“lo kacpo(l = fa) = kylo 1= fa
_ == £) _-In(0.2) _

G~ 005 S22mi

Note that for a first-order reaction, ¢ is independent of c¢,,.

A liguid-phase reaction between cyclopentadiene (A) and benzoquinone (B) is conducted
in an isothermal batch reactor, producing an adduct (C). The reaction is first-order with
respect to each reactant, with k, = 9.92 X 1073 L mol~!s~! a 25°C. Determine the
reactor volume required to produce 175 mol C h™1, if f4 = 0.90, c,, = ¢g, = 0.15 mol
L-1, and the down-time ¢, between batches is 30 min. The reaction is A + B — C.
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This example illustrates the use of the design equations to determine the volume of a batch
reactor (V) for a specified rate of production Pr(C), and fractiond conversion {fs) in each
batch. The time for reaction (¢#) in each batch in equation 12.3-22 is initidly unknown, and
must first be determined from equation 12.3-21.

In equation 12.3-21, from the stoichiometry, since c,, = Cpo»

(—ra) = kacacy = kach = kack,(1 = fa)

Then, with fy; = 0, and fun = fa»

... - L _h

o kack, (1 ~ fo)? = kacao 1= fa
! 09
=9.92 X10-3x 01501

= 6050s =1.68 h

From equaion 12.3-22,

_ (¢ +1)Pr(C) _ (1.68 + 0.5)175
- VCcAofA 1(0.15)0.9
= 2830 L or 2.83 m®

1%

This example may adso be solved using the E-Z Solve software (see file ex12-2.msp).

12.3.2.2 Variable-Density System

If the system is not of constant density, we must use the more genera form of the equa
tion for reaction time (12.3-2) to determine ¢ for a specified conversion, together with
arate law, equation 12.3-3, and an equation of state, equation 2.2-9. Variable density
implies that the volume of the reactor or reacting system is not constant. This may be
visudized as a vessd equipped with a piston; V changes with the position of the piston.
Systems of variable density usudly involve a gas phase. The densty may vary if any one
of T, P or n, (totd number of moles) changes (so as to ater the position of the piston).

A gasphase reaction A — B + C is to be conducted in a 10-L (initialy) isothermal batch
reactor at 25°C at constant P. The reaction is second-order with respect to A, with &, =
0.023 L mol~! s™!. Determine the time required for 75% conversion of 5 mol A.

The time required is given by equation 12.3-2:

B Ia df,
t=mo| iy (s

In this expression, both (—r,) and V vary and must be related to f,, through the rate law
and an equation of state incorporating the stoichiometry, respectively; for the equation of
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Sate, we assume ided-gas behavior. Thus, for ( —rp),

kang, (1= fo)?
(——rA) = kAc% = kA("A/V)2 = —A-&Vz—A— (A)
Since this is a gas-phase reaction, and the total number of moles changes, the volume
changes as the reaction progresses. We use a stoichiometric table to determine the effect

of fyonV.
Species  Initid Change Final
moles An moles
A Nao  —Paofa  nal(l = fa)
B 0 Raofa Naofa
C 0 nAofA nAofA
totdl: Ao Haofa Mol + fa)

If the ges phese is ided, V= n,RT/P, adinthiscase R T, ad P are condant. Therefore,

\ nao(l . fa)

V; Na,
or
V=V,(1+ £y, ®)

where V,, is the intid voume of the sysem.
Sudituting for (—r,) from (A) ad for V from (B) in eguetion 1232, and smplifying,

we odan
p= Yo JfA (L+ f)dfa
kana, Jo (1= fa)?
Tointegrate, we let a=1 = fy; then, f, =1 — «, and df, = -da The integrd is:

0.25
J "2 da=In(0.25) + 6 = 461

Therefore, 1 = 10 L X 4.61/(0.023 L mol~! §~1 X 5.0 mol) = 400 s

12.3.2.3 Control of Heat Transfer to Maintain Isothermal Conditions

In certain circumstances, it may be desirable to maintain nearly isothermal conditions,
even if the reaction is significantly exothermic or endothermic. In the absence of any
attempt to control T, it may become too high for product stability or too low for reac-
tion rate. If control of T is required, a cooling or heating coil or jacket can be added
to the reactor to balance the energy generated or consumed by the reaction. The coil
temperature (T,) is adjusted to control the rate of heat transfer (Q) to achieve (nearly)
isothermal conditions. 7, usually varies as the reaction proceeds, because the rate of
reaction, (—r,), and hence AH, is a function of time. The relationship between T or @
ad f, cn be dgemined by combinng the maeid ad enegy belances
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In the energy balance, for isotherma operation of the reaction A + . . . — product(s),
dT/dt = 0, so that equation 12.3-16 becomes, for the required rate of heat transfer:

Q = UAJ(T, = T), = —(—AHg,)(—r4)V (isothermal operation) (12.3-23)
From the material balance in terms of f,, equation 2.2-4 becomes

(=ra) = (np/V)(dfaldr) (22-4)
Eliminating (- r,) from equation 12.3-23 with equation 22-4, we have

0 = UA(T, = ), = —(=AHga)na,(dfa/dr) (12.3-24)

For simplicity, if we assume that T, is constant throughout the coil a a given instant,
then 7. depends on ¢, from equation 12.3-24, through

7 =1 - CAHRAIMA, dfa

¢ UA, dr (12:3-25)

Determine Q and T, (as functions of time, r) required to maintain isothermal conditions
in the reactor in Example 12-1, if AHg, = -47,500 Jmol~!, and UA, = 25.0 WK1,

Does Q represent a rate of heat remova or heat addition?

To use equations 12.3-24 and -25, we first obtain df,/d¢ for a first-order reaction, and use
this to eliminate £, in terms of ¢,
From the materid balance, equation 2.2-4,

d Vv
U T2 £ = ka0l £y *)
From (A), on integration,
fr=1-eta (B)

Substituting (A) and (B) into equation 12.3-24, we obtain (with f in min)
0 = —(=AHg\)n, ke * = —(47,500)7.5(0.05/60) %% = ~297¢700% 3571 or W

Since O < 0, it represents hest removal from the system, which is undergoing an exother-
mic reaction.
Similarly, from equation 12.3-25, we obtain for the coolant temperature T, in the coil

T, =30 47, 532((’)7 -5) 06((;5 ~0.0sr _ 300 _ 17 g,-00st

withT, inK and t in min.
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Figure 122 Profiles for coil temperature (7,) and heat trandfer rae
(Q for an isothemd betch reactor (Example 12-4)

Figure 12.2 shows the changes in @ and T, with respect to time ¢ during the course
of reaction to achieve f, = 0.8, aconversion that requires 32.2 min (from Example
12-1). The decrease in magnitude of Q as the reaction progresses is expected, since
(—r,) decreases with time. As a consequence, T, must gradually increase. Ast — %,

(~r4) =0, T. - 300, and ¢ — 0.

1233 Nonisothermal Operation

It may not be realistic to use isothermal operation of a BR as a basis for design, par-
ticularly for a reaction that is strongly exothermic or endothermic. Although T may
change considerably if left unattended, and may need to be controlled so that it does
not go too high or too low, it nesd nat be dridly condat. Futhemore in some casss
there may be advattages from the paint of view of kindics if T is dlowed to incesse

in a controlled manner.

In order to assess the design of both the reactor and the heat exchanger required
to control T, it is necessary to use the material balance and the energy balance, to-
gether with information on rate of reaction and rate of heat transfer, since there is an
interaction between T and f,. In this section, we consider two cases of nonisothermal

operation: adiabatic (Q = 0) and nonadiabatic (0 # 0).

12331 Adiabatic Operation

In adiabatic operation, there is no attempt to cool or heat the contents of the reactor
(that is, there is no heat exchanger). As aresult, T rises in an exothermic reaction and
fdls in an endathermic reedtion. This case may be usad &s a limiing case for nonisother-
mal behavior, to determine if T changes sufficiently to reguire the additional expense

of a heat exchanger and T controller.

For an edabdic sydem with ¢ = 0, the enagy bdance (123-16) becomes

dT
(—AHRA)(—7A)V = n,Cp :

dr
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Substituting for (—r, )V from the material balance in terms of f£,, equation 2.2-4, we
obtain

df, dr
(_AHRA)"Aod_tA = ntCP_d7 (12.3-27)

Since the relationship between df/ds and dT'/ds is implicit with respect to ¢, we may
write equation 12.3-27 as

(—AHRA)nAOde = ntCPdT (12‘3-28)

Equation 12.3-28 may be integrated to give T as a function of fy:

fa (_
T=7,+ nAoj (—AHg,)

d 12.3-29)
fao nt CP fA (

where T, and fy, refer to initial conditions. The simplest result from equation 12.3-29
is for constant (—AHg, ), Cp, and n;;then

T=r,+ R ) (12:3-30)

The time ¢ required to achieve fractional conversion f, is obtained by integration of
the material balance, equation 2.2-4:

I dfy
t=ny, (12.3-31)
A [on (_rA)V

where (—r,) is obtained from arate law and V from an equation of state. This also
requires simultaneous solution of equation 12.3-29, since the integral in equation 12.3-
31 dependson T aswell ason fy.

An algorithm to calculate + from equation 12.3-31 to achieve a specified f,, and aso
to obtain f, (T) is as follows:

(1) choose Value of fa; fa, = fa = fa (Specified);

(2) calculate T at f, from equation 12.3-29;

(3) calculate ( —rA) from rate law given;

(4) calculate Vv from equation of state given, if required;

(5) repeat steps (1) to (4) for several values of f;

(6) calculate +from equation 12.3-31 by numerical or graphical integration.

Alternatively, the E-Z Solve software may be used to integrate simultaneously the
material- and energy-balance expressions and solve the equation of state.

A gasphase decompostion, A — R + S, is to be conducted in a batch reactor, with initial
conditions of T,= 300 K, V, = 0.5 m?, and a (constant) total pressure of 500 kPa. The
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SOLUTION

vaues of Cp for A, R, and S are, respectively, 185.6, 104.7, and 80.9 J mol~! K~!, The
enthalpy of reaction is -6280 J (mol A)~!, and the reaction is first-order with respect to A,
with k, = 1014100007 4-1 Determine the profiles of f, and T versus ¢, if the process
is adiabatic, and T and ¢ for £, = 0.99.

We first obtain the appropriate forms of the material-balance and energy-balance equations
(123-3 1 and 12-3-29, respectively) for use in the above agorithm.
From the given rate law, we have

(_rA) = kACA = kAnA/V = kAnAo(l - fA)/V
so that equation 12.3-3 1 becomes
t— fa de
- —a A
Jo ka(l = fp) @)
where
ky = 10146_10‘000/T (B)

For equation 12.3-29, we may not be able to use the simplified result in equation 12.3-
30, since n,Cp May not be congtant but depend on f,; to investigate this, we form

nCp =m 2> x;Cp; = 1, > (n;/n)Cp;

= 2 n,Cp; = nyCpy + ngCpr + nsCps
Rao(l = fA)Cpp + Ao fACPR + NaofaCPps
Mao|Cpa + (Cpr + Cps= Cpp)fa]
185.6n,,

I

Snce n,Cp is independent of f,, we can use equation 12.3-30:

T = 300 + 3280180

m 300 + 338fA (C)
Equations (A), (B) and (C) are used in the agorithm to obtain the information required.
Step (3) is used to cdculate k, from equation (B), and step (4) is not required. Results are
summarized in Table 12.2, for the arhitrary step-size in fy indicated; G = U[ky(1~ fu)l,
and G* represents the average of two consecutive values of G. The last column lists the
time required to achieve the corresponding conversion in the second column. These times
were obtained as approximations for the value of the integra in equation (A) by means of
the trapezoida rule:

t; =t + 05(G; + Gj_l)(fAj = faj-1

The estimated time required to achieve a fractiona conversion of 0.99 is 1.80 h, and the
temperature at this time is 333.5 K, if the reactor operates adiabatically. The f,(z) profile
is given by the vaues listed in the second and last columns, the T(t) profile is given by
the third and last columns.
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Table 122 Results for Example 12-5 using trapezoidd rule

J fa TK | kamh! G G* t/h
1 | ooo | 300.0 | 0.334 3.00 0.00
2 | 010 | 303.4 | 0.484 229 | 2.65 | 0.26
3 0.20 306.8 0.696 1.79 2.04 0.47
4 0.30 310.2 0.994 1.44 1.62 0.63
5 0.40 3135 1.408 118 1.31 0.76
6 0.50 316.9 1.979 101 1.10 0.87
7 ] 060 | 3203 2.762 0.91 | 0.96 | 0.97
8 | 0.70 | 3237 3.828 0.87 | 0.89 | 1.06
9 | 0.80 | 3271 5.269 0.95 | 0.91 | 115
10 | 0.90 | 3305 7.206 1.39 | 117 1.26
1 0.99 3335 9.500 10.53 5.96 1.80
@é Alternate solution using E-Z Solve software: (see file ex12-5.msp). The results for ¢ us
‘ ing the trapezoidal rule approximation (Table 12.2) may differ significantly from those

using a more accurate form of numerical integration. For vaues of f, up to 0.90, the va-
ues oft differ by less than 1%. However, between f, = 0.90 and 0.99, the results differ

considerably, primarily because of the large step size (0.09) chosen for the trapezoida ap-
proximation, compared with the much smaler step size used in the simulation software.
The simulation software predicts ¢ = 1.52 h for f, = 0.99, rather than 1.80 h as in the ta

ble. The results for T (at given f,) ae undffected, since f, and T are related agebraicaly
by Equation (C). The output from the simulation software can be in the form of a table or

graph.

12332 Nonadiabatic Operation

If the batch reactor operation is both nonadiabatic and nonisothermal, the complete

energy balance of equation 12.3-16 must be used together with th aterial balance of

equation 2.2-4. These congtitute a set of two simultaneous, nonlindgr, first-gkger ordi

nary differentia equations with T and f, a dependent variables and 'Fjependent

varigble. The two boundary conditions are T = T, and fa = fa, (usudly 0) at

These two equations usually must be solved by a numerical procedure. (See problem
% 12-9, which may be solved using the E-Z Solve software)

1234 Optimal Performance for Maximum Production Rate

The performance of a batch reactor may be optimized in various ways. Here, we con-
sider the case of choosing the cycle time, ¢,, equation 12.3-5, to maximize the rate of
production of a product. For simplicity, we assume constant density and temperature.

The greater the reaction time { (equation 12.3-21), the greater the production per
batch, but the smaler the number of batches per unit time. Since the rate of production,
Pr, is the product of these two, a compromise must be made between large and small
values oft to maximize Pr.

This may aso be seen from limiting values obtained from equation 12.3-22:

Pr(C) = chAth(fAtz = fan) (123-22)
T4
lin(1) Pr=(,since f,, = fa; — 0 and s, isafinite constant
1—

lim Pr =0, since fa, = fy; — a constant

t—=0

Between these two extremes, Pr must go through a maximum with respect to ¢ .
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SOLUTION

To obtain the value of t for maximum Pr, consider equation 12.3-22 with f,; = 0,
a2 = fa(®). Then the equation may be written as

Pr= Kf(t)(t + t;) (12.3-32)
where K( =vc,,V) is aconstant, and Pr is Pr(C). For maximum Pr,

dPr _ [t + t)(dfa(D)/de) = fa(t) _
dt_K (1 + t,)? AT_O

or

dfa(?)

(t + 1) 9

f*(t) = 0 (12.3-33)

Equation 12.3-33 is solved for ¢, and the result is used in equation 12.3-32 or its equiv-
alent to obtain the maximum value of Pr.

Congder a liquid-phase, firs-order reaction A — C, occurring in a reactor of volume V,
with a specified down-time, ;. The reactor initially contains 5 moles of pure A. Determine
the reaction time which maximizes Pr(C), given k, = 0.021 min~!, and ¢, = 30 min;
and calculate the maximum value of Pr(C).

Since this is a constant-density system, equation 12.3-33 applies. To use this, we require
fa®). From the rate law, and the materid baance, equation 2.2-10,

d dfa
(=ra) = kaca = kycpo(1 = fp) = __dCtA = Caog
From this.
df
3= k= £
This integrates to
A== A)
from which, in terms oft,
d
D = kpe ®)

Subgtituting the results from (A) and (B) in eguation 12.3-33, we have

(t + 1)kpe Al — (1 = ¢7hat) = 0 (©)
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Equation (C) can be solved by tri{or by using an equation solver. Forf; =30 min
and k, =0.021 min~!, we obtain = 45 min using the E-Z Solve software (see file
ex12-6.msp). Then, from equation (A), f4 = 0612 for maximum Pr(C), and from equa
tion 12.3-22, with n,, =5 mol, Pr(C) = 2.45 mol h7L.

AND SEMICONTINUOUS REACTORS

A semibatch reactor is a variation of a batch reactor in which one reactant may be added
intermittently or continuously to another contained as a batch in a vessel, or a product
may be removed intermittently or continuously from the vessel as reaction proceeds.
The reaction may be single-phase or multiphase. As in a batch reactor, the operation
is inherently unsteady-state and usualy characterized by a cycle of operation, athough
in a more complex manner.

A semicontinuous reactor is a reactor for a multiphase reaction in which one phase
flows continuously through a vessel containing a batch of another phase. The opera-
tion is thus unsteady-state with respect to the batch phase, and may be steady-state
or unsteady-state with respect to the flowing phase, asin a fixed-bed catalytic reactor
(Chapter 21) or a fixed-bed gassolid reactor (Chapter 22), respectively.

In this section, we consider various modes of operation of these types of reactors,
their advantages and disadvantages, and some design aspects. Since there are many
varigions of these reactors, it is difficult to generdize their design or anaysis, and con-
sequently we use an example for illustration.

1241 Modes of Operation: Semibatch and Semicontinuous Reactors

12.4.1.1 Semibatch Reactors

Figure 12.3 illustrates some modes of operation of semibatch reactors. In Figure 12.3(a),
depicting a homogeneous liquid-phase reaction of the type A + B — products, reac-
tant A isinitially charged to the vessel, and reactant B is added at a prescribed rate,
as reaction proceeds. In Figure 12.3(b), depicting a “liquid-phase” reaction in which a
gaseous product is formed, gas is removed as reaction proceeds, an example is the re
moval of H,O(g) in an esterification reaction. In Figure 12.3(c), a combination of these
two modes of operation is shown.

12.4.1.2 Semicontinuous Reactors

Figure 12.4 illustrates some modes of operation of semicontinuous reactors. In Fig-
ure 12.4(a), depicting a gas-liquid reaction of the type A(g) + B(£) — products, reac-

tant A is dispersed (bubbled) continuously through a batch of reactant B; an important
example is an aerobic fermentation in which air (or O,) is supplied continuously to a
liquid substrate (e.g., a batch of culture, as in penicillin production). In Figure 12.4(b),

Figure 12.3 Some modes of operaion of

semibatch reactors: (a) addition of a reac-

taut; (b) remova of a product; (c) simulta-
(b) () neous addition and remova
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Figure 124 Some modes of operation of semicontinuous reactors (a) gasliouid reac-
tion; (b) gassolid (cadyst or reactant) reaction; () cyclic operaion (reaction(-) and
regeneration(- -)) for deactivating catalyst

depicting a fixed-bed catalytic reactor (Chapter 21) for a gas-solid (catalyst) reaction,
the bed of catalyst is a batch phase, and the reacting gas phase flows continuously

through the bed. A fluidized-bed reactor (Chapter 23) may be operated in a simi-

lar manner. A reactor for chemical vapor deposition (CVD) is aso operated in this

manner, although gas flows continuously over a solid substrate in the form of a sur-

face, rather than through a bed of particles. Semicontinuous operation is appropriate
for a catalyst that does not deactivate over time or deactivates slowly. If the cat-
alyst deactivates rapidly, the reactor configuration shown in Figure 12.4(c) may be
used. This consists of two identical fixed-bed reactors operating in parallel, with each
aternating, in a prescribed cyclic manner, between reaction and regeneration. This
is a rather complex mode of operation, requiring intricate piping and valving, and

timing devices for overal continual operation. Wherever feasible, it should be re-

placed by inherently continuous operation for both reaction and regeneration, as in
a fluidized-bed reactor.

1242 Advantages and Disadvantages (Semibatch Reactor)

We focus mainly on the advantages and disadvantages of semibatch reactors. A semi-
continuous reactor may be treated in many cases as either a batch reactor or a contin-
uous reactor, depending on the overall kinetics and/or the phase of interest.

Advantages:

(1) In comparison with a batch reactor, the gradual or intermittent addition of a
reactant (say, B in A + B — products, Figure 12.3(a)) in semibatch operation
can result in improved control of T, particularly for a reaction with a large
AH.

(2) Similarly, the concentration of a reactant can be kept relatively low (B in point
(2)) or high (A in point (1)), if either is advantageous for suppressing undesired
dde redions

(3) The withdrawal of a product (continuously, as in Figure 12.3(b), or intermit-
tently) can result in higher conversion of a reactant, particularly if the reaction
is equilibrium-limited.
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Disadvantages.

(1) Asin the case of a batch reactor, the production rate may be limited because of
the cyclic nature of the operation.

(2) Also, as in the case of a batch reactor, the operating cost may be relatively high.

(3) The design or peformance anaysis is complicated because of the unsteady-state
operation.

(4) Semicontinuous operation shown in Figure 12.4(c) requires intricate piping and
valving.

12.4.3 Design Aspects

The design or peformance andysis of a semibatch or a semicontinuous reactor is com-
plicated by the unsteady-state nature of its operation. Although, strictly speaking, this
is characteristic of every such reactor, in some semicontinuous reactors, steady-state
behavior is a valid approximation for the flowing phase. Examples are the gas phase in
Figure 12.4(a), if the gas flow rate is sufficiently great that the composition of the gas
remains nearly constant; and the gas phase in Figure 12.4(b), if the catalyst deactivates
dowly or not a dl. For a multiphase gasliquid system, as in Figure 12.4(a), the overal
rate, and hence the governing rate law, may be dictated by one of two extremes (Chap-
ter 9): the rate of mass transfer of a reactant between phases, or the intrinsic rate of
reaction in the liquid phase. In the latter case, the reactor may be treated as a batch
reactor for the liquid phase. Similar considerations may apply to the solid substrate in
a CVD reactor. In each case, the relevance of various terms in the material-balance
equation needs to be teken into account, as discussed for equation 12.2-1.

The following example illustrates a combination of semibatch and semicontinuous
operation for an irreversible reaction, with one reactant added intermittently and the
other flowing (bubbling) continuously, that is, a combination of Figures 12.3(a) and
12.4(a). Chen (1983, pp. 168-211, 456-460) gives several examples of other situations,
including reversible, series-reversible, and series-parallel reactions, and nonisothermal
and autothermal operation.

Gluconic acid (P) may be produced by the oxidation of glucose (G) in a batch reactor.
The reactor is provided with a continuous supply of oxygen and an intermittent supply
of glucose at fixed intervals. The reaction is C¢H;,Og(G) + %02 - C¢H,07(P), and is
catayzed by the enzyme glucose oxidase. The overdl rate is governed by the liquid-phase
reaction rate. The rate law is given by equation 10.2-9:

VmaxCG A

Snce oxygen is a substrate, V.. ad K, ae functions of the oxygen concentration ¢,
which is fixed by pg, in the continuously flowing gas phase. At low values of cg, the
reaction is pseudo-first-order with respect to glucose, and (A) simplifies to

rp = kch (B)

where, at 37°C, k;= 0016 h" ' =V, /K .
Suppose a 100-L reactor, operated |sothermally, initialy contains 0.050 moles of glu-
cose, and 0.045 moles of fresh glucose is added to the reactor every 144 h for 30 d.
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SOLUTION

(a) Calculate vaues of cg and ¢p at the beginning and end of each interva between
glucose additions. Assume that addition of (solid) glucose does not dter the volume
of the liquid (reacting system).

(b) Plot ¢g and ¢p for the entire time period of 30 d.

(@ The intermittent addition of glucose makes the operation semibaich (Figure 12.3(a)).
Furthermore, the continuous supply of O, aso makes the overal operation semicontinuous
(Figure 12.4(a)), but it is the semibatch nature that governs, since the flow of O, mainly
serves to provide a paticular cp, (assumed constant).

The number of 144-h intervals in 30 d is 24(30)/144 = 5. During each interval, the
reaction follows pseudo-first-order kinetics. Thus, from equation (B) and the materid bal-
ance, equation 2.2-10, applied to glucose,

—dcg/dt = kicg ©

At the conclusion of each interval of 144 h, the glucose is replenished by addition of fresh
glucose. For each interval,i =1,2,. . . , 5, from integration of equation (C),

CGi = CGoi eXp[—kl(l‘ el to)i] (D)

= CGOi exp[—0.016(144)] = 0'0998cGoi (l = 1: 21 ey 5) (D,)

where ¢g; is the concentration of glucose at the end of the interval of 144 h, and cg,; is
the initial concentration of glucose for the interva, given by

cGoi = 0.05/100=5X 107*mol L™} (i = 1) (E)
and
CGoi = Cgi-1+ 0.045/100 = ¢g; | +45x107%  (i=2345 (E)

From the reaction stoichiometry, the concentration of gluconic acid at the end of the ith
interval is

Cpi = Cpoi T (Cgo  CG)i
= cpy + (cgo = Cg); (i=12...,5) (F)

where cp,,; is the concentraion a the beginning of the ith intavd, which is the same as
that a the end of the previous intavd, cp;_;.

Equdions (D') to () may be usd recursvdy to cdadde the quantities required. The
reuits ae summaizad in Teble 123

Table 123 Realts for Example 12-7

Interval Initid  conditions Find  conditions
10* ¢gol | 10* cpo/ 100 cg/|10* cpl
t,/ t
i= h mol L-! h mol L1
0 5 0 144 499 450

144 | 4999 450 | 288 | 4.99 9.00
288 | 4.999 900 | 432 | 49 13.50
432 | 499 13.50 576 | 499 18.00
576 | 4.999 18.00 720 | 499 2250

GOl N —
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Figure 125 Example 12-7. co and ¢p a functions of ¢

(b In Houre 125, ¢; ad cp ae plotted ageing ¢ for the whole time intervel 0 to 720 h
(30 d). For ¢g the rest is a “sawtooth” behavior, with ¢ deoressing exponantidly during
exch intevd (Equetion (D)), ad peiodicdly bang resored virtldly to the iniid vdue
every 144 h. ¢p increases continuously ast increases, but in a series of bowed curves,
with cugps a pants of addiion of guoose this is in accordance with equetion (F), which,
combined with (D), can be written for each intevd &

cPi = cP,l"‘l + cGoi[l - e_kl(t_ta)i] (l = 1: 2) .- :5) (G)

The BEZ Sove software may dso be used to solve Example 12-7 (se file ex12-7.msp).
In this casg usa-Odfined funcions account for the addition of fresh gducoe <0 tha a
dnge dffaentid eguation may be soved to desaibe the concentraiontime profiles over
the etire 0-day paiod. This exarpe file with the usa-ddfined fundions may be usd
& the bess for solution of a problem invalving the nonlinear kingtics in eguetion (A), in
place of the lineer kinglics in (B) (sse prablem 12-17).

125 PROBLEMS FOR CHAPTER 12

121 At eevated temperaturess NO, (A) decomposss into NO and O,. The rextion is second-
order with respect to NO,, and a 400°C the rate condtant is ky = 536 x 1074 kPa™! s7L. If
a sample of NO, is placed in a condant-volume batch reactor mantaned a 673 K, and the
initid pressure is 50 kPa, cdculate the time required (in seconds) for the totd pressure P to
change by 10 kPa.

122 The decompostion of phosphine [4PHs(g) — Pa(g) + 6Ha(g)]isfirst-order with respect to
phosphine with a rae constant k = 00155 s~! a 953 K. If the decompostion occurs in a
condant-volume batch reactor & 953 K, cdculae, for 40% converson of PH;,

(a) thetimerequired, s;
(b) the male fraction of H, in the reaction mixture.

12-3 () For the gasphase reaction

C,Hy + C4Hg — C¢Hyp or A+B-C

caried out isothermdly in a condant-volume batch reactor, what should the temperature
(T/IK) be to achieve 57.6% converdon of reactants, initidly present in an equimolar ratio,
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in 4 min? The initid totd pressure is 0.8 bar (only A and B present initidly). The rate
law (Example 4-8) is

(—ra) =30 x 107exp(—115, 000/RT)cacs,

with the Arrhenius parameters, A and E, in L mol™! s~ and J mol™!, respectively.

(b) Usng the same temperaiure as in pat (8), find the time required for 57.6% converson
of ethene if the reaction is caried out isothemdly and isobaricaly (i.e, in a variable-
volume bach  reector).

124 A liquid-phase rexction A + B — products is conducted in an isothermal batch resctor. The

reaction is firs-order with respect to each resctant, with ky = 0025 L mol™! s7!, cao = 050

, molL™},and cg, = 10 mol L-!. Determine the time required for 75% converson of A.
% 12-5 Ethyl acetate is to be produced from ethanol and acetic acid in a 10-m® batch reactor a 100°C:

k
C;HsOH(A) + CH;COOH(B)  H,0(C) + CH;COOC,Hs(D)
The reaction rate in the liquid phase is given by:

(=ra) = kgeacg = kyccep

The reaction has an equilibrium congant of 293, and the rate condant for the forward reaction

(ks) is 793 X 1078 L mol~! s™! (Froment and Bischoff, 1990, p. 330). The feed contains 30

weight percent (wit%) acetic acid, 49 wt% ethanol, and the baance is water. The densty of

the fluid is essentidlly congtant (1 .0 g cm™3).

(@ Deermine the time required to achieve 25% converson of the aceic acid.

() What is the maximum (i.e, equilibrium) converson of acid tha can be obtained?
% 126 A gesphase reaction, A — 2B, is conducted & 300 K (condant) in a varigblevolume reactor

equipped with a piston to mantan a condant pressure of 150 kPa. Initidly, 8 mol of A ae

present in the reactor. The reaction is second-order with respect to A, with the following rate

expression:

(—ra) = kck; k =0075 L mol™! min~"
Determine the time of reaction, 4, if f,, the fractional conversion of A, is 0.80. State any

asumption(s)  made.

% 12-7 At 473 K, NOCI(g) decomposes into NO(g) and Cla(g). The reaction is second-order with

respect to NOCI, with arate constant of 0.078 L mol~!s~! (Boikess and Edelson, 1981,

p. 614).

(@ If, initidly, 025 mol NOCI is placed in a resctor, mantained a a condant pressure of 2
bar, determine the time required for 30% converson of NOCI. The initid reector volume
is75L.

% (b) What is the patid pressure of Clp(g) & the concluson of the process?
12-8 A liquid-phasereaction A + B — C is conducted in a 50-L. batch rexctor. The rection is
firg-order with respect to each reactant.

(8 Deermine the time required for 90% converson of A, if(i) the reaction occurs adiabati-
cdly; (i) the reection occurs isothermdly a T,.

(b) Detemine Q and T, (as functions of time), if a cooling coil is placed in the tank to maintain
the isothermd conditions required in (8 part (ii).

(© For (@ pat (i), sketch the conversonversustime and temperatureversustime profiles.

Daa ca, ad cr, ae 050 mol L' and 0.75 mol L~!, respectively. The initid temperature

(T,) is 400 K, and the heat capecity of the reactor contents is 38 J g=! K~1. The fluid density

i50.759 ecm~3, and the heet trandfer parameter (UA,) for pat (b) is 100 W K~1, The reaction

is exothermic (- 145 kI (mol A)™1), and k, = 1.4 X 107797 | mol~! min~!.
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- 12-9 Congder the hydrolyds of acetic anhydride caried out in dilute agueous solution in a bach
o reactor:
X

(CH3C0),0 (A) + H,0 = 2CH;COOH.

The initid concentration is ¢, = 0.03 mol L™}, and theinitial temperatureis T, = 15°C.

Cdculate the time (#/min) required for 80% converson of the anhydride

(@ if the reation is caried out isothermdly a T,

(b) if the reaction is caried out adiabaticaly;

(o) if the reaction is caried out nonisothermaly and nonadiabaticdly with UA. = 200 W
K, T,=300K,andV = 100 L.

Data: Arrhenius parameters are A =214 X 10’ min~! and E, = 46.5kJ mol~'. The
enthal py of reaction is-209 kJ (mol A)~!, the specific heat of reactor contentsis 3.8 kJ
kg ! K™, and the density is 1.07 kg L~!.

12-10 The Diels-Alder liquid-phase reaction between 1,4-benzoquinone (A, C¢Hy0,) and cy-
clopentadiene (B, CsHg) to form the adduct C;;H;gO, is second-order with a rate condant
ka =992 X 1076 m3 mol ! s~! at 25°C (Wassermann, 1936). Calculate the size (m?) of
abatch reactor required to produce adduct at the rate of 125 mol h~!, if ca, = ¢, = 100
mol m™3, the resctants ae 0% converted a the end of each bach (cyde), the reactor ope-
aes isothemdly a 25°C, and the reector downtime (for discharging, cleaning, charging)
between batches is 30% of the totd bach (cycle) time.

12-11 A scondorder, liquid-phase reacion (A —> products) is to take place in a bach reactor a
constant temperature. The rate condant is ks = 0.05 L mol™! min~', and the initid con-
centration (ca,) is 2 mol L!, If the downtime (¢;) between batches is 20 min, what should
the reaction time (s) be for each batch s thet the rate of production, on a continud bess, is

maximized?
g 12-12 (a) The liquid-phase reaction A — 2B + C takes place isothermally in a bach reactor of
N volume V = 7500 L. The batch-cycletime(t, = +1,) is considered to be fixed by a
ift period of 8 h. If the downtime (¢;) between batches is 45 min, cdculate the rete
of production of B (mol h™') on a continud beds, with 1 bach per shift, if the feed
concentration (ca,) is 3.0 mol L™, The rate Of reaction is given by (—ry) = kacy>,
where k, = 0.0025 L9 mol %5 min~".

(b) You are aked to examine the posshility of incressing the rate of production of B by
uncoupling ¢, from the length of the hift period If dl dse remans unchanged, what
would you recommend? Your ansver must include a quantitative assessment leading to
a vaue of the production rate for a paticular vaue oft, (or o and to a Saement of ay
posshle disadvantage(s) involved. Assume that the reactant A is rdlativdy vauable.

12-13 For the liquid-phese resction A — R, k = 0020 min~! We wish to produce 4752 mol of

R during each 10-hour production day, and 9% of A entering the bach reactor is to be

converted. It takes 026 h to fill the reactor and heat the contents to the reaction temperature.

It takes 090 h to empty the reactor and prepare it for the next batch. If the reactor initidly

; contans pure A a& a concentration of 8 mol L', determine the volume of the reactor.
g 12-14 A liquid-phase reaction, A — products, was dudied in a condant-volume isotherma batch
N resctor. The reaction rate expresson is (—rp) = kaca, ad ks = 0.030 min~!. The resction
time, ¢, may be varied, but the down-time, ¢,, is fixed & 30 min for eech cyde If the reactor
operates 24 hours per day, wha is the ratio of reaction time to downtime that maximizes
production for a given reactor volume and initid concentration of A? What is the fractiond

conversion of A a the optimum?
g 12-15 The aoma and flavor of wines may be enhanced by converting terpenylglycosides in the
N &in of grapes into voldtile terpenols. This converson can be accomplished using glycosi-
dases (enzymey which have B-glucosidase, a-arabinosidase, and arhamnosidase activi-
ties. Determine the time required to convert 80% of 4-nitrophenyl-B-glucopyranoside (NPG)
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12-16

12-17

12-18

using B-glucosidase in a 10-L bach reactor. The reaction follows Michaelis-Menten kinet-
ics (Chapter 10), with a maximum reaction velocity (V) of 36 mmol L™!min~!, and a
Michaglis condtant (K,,) of 060 mmol L~! (Cddini e d., 1994). The initid concentration
of NPG in the resctor is 45 mmeol L!.
Sketch the graphicd interpretation of equation 12321 corresponding to that of equation
1232 in Fgure 121 Wha does the area under the curve represent?
The process in Example 12-7 was conducted by initially adding 0.35 mol glucose to the 100-
L reactor, and replenishing the reaction with 028 mol fresh glucose every 144 h for 30 days
Determine the gluconic acid and glucose concentrationtime profiles in the reactor over this
period.
Daa V,,,, = 5.8 x105mol L-'h™}; K, = 3.6 x 107> mol L1,
During the process described in problem 12-17, it was discovered that the enzyme used to
produce gluconic acid was subject to deectivetion, with a hdf-life of 12 days It appears that
the deactivation process is firs-order, such that V,,,, decressss exponentidly with time
(a) What is the effect of inactivation on the production rate of gluconic acid over the 30-day
process?
(b) How much of the origind enzyme activity remans & the conduson of the process?



Chapter 13

|deal Flow

Ided flow is introduced in Chapter 2 in connection with the investigation of kinetics in
certain types of ideal reactor models, and in Chapter 11 in connection with chemical
reactors as a contrast to nonideal flow. Asits name implies, ideal flow is a model of
flow which, in one of its various forms, may be closely approached, but is not actualy
achieved. In Chapter 2, three forms are described: backmix flow (BMF), plug flow (PF),
and laminar flow (LF).

In this chapter, we focus on the characteristics of the ided-flow models themselves,
without regard to the type of process equipment in which they occur, whether a chemi-
cd reactor, a heat exchanger, a packed tower, or some cother type. In the following five
chapters, we consider the design and performance of reactors in which ideal flow oc-
curs. In addition, in this chapter, we introduce the segregated-flow model for a reactor
as one application of the flow characteristics developed.

In general, each form of ideal flow can be characterized exactly mathematically, as
can the consequences of its occurrence in a chemical reactor (some of these are ex-
plored in Chapter 2). This is in contrast to nonideal flow, a feature which presents one
of the mgor difficulties in assessing the design and performance of actud reactors, par-
ticualy in scaeup from smal experimental reactors. This assessment, however, may
be helped by datistical approaches, such as provided by resdencetime distributions. It
is these that we introduce in this chapter, since they can be derived exactly for ided flow.
For nonideal flow, residencetime didtributions must be investigated experimentaly, as
described in Chapter 19

The chapter begins with a reiteration and extension of terms used, and the types
of ideal flow considered. It continues with the characterization of flow in general by
age-digtribution  functions, of which residence-time digtributions are one type, and with
derivations of these distribution functions for the three types of idea flow introduced
in Chapter 2. It concludes with the development of the segregated-flow model for use
in subsequent chapters.

13.1 TERMINOLOGY

Some of the terms used are introduced in Chapters 1 and 2, but are reviewed and ex-
tended here, and others added, as follows:

Element of fluid (Section 1.3): an amount of fluid small with respect to vessel size, but large
with respect to molecular size, such that it can be characterized by vaues of (macro-
scopic) properties such as T, P, p, ad c;.

317
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Age (of an element of fluid): length of time, from entry, that an element of fluid has been
in a vessel a a particular instant.

Residence time (of an element of fluid)(Section 2.1): length of time that an element of fluid
spends in a vessd (i.e, from entry to exit); a resdence time is an age, but the converse
is not necessarily true.

Residence-time didribution (RTD): relative times taken by different elements of fluid to
flow through a vessdl; a spread in residence times leads to a ddtistical treatment, in the
form of a distribution; whether or not there is a spread in residence times has important
implications for reactor performance.

132 TYPES OF IDEAL FLOW, CLOSED AND OPEN VESSELS

13.2.1 Backmix Flow (BMF)

Backmix flow (BMF) is the flow modd for a CSTR, and is described in Section 231
BMF implies perfect mixing and, hence, uniform fluid properties throughout the ves-
s, It dso implies a continuous distribution of residence times. The stepwise or discon-
tinuous change in properties across the point of entry, and the continuity of property
behavior across the exit are illustrated in Figure 2.3.

13.2.2 Plug Flow (PF)

Plug flow (PF, sometimes caled piston flow) is the flow model for a PFR, and is a form of
tubular flow (no mixing in direction of flow). As is described in Section 24.1, PF implies
that there is no axia mixing in the vessel, but complete radial mixing (in a cylindrica

vessel). The lack of axid mixing implies that al fluid elements have the same residence
time (i.e., no distribution of residence times). Complete radial mixing implies that fluid
properties, including velocity, are uniform across any plane perpendicular to the flow

direction. The continuous change in properties in the axial direction is illustrated in
Figure 24.

13.2.3 Laminar Flow (LF)

Laminar flow (LF) is dso a form of tubular flow, and is the flow mode for an LFR. It
is described in Section 25. LF occurs & low Reynolds numbers, and is characterized by
alack of mixing in both axia and radial directions. As a consequence, fluid properties
vary in both directions. There is a distribution of residence times, since the fluid velocity
varies as a parabolic function of radial position.

1324 Closed and Open Vesss

The type of flow occurring at the inlet and outlet of a vessel leads to the following

definitions:

“Closed” vessd: fluid enters and leaves the vessd by PF, regardless of the type of flow
insgde the vessH;

“Open” vessd: the fluid may have any degree of backmixing at the inlet and outlet; that is,

the flow a these points may be anywhere between the extremes of PF (no backmixing)
and BMF (complete backmixing).

These definitions are illustrated in Figure 13.1. The flow conditions may be of one
type a the inlet and the other at the outlet, leading to “closed-open” and “open-closed”
vesss.
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Figure 131 (a) “Closed” vessd; (b) “open’ vessel

133 CHARACTERIZATION OF FLOW
BY AGE-DISTRIBUTION FUNCTIONS

The characterization of flow by statistical age-distribution functions applies whether
the flow is ided or nonided. Thus, the discussion in this section applies both in Section
134 below for ideal flow, and in Chapter 19 for nonideal flow.

Several age-distribution functions may be used (Danckwerts, 1953), but they are all
interrelated. Some are residence-time distributions and some are not. In the discussion
to follow in this section and in Section 13.4, we assume steady-flow of a Newtonian,
snglephase fluid of constant density through a vessd without chemica reaction. Ulti-
mately, we are interested in the effect of a spread of residence times on the performance
of a chemical reactor, but we concentrate on the characterization of flow here.

1331 Exit-Age Didribution Function E

The exit-age distribution function E is a measure of the didribution of the ages of fluid
elements leaving a vessel, and hence is an RTD function. As afunction of time, ¢, it is
defined as

E(r)dr is the fraction of the exit stream of age betweent and ¢t + dt

E(t) itself is a distribution frequency and has dimensions of time-l. For arbitrary flow,
it may have the appearance shown in Figure 13.2.
A consequence of the definitionis:

r E()dt =1 (13.3-1)
0

That is, the total area under the E(t) curve in Figure 13.2 is unity, since al fluid elements
in the exit stream are in the vessel between times of 0 and . Furthermore,

h
| E(t)dt = fraction of exit stream of age <t, (shaded areain Figure 13.2)  (13.3-2)
0

o

E(t)dt = fraction of exit stream of age = ¢, (unshaded area in Figure 13.2)(13.3-3)

I
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SOLUTION

Thin strip = E(5)dt

E@)

Figure 132 Exit-age distribution function
E(t) for arbitrary (nonided) flow showing
t sgnificance of area under the E(t) curve

| E(t)dr = fraction of exit stream for which ¢, < age <1, (13.3-4)
n

The exit-age distribution function may also be expressed in terms of dimensionless
time 6 defined by

6 = 1lf (13.3-5)

where fis the mean residence time, given by eguation 2.3-1 for steady-state flow. Then
E(0) is the exit-age distribution function in terms of §, and is itself dimensionless. Its
definition is similar to that of E(t):

E(6)de is the fraction of the exit stream of age between 6 and 6 + d

Consequences of this definition are analogous to those from equations 13.3-1 to -4.

(@ What is the relation between E(f) and E(6)?
(b) For a system with a mean-residence time (f) of 20 min, caculate E(8) at ¢ = 7 min,
if E(t) =0.25 min~!at¢=7 min.

(a) Since the definitions of E(6)d# and E(r)d: refer to the same fraction in the exit stream,
E(6)d6 = E(r)dr (13.3-6)

Furthermore, for the steady flow of a condant-density fluid, # is constant, and, from
equation (13.3-5), d@ = dt/f. Thus, on combining equations 13.3-5 and -6, we obtain

E®) = FE(t) (13.3-7)

(b) 6 = t/f = 7/20 = 0.35
E(0) = E(0.35) = 7E(1) = 20(0.25) = 5.0
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F()
[ = F8)]

0 Figure 13.3 Typical form of F for arbitrary
1 (or ) (nonidedl) flow

1332 Cumulative ReddenceTime Didribution Function F

SOLUTION

The cumulative residence-time distribution function F(t) is defined as the fraction of
exit stream that is of age O to¢ (i.e., of age = t); it is aso the probability that a fluid
element that entered at r = 0 has left a or by time ¢. Since it is defined as a fraction,

it is dimensionless. Furthermore, since F(O) = 0, that is, no fluid (of age O) leaves the
vessel before time O; and F(w) = 1, that is, all fluid leaving the vessel is of age O to «,
or al fluid entering at time O has left by time «, then

O0=Fns=s1 (13.3-8)

In terms of 6, F(B) has a similar definition, and since F(z) and F(B) refer to the same
fraction.

F(t) = F(B) (13.3-9)

Figure 13.3 illustrates a typica form of F(¢) or F(@) for abitrary (nonidea) flow.

What is the relation between F(¢) and E()?

From one point of view, the definition of F(f) corresponds to the probability that a fluid
element has left the vessel between time 0 and ¢ This is equivalent to the area under the
E(r) curve given by equation 13.3-2. That is,

f
l
F( = | Ewdr (13.3-10)

Thus, F(t) is the shaded area generated from left to right by E(¢) in Figure 132
From another point of view,

F(t) = fraction of exit stream of age ¢ or less
F(t) + dF(t) = fraction of age t + dt or less
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F(t) + dF () ~ F(t) = dF(¢) = fraction of age between : and 1 + dt which by definition
is E(r)dr; that is,

E(t) = dF()/dt (13.3-11)

Expressons analogous to equations 13.3-10 and -11 relate F(@) and E(B).

Both E and F are RTD functions. Although not apparent here, each corresponds to a
different way of experimentally investigating RTD for arbitrary flow (Chapter 19; see
dso problem 13-1), and hence each is important.

1333 Washout ReddenceTime Didribution Function W

The washout residence-time distribution function W(z) is defined as the fraction of the
exit stream of age = ¢ (and similarly for W(8)). It is aso the probability that an el-
ement of fluid that entered a vessel a ¢ = 0 has not l€eft a time ¢. By comparison,
F(t) (or F(6)) isthe probability that a fluid element has left by time ¢ (or 13) (Section
13.3.2)

The washout function also provides the basis for a method of experimentally mea-
suring RTD (Chapter 19; see adso problem 13-1). Consequences of the definition of W
and its relation to F and E are explored in problem 13-5.

1334 Internal-Age Didribution Function Z

13.3.5 Holdback H

1336 Summary of

The internal-age distribution function Z(t) is a measure of the distribution of ages of ee
ments of fluid within a vessel, and not in the exit stream. However, it is defined similarly

to E(r) by:

I(1)dt is the fraction of fluid within a vessd of age beween L and L + d

Like E(t), Z(t) is adistribution frequency, and has dimensions of time-l. Unlike E(t),
itisnot an RTD function. The dimensionless function in terms of 9, 1(¢), has a cor-
responding definition (to Z(t)). The relation of Z(t) to I(#) is Similar to that given in
equation 13.3-7, which relates E(t) to E(f). The proof of this and the relation of Z(t) to
E(t) and F(¢) are left to problem 13-3.

The holdback H is the fraction of fluid within a vessdl of age greater than £, the mean res-
idence time. As afraction, it is dimensionless. It can be obtained from age-distribution
functions (see problem 13-4).

Relationships  Among AgeDidribution  Functions

A summary of the relationships among the age-distribution functions is given in Ta
ble 131. This includes the results relating E(8) and F(f) from Section 13.3.2, together
with those for W(#), 1(), and H (these last provide answers to problems 13-3, -4 and
-5(a), (b)). Each row in Table 13.1 relates the function shown in the first column to the

others. The means of converting to results in terms of E(t), F(t), etc. is shown in the first

footnote to the table.
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Table 13.1 Summay of relationships among age-distribution
functions®?

Function |

in terms of

function — E® F(6) W& 1)
E@) — dF(0)/d6 | —dW(@)/ds | —dI(#)/df

F(6) [J E®)do — 1 =~W@ | 1-10)

W) 1-[JE@)ye | 1 -FB) — 1(6)

16) 1= E@©)d8 | 1~F(0) w(e) —

H ¢ J F(6)d0 ‘ ‘

“In terms of dimensionless time & = #7; to convert to E(t), F(t), ec, use dt =

MO; E() = (I/DE(6); F(t) = F@); W) = WO); I(t) = (I/DI®).

bp F, and Ware RTD functions; | and H are not RTD functions.

Follows from entry for F(6) in this row and entries in second row.

1337 Moments of Didribution Functions

Distribution functions are shown graphically in Figure 6.8 for molecular velocity and
kinetic energy, and schematically in Figures 13.2 and 13.3 for E and F, respectively.

Such distributions can be characterized by their moments (see, e.g., Kirkpatrick, 1974,
pp. 3941). (For comparison, conddar momats of bodies in phydcs the fird moment
is the canter of gravity, and the second moment is the moment of inetia) A moment of

adistribution may be taken about the origin or about the mean of the distribution. We
condder eech of thee types of moments in tum, dedgnating moments about the origin
by w, and those about the mean by M . In this chapter, we deal only with continuous
distributions. Experimental data may yield discrete distributions, and the analogous
frestment and reslts for thee ae dsussad in Chepler 19,

13371 Moments About the Origin

For a continuous distribution function f(t), the kth moment about the origin is defined
by:

By = Jwtkf(t)dt =0 (13.3-12)
0

The function f(t) could be E(t).
The zeroth moment (k = 0) is simply the area under the distribution curve:

1o = J: f(eydr = 1 (13.3-13)

The fird momet (k = 1) is the meen of the digribution, 7, a messure of the location
of the distribution, or the expected (average) value (t) of the distribution f(t):

[os)

Moo= tf(tydr = 7 (13.3-14)

Higher moments are usually taken about the mean to characterize the shape of the
distribution about this centroid.
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SOLUTION

13. 3. 7. 2Monent s about the Mean
The k th moment about the mean is defined by:

M, = I:(t - f(dr ;1 =0 (13.3-15)

The second moment (k = 2) about the mean is caled the variance, o2, and is a measure
of the spread of the distribution:

M, = I:(t — R fdr = o2 (13.3-19

An alternative form that may be more convenient to use is obtained by expanding the
square in equation 13.3-16 and using the results of equations 13.3-13 and -14:

J i 2 f(t)dt} -7 (13.3-16a)

2 _
oy =
0

The square-root of the variance is the standard deviation o.

The third moment M; is a measure of the skewness or symmetry of the distribution,
and the fourth moment M, a measure of “peskedness” but we use only wg, wq, and M,
here.

As indicated above, age distributions may also be expressed in terms of dimension-
less time, § = ¢/f. The definitions of moments in terms of ¢ are analogous to those in
equations 13.3-12 to -16(a), with § replacing ¢, leading to expressions for the mean §
and the variance o3, both of which are dimensionless

For E(8), how are § and o3 related to Fand o2, respectively, for E(1)?

By andogy with equation 13.3-14,

4

g - j OGS = WPFEWAIF = (U iBndr= 77 = 1(13.3-17)
0 0 0

By analogy with equation 13.3-16a,

r 02E(0)d9] -1

2
a(,_{
0

= [ J w(ﬁ/fz)t'E(t)dt/t'] - (U

0

= (1/52)[ U: ﬂE(t)dt] - fz]
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That is,

o} = ot (13.3-18)

134 AGE-DISTRIBUTION FUNCTIONS FOR IDEAL FLOW

In this section, we derive expressions for the age-distribution functions E and F for
three types of ided flow: BMF, PF, and LF, in that order. Expressions for the quantities
W, I, and H are left to problems a the end of this chapter. The results are collected in
Table 132 (Section 13.4.4).

13.4.1 Backmix Flow (BMF)

13.4.1.1 E for BMF

Consider the steady flow of fluid at a volumetric rate g through a stirred tank as a
“closed” vessel, containing a volume V of fluid, as illustrated in Figure 13.4. We as-
sume the flow is idedl in the form of BMF at constant density, and that no chemical
reaction occurs. We wish to derive an expresson for E(t) describing the residence-time
distribution (RTD) for this situation.

Consider asmall volume of fluid ¢, entering the vessdl virtually instantaneously over
the time interval dt at a particular time (t = 0). Thus ¢, = qdt, such that ¢, << V and
dt << 7. We note that only the small amount ¢/, enters at t = 0. This means that at any
subsequent time ¢, in the exit stream, only fluid that originates from g, is of age ¢ to
t + dt; al other elements of fluid leaving the vessdl in this interva are either “older”
or “younger” than this. In an actual experiment to measure E(t), ¢, could be a small
pulse of “tracer” material, distinguishable in some manner from the main fluid. In any
case, for convenience, we refer to ¢, as “tracer,” and to obtain E(r), we keep track of
tracer by a material balance as it leaves the vessel. Note that the process is unsteady-
state with respect to g, (which enters only once), even though the flow at rate g (which
is maintained) isin steady state.

If we let g be the amount of tracer left in the vessel at time ¢, then the concentration
(volume fraction) of tracer in the vessal is ¢'/V. A materid baance for the tracer around
the vessdl at timet is

rate of input = rate of output + rate of accumulation
That is,

0= g(4'/V) + dq’ldt

q—V% = {

9,= qut

v
\_/ Figure 134 Bads for deiving E(r) for BMF
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or
dg'lqg = —(q/V)dt = —diff
Integration with the boundary condition that ' = ¢/, a ¢ = O results in
q =g (134-1)

This shows how the amount of tracer materia in the vessd, g', that originated from g,
varies with time ¢ .

To obtain E(t), consider fluid leaving the vessel (exit stream) between t and ¢ + dt.
The total volume of fluid leaving in the interval dt is qdt and the amount of tracer is
(¢'/V)qdt, since ¢'/v is the concentration of tracer in the vessel. Thus, the fraction that
is tracer is

tracer volume _ (¢'/V)qdt _4 g e 4 -y, - le_,,,- ”
fluid volume qdt Y Vv Vv f

This is aso the fraction that is of age between ¢ and t + dt, since only tracer entered
between time 0 and dt. But this fraction is aso E(¢)dz, from the definition of E(t). Thus,

E(t) = (1/He™™ (BMF) (13.4-2)

Equation 13.4-2 is the desired expression for E(t) for BMF. In terms of dimensionless
time @, using 6 = ¢/t and E(0) = fE(¢), we rewrite equation 13.4-2 as

E(B) = ¢ % (BMF) (13.4-3)

From equation 134-3, E(O) = 1, and E(») = 0. The exit-age RTD distribution function
for BMF is shown as E(B) in Figure 13.5. Note that the mean of the distribution is at
8 = 1. The use of dimensionless time § has advantages over the use of ¢ , since, for BMF,
=1,and E(8)= la §=0.

13.4.1.2 F for BMF

The cumulative RTD function F may be obtained by combining equations 13.3-9,
13.3-10 and 134-2 to give

F(9) = F(t) = Jot E(r)dt = Jot(m)e"""dt

1.0 1
\\
0.8 }—
\\ F(6)
0.6 - \
\
0.4 N
~E@6)
~
0.2 b ‘~\\\
~Ne—
| i e e ] . .
"% 5 5 3 %" Figure 135 RTD functions E(6) ad

e F(#) for BMF
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From this,

F@@) =1 ~ ¢ (BMP) (13.4-4)

Thus, for BMF,
F(8) + E(0) = 1 (BMF) (13.4-5)
The cumulative RTD function for BMF is shown as F(6) in Figure 135.

(8) For a CSTR of volume 6 m3 operating with a steady-state (liquid) feed rate of 0.4 m?
min~1, what fraction of the exit stream
(i) is of age less than 10 min?
(i) has been in the tank longer than 30 min?
(b) For a CSTR operating as in (a), suppose a smdl pulse of a tracer materiad is added to
the feed a a particular time (¢ = 0). How long (min) does it take for 80% of the tracer
material to leave the tank?

(a8 f = V/q=610.4 = 15 min
(i) 6 = ¢/f = 10/15 = 0.667
The required fraction is given by F(8). From equation 13.4-4, for BMF (in a
CSTR),

F(6) = 1 ~ 70667 = 0.487
(i) 6 =30/15 = 2

The required fraction is 1 — F(@), corresponding to the fluid of age greater than
30 min.

1-F@) =1-F2)=1-(1~¢?) =0.1353

(b) 20% of the tracer materia remains in the tank. From the materiad balance resulting in
equation 13.4- 1,

0.20 = ¢'/q, = ¢™%( = E(§)for BMF)
6=—1n0.2 = 1.609
t = i = 15(1.609) = 24.1min

1342 Plug Flow (PF)

13.4.2.1 E for PF

Consider the steady flow of a constant-density fluid in PF a a volumetric rate g through
acylindrical vessel of constant cross-section and of volume V. We wish to obtain an
expresson for E(r) for this situation.
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_Limit_.as C~ 0
[8(t — b)]

o

0 |
e—b—>
1 Figure 136 Motivation for Dirac delta function, §(: — b)

Consider an element of fluid (as “tracer”) entering the vessel at + = 0. Visudizing
what happens to the element of fluid is relatively simple, but describing it quantita-
tively as E(t) requires an unusud mathematical expresson. The eement of fluid moves
through the vessdl without mixing with fluid ahead of or behind it, and leaves the vessd
al at once a atime equa to the mean residence time (f = V/q for constant density).
Thus, E(t) =0 for 0 <t <7, but what is E(t) att =7?

To answer this question, awvay from the context of PF, consider a characteristic func-
tion f(z) that, at t = b, is suddenly increased from 0 to I/C, where C is a relatively
small, but nonzero, interval of time, and is then suddenly reducedto O at t = b + C,
asillustrated in Figure 13.6. The shaded area of C(1/C) represents a unit amount of a
pulse disturbance of a constant value (I/C) for a short period of time (C). AsC — 0
for unit pulse, the height of the pulse increases, and its width decreases. The limit of this
behavior is indicated by the vertica line with an arrow (meaning “goes to infinity”) and
defines a mathematical expression for an instantaneous (C — 0) unit pulse, called the
Dirac delta function (or unit impulse function):

8(r b)= giglo[f(t)]= wt=b
= 0t % b (13.4-6)

such that
f S(—-b)dt =1 (13.4-7)

For E(t), b= 17, and hence E(¢) for PF is represented mathematically by

E) = 8(t-1)= o t=1
=0, t#7 (PP (13.4-8)

Graphicaly, E(t) for PF is represented by a vertical line with an arrow at r = £, asin
Figure 13.6. From the point of view of E(t), the unit area property of equation 13.4-7 is
expressed more appropriately as

n
S-D)de=1,if y=7 =t

|

= 0, otherwise (13.4-9)
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Since 0 = 7 < ®, the area under the vertical line representation for PF is unity, as re-
quired by equation 13.3-1.
Another important property of the delta function is, for any function g(t):

2!
J g8t = b)dr = gy, ify=b=1
i

= 0, otherwise (13.4-10)

Wylie (1960, pp. 341-2) presents a proof of eguation 13.4-10, based on approximating
o6(t — ) by 1/C (Figure 13.6), and using the law of the mean for integrals, but it is omitted
here.

In terms of dimensionless time, 6, for PF

E(@)=8(6~1)=x0=60=1
=0;0#1 (PF) (13.4-11)

For E(B) in PF, what are the mean value @ and the variance o3?

We use the property of the delta function contained in equation 13.4-10, and the definitions
of 9 and ag in the @ andogues of equations 13.3-14 and 13.3-16a, respectively, to obtain

é=J 88(0 — 1)dd = 1
0

a; :“ 6260 — 1)do|- g2 =12 -12=0
[

0

The second result confirms our intuitive redization that there is no spread in residence
time for PF in a vessd.

13422 F for PF

For PF, the F function requires another type of special mathematical representation.
For this, however, consider a sudden change in a property of the fluid flowing that is
maintained (and not pulsed) (e.g., a sudden change from pure water to a salt solu-
tion). If the change occurs at the inlet at ¢ = O, it is not observed at the outlet until
t = f. For the exit stream, F(t) = 0 from ¢ = 0 to t = ¢, since the fraction of the
exit stream of age less than ¢t is O for ¢ < #; in other words, the exit stream is pure
water. For ¢ > £, F(t) = 1, since all the exit stream (composed of the salt solution)
is of age less than ¢. This behavior is represented by the unit step function S(¢ = b)
(sometimes caled the Heaviside unit function), and is illustrated in Figure 13.7,
in which the arbitrary constant b = ¢, With this change, the unit step function is
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C D
F(t) = F6)
= S(e-1)
=S6-1)
Figure 137 F(t) for PF represented
oA B by the unit step function §(r = 7)
0 th=1) #= ) (ABCD)
defined by

Ft) =S¢ -7)=0;t <7
=1 t>7 (PF) (13.4-12)

Alternatively, in terms of 9,

Ft) =F@)=5(60-1) =0, <1
=1;6>1 (PF) (13.4-13)

We note that the § and S functions are related by
8(t =) =dS(z = 7)ldt (13.4-14)

consistent with E(r) = dF(r)/dz, equation 13.3-11.

13.4.3 Laminar Flow (LF)

13431 Efor LF

We condder deedy-gate, onedmensond laminar flow (¢ ) through a oflindicd vessd
of codant cosssadtion, with no axid or radid diffuson, and no etrylength effedt,
asillustrated in the central portion of Figure 2.5. The length of the vessel is L and its
redus is R . The paabolic veoaty profile u(r) is gven by equetion 251, and the mean
vdodty # by equdion 252

u(r) = u,{1 — (r/R)*] (2.51)
= ”0/2 (252)

We wich to ddotan E(t) for this Stuation.

Condda an demat of flud (‘rece™) etaing the vesd & ¢ = 0 with the parabdic
vdodty profile fully etablished. The potion & the catter travds faded, ad hes a res
idencetime ¢, = L/u, = L/2§ = /2, Since ii = u,/2. That is, no portion of the “tracer”
entering at + = 0 leaves until ¢ = #/2. As a result, we conclude that

E) =0 t<iR(LF (13.4-15)
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The situation for ¢t > #2 is more complex. Each thin annulus of “tracer” of radiusr
to r + dr travels at velocity y to u + du and has a residence time that is of age ¢ to ¢ + df,
where ¢ = Lfu; its volumetric flow is dq = (2a#rdr)u, compared with the total flow rate
of ¢ = mR%a. Thus, the fraction of fluid leaving between t and ¢ + dt is

gy = 3 - @mrdnu _ (2rdnu
9 wR2i Ri

(13.4-16)

We wish to have the right sSde of equation 13.4-16 in terms of ¢ rather than r and u. To
achieve this, we use equations 2.5-3 to -5. From equations 25-3 and -4

ula = it (13.4-17)
From equation 2.5-5, 7 = 2t(r)[1 = (r/R)?], by differentiation,
2rdr/R? = idef2F? (13.4-18)

where: = t(r). Substituting equations 13.4-17 and -18 into equation 13.4-16, we obtain

Et) = 7226,  t> iR (LF) (13.4-19)

Thus, for LF, E(r) is divided into two regions on either side of #/2.
In terms of dimensionless time 8 = ¢/f, with E(8) = {E(z),

EB) =0, 0<12 (13.4-20)
E@®) = 120% ¢ > 12 (LF) (13.4-21)

The behavior of E(#) for LF is shown in Figure 138.
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Figure 138 E(8) and F(#) for LF
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Table 13.2 Summary of age-distribution functions for ideal fiow*

Type of ideal flow

Function BMF PF LF
E®) e? 8O -1==8=1 0,60 <12
=0;0#1 1263 0 > 12
F(0) 1-¢7f S@-1)=006<1 0,0 <12
=1;68>1 1 = (1/46%); 6 > 172
14C) e? [ 1-8-1D=106<1 1L 6<12
=0;0>1 1/46% 0 > 112
() e f Le<1 o<1
0;6>1 1/46%; § > 1/2
H e’} 0 1/4

“In terms of dimensionless time @ = /7, to convert to E(t), F(t), ec, ue E(t) =
(I/D)E®); F(t) = F(0), W(r) = W), I() = (/E)I(6).

13.4.3.2 F for LF

Using F(6) = | E(8)d(9) (Table 13.1), we can determine F(6) for LF from equations
13420 ad -21:

F(9) =0 6 <172 (13.4-22)
F(6)= 1~ 1/46% 6 > 12 (P (13.4-23)

The behavior of F(6) is d shoan in Fgue 138

1344 Summary of Reallts for Ideal Flow

The expressons obtaned above for E(6) ad F(g) for BMF, PR, ad LF ae summaized
in Table 13.2, together with corresponding results for W(e), [(¢), and H (these last
provide awswves to problems 13-5(c), 13-6(a), and 13-7). The enries in Table 132 may
be converted to E(t), F(t), etc., as shown in the footnote to the table.

13.5 SEGREGATED FLOW

Sgyegtad flow is an idediztion (for a dngephese flud) thet can be used & a rda-
ence for both ideal and nonideal flow. As the name suggests, segregated flow implies
thet no mixing oocurs beween pations of flud of dffaet ages as they flow in an abi-
tray patan through a vesd. Snce the flud in a chamicd reector changes composition
with age inhomogendities may devdop in the flud if mixing between the portions is int
complete.

We use the term “degree of segregation” to refer to the level of mixing of fluid of
different ages. There are two extremes. complete segregation and complete dispersion
(nonsegregation). In the former, or segregated flow, extreme, mixing occurs only at a
mecrosoopic levd, as though the flud were contaned in sgparae peckets as dosad /s
tems the dze of the individud peckds is not importat. In seyegated flow, mixing does
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not occur at the molecular or microscopic level. At the other extreme, nonsegrega-
tion, mixing occurs at the microscopic level. Between these two extremes, we may
consider partial segregation, but our focus here is on segregated flow as an ideal flow
moddl.

The concept of segregated flow in a singlephase fluid may be compared with the real-
ity of segregated flow in a two-phase system made up of <olid paticles and a fluid. Flow
of the solid particles is segregated flow, since the materia in any one particle cannot
mix with materiad in any other particle; instead, mixing of particles may occur, and this
could be characterized by an RTD. The segregated-flow assumption (SFA) applied to a
snglephase fluid is inconsistent with the concept of a phase with properties that are ei-
ther uniform or vary in a continuous manner, since closed packets imply discontinities
in properties. Nevertheless, we use the segregated flow model in subsequent chapters
to assess reactor performance.

Consider a reaction represented by A + .. . — products, where A is the limiting
reactant. Each segregated packet behaves independently as a batch system, and ¢y
or f, inthe packet, as it leaves the reactor, depends on ¢, the residence time of the
packet in the reactor. In the completely mixed stream leaving the reactor, the value
is ¢4 Or f4, Obtained by averaging over all the packets weighted in accordance with
the RTD:

o = c, in packet of \ (fraction of packets of (13.51)
AT < \agettot+ 6t agettot+ &t '

puckets

Thus, for the exit stream (constant-density situation), in the limit of a large number
of packets, with §t— dr, we have for both ¢, and f, (omitting the bar notation):

1= fy = A = f: [c—*‘@LRE(r)dt (SFM) (13.52)

CAo CAo

where BR indicates the expression for ¢, (t)/c,, IS that for a batch reactor.

Equation 13.5-2 is the segregated-flow model (SFM) with a continuous RTD, E(z).
To what extent does it give valid results for the performance of a reactor? To answer
this question, we apply it first to ideal-reactor models (Chapters 14 to 16), for which
we have derived the exact form of E(r), and for which exact performance results can
be compared with those obtained independently by materia balances. The utility of
the M lies evamudly in its patetid use in Studions invaving nonideal flow, wheae
results cannot be predicted a priori, in conjunction with an experimentally measured
RTD (Chgptas 19 and 20); in this cesg ocorfirmeion mugt be done by ocompaison with
experimental results.

In any case, use of the SFM requires two types of information: reaction kinetics, to
obtain [c (t)/ca,lgr, @d RTD, to obtain E(r).

13.6 PROBLEMS FOR CHAPTER 13

13-1 Degxibe an expaimat tha could be used to measure exch of the following:
(@) F(); (b)) W(); (c) E@).

13-2 For avessd with BMF, show that Z(t) = E(t). Is this a generd conclusion for any type of
flow?
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13-3 (a) Show that 1(8) = i(¢).
(b) Show that 1(8) = 1 ~ K(B).
(c) How is Z(t) related to E(t)? Justify.
13-4 (a) How is H related to Z(t)? Justify.
(b) Using the results from (8) and 13-3 (b), relate H to F(6).
13-5 The washout RTD function W(t) or W(6) is defined in Section 13.3.3.
(a) Rdlate W(P) to F(B).
(b) Relae W(8) to E(6).
(c) What isthe functional form of W (@) for (i) BMF; (ii) PF; (iii) LF? Justify.
(d) SketchW(6) for BMF, PF, and LF on the same plot to show essentid features.

13-6 (a) What is the functiona form of 1(8) for (i) BMF; (ii) PF; (iii) LF? Justify.
(b) Sketch Z(e) for BMF, PF, and LF on the same plot to show essentia features.

13-7 What is H for (i) BMF; (ii) PF; (iii) LF? Jutify.

13-8 For the case of laminar flow (LF) through a vessdl, derive the values of the first (§) and the
seoond (03) moments of E(B). The results in equations 134-20 and -21 for E() may be used
asadtarting point.

% 13-9 For E(t) and BMF, derive the result for 2 in terms of 7, and aso obtain the value of 3.

13-10 Consider a CSTR of volume 12 m? operating at steady-state with a liquid feed rate of 0.3
m? min~!. Suppose ardatively small amount of contaminant (0.06 m?) accidentally entered
virtudly dl a once in the feed to the reactor. How many hours of production would be
logt if the reactor continued to operate until the concentration of contaminant dropped to
an dlowable levd of, say, 10 ppmv? (The logt production is due to the formation of “off-
specification” product.)

13-11 For a CSTR operating at steady-state, and with a stream of constant dengity, what fraction
of the exit stream
(8) has been in the tank for a time gregter than 72
(b) isof agelessthan 2 7
(c) has been in the tank between 7 and 3 7?7

13-12 A pulse of tracer was injected into atubular reactor to determine if the flow was laminar or
plug flow. Effluent tracer concentrations were mesasured over time, and RTD profiles were
developed.
(a) What features of the F(#) profile distinguish laminar flow from plug flow?
(b) Assuming laminar flow and a mean residence time of 16 min, how long does it take for

half of the injected tracer to pass through the reactor?

13-13 For two equal-sized, well-mixed tanks arranged in series, E(t) = 41/f2e~ %1
(a) Deveop the expressions for F(¢) and W(t) for this system.
(b) What isthe value of F(f) att =5 min, when the meen residence time (i) is 10 min?

Problems 13-1, 13-3, 13-4, and 13-5(a), (b) and their results are generd, and are not restricted
to ided flow. For confirmation of results for problems 13-2 to 13-7, apart from the sketches, see
Tables 13.1 and 13.2.




Chapter 14

Continuous Stirred-Tank
Reactors (CSTR)

In this chapter, we develop the basis for design and performance analysis for a CSTR
(continuous stirred-tank reactor). The general features of a CSTR are outlined in Sec-
tion 2.3.1, and are illustrated schematically in Figure 2.3 for both a single-stage CSTR
and a two-stage CSTR. The essentiad features, as applied to complete disperson a the
microscopic level, i.e, nonsegregated flow, are recapitulated as follows:

(1) The flow pattern is BMF, and the CSTR is a “closed” vessdl (Section 13.2.4).

(2) Although flow through the CSTR is continuous, the volumetric flow rates a the
inlet and exit may differ because of a change in density.

(3) BMF involves perfect mixing within the reactor volume, which, in turn, implies
that al system properties are uniform throughout the reactor.

(4) Perfect mixing aso implies that, at any instant, each element of fluid within the
reactor has an equa probability of leaving the vessel.

(5) As a result of (4), there is a continuous distribution of residence times, as derived
in Section 134.1.

(6) As aresult of (4), the outlet stream has the same properties as the fluid inside
the vessd.

(7) As aresult of (6), there is a step-change across the inlet in any property that
changes from inlet to outlet.

(8) Although there is a digtribution of residence times, the complete mixing of fluid a
the microscopic and macroscopic levels leads to an averaging of properties across
al fluid elements. Thus, the exit stream has a concentration (average) equivalent
to that obtained as if the fluid existed as a single, large fluid element with a resi-
dence time of 7 = V/q (equation 2.3-1).

Most of these points are shown in Figure 2.3; point (5) is shown in Figure 135.

In the development to follow, we first consider uses of a CSTR, and then some ad-
vantages and disadvantages. After presenting design and performance equations in
general, we then apply them to cases of constant-density and variable-density opera-
tion. The treatment is mainly for steady-state operation, but also includes unsteady-
state operation, and the possibility of multiple stationary-states, the relationship to the
segregated-flow model (Chapter 13), and an introduction to the use of a multistage
CSTR (continued in Chapter 17). We restrict attention in this chapter to simple, single-
phase  systems.

335
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141 USES OF A CSTR

Asin the case of a batch reactor for commercial operation, a CSTR is hormally used
for a liquid-phase reaction. In the laboratory, it may also be used for a gas-phase re-
action for experimental measurements, particularly for a solid-catalyzed reaction, asin
Figure 1.2. The operation is normaly one of steady-state, except for startup, shutdown,
and operational disturbances or upsets, in which cases unsteady-state operation has to
be taken into account.

A CSTR may consist of a single stage (one vessel) or multiple stages (two or more
vessels) in series, asillustrated in Figure 2.3. This raises the question of what advan-
tage can be gained by multistage operation to offset the cost of additional vessels and
interconnecting piping.

The use of a singlestage CSTR for HF akylation of hydrocarbons in a specid forced-
circulation shell-and-tube arrangement (for heat transfer) is illustrated by Perry et al.
(1984, p. 21-6). The emulsion copolymerization of styrene and butadiene to form the
synthetic rubber SBR is carried out in a multistage CSTR.

142 ADVANTAGES AND DISADVANTAGES OF A CSTR

Some advantages and disadvantages of a CSTR can be realized at this stage from the
model outlined above, in anticipation of the quantitative development to follow:

Advantages

(1) Relatively cheap to construct;

(2) Ease of control of temperature in each stage, since each operates in a stationary
sate; heat transfer surface for this can be easily provided;

(3) Can be readily adapted for automatic control in general, allowing fast response
to changes in operating conditions (eg., feed rate and concentration);

(4) Relatively easy to clean and maintain;

(5) With efficient stirring and viscosity that is not too high, the model behavior can
be closely approached in practice to obtain predictable performance.

Disadvantages

The most obvious disadvantage in principle stems from the fact that the outlet stream
is the same as the contents of the vessel. This implies that al reaction takes place at
the lowest concentration (of reactant A, say, c,) between inlet and outlet. For normal
kinetics, in which rate of reaction (—r,) decreases as ¢, decreases, this means that a
greater volume of reactor is needed to obtain a desired conversion. (For abnormal ki-
netics, the opposite would be true, but this is unusual-what is an example of one such
situation?)

143 DESGN EQUATIONS FOR A SINGLE-STAGE CSIR

1431 Gengd Conddedions Maeaid and Enagy Bdancs

The process design of a CSTR typicaly involves determining the volume of a vessd re
quired to achieve a specified rate of production. Parameters to investigate include the
number of stages to use for optimal operation, and the fractional conversion and tem-
perature within each sage. We begin, however, by consdering the materid and energy
balances for a single stage in this section. The treatment is extended to a multistage
CSTR in Section 144
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14311 Material Balance Volume of Reactor; Rate of Production

For continuous operation of a CSTR as a“closed” vessel, the general material balance
equation for reactant A (in thereaction A +... - v~ C+...), with acontrol volume
defined as the volume of fluid in the reactor, is written as

rate of rate of
rate of rate of disappearance accumulation
input of | — | output of | — Ol;f) A by =1 of A within | (14.3-1)
A by flow A by flow reaction th\?o'(ilorr:]tgol

Operationally, we may write this word statement in various ways, as done in Section
2.32. Thus, in terms of molar flow rates, with only unreacted A in the feed (fa, = 0),

Fao = Fa = (—1y)V = dnp/dt (2.3-3)
or, in terms of volumetric flow rates,
€aods = Coq = (—ra)V = dnp/de (14.3-2)
and, in terms of fractional conversion of A,
Faofa = (—7ra)V = dny/dt (14.3-3)

The interpretation of the various quantities with respect to location about the reactor
is shown in Figure 14.1.

The material-balance equation, in whatever form, is usually used to solve for V in
steady-state operation, or to determine the changes of outlet properties with respect to
time in unsteady-state operation for a particular V. Thus, for steady-state operation,
with dny/dr = 0, from equations 14.3-2 and -3,

<
I

= (caods = CAQ/(—7a) (14.3-4)
Faofal(=14) (14.3-5)

The mean residence time is given by

(2.3-1)

=
1]

<
A=)

and the space time by

1= Vlg, 2.32)

Fpo —> > Fp
CAD np CA
9o 4

ole fa
\d Figure 14.1 Quantities in materia-balance equation for CSTR
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Equation 14.3-5 may be interpreted graphically from a plot of reciprocal rate, 1/( —r,),
against f,, as shown by the curve EB in Figure 14.2. Point B is the “operating point”
of the reactor; that is, it represents the stationary-state condition in the reactor (and
in the outlet stream). Area ABCD, the product of 1/(-r,) and f, at the operat-
ing conditions, represents the ratio V/F,, for the CSTR (from equation 14.3-5). Fig-
ure 14.2 applies to normal kinetics, and isvalid, as are al the equations in this section,
whether density remains constant or varies. Note that, although every point on the
reciprocal-rate curve has significance in general, only the point B has significance for
the particular CSTR represented in Figure 14.2.

The rate of production in terms of the product C is the molar rate of flow of C from
the reactor. That is,

Pr(C) = Fc = vcFaofa = ccq (14.3-6)

14.3.1.2 Energy Balance

For a continuousflow reactor, such as a CSTR, the energy baance is an enthdpy (H)
balance, if we neglect any differences in kinetic and potential energy of the flowing
stream, and any shaft work between inlet and outlet. However, in comparison with
a BR, the balance must include the input and output of H by the flowing stream, in
addition to any heat transfer to or from the control volume, and generation or loss of
enthalpy by reaction within the control volume. Then the energy (enthalpy) equation

in words is
rate o rate o
X f f rate of
input of output .
enthalpy b of enthalpy b accumulation
apy oy \_| T ERADY OV N _ | of enthalpy (14.3-7)
flow, heat flow, heat o
within control
transfer or transfer or
. . volume
reaction reaction

To trandate this into operational form, we use the total specific mass flow rate, m, rather
than molar flow rate, to show an aternative treatment to that used for a BR in Chap-
ter 12. An advantage to this treatment is that in steady-state operation, s is constant,
whereas the molar flow rate need not be. Thus, using 7., as a reference temperature

V/Fp,

1/ (—rA)

0 1 Figure 142 Graphical interpretation of equa
Ia tion 14.3-5
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to evauate the enthalpy for the inlet and outlet streams, we have

T, T
ryepdT = | rcpdT + UA(T, = T), + (—AHgp)(—r,)V = dH/dt

I Tyef | Tref

= d(m,cpT)/ds
1439

In equation 14.3-8, subscript “o” represents an inlet condition, ¢p is the specific heat of
the (total) system as indicated, and m, is the tota mass contained in the control volume
at time ¢; the interpretation of the various quantities is shown in Figure 14.3. The first
term on the left side is the input of enthalpy by flow, the second term is the output of
enthalpy by flow, and the third and fourth terms represent heat transfer and enthal py
generation or consumption by reaction, respectively.

Equation 14.3-8 may be simplified in various ways. For steady-state operation, 7 =
m,, and the right side vanishes, furthermore, if ¢p and 7, are constant, and if we choose
T,s = T,,s0 that the enthalpy input by flow is zero, then

(T, = T) + UA(T, ~ T) + (~AHpa)(=r4)V = 0 (14.3-9)
or, on subdtitution of Fy,fs for (—r,)V from equation 14.3-5,

mc,(T, = T) + UA(T,=T) + (—AHga)Fp,fa = 0 (14.3-10)
Equation 14.3-10 relates f, and T for steady-state operation; solving for f,,we have:

mepT, + UAT, ey + UA, |
(—AHRA)FAO t [ (—AHRA)FAO

fa = (14.3-11)

The use of the energy baance in the design of a CSTR depends on what is specified
initially. If T is specified, the energy balance is uncoupled from the material balance,
and is used primarily to design the heat exchanger required to control T; V is given
by the performance equation 14.3-5. If T is not specified, as in adisbatic operation, the
material and energy balances are coupled (through T), and must be solved simultane-

oudy. This gives rise to possble multiple dtationary dtates, and is discussed in Section
14342, below.

14.3.2 Constant-Density System

For a constant-density system, severd simplifications result. First, regardiess of the type
of reactor, the fractional conversion of limiting reactant, say fa, can be expressed in
terms of molar concentration, c4:

fa = (ca, = €a)lca, (constant  density) (14.3-12)
I:Iin —> I:Iout
i, \4 m
CPo H cp
"y
To ol T
VA, T,

Figure 14.3 Quantities in energy-balance equation (14.3-8) for CSTR
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SOLUTION

Second, for a flow reactor, such as a CSTR, the mean residence time and space time are
equal, since g = q,:

At}

=7  (congtant  density) (14.3-13)

Third, for a CSTR, the accumulation term in the materia-balance equation 14.3-2 or -3
becomes

dnp/dr = Vdep/dr (condat  densty) (14.3-14)
Finally, for a CSTR, the material-balance equation 14.3-4 can be simplified to:
V = (cp, = ca)g/(—14) (congant  density) (14.3-15)

(The material-balance for V in terms of f, (14.3-5) remains unchanged.)

14321 Steady-State Operation at Specified T
For steady-state operation, the accumulation term in the material-balance equation
(1432 o -3) vaides
dna/dt = 0 (steady-state) (14.3-16)
o, for condant dendty,
dca/dt = 0 (deedy-date, congtant  density) (14.3-17)

If T is goedfied, V can be cdadaed from the maeid-bdance (equation 1435 o -15)
without the need for the energy balance.

For the liquid-phase reaction A + B - produds & 20°C, suppose 40% corvadon of A
is desred in desdy-dae opedtion. The reedtion is pseudodfirt-order with regpect to A,
with k, = 00257 h~! & 20°C. The total volumetric flow rete is 18 m3 h~!, and the inlet
moa flow raes of A ad B ae F,, ad Fz, md h™! , regpectively. Detemine the vess
vaume required, if, for sy, it can only be filled to 75% cgpaaty.

Snce this is a liquidphese reedion, we assume dadty is codat. The quantity V in the

materid-balance equation (14.35 or « 15) is the voume of the system (liquid) in the reector.

The reedtor (vesdl) vdume is gregter then this becaue of the 75%-capacity requiremen.
Fom the sadfied rae law,

(_rA) = kACA = kACAO(l - fA)
Thus aubdituing for (—r,) in the maeid-bdance equation 1435 we odtan

V = Fpofalkacao(l = fa)
= gofalka(1 = f)
= 1.8(0.4)/0.0257(0.6) = 46.7 m’
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and the actual volume of the vessel is46.7/0.75 = 62.3 m>. The same result is obtained
from equation 14.3-15. Since the reaction is first-order, the result is independent of ¢4, (or
Fyp,), and since it is pseudo-first-order with respect to A, the result is aso independent of
Fg,. It does depend on the total flow rate g, the conversion f,, and the rate constant k.

A liquid-phase reaction A — B isto be conducted in a CSTR at steady-state at 163°C.
The temperature of the feed is20°C, and 90% conversion of A is required. Determine
the volume of a CSTR to produce 130 kg B h~!, and caculate the heat load (Q) for the
process. Does this represent addition or remova of heat from the system?

Data:

Cp = 20 J g_l K_l MA = MB = 200 g mOl—l
p=095gcm3 AHg, = -87 kJ mol™!
ky=0.80 h™tat 163°C

Since the reaction occurs at a specified temperature, V may be determined from the
materiad-balance equation (14.3-5), together with the given rate law:

V = Fpofal(=14) = Faofalkaca

= Faofalkacao(l = fa) = fadlka(l = f3)
g= 130kgB 1 kg(ota) 1 cm? 1000 g L
h X090 kgB X095 g X 1000kg cm?

— 152 Lh™!

Thus,
V = 0.90(152)/0.80(0.10) = 1710L

The heat load, Q. is obtained from the energy-balance equation (14.3-10) for steady-
dtate operation with constant values for the various parameters.

0= UA(T, = T) = —tcp(T, = T) = (~AHg)Fpofy  (143-10)
130 130 (1000)0 o

= 41,311 - 56,550 = -15,239 k] h™! = -4.2 kW

Since ( is negative, hest is removed from the system.

14322 Unsteady-State  Operation

For unsteady-state operation of a CSTR, the full form of the materid baance, equation
143-2 or its equivaent, must be used.

Consider the dartup of a CSTR for the liquid-phase reaction A — products. The reactor
is initidly filled with feed when steady flow of feed (g) is begun. Determine the time (t)



342 Chapter 14 Continuous Stirred-Tank Reactors (CSTR)

required to achieve 99% of the steady-state value of f,. Data V = 8000 L; ¢ = 2 L s~}
Cap =15 mol L1k, = 1.5 X104 571,

SOLUTION
Although there is steady flow of feed, the reactor is in unsteady-state operation during
the time ¢, since the outlet concentration ¢, (and hence f,) is continuoudy changing (c,
decreasing from c¢,,, and f, increasing from 0).
We first determine the steady-state vaue of f,. We use the generd materid-balance
equation 14.3-2, with q = g,
CAodo = CAGo — (—Ta)V = dny/de (14.3-2)
Equation 14.3-2 can be recast in terms of 7 =V/g, and f using cs = ca,(1=f4); on
combination with the rate law. the result is
a0 = Caoll = fp) ~ kpcp (1= fy)r = 1dcy/dt (A)
For steady-state operation, with dcp/dt = 0, this becomes
fa = kall= fa)Tr =0
from which
__kat _ 1.5(107%)(8000/2)
fa= 13 kat 1+ 1.5(10-%)(8000/2) = 0.375
The time ¢ required to achieve 99% of this value ( f, = 0.371) is obtained by integrating
equation (A) rewritten as
Caofa =kaTcao(l = fa) =—Tcy,dfp/dt
or
ko = (1+ kam) fo = 7dfy/dt
or
1df,
dt = A B
kA’T - (1 + kAT)fA ( )
With the boundary condition f, =0a t = 0, eguation (B) integrates to
t=—" I kpT
L+ k,m LhaT = (1 + kpT)f3 |
This yidds ¢t = 11500 s = 32 hfor f, = 037L (This is not necessarily the mogdt effi-
dat way to dat up a CSTR How may the time reouired be reduoad?
°§ This problem may also be solved by numerical integration using the E-Z Solve soft-
‘ ware (file ex14-3.msp). This smulation is well-suited to the investigation of the effect

of initial conditions on the time for a specified approach to steady-state. To optimize
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startup conditions, simulations may be performed using different values of f,(0), and
the resulting £, (¢) profiles may then be compared.

143.2.3 CSTR Performance in Relation to SFM

At this stage, we raise the question as to how the performance of a CSTR depends on
the degree of segregation or mixing at the molecular level of the (single-phase) fluid
system. The extremes (Section 135) are nonsegregation (corresponding to a microfluid
and micromixing at the molecular level), and complete segregation (corresponding to
a macrofluid with no micromixing a the molecular level, but alowing for macromixing
of “packets of fluid” at a macroscopic level). In this section, we restrict attention to
steady-state behavior for a constant-density reaction, A — products, with a rate law
given by (- r,) = kac)s. Performance may be measured by f, = 1~ ca/cy, for given
f(or 7) and rae law.

For nonsegregation, the performance is obtained from the material-balance equation
(14.35).  Thus,

(_rA)V = FAofA = cAoqu

kycat - CAofA (14318)
kaca,T(1 = fa)" = caola
My (L= fa)" = fa (14.3-19)

where M,, is the dimensionless reaction number, introduced in Section 4.3.5, de-
fined by

MAn = kACZ_olt. = kACZ_olT (43'4)

For complete segregation, the performance is obtained from the segregated flow
model  (SFM) (Section 135):

1—f, = A = r[cA E(r)d: (13.52)
0

CAdkmBR

For a first-order reaction,
[ealcpolgg = €™ (n=1) (3.4-10)
For all other orders, the solution of the material balance equation for aBR is
AN ons (= Dkt (0 # 1) (3.4-9)

which can be rearranged to give (equivalent to equation 4.3-5):

20| - . h n .
[ :Ao ]BR - [1 +(n _1)kACZ_olt:| ( #* 1) (143 20)

For a CSTR, E(t) is given by

E(t) = (Uf)e ™ (13.4-2)

Equation 13.4-2 is combined with equation 3.4-10 or 14.3-20 in the SFM (13.5-2) to
obtain f,, usudly by numerica integration.
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SCLUTI ON

For a first-order reaction in a CSTR, compare the predicted performance for completely
segregated flow with that for nonsegregated flow.

For this comparison, we fix the volume V and the flow rate g¢; that is, we set 7 = 7.
For nonsegregated flow, from equations 14.3-18 and -19, with n = 1,

Ma _ _KaT (14.3-21)

= ToM, ~ Tr ks

For segregated flow, from equation 13.5-2, with equations 3.4-10 and 13.4-2,

[ = f L M (1P)e " dr

1
T+ kat

That is,

which is the same result as in equation 14.3-21 above, since { = 7.

From Example 14-4, we conclude that the performance for afirst-order reaction in
a CSTR is independent of the degree of segregation. This conclusion does not apply
to any other order (value of n). The results for » = 0, 1, and 2 are summarized in Ta-
ble 14.1, which includes equations 14.3-22 to -25.

Introduction of numerical values for M,, in the results given in Table 14.1 (and results
for other orders) leads to the following conclusions for a CSTR:

fA,nonscg > fA,seg yn < 1
fanonseg = frseg i n = 1 (143.26)
fA,nonseg < fA,seg sn>1

In other words, an increase in segregation improves the performance of a CSTR for
n > 1 and lowes it for n < 1 (Levenspiel, 1972, p. 335).

14.3.3 Variable-Density System

For a CSTR, variable density means that the inlet and outlet streams differ in density.
A significant difference in density occurs only for gas-phase reactions in which there
is achange in at least one of: total moles, T, or P, athough the last is usualy very
small.
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Table 14.1 Comparison of nonsegregated and segregated

flow in a CSTR®
Order fa
n Nonsegregated® Segregated
0 Mag; Mpo <1 Mao(1 — e Mno)
I, My = 1 (al values of Mag)
(14322) (14323)
| Mu Ma;
1+ Mua 1+ Ma;
(14321 (14.321)
(L+ aMu)? - 1 eMu (1 Y
2 1- o
2Mp, Mp  \Ma
(14.3-24) (14.3-25)

“Congtant-density; A — products; (—r.) = kscj.

From equation 14.3-19, with M,, defined by equation 4.3-4.
‘From equation 1352, with 3.4-10 or 14.3-20 and 134-2.

4E, is an exponential integral defined by Ey(x)= [ y~le™7 dy,

where y is a dummy variable; the integral must be evaluated nu-
°§ mericdly (eg., usng E-Z Solve); tabulated values aso exist.

A gesphee reedtion bewean ehylee (A) and hydrogen to produce ehare is caried out
in a CSTR. The fesd, cotaning 40 md% ethylene 40 md% hydrogen, and 20% inat
species (1), enters the reactor at atotal rate of 1.5 mol min~!, with g, = 2.5 L min~_.
The reedtion is fird-order with regpect to both hydrogen and ethylene, with k, = 025 L
mol~! min—1, Deamire the resttor volume required to produce a product thet contains
60 md% dhene Asume T ad P ae uxdagad

The reedtion is
C,Hy(A) + Hy(B) = C,Hg(C)

From the material balance (equation 14.3-5) applied to C,H,(A), together with the
rate law, and the fact that ¢, = cg, since F,, = Fg, and v, = pg in the chemical
eouetion,

v = Facfa _ Faofa _ Fprofa _  Faola

" (—rp)  kacacs ko ka(Falg?
TFao fo 7 fa (A)
kaFZ,(1= fu2 = kyFp (1 = f))?

In equeion (A), ¢ ad f, ae uknoan, but may be ddamined from the given compostion
of the outlet sreem, with the dd of a Soichiometric teble For a fead condging of Fja,
maes of A, this is condrudted as fdlows
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Soecies Initid moles Change Find moles

A FA,, _fAFAo FAo(l fA)

B Fgo = Fao  —faFao  Fao(1 = fa)

C 0 JaFao JaFao

| Fi, = Faol2 0 Faol2
totd 25Fy, Fao(25=f4)

Snce the outlet sreem is to be 60 mal % C,H,(C),

SaFao/Fao(2.5 = fa) = 0.60

from which f, = 0.9375.
If we asure ide-ges beavior, with T and P undage],

4 _ Fa25=fa) _25- /i

9 25 F,, 25

from which ¢ = 1563 L min~!. Subdituing numericd veues for f,, g, ad k,, together
with F,, = 0.4(1.5) = 0.6 mol min~!, in (A), we obtain

(1.563)%0.9375
= 0.25(0.6)(1 ~ 0.93757 =

1% 3900 L

At elevated temperatures, acetaldehyde (CH,CHO, A) undergoes gas-phase decompo-
% gtion into methane and cabon monoxide The reedion is ssoond-order with regpect to

acetaldehyde, with k4, = 22.2 L mol~! min~! at a certain T. Determine the fractional
covason of adddeyde the cen be achievad in a 1500-L CSTR, given tha the fed
rae of aogtddehyde is 88 kg min~!, ax the ing vdumetric flow rae is 25 m® min~!.
Agme T ad P ae udhaged

SOLUTION
The resttion is
CH;CHO(A) — CH,(B) + Co(c)

Fom the dedgn eguetion, 1435 ad the gven rae law,

CraV _ kacQV _ ka(Falg?V

fa = =
A FAo FAo FAo
— kAFlzko(l - fA)2V - kAFAo(l - fA)zV (A)
4*Fp, ¢

In (A), ky and V are known, and F,, = riy /M, = 8.8(1000)/44 = 200 mol min~!.
However, snce there is a dhange in the number of maes on reedion, ¢ # (gven) ¢,, kit
mey be rdaed to ¢, with the ad of a doichiometric table
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Species Initid moles Change  Find moles

A Fao —faFao Fao(l = fa)

B 0 SfaFao faFao

C 0 fAFAo fAFAo
total Faro Faoll + fa)

If we assume ided-gas behavior, with T and P unchanged, then, from the table,

4 _ Faol+ fa) _ o
o S =1

90 FAo fA
Subgtituting this result for ¢ in (A) and rearranging to solve for f,, we obtain the cubic
polynomia  equation:

A+ @@=+ 1+2K)f, -K=0 (B)

where K = k,F,,V/g? = 22.2(200)1500/(2500)*> = 1.066 (dimensionless). With this
vaue inserted, (B) becomes

f2+ 093415 +3132f, - 1.066 = 0 (©)

From the Descartes rule of signs’ since there is one change in the sign of the coefficients in
(C), there is only one positive real root. (The same rule applied to ~ f in (C) indicates that
there may be two negative real roots for fy, but these are not alowable vaues) Solution
of (C) by trid or by means of the E-Z Solve software (file ex14-6.msp) gives

fA = 0.304

The E-Z Solve numerica solution requires combination of the materid balance (14.3-5),
the rate law, and the relation of g to g, (accounting for the density change in the system).

Multiple Stationary States

An unusual feature of a CSTR is the possibility of multiple stationary states for are-
action with certain nonlinear kinetics (rate law) in operation at a specified T, or for an
exothermic reaction which produces a difference in temperature between the inlet and
outlet of the reactor, including adiabatic operation. We treat these in turn in the next
two  sections.

14.3.4.1 Operation at Specified T; Rate-Law Determined

A reaction which follows power-law kinetics generally leads to a single, unique steady
state, provided that there are no temperature effects upon the system. However, for
certain reactions, such as gasphase reactions involving competition for surface active
sites on a catalyst, or for some enzyme reactions, the design equations may indicate
severa potential steady-state operating conditions. A reaction for which the rate law
includes concentrations in both the numerator and denominator may lead to multiple
steady states. The following example (Lynch, 1986) illudtrates the multiple steady states

‘For the polynomial equation f(x) = 0 with real coefficients, the number of positive rea roots of x is either
equa to the number of changes in sign of the coefficients or less than that number by a positive even integer;
the number of negative red roots is similarly given, if x is replaced by = x.
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which may arise from the gasphase decomposition of A, in which A aso inhibits its own
decomposition. It aso illustrates a variable-density situation that might be investigated
in the type of reactor shown in Figure 1.2.

In the catdyzed gas-phase decomposiion A — B + C, suppose A dso acts as an inhibitor
of its own decomposition. The resulting rate law (a type of Langmuir-Hinshelwood Kinet-
ics, Chapter 8) is

kica
T = T kear
where k; = 0.253 min~*, and k, = 0.429 m* mol ™! at a certain T. Determine al possible
steady-state concentrations (of A) for a 60.64 m® CSTR operating with ¢4, = 68.7 mol
m~> and g, = 1165 L min~!. Asume T and P are constant.

Since this is a gas-phase reaction, and the total number of moles changes, the density
varies, and q must be linked to ¢,. Using a stoichiometric table, we have:

Species Initia moles  Change  Find moles

A FAo Fy = Fao Fy

B 0 FAO—FA FAO*FA
C 0 FAO—FA FAo"FA
total Fa- Fap = Fa 2FA() —Fa

If we assume ided-gas behavior, with T and P constant,
q = qo(zFAo - FA)/FAO (A)
Also, since g, = Fp,/cy,. and Fy = ¢, g, then, from (A),

— FAO(ZFAO — CAq)
cAoFAo

which, on rearrangement, becomes
q= 2FA0/(CA+CA0) = FA/CA (B)

Now, consider the given rate law, on the one hand, and the design equation (14.3-5), on
the other:

oy ks
70 = T Ry «©
(—rA) = FAofA/V = (FAD - FA)/V
_ FAo - 2CA D
- V (1 (N + CAO) ( )

B i
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Figure 144 Multiple steady states in a CSTR (Example 14-7)

on eimination of F4 by means of (B). Since (—r,) in (C) and (D) must be the same, we
equate the two right sides, and, after multiplication and rearrangement, obtain the follow-
ing cubic equation in (the unknown) c,:

k
kel + (:}V - Kca, + 2k2)c3\ + (_L;A_‘i - 2kycp, + 1>CA —cp, =0

Ae Ao

With numericd values inserted for &y, k;, V, ¢y, ad Fj,, this becomes
¢y 53.6228¢c% +400.705c, 373.288= ()

This equation may have three red, postive roots (as indicated by the Descartes rule of
sgns, see Example 14-6). Three roots can be obtained by trid or by a suitable root-finding
technique, for example, as provided by the E-Z Solve software (see note below):

¢, = 1.086,7.657, and 44.88 mol m™>

The three roots are shown as the points of intersection C;, C,, and C, in the plot of equa-
ions (C) and(D) in Figure 14.4, (—ry) versus ¢,. Thus, three dtationary states are possible
for steady-state operation of the CSTR a the conditions given. The dtationary-state at C,
is the one normaly desired, since it represents a relaively high conversion, corresponding
toalow value of c,.

It is not possible to predict a priori which of the possible dationary-states is actualy
attained, based on steady-state operating considerations. It may be done by integrating
the material-balance equation in unsteady-state form, equation 14.3-2 or equivalent,
with the given rate law incorporated. For this, the initial concentration of A in the re-
actor c, (¢) a += 0 must be known; this isnot necessarily the same asc,,.

Example 14-7 can aso be solved using the E-Z Solve software (file ex14-7.msp). In
this simulation, the problem is solved using design equation 2.3-3, which includes the
transient (accumulation) term in a CSTR. Thus, it is possible to explore the effect of cp,
on transient behavior, and on the ultimate steady-state solution. To examine the stabil-
ity of each steady-state, solution of the differential equation may be attempted using
each of the three steady-state conditions determined above. Normally, if the unsteady-
state design equation is used, only stable steady-states can be identified, and unstable
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steady-states are missed. The best way to identify the possibility of unstable steady-
dates is by graphicd andyds (eg., Figure 14.4).

We can, however, consider the stability of each of the three operating points in Exam-
ple 14-7 with respect to the inevitable smal random fluctuations in operating conditions,
including c,, in deady-state operation. Before doing this, we note some features of the
rate law as revealed in Figure 14.4. There is a maximum value of (— r,) at ¢, = 1.166
mol m~3. For ¢, < 1166, the rate law represents norma kKinetics: (—r,) increases as c,
increases, for ¢, > 1166, we have abnorma kinetics. (—r,) decreases as c, increases.
We also note that (—7,) in equation (C), the rate law, represents the (positive) rate of
disappearance of A by reaction within the CSTR, and that (—r,) in equation (D), the
material balance, represents the (positive) net rate of appearance of A by flow into and
out of the reactor. As noted above, in steady-state operation, these two rates balance.

For a stability analysis, consider first point C,. Suppose there is a small random up-
ward fluctuation inc,. This is accompanied by an incresse in the rate of disgppearance
of A by reaction, and a decrease in the appearance of A by flow, both of which tend to
decrease ¢, to offset the fluctuation and restore the stationary-state at C,. Conversely,
a downward fluctuation in ¢, is accompanied by a decrease in the rate of disappearance
by reaction, and an increase in the rate of appearance by flow, both of which tend to
offset the fluctuation. Thus, the stationary-state at C, is stable with respect to small ran-
dom fluctuations. Now, consider point C,. An upward fluctuation in ¢, is accompanied
by decreases in both rates, but the rate of disappearance by reaction decreases faster,
with the net result that the upward fluctuation is reinforced by a resulting increase in c,,
s that the fluctuation grows and is not damped-out, unlike a C;. This effect continues
until the point C; is reached, which is the next point of balance. Thus, for any upward
fluctuation in c,, C, is unstable relative to C;. Similarly, for a downward fluctuation in
cu & C,, the rate of disappearance by reaction increases faster, with the net result that
the downward fluctuation is reinforced and grows until C; is reached at the next point
of balance. Thus, for any downward fluctuation in ¢, C, is unstable relative to C;. Fi-
nally, consider point C;. For an upward fluctuation in c,, the rate of disappearance by
reaction decreases slower than the rate of appearance by flow, with the net result that
the fluctuation is damped-out. A smilar concluson results for a downward fluctuation.
In summary, the stationary-states at C; and C; are stable, and the state at C, is unsta-
ble, and cannot be achieved in steady-dtate operation. It can, however, be dstabilized by a
control system involving a feedback loop. For a smple system, as considered here, there
iS no reason to attempt this, as the stationary-state at C; (high conversion) would nor-
mally be the desired state. The initia conditions in startup, such asc, at ¢t = 0, should
be set to achieve this date (see comment following Example 14-7).

14342 Opeaion at Specified @; Autothermal Operation

If feed at a specified rate and 7, enters a CSIR, the steady-state values of the operating
temperature T and the fractional conversion f, (for A — products) are not known a
priori. In such a case, the material and energy balances must be solved simultaneously
for T and f,. This can give rise to multiple Stationary states for an exothermic reaction,
but not for an endothermic reaction.

For an exothermic reaction, since a resulting stationary-state may be at either arel-
atively low f, (“quench” region) or arelatively high f, (“sustained” region), for the
same operating conditions, it is important to choose conditions, including Q, to avoid
the quench region. A related type of behavior is autothermal operation, in which the
sustained region is achieved without any energy input (heat transfer) to the system (op-
eration may be adiabatic or there may be heat transfer from the system); an autother-
mal reaction is thermally self-sustaining (e.g., a bunsen-burner flame, once the gasis
ignited).
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To illustrate these types of behavior, we choose a simple example in which a graphicd
andyss is used a an ad in understanding.

A first-order liquid-phase reaction, A — products, is conducted in a 2000-L CSTR. The
feed contains pure A, a a rate of 300 L min~!, with an inlet concentration of 4.0 mol L~!.
The following additional data are available:

cp=35Jg 'Ky p=115gcm™% AH, = -50 kI mol™
(We assume that these values are constants.)
ko = Ae EWRT = 2.4 5 1015,-12000T i =1 with T in K

Determine f, and T at steady-state based upon adiabatic operation, if: (a) 7, = 290 K;
(b) T,=298K; (c) T,= 305 K.

We first obtain f, explicitly in terms of T from both the material and energy balances, and
then examine the solutions graphicaly. From equation 14.3-5, the materid balance, and
the given rate law:

— ('_rA)V _ kACAV Ae_EA/RTCAo( 1 — fA)T

FAo Cro9o Cho

fa

From this,

1
fa = TEART (A)

—— *+ 1

From the energy balance (equation 14.3-10) for adiabatic operation [Q = UALT, T) =
0],

mcp

SR —d d— Y N (B)

fa = -
A (=AHgp)cp,
since m = pg, and Fa, = c,9q,-

Equation (A) represents a sigmoidal curve, and equation (B) represents a draght line
with a postive dope for an exothermic reaction (and a negative dope for an endothermic
reaction).

With numerical values inserted, equations (A) and (B) become, respectively,

£ = (6.25 X 10717120007 4 1y~1 (A)
fa = 0.020(T - T) (B)

The solution of equations (A') and (B') gives the dationary-state values of f, and T.

The solutions for the three cases (a), (b), and (c) are shown graphicaly in Figure 14.5.
The sigmoid-shaped curve is congtructed from (A'), and the three straight lines from (B'),
each with dope 0.0201 K~!, for the three values of T, Note that for adiabatic operation,
T=7T,af, =0.
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Figure 145 Graphica solution for Example 14-8

(@) T,=290 K. There is only one stationary-state at the intersection of the straight
line and the sSgmoidd curve:

fa =0.02; T=291 K (quench region)

(b) T,= 298 K. Three possible steady-states exist:
(i) fo =0.08; T= 302 K (quench region)
(i) fy =042 T= 319 K
(iii) fy = 0.91; T= 343 K (sustained region)
(c) T,= 305 K. There is one steady-state:

fa=0.96; T=353 K (sustained region)

The values and the nature of the solution are sensitive to the value of T, in a narrow
range. For adiabatic operation of the reactor, T, can be adjusted by means of a heat ex-
changer upstream of the reactor.

Both the steady-state and transient behavior of this system can be examined using
the E-Z Solve software. The steady-state operating conditions can be determined for
each T, (file ex14-8.msp)). For T, = 298 K, where multiple steady-states exist, differ-
ent initial estimates of Tand f, lead to different solutions, corresponding to the differ-
ent steady-state conditions. Transient behavior (file ex14-8.msp) can be used to predict
the steady-state operating condition arising from a particular set of starting conditions
(fa(0), T(O)) in the reactor.

The existence of possible multiple stationary-states, as illustrated in Example 14-8,
raises further questions (for adiabatic operation):

(1) What is the range of T, values for which multiple stationary-states exist?
(2) Are dl multiple states stable?
(3) Which of the possible multiple states actually occurs in steady-state operation?

The answer to question (1) is illustrated graphically in Figure 14.6 (not specifically
for Example 14-8). Again, the sigmoidal curve is constructed from the materia balance,
equation 14.3-5 (equation (A) in Example 14-8 or its equivalent for other rate laws).
The two straight lines corresponding to feed temperatures T, and T, are constructed
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1.0 o—y

fa 05—

Material balance

— == = Energy balance

0.0

Temperature

Figure 146 lllustration of range of feed temperatures (T, to
Ty for multiple stationary-states in CSTR for adiabatic opera:
tion (autotherma behavior occurs for T, = T,)

from the energy balance, equation 14.3-10 (equation (B) in Example 14-8), with slope

pcpl(—AHgp )ca,- These two lines are drawn tangent to the sigmoidal curve at points

D and E. Multiple steady-states exist only for T, < T, < T,. For T,< T, there is one
stationary-state in the quench region. For T, > T/, there is one stationary-state in the

sustained region; this is the autothermal region with respect to feed temperature, and

T, is commonly referred to as the ignition temperature.

The answer to question (2) raised above is more easly seen if we trandate Figure 14.5
into an enthal py-temperature diagram, and then consider the stationary-states as those
resulting from balancing the rate of enthalpy generation by reaction with the rate of
enthapy remova by flow (we are dill considering adiabatic operation for an exothermic
reaction).

rate of enthalpy generation = H,,, = (—AHga)(=ra)V = (—AHga)Fa,fa

(—AHga)Fp,
= W%li (14.3-27)
AT
from equation (A) of Example 14-8 for a first-order reaction.
rate of enthalpy removal = H,,, = #ecp(T = T,) (14.3-28)

At steady-state operation,
ngn = Hrem

The steady-state is represented graphically by the intersection of the expressons given
by equations 14.3-27 and -28. This is illudtrated in Figure 14.7. The enthalpy-generation
curve given by equation 14.3-27 is sigmoidal, since it corresponds to the sigmoidal
curve for f, in Figure 145 multiplied by the constant (—AHga)Fa,. Similaly, equation
14.3-28, for enthalpy removal, generates a straight line corresponding to the line (b) in
Figure 14.5. The three possible stationary-states are shown by the intersections at C,,
C, and C;. We consider the stability of each of these with respect to the inevitable small

fluctuations in process conditions at steady-state, of which T is one example. We ask
whether a fluctuation (+ or —) tends to grow to render the (presumed) stationary-state
unstable, or tends to be damped-out to confirm the stability of the stationary-state.

Consider first point C, at T, If T fluctuates above Ty, H,,, (full line) increases, but
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== = Eqn 14328 = H,,,

— EQn 14.3-27 = Hg,,

Enthalpy

|
|
|
: Figure 147 Representaion of
| | multiple stationary-states on an
n T T3 enthalpy-temperature diagram cor-
Temperature responding to (b) in Figure 14.5

H,,, (dashed line) increases faster, so that T is restored to T;if T fluctuates below T,
H,,, decreases, but H,,,, decreases faster, so that, again, T is restored to T;. Hence C;
represents a stable stationary-state. The same reasoning applies to point C; at 75, which
also represents a stable stationary-state. For point C, at T,, the story is different. If T
fluctuates above T, H,,, (full line) is greater than H,, (dashed line), and T continues
to climb until point C; is reached, at which point H,,, and H,,,, are again equal. Thus,
an upward fluctuation in T makes C, unstable relative to C;. Similarly, if T fluctuates
below T,, C, is unstable relative to C,. Since fluctuationsin T are random with respect
to direction, it isimmaterial whether C, disappears in favor of C; or C,. The important
conclusion is that C, is not a stable stationary-state. This leaves C, and C, as the only
possible stationary-states.

Question (3) raised above relates to which of the two possible stable stationary-
states actually occurs. For any feed temperature between 7, and T, in Figure 14.6, it
is not possible to predict which of the two would prevail for given initial conditions.
The stationary-state in the sustained region (C, in Figure 14.7) is certainly preferred to
that in the quench region (C)), if ahigh value of £, is desired. To avoid the ambiguity
of multiple stationary-states, the feed temperature T, should be chosen to avoid them
dtogether, and thus should be higher than the ignition temperature (7, in Figure 14.6).

For nonadiabatic operation and an exothermic reaction, the overall situation is sim-
ilar, but is complicated by the inclusion of the heat transfer term for Q in the energy
balance in equation 14.3-10.

For an endothermic reaction, whether the operation is adiabatic or nonadiabatic,
there is no possibility of multiple stationary-states because of the negative slope of the
fa versus T relation in the energy balance (see equation 14.3-11). This is illustrated
schematicdly in Figure 14.8.

fa

Figure 148 lllugtration of solution of
maeid and energy bdances for an endo-
thermic reaction in a CSTR (no multiple
Temperature stationary-states possible)
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144 MULTISTAGE CSTR

A multisage CSTR consists of two or more dirred tanks in series. Are there advantages
in usng a multisage CSTR consisting of two or more relatively smal tanks rather than
a single tank of relatively large size to achieve the same result? Recall that a major
disadvantage of a CSTR is that it operates at the lowest concentration between inlet
and outlet. For asingle CSTR, this means that operation is at the lowest possible con-
centration in the system, and for norma kinetics, the required volume of reactor is the
largest possible. If two tanks (operating at the same T') are arranged in series, the sec-
ond operates at the same concentration as the single tank above, but the first operates
a a higher concentration, so that the total volume of the two is smaller than the volume
of the single vessel. If more than two tanks are used, the volume advantage becomes
even greater. Furthermore, there is an opportunity to adjust temperature and/or con-
centration (or conversion) between stages to achieve an optimal situation with respect
to total volume for a given number of stages (N). If N is chosen as a parameter and
dlowed to vary, there is a practicad limit to the number of stages chosen (usually about
five), since the cost of the interconnecting piping and valving increases. Also, athough
the sizes of the N stages may not be equa for an optima V, there is an advantage in the
cogt of fabrication in making them al the same size. Thus, a minimum value of V is not
necessarily the best answer to the design of a CSTR, but it is one to consider.

In this section, we introduce some of the basic considerations for design of a multi-
sdage CSTR, treating constant-density systems in both isotherma (al dages at same T)
and nonisothermal operation. The arrangement and notation (for reaction A + ... —
products, where A is the limiting reactant) are shown in Figure 14.9. We redtrict atten-
tion to steady-state operation. There may be external heat exchangers between stages
or interna heat exchangers within the vessds (not shown in Figure 14.9).

Asfor a single-stage CSTR, the volume of each stage is obtained from the materia
balance around that stage, together with the rate law for the system. Thus, for the ith
stage, the material-balance equation (14.3-5) becomes

Vi=Fa(fai  faim)/(=ra); (14.4-1)

Note that, because of the definition of fa, F,, is the origind feed rate to the CSTR and
not that to the ith stage.

A graphical interpretation to illustrate the use of equation 14.4-1, and adso to demon-
strate the reduction in V as N increases, is shown in Figure 14.10 for N = 3. This may be
compared with Figure 14.2 for N = 1. In Figure 14.10, EB is the reciprocal-rate curve
obtained from kinetics data (for normal kinetics). The shaded rectangular area FGMD
represents V,/F, for the first stage operating at rate (—r, ) to achieve conversion f,;.
Similarly, area HKLM represents V,/F,,, and area JBCL represents V;/F,,. The to-
tal volume required to achieve conversion fy; in three stagesis V(3) = Vi+V, + V;

Fao Fa Fan-1 Fan

Cho CAl CAN-1 AN

fao fa1 fa,n-1 fan

9o q1 aN -1 qaN

To TN Tl e TN -1 L4 TN
Stage: 1 2 N

Figure 14.9 Arrangement and notation of N-stage CSTR (for lim-
iting reactant A in A + . . — products)
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U-rp)

1i-rp)3

1/(—rA)2

Uirp);

Figure 1410 Graphica interpretation of
In T2 equation 14.4-1; total volume V = Vv, +
fA V2 + V3 (ﬁmaj a’e%)

(shaded areas). This may be compared with the volume V(1) required to achieve the
same conversion; the large rectangular area ABCD represents V(1)/F,, (as in Fig-
ure 14.2). Comparison of the areas shows that V(3) < V(l), the difference being pro-
portiona to the irregular area AJKHGF.

As N increases, for a given f,, the difference V(N) — V(1) increases until it ap-
proaches the area bounded by AB, AE and the reciprocal-rate curve EB as N — o,
From this limiting behavior, the curve EB can be interpreted as the locus of operating
points for a multistage CSTR condgting of an infinite number of stages in series, which
is equivalent to a PFR (Chapter 15).

From the discusson relating to Figure 14.10, we then conclude that

V(1) > v(ny)  for given F, , f4, (normal) kinetics (14.4-2)
Conversdly, Figure 14.10 can be used to show tha
() < fu(N)  forgivenF, ,V (total), (normal) kinetics (14.4-3)

(the proof is left to problem 14-28).

The solution of equation 14.4-1 to obtain V(given £, ) or f, (given V) can be carried
out either analytically or graphically. The latter method can be used conveniently to
obtain f, for a specified set of vessels, or when ( —r,) is not known in analytical form.

The bass for a graphicad solution for N = 2 is illustrated in Figure 14.11, which shows
(—ra) as afunction of f,, together with lines that represent the material balance for
exh dage

For stage 1, from equation 14.4-1,

(=7ay = Fao/V1) fa1
This is the straight line AB, relating (—r,) to f, for a given V;, with slope equa to

F4,/Vy. The solution for the outlet conversion f,, is given at E, the intersection of AB
with the rate curve. Similarly, for stage 2,

(=ra), = (Fao/V2)(faz2 = fa1)
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- Kinetics rate data

== == w= Design eqn

(-VA)

Figure 1411 Basis for graphicd so-
0 1 Jution for multitage CSTR (for A +
fa ... — products)

This relation is represented by the straight line CD, which intersects the rate curve at F
to givethevalue of f,. E and F are thus the operating points for the two stages.
Optimal operation of a multistage CSTR can be considered, for example, from the
point of view of minimizing the total volume V for a given throughput (F,,) and frac-
tional conversion (f,). This involves establishing an objective function for V from the
material balance together with a rate law and energy balance as required. The situ-
ation can become quite complicated, since V depends on interstage conversions and
temperatures, as well as on heat transfer parameters for internal and/or interstage heat
exchangers. We consider a relaively simple case as an example in the next section.

1441 Constant-Density System; Isothermal Operation

X

SOLUTION

The following example illustrates both an analytical and a graphica solution to deter-
mine the outlet conversion from a three-stage CSTR.

A threestage CSTR is used for the reaction A — products. The reaction occurs in agueous
solution, and is second-order with respect to A, with k, = 0.040 L mol~! min~! . The inlet

concentration of A and the inlet volumetric flow rate are 1.5 mol L-'and 2.5 L min™!,
respectively. Determine the fractional conversion (f,) obtained at the outlet, if V= 10
L,V,=20L,andV;=50L, (a) andyticaly, and (b) graphically.

(@) Each stage is considered in sequence by means of equation 14.4- 1 and the given rate
law.

For stage 1, from the rate law,

(=ra) = kACIle = kAC%\o(l - fAl)2

since density is constant.
From equation 14.4-1,

(=ra) = Fa/ Vi) far — 0
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Figure. 14.12 Graphicd solution of Example 14-9

Equating the two right sides and rearranging, we obtain the quadratic equation

F
2 Ao 2
fAl (‘ 20‘,1' )f:l\l

or, with numericd vaues inserted,

fa=6167fy +1=0

from which f,; = 0.167.

Similarly, for stages 2 and 3, we obtain fa, = 0.362, and f,3 = 0.577, which is the
outlet fractional converson from the three-stage CSTR.

The system of three equations based on equation 14.4-1 for fu;, fap, ad fa3 may dso

be solved simultaneoudy using the E-Z Solve software (file ex14-9.msp). The same vaues
ae obtained.
(b) The graphica solution is shown in Figure 14.12. The curve for (— r,) from the rate law
is first drawn. Then the operating line AB is congtructed with dope Fao/Vy = cpnq,/V1 =
0.375 mol L~! min~! to intersect the rate curve at f,; = 0.167, similarly, the lines CD and
EF, with corresponding slopes 0.1875 and 0.075, respectively, are constructed to intersect
the rate curve at the values f,, = 0.36 and f,; = 0.58, respectively. These are the same
vaues as obtained in pat (a).

14.4.2 Optimal Operation

The following example illustrates a smple case of optimal operation of a multistage
CSTR to minimize the tota volume. We continue to assume a constant-density system
with isothermal operation.

Consider the liquid-phase reaction A + . . . — products taking place in a two-stage CSTR.
If the reaction is first-order, and both stages are a the same T, how are the sizes of the
two stages related to minimize the total volume V for agiven feed rate (F,,) and outlet
conversion  (faz)?
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From the materid baance, equation 14.4-1, the tota volume is

_ _ far=0 | fao— fau
V= Vl + V2 - FAo (_rA)l + (—rA)Z | (A)
From the rate law,
(=radi = kacao(l  fa1) (B)
(=7a)2 = kacao(l — fa2) ©
Subgtituting (B) and (C) in (A), we obtain
- Fpo far v fae - fAl) D
v kacao (1 - fa1 1 - fa2 @)
for minimum V,
A%
— 0 (E)
(&fAﬂ >fAZT =

From (E) and (D), we obtan

0

dV _ Fy, [ 1 1 _
9 fai kacao (1 — far)? 1~ faz

from which
fa2 = far(2 = fa))

If we subgtitute this result into the material balance for stage 2 (contained in the last term
in (D)), we have

v, . Fao (fA2_fA1)= Fao ( a1 >=V1

T o kacao\ 1 faz kacao \1 = fa1

That is, for a first-order reaction, the two stages must be of equal size to minimize V.
The proof can be extended to an N-stage CSTR. For other orders of reaction, this result is
approximately correct. The conclusion is that tanks in series should al be the same size,
which accords with ease of fabrication.

Although, for other orders of reaction, equal-sized vessels do not correspond to the
minimum volume, the difference in totd volume is sufficiently small that there is usualy
no economic benefit to constructing different-sized vessels once fabrication costs are
considered.

A reactor system is to be designed for 85% conversion of A (fa) in a second-order liquid-
phase reaction, A — products; k, = 0.075 L mol~! min~!, ¢, =25L min~", and c,, =
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SOLUTION

0.040 mol L~!. The design options are:

(@ two equal-sized dirred tanks in series,
(b) two dtirred tanks in series to provide a minimum tota volume.

The cost of a vessdl is $290 m~—3, but a 10% discount applies if both vessds are the same
size and geometry. Which option leads to the lower capita cost?

Case (a). From the materid-baance equation 14.4-1 applied to each of the two vessds 1
and 2,

Vi = FAofAI/kAC%M = FAofAl/kAc?\o(l - fAl)2 (A)

Vo = Fa,(far = fa)kacho(l = faa)® (B)
Equating V; and V, from (A) and (B), and smplifying, we obtain
(faz = fa)/(d = fi)? = fardl(1 =~ fa1)?

This is a cubic equation for fy; in terms of fis:

fa= Qv fadftie Qo fidfar= fa= 0
or, on subgtitution of fy, = 0.85,
fA - 2.85f2 + 2.7225f,, ~ 085 =0

This equation has one positive real root, f,; = 0.69, which can be obtained by trid or by
means of the E-Z Solve software (file ex14-11.msp).

This corresponds to V, =V, = 5.95 x 10* L (from equation (A) or (B)) and a total
capital cost of 0.9(290)(5.95 X 10%)2/1000 = $31,000 (with the 10% discount taken into
account).

Case (b). The totd volume is obtained from equations (A) and (B):

Fpof v Faolfar = fan)
V=V +V = AoJAl Ao‘\JA2 Al
' ? kAC‘io(l - fAl)2 kAcf\o(l - fAZ)2

For minimum V,

(_‘71)=FA0[1+fA1_ 1 21 0
far ),  kaci, LA = far? (1= i) =

This aso resultsin a cubic equation for f,;, which, with the value f,, = 0.85 inserted,
becomes

f2 = 3fa+ 3.0225f,, — 0.9775 = 0
Solution by trial or by means of the E-Z Solve software (file ex14-11.msp) yields one

positive real root: f,; = 0.665. This leads to V; = 495 X 10*L, V, = 6.84 X 10* L, and
a capital cost of $34,200.
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Conclusion: The lower capital cost is obtained for case (a) (two equal-sized vessels),
in spite of the fact that the total volume is slightly larger (11.9 X 10* L versus 11.8 X
10* L),

145 PROBLEMS FOR CHAPTER 14

14-1 Suppose the liquid-phase hydration of ethylene oxide (A) to ethylene glycol, C,H4O(A) +

142 Reactart A s fed (a

14-3

144

145

H,0 — C,HgO0,, takes place in a CSTR of volume (V) 10,000 L; the rate congtant is ks =

2464 X 1073 min~! (Bronsted et a., 1929; see Example 4-3).

(@ Cdculde the deady-date fractiond converson of A (fa), if the feed rae (g) is 030 L
s~ and the feed concentration (cy,) is 0120 mol LI,

(b) If the feed rate suddenly drops to 70% of its origind value, and is maintained & this new
vaue, (i) wha is the vdue of fa dfter 60 min, and (i) how close (%) is this vaue to the

new  seady-st vaue?

(c) Wha is the ret?t)f the Steady-state production rate in (b) to that in (8)?

= 0) a a congtant rate of 50 L s~" to an empty 7000-L CSTR until the
CSTR is full. Then the outlet vave is opened. If the rate law for the reaction A — products is
(—ra) =kaca, wherek, =80X 104571, and if the inlet and outlet rates remain constant
a 50 L s7!, cdoulate c4 @ t = 15 min and & t = 40 min. Assume that the temperature and
densty of the reacting system are condtant, and tha cao = 2.0 mol L1,
An agueous solution of methyl aoetate (A) enters a CSTR & a rate of 05 L s™' and a conoentrar
tion (ca,) of 0.2 mal 17!, The tank is initialy filled with 2000 L of water so that materid flows
ot a a rae of 05 L s™'. A negligibly smal stream of HCl (cadys) is added to the entering
solution of acetate o that the concentration of acid in the tank is maintaned & 01 mol L~1,
in which case the hydrolyss of acetate ocors @ a rae characterized by ky = 1.1 X 1074 571,
What is the concentration of acetate in the outlet dtream a the end of 30 min, and what is the
eventud ~ deady-state  concentration?
For the reation beween hydrocyanic acid (HCN) and acetddehyde (CH;CHO) in agueous
solution,

HCN(A) + CH;CHO(B) — CH3;CH(OH)CN

the rate law at 25°C and a certainpH is(—ry) = kacacg, Where ks =0.210 L mol~! min™!

(see problem 4-6). If the reaction is caried out a <eady-state & 25°C in a CSTR, how large
a reector (VIL) is required for 75% converson of HCN, if the feed concentration is 0.04 mol

L! for exch reactat, and the feed rate is 2 L min~!?

The liquid-phase resction A = B + C tekes place in a singlestage CSTR. The rate law for
the reaction is (—ry) = kacacs.

(@ Cdculae the feed rae g,, that maximizes the rate of production of C.

(b) For the feed rate in (a), cdculate the outlet vaues of ca, cg, cc, and fa.

Data: ks = 0.005 L mol™! s™*; cao = 02mol L7%; g, = 0.01 mol L7!; V= 10000 L.

146 A pure gassous resctant A is fed & a steady rae (g,) of 30 L h™! and a concentration (cao) of

01 mol L~! into an experimentd CSTR of volume (V) 0.1 L, where it undergoes dimerization
(A - Ap). If the deady-state outlet concentration (c4) is 0.0857 mol L7}, and if there is no
change in T or P, cdcuae

(@ the frectiond converson of A, fi;

(b) the outlet flow rate, ;

(© the rate of readtion, (—rs)mol L~ h7!;

(d) the space time (1/h) based on the feed rae

(@ the mean reddence time #h; and

(f) briely explan any diffeence beween 1 and 1.
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147 Cdculae the mean resdence time (f) and the space time (r) for a reation in a CSTR for

the following cases (explan any differences between 7 and f):

(a) homogeneous liquid-phase reaction: V = 75L, g, =25L min™};

(b) homogeneous gasphase reacion, A - B +C;V=75L,q,= 150 L min~! & 300
K (T,). The temperature a the outlet of the reactor is 375 K, the pressure is condant a
100kPa, and f» is0.50.

14-8 A gasphase hydrogengtion reaction, C,Hs(A) + Hy — C,Hg, is conducted under isothermd

14-9

14-10

1411

14-12

and isobaric conditions in a CSTR. The feed, condsting of equimolar amounts of each reac-

tant and an inert, is fed to the reactor a a rate of 15 mol Hy min™!, with ca, = 040 mol L1,

Determine the volumetric flow rate a the inlet of the reactor and the meen resdence time,

if the desred fractiond converson f, is 085, and the reaction is first-order with respect to

each reactant (ky =05L mol ! min™").

A firg-order, liquid-phase endothermic reaction, A — B + C, takes placein aCSTR oper-

ding a deady-date If the feed temperaure (T,) is 310 K, & what temperature (7,) must a

heting coil in the tank be maintained in order to achieve a converson (fx) of 0.75?

Given: (Arrhenius parameters) A = 3.5 x 10**s™!, E4 = 100,000 Jmol™'; g = 8.3

L s!; v = 15000 L; ca, = 0.80 mol L~!; AHg, = 51,000 J mol™'; p = 950 g L™%;

cp=35Jg 'K, UA = 10,000 Js~! K-i.

A firg-order, liquid-phase, endothermic reaction, A - products, takes place in a CSTR. The

feed concentration (ca,) is 1.25 mol L1, the feed rae (g) is 20 L s™', and the volume of the

reector (V) is 20,000 L. The enthdpy of reaction (AHgzs) is +50,000 J mol~!, the specific

heat of the reacting sysem is 3 J g~! K~1, and its density is 900 g L.

(@) If the feed temperature (T,) is 300 K, a& wha temperaure (T,) must a hedting coil in the
tank be mantaned to keep the temperaure (T) of the reaction in the tank the same &s
T,? Wha converson is obtained? At 300 K, the rate constant ks = 4 x 107? s~L. For
the coil, assume UA = 10,000Js 1K1,

(b) If there were no heating coil in the tank, what should the feed temperature (7,) be to
ahieve the same result?

A liquidphase, exothermic firt-order reation (A — products) is to teke place in a 4000-
L CSTR. The Arrhenius parameters for the reacting systems are A =2 x 10" s~! and
E, =100 kJ mol~!; the thermal parameters are AHg, =-50 ki mol-'and cp=4Jg™"
K-1; the densty (p) is 2000 g L',

(a) For afeed concentration(c,,) of 4mol L1, afeed rate (q) of 5L s~!, and adiabatic
operation, determine f, and T a deady-state, if the feed temperature (T,) is (i) 290 K;
(i) 297 K; and (iii) 305 K.

(b) What is the minimum vaue of T, for autothennd behavior, and what are the correspond-
ing vlues of f, and T & steady-state?

(© For T, = 305 K as in (g(iii), explain, without doing any cdculations, what would hap-
pen eventudly if the feed rate (g) were incressed.

(d) If the result in (c) is adverse, what change could be made to offsst it a the higher through-
put?

(6 Suppose the feed temperature (T,) is 297 K, and it is desred to achieve a Steady-Sate
converson (fy) of 0932 without any dterndtive posshility of deady-Sate operation in
the “quench region” If a fluid Stream is available & 360 K (T,, assume condant) for use
in a heat exchanger within the tank, what value of UA (J XK' s™1) would be reguired for
the heat exchanger? Show that the “quench” region is avoided.

For the gasphase, secondorder reaction C;Hy + C4Hg — CgHyg (or A + B = C) caried

out adisbaticaly in a 2-liter experimentd CSTR a <eady-dtate, what should the temperature

(T/K) be to achieve 40% conversion, if the (totd) pressure (P) is 12 bar (assume congtant),

the feed rate (¢,) is20cm3s™!, and .the reactants are equimolar in the feed. The Arrhenius

parameters are E, = 115,000 T mol~! and A =3.0x 107 L mol~!s~! (Rowley and Steiner,

1951; see Example 4-8). Themochemicd data ae as follows (from Sull e d., 1969):
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TIK Cp/T mol 1 K1 AH$/K) mol™!
CH, CiH¢ CsHp GCHy CiHg CsHig

600 71.5 133.2 206.9 44.35 100.88 -2481
700 78.5 144.6 229.8 42.47 98.87 -28.28
800 84.5 154.1 248.9 40.88 97.28  -30.63
900 89.8 162.4 265.0 39.54 96.02 -3201

14-13 Determine the volume of a CSTR required to obtan 65% converson of A in A — P, given
that g, =5L s~!, the density of the system is constant, ¢y, =4mol L™}, and ks = 2.5 X
1073 571,

14-14 For the reaction in problem 14-13, determine the exit fractiond converson for a two-Stage
CSTR, if the volume of each CSTR is equd to onehdf the reactor volume caculated in
problen  14-13.

14-15 For the reaction in problem 14-13, determine the minimum reactor volume required for
atwo-stage CSTR used to achieve 65% conversion of A. What is the volume of each
tank?

14-16 A liquid-phase rection, A + 2B — C, is to be conducted in two egua-szed CSTRs. The
reaction is first order with respect to both A and B, withks = 6.0 X 1072L mol~!s™".
The volumetric feed rate is 25 L min~!, ca, = 0.1 mol L1, and ¢cg, = 0.20 mol L}; 75%
converson of A is desired.

(@ The CSTRs ae aranged in series Wha is the volume of each?
(b) The CSTRs ae aranged in padld. Wha is the volume of each, if the volumetric flow
rae through each reector is equa?

14-17 Usng the data and three reectors described in Example 14-9, determine the reactor config-
urdtion (i.e, order) that maximizes the fractiond converson of A.

14-18 A scondorder reaction of A — B, withky =24L mol'h™!,isto be conducted in up to
two CSTRs aranged in series Determine the minimum reactor volume regquired to achieve
66.7% converson of A, given that the feed rate and volumetric flow rate a the inlet ae 375
mol min~! and 25 L min~!, respectively. The feed conssts of pure A.

14-19 The liquid-phase reaction A + B = Cisto be carried out in two tanks (CSTRs) in se-
ries. The rate law for the reaction is (—rs) = kxcacg, Where ks = 9.5 X 1072 L mol ™!
s7LIf ¢, = cBo=0.08 mol L' and the feed rateis 48 L min~!, what is the minimum
totd volume required to achieve 90% converson? Wha is the volume of tak 1 and of
tank 27

14-20 (a) Two CSTRs of unequal (but fixed) size are available to form areactor system for a

paticular firg-order, liquid-phase reaction a a given temperature. How should they be
aranged to achieve the mogt efficient operation for a given throughput? Justify your
conclusion Quantitatively.

(b) Repeat (&), if the reaction is second-order.

14-21 A liquid-phase reaction tekes place in two CSTRs operding (2 deady-dtate) in padld a
the same temperature. One reector is twice the size of the other. The (total) feed is it ap-
propritely  between the two reactors to achieve the highet fractiond converson of reactant,
which is 0.70. The smaler reactor is then taken out of service If the (totd) feed rate remains
the same, wha is the resulting converson from the larger reactor? Assume the reection is
firg-order, and the larger reactor is operding a deady-Sde

1422 The liquidphase reaction A -—» B + C tekes place in a series of three CSTRs with an overdl
conversion (f,) of 090. One of the reactors develops a lek and is removed from the series
The throughput (g) is then reduced in order to keep the overdl converson a 090. If the
origind throughput was 250 L min~!, wha is the new throughput? Assume (i) Steady-state
operation; (i) the resctors ae of egud volume and operate & the same temperaure (jii) the
reaction is firg-order in A.
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1423 An aqueous solution of ethyl acetate (A) with a concentration of 0.3 mol L~ and flowing a
05 L s~! mixes with an aqueous solution of NaOH (B) with a concentration of 045 mol L~
and flowing & 1.0 L s~!. The combined stream enters a reactor sysem for sgponification to
ooour & 16°C, & which temperature the rate condtant (k) is 0.0574 L mol™! s™!. Converson
(fa) is to be 80% a steady-state.

(@ If the resctor sysem is a sngle CSTR, wha volume (V) is required?

(b) If the reactor sysem is made up of two equa-szed CSTRs in series, what is the volume
of exh?

(c) If the reactor system is made up of two equa-sized CSTRs in paralld, what is the volume
of ed?

14-24 A sngle CSTR of volume V is to be replaced in an emergency by three tanks of volumes
V2, 3vi8, ad V/8. If the same peformance with a given reaction and throughput is to be
achieved, how should the tanks be aranged, and how should the totd volumetric throughput
(g) be digributed? Sketch a flow diagram to show these

1425 For a firg-order liquid-phase reaction, A — products, conducted a deady-date in a Seies
of N CSTRs, devdlop a mathematicd expresson which may be used to rdae directly caw,
the concentration a the outlet of the Nth reactor, with ca,, the inlet concentration to the firg
reector. Can a Smilar expresson be developed for a second-order reaction?

14-26 Wha efect does recyding have on the operation of a snglesage CSTR? Consder the
maerid baance for reactat A in a liquid-phese reaction with a recyce sream (from outlet
to inlef) of Rg, whee g, is the volumetric feed rate and R is the recycle ratio. Compare this
materid baance with that for no recyce (R = 0).

14-27 (a) Derive the expresson in Table 14.1 for f, for segregated flow in a CSIR for a zero-order

reaction.

(b) Repest (@ for a hdf-order reacion (n = 1/2), and compare with the result for nonseg-
regated flow to confirm the concluson in reation 14326 (in this cae, the resllts are
not given in Table 14.1).

14-28 Prove relation 14.4-3 for N = 2. (An analytical/graphical proof may be based on Fig-
ure 14.10)

[ .



Chapter 15

Plug Flow Reactors (PFR)

In this chapter, we develop the basis for design and performance andysis for a plug flow
reactor (PFR). Like a CSTR, a PFR is usually operated continuously at steady-state,
apart from startup and shutdown periods. Unlike a CSTR, which is used primarily for
liquid-phase reactions, a PFR may be used for either gas-phase or liquid-phase reac-
tions.

The general features of a PFR are outlined in Section 2.4.1, and are illustrated
schematically in Figure 24. Resdencetime didribution (RTD) functions ae described
in Section 134.2. The essentiadl features are recapitulated as follows:

(1) The flow pattern is PF, and the PFR is a “closed” vessd (Section 13.2.4).

(2) The volumetric flow rate may vary continuoudy in the direction of flow because
of a change in densty.

(3) Each element of fluid is a closed system (cf. CSTR); that is, there is no axial
mixing, although there is complete radial mixing (in a cylindrical vessdl).

(4) As a consequence of (3), fluid properties may change continuously in the axial
direction (see Figure 2.4), but are constant radially (at a given axial position).

(5) Each element of fluid has the same residence time ¢ as any other (cf. CSTR);
the RTD functions E and F are shown in Figures 13.6 and 13.7, respectively; the
former is represented by the “vertical spike” of the Dirac delta function, and the
latter by the step function.

In the development to follow, we first consider some uses of a PFR. After presenting
design and performance equations in general, we then apply them to cases of constant-
density and variable-density operations. These include both isothermal and nonisother-
mal operation, as well as the possihility of significantly nonisobaric operation. The case
of recycle operation is then developed. The chapter concludes with considerations re-
lated to configurational aspects of series and paralldl arrangement of PFRs. The treat-
ment is mainly for steady-state operation, and aso includes the relationship to the
segregated-flow model. See Figure 2.4 for property profile (e.g., c, for A — products
in a PFR (at steady-state)). We restrict attention in this chapter to simple, single-phase
sysems.

151 USES OF A PFR

The PFR model is frequently used for a reactor in which the reacting system (gas or

liquid) flows a relatively high velocity (high Re, to approach PF) through an otherwise
empty vessel or one that may be packed with solid particles. There is no device, such
as a stirrer, to promote backmixing. The reactor may be used in large-scale operation

365
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* /HR l
| ﬁlﬂ |

Fixed-bed reactor

Empty tube (particles n (particlesin or
or vessel one bed) around tubes)
(a) (b) (c)

Figure 151 Three examples (schematic) of PFR

for commercial production, or in laboratory- or pilot-scale operation to obtain design
data.

Three possible stuations are illustrated schematically in Figure 15.1. In Figure 15.1(a),
the reactor is represented by an empty tube or vessd, which may be vertica, as shown,
or horizontal. Many single-phase reactions, such as the dehydrogenation of ethane for
production of ethylene, teke place in such reactors. In Figure 15.1(b), the reactor incor-
porates a fixed-bed of solid particles of catalyst; that is, the particles do not move. The
reacting fluid moves through the void space around the particles. It may be thought
at first that such an apparently tortuous flow path would be inconsistent with the oc-
currence of PF, but, provided certain conditions are met, such need not be the case;
in any event, the departure from PF can be investigated experimentally (Chapter 19).
The arrangement in Figure 15.1(b) is for adiabatic operation, as used, for example, in
the dehydrogenation of ethylbenzene for the production of styrene monomer, or in the
oxidation of sulfur dioxide to sulfur trioxide in the manufacture of sulfuric acid (there
may be two or more such beds in series; see Figure 14). Figure 15.1(c) aso represents
a fixed-bed catalytic reactor, but one in which the catalyst particles are packed either
insde or outside of tubes, so that a hea-transfer fluid on the other side may be used for
control of T. This arangement is used in reactors for ammonia synthesis and methanol
synthesis (see Figures 115 and 11.6). This arangement may aso be used for control of
T in asituation without a catalyst, as a variation of that in Figure 15.1(a). In this chap-
ter, we consider only cases relating to Figure 15.1(a) or 15.1(c), in which no additional
phase of solid particlesis present. Cases corresponding to Figure 15.1(b) are taken up
in Chapter 21.

152 DESIGN EQUATIONS FOR A PFR

1521 Gened Condderations Material, Energy, and Momentum Balances

The process design of a PFR typicdly involves determining the size of a vessdl required
to achieve a specified rate of production. The size is initially determined as a volume,
which must then be expressed in terms of, for example, the length and diameter of a
cylindrical vessel, or length and number of tubes of a given size. Additional matters
to consider are effects of temperature resulting from the energetics of the reaction,
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and effects of pressure resulting from frictiona pressure drop. If temperature effects
are important, whether they involve adiabatic operation with no heat transfer surface,
or nonadiabatic operation incorporating appropriate heat transfer surface, the mate-
rial and energy balances must be considered together. If, in addition, pressure effects
are significant, the momentum balance must be used together with the other two bal-
ances. This could be the case for a gasphase reaction with fluid flowing a high velocity
through a vessel of considerable length, as in the dehydrogenation of ethane to ethy-
lene. We consider next the three types of balance separately in turn, and apply them in
subsequent sections.

15.2.1.1 Material Balance

The material balance for a PFR is developed in a manner similar to that for a CSTR,

except that the control volume is a differential volume (Figure 2.4), since properties
change continuously in the axial direction. The material balance for a PFR devel oped
in Section 24.2 is from the point of view of interpreting rate of reaction. Here, we turn
the situation around to examine it from the point of view of the volume of reactor,
V. Thus equation 2.4-4, for steady-state operation involving reaction represented by

A+ ... =>p.C+..., may be written as a differential equation for reactant A as
follows:
dv Fa
LY. C R (15.2-1)
dfs  (=7a)

To obtain V', this may be integrated in the form

V= FAOJ dfal(=ra) (15.2:2)

Equation 15.2-2 may aso be written in terms of space time, 7 = V/q,, as

T = cAoJ dfal(—ra) (1523)

since Cp, = FAo/qo'

A graphical interpretation of equation 15.2-2 or -3 isillustrated in Figure 15.2 (for
normal kinetics). The area under the curve or reciproca rate, 1/( —r,), versus f is equal
to VIF,, or 7/c,,. Equations 15.2-1 to -3 apply whether density varies or is constant.

Equation 152-1 may be written in various other forms, depending on the gradient to
be determined, as illustrated in Example 15-1.

Rewrite equation 15.2-1 as a differential equation representing the gradient of f, with
respect to postion (x) in a PFR, df,/dx. (Integration of this form gives the conversion
profile.)
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SOLUTION

(——YA)

Area

= ViF,
=Tlep,
0 . S . .
; atfeAxit Flg;lre 15.2 Graphical interpretation of equation 15.2-2
A or -

We assume that the reactor is a cylinder of radius R. The volume of reactor from the inlet to
positionx is V(X) = 7Rxx, or dV = #rR*dx. Subdtitution of this for dV in equation 15.2-1
and rearrangement lead to

dfa  TRC=ry) _

o e 0 (15, 2-4)

15212 Energy Balance

The energetics of a reaction may lead to a temperature gradient along the length of a
PFR, which may be modified by smultaneous heat transfer, usudly through the wal of
the tube or vessel. Efficient heat transfer may be required if appropriate reaction con-
ditions are to be maintained, or if “runaway” reactions are to be avoided. To investigate
these aspects, the energy baance is required.

The energy balance for a PFR, as an enthalpy balance, may be developed in a man-
ner similar to that for a CSTR in Section 14.3.1.2, except that the control volumeis a
differential volume. This is illustrated in Figure 153, together with the symbols used.

In developing the enthalpy balance for a PFR, we consider only steady-state opera
tion, so that the rate of accumulation vanishes. The rates of input and output of enthalpy
by (1) flow, (2) heat transfer, and (3) reaction may be developed based on the differen-
tial control volume dv in Figure 15.3:

(1) rate of input of enthalpy by flow — rate of output of enthalpy by flow

= H~(H+ dH) = —dH = —ricpdT

r<————x—————>fTSf<—dx
— .
h T T+dT m
9o —p H—> |—> H+dH D —> 14
Fpo Fy Fp+dFy Fp e
> leav

Figure 153 Control volume and symbols used for energy bd-
ance for PFR
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where i is the steady-state mass rate of flow, cp is the specific heat of the flowing
dream, and d7 is the change in temperature, which may be postive or negative;

(2) rate of heat transfer to (or from) control volume
=80 = U(Ts - T)d4,
where U is the (overal) heat transfer coefficient, T is the temperature of the
surroundings outside the tube at the point in question, and d4,, is the differential
circumferential heat transfer ares;
(3) rate of input/generation (or output/absorption) of enthalpy by reaction
= (—AHga)(=74)dV

Taken together, applied to a fluid flowing inside the tube, these terms lead to the energy
balance for steady-state operation in the form:

—cpdT + U(Tg = T)dA, + (—AHgy )(—ra)dV = 0 (15.2-5)
Equation 15.2-5 may be more conveniently transformed to relate T and f4. Since
dA, = wDdx (15.2-6)
and
dv = (wD*/4)dx (15.2-7)
where D is the diameter of the tube or vessdl,
dA, = (4/D)dV (15.283)

If we use equations 15.2-1 and -8 to eliminate dV and dA ,, from equation 15.2-5, we
obtain, on rearrangement,

4U(Ts = T)

mepdl = {(—AHgy) + D7) |

Frndfy (15,29

Alternatively, equation 15.2-5 may be transformed to lead to the temperature pro-
file in terms of X, the distance along the reactor from the inlet. This involves use of
equations 15.2-6 and -7 to eliminate d4, and dV. Then,

mepdT = [(—AHgp)(—rp)(DIA) + U(Ts = T)|wDdx (15.2-10)

We emphasize that al the forms of the energy balance developed above refer to
the arrangement in which reacting fluid flows inside a single tube or vessdl, asin Fig-
ure 15.1(a) or Figure 15.3, or inside a set of tubes, as in Figure 15.1(c). If the reacting
fluid flows outside the tubes in the arrangement in Figure 15.1(c), the geometry is dif-
ferent and leads to a different form of equation.

For adisbatic operation (8Q = 0), equations 152-9 and -10 can be simplified by dele-
tion of the term involving the heat transfer coefficient U/,
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15.2.1.3 Momentum Balance; Nonisobaric Operation

In many cases, the length and diameter of a cylindrical reactor can be selected to obtain
near isobaric conditions. However, in some cases, the frictional pressure drop is large
enough to influence reactor performance. As a rule of thumb, for a compressble fluid,
if the difference between the inlet and outlet pressures is greater than 10 to 15%, the
change in pressure is likely to affect conversion, and should be considered when de-
signing a reactor, or assessing its performance. In this situation, the pressure gradient
along the reactor must be determined simultaneously with the f, and T gradients.

To determine the pressure gradient along the reactor, the Fanning or Darcy equation
for flow in cylindricad tubes may be used (Knudsen and Kaiz, 1958, p. 80):

2 2
_dp _2pwf 3200 ] (15.2-11)
dx D mDy

where P is the pressure, x isthe axia position in the reactor, p is the fluid density, i is
the linear velocity, f is the Fanning friction factor, D is the reactor diameter, and g is
the volumetric flow rate; p,u, and ¢ may vary with position.

The Fanning friction factor may be determined either from a chart for both rough and
smooth tubes or from a variety of correlations (Knudsen and Katz, 1958, pp. 173,176).
The following correlation applies for turbulent flow in smooth tubes and for Reynolds
numbers between 3,000 and 3,000,000:

f =0.00140 + 0.125(Re) % (15.2-12)

Note that Re, and hence f, may change along the length of the reactor, if the fluid
velocity and density change.

To evauate the effect of pressure drop on performance, differential equations for the
pressure drop (15.2-11), material balance (15.2-4), and energy balance (15.2-10) must
be integrated simultaneously to solve for P, f,, and T as functions of axial position, x .

15.2.2 Constant-Density System

15.2.2.1 Isothermal Operation
For a constant-density system, since

fa = (ca, = ca)lea, (14.3-12)
then
The residence time ¢ and the space time = are equa. This follows from Example 2-3 and
equation  2.3-2:
t = jdV/q =Vig, =t  (constant density) (15.2-14)
and

dt = dvi/g, = dr (15.2-15)
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0 < c 0 . . . .
at ot * Figure 154 Graphical interpretation of equation 15.2-17
ca (constant-density  system)

With these results, the general equations of Section 15.2.1 can be transformed into
equations analogous to those for a constant-density BR. The analogy follows if we con-
sder an eement of fluid (of arbitrary size) flowing through a PFR as a closed system,
that is, as a batch of fluid. Elapsed time (t) in a BR is equivalent to residence time (t)
or space time (r) in a PFR for a constant-density system. For example, substituting into
equation 15.2-1 [dV/df, = F,,/(—r4) = 0] for dV from equation 15.2-15 and for df,
from 15.2-13, we obtain, since F,, = ca 4,

9§TA +(=ry) = 0 (15.2-16)

which is the same as equation 2.2-10 (space time 7 may be used in place of ¢). Further-
more, we may smilally write equation 15.2-2 as

Vig, = — f deal(—ry) = 7 (15.2-17)

A graphical interpretation of this result is given in Figure 15.4.

A liquid-phase double-replacement reaction between bromine cyanide (A) and methyl-
amine takes place in a PFR a 10°C and 101 kPa. The reaction is first-order with respect

to each reactant, with k, =2.22 L mol~1s~!, If the residence or spacetimeis4 s, and
the inlet concentration of each reactant is 0.10 mol L~!, determine the concentration of
bromine cyanide a the outlet of the reactor.

The reaction is:
BrCN(A) + CH;NH,(B) — NH,CN(C) + CH;Br(D)

Since this is a liquid-phase reaction, we assume density is congtant. Also, since the inlet
concentrations of A and B are equa, and their stoichiometric coefficients are aso equd,
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SOLUTION

a al points, c4 = cg. Therefore, the rate law may be written as

(—ra) = kack (A)
From equations 15.2-16 and (A),

—dcy/dt = kach

which integrates to

On insertion of the numerical velues given for ks, t, and c,,, We obtain
cs = 0.053 mol L'

We note the use of r as a scaling factor for reactor size or capacity. In Example 15-2,
neither V nor g, is specified. For agiven 7, if either V or g, is specified, then the other
is known. If ether V or g, is changed, the other changes accordingly, for the specified
 and performance (c, or f,). This applies aso to a CSTR, and to either constant- or
variable-density situations. The residence time { may similarly be used for constant-
density, but not variable-densty cases.

A gas-phase reaction between methane (A) and sulfur (B) is conducted at 600°C and
101 kPa in a PFR, to produce carbon disulfide and hydrogen sulfide. The reaction is first-
order with respect to each reactant, with kg = 12 m3 mol~ h™! (based upon the disap-
pearance of sulfur). The inlet molar flow rates of methane and sulfur are 23.8 and 47.6
mol h~1, respectively. Determine the volume (V) required to achieve 18% conversion of
methane, and the resulting residence or space time.

The reaction is CH, + 2S, — CS, + 2H,S. Although this is a gas-phase reaction, since
there is no change in T, P, or totd molar flow rate, density is constant. Furthermore, since
the reactants are introduced in the stoichiometric ratio, neither is limiting, and we may
work in terms of B (sulphur), since kg is given, with fg(= f4) = 0.18. It adso follows that

cy = cp/2 a dl points. The rate lawv may then be written as

(—rg) = kgcacg = kpci/2 (A)

From the materid-balance equation 15.2- 17 and (A),

‘B % de 2g9, (1 1
= - d / — = - B = o — — — B
v qucBa ‘B ( rB) %o Jcna kB C]23/2 kB (CB CBo > ®

Since Fg, = ¢po4,, and, for constant-density, ¢z = cg,(1 = f3), equation (B) may be
written as
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_ 2q, ( fs )
kgFp, \1 — /g ©

To obtain g, in equation (C), we assume ided-gas behavior, thus,

g,= (Fa,+ Fp,)RT/P = 71.4(8.314)873/101,000 = 513 m* b '
From equation (C),

_2(5.13)%0.18

=7 2 0.020 m3
12(47.6)0.82 = m

4

From equation 15.2-14, we solve for 7:
t= 1= V/g,= 0.020/5.13 = 0.00390 h = 140 s

The E-Z Solve software can be used to integrate numericaly the differentia equation
resulting from the combination of the material-balance equation (15.2-17) and the rate
law [equation (A)}—see file ex15-3.msp. The same results are obtained for V and 7.

15222 Nonisothermal  Operation

To characterize the performance of a PFR subject to an axia gradient in temperature,
the material and energy balances must be solved simultaneously. This may require nu-
merical integration using a software package such as E-Z Solve. Example 15-4 illus-
trates the development of equations and the resulting profile for f, with respect to
position (x) for a constant-density reaction.

A liquid-phase reaction A + B — 2C is conducted in a nonisothermal multitubular PFR.
The reactor tubes (7 m long, 2 cm in diameter) are surrounded by a coolant which maintains
a constant wal temperature. The reaction is pseudo-first-order with respect to A, with
ky = 4.03 X 10% ¢736%T =1 The mass flow rate is constant a 0.06 kg s™', the density
is congtant & 1.025 g cm™3, and the temperature at the inlet of the reactor (T,) is 350 K.

(@ Develop expressions for df,/dx and dT/dx.
(b) Plot fa(x) profiles for the following wall temperatures (T'g): 350 K, 365 K, 400 K,
and 425 K.

Data: ¢4, = 050 mol LY ¢p = 423 g7V K\ AHgy = -210 Kimol™'; U =
159 kW m=2 K"

(@ The rate law is
(=ra) = kpca = kacao(1 = f3) GV

where k, is given in Arrhenius form above. Subdgtitution of equation (A) in the material-
balance equation 15.2-4, (—rp) = (Fa /mrt)dfy/dx, results in (with R= D/2 and
FAO/CAO = qO):
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Figure 155 Effect of wal temperdure (7's) on converson in a non-
isothermal PFR  (Example  15-4)

d_-[é - 7TD2kA(1 - fA) (B)

dx 4q,

Equetion (B) gves the reuired expresson for d f,/dx.

To develop an expression for dT/dx, we use the energy balance of equation 15.2-9,
divided by dx, with (— r,) eliminated by equation (A), and d f,/dx by equation (B), to
rest in

dr _ wD?kcp,(1 - Sa)(—AHg,) n T‘.,UD(TS -T) (©
dx 4rcp mcp

where T is the wall temperature. Note that d7/dx is implicitly related to dfs/dx.

(b) The E-Z Solve software may be used to integrate numerically the differential equa-
tions B) ad (C) fraon x = 0 to x = 7 m, udng the four wal tempaaures Padfied (e

fileex15-4.msp). The resulting f,(x) profiles areillustrated in Figure 15.5. Note that as
the wdl tempadure (Tg) is increesed from 350 K to 425 K, the length of reector required
to achieve a paticular fraciond converson is reduced. For example virtudly 100% con

version is achieved within 4 m when T is 425 K, but requires nearly 5 m when T is
400 K.

15.2.2.3 PFR Performance in Relation to SFM

For the ssgegatedflov modd (SAM), for the reedtion A + . . . — produds
1— fy = A =J [C—A@] E(r)dt (13.5-2)
Cao 0 L €a0 IBR
For a PR
E) = 8(t =f)= o0t =1
=0;t#7 (13.4-8)

From the discussion in Section 15.2.2.1 comparing the performance of a BR and a PFR
for a condant-dendty sydem, it folows tha



SOLUTION

152 Desgn Equations for a PFR 375

[_CA_(’_)] _ [E&] (15.2-18
BR PF

Cao Cao

Furthermore, from equation 13.4-10, a property of the delta function may be written as

[}

|t g8 —)de = g(t), if y=tf =1 (15.2-19)
1

If we substitute equations 13.4-8, and 15.2-18 and -19, with g(r) = [cA(t)/cz,lpr, INtO
equation 1352, we obtan

(1 = fadsr = (‘CA>SF = J: [CA(I—)LFS(t— f)dt

CAo CAo
- c?( = (= f)er (15.2-20)
A ollem PF

since 0 =f < w, The implication of equation 15.2-20 is that the SFM applied to a PFR
gives the same result for the outlet concentration or fractional conversion as does in-
tegration of the material balance, equation 15.2-16, regardless of the kinetics of the
reaction. This result is not surprising when it is realized that plug flow, as occursin a
PFR, is, in fact, segregated flow (in the axia direction): an element of fluid is a closed
system, not mixing with any other element of fluid. Equation 15.2-20 is illustrated more
specifically for particular  kinetics in the following example.

Suppose the liquid-phase reaction A — products is second-order, with (—ry) = kac3,
and tokes place in a PFR. Show that the SFM gives the same result for 1 — fa = calca,
as does the integration of equation 15.2-16, the materid balance.

Integration of equation 15.2-16 with the rate law given results in (for a PFR)

!

L)
1= Ja= Cap 1+ ktcy, A)

where ¢ is the residence time (the same result is obtained for a BR, for a constant-density
system).

Using the SFM, equation 13.5-2, with [ca(f)/ca,lgg given by (A), and E(?) by equa
tion 13.4-8, we obtain

1—f, = <A = J:(l—l——)b‘(t—t_)dt =

Caro + ktCAo 1+ kt_CAo

which is the same result asin (A) from the material balance, since { is the same as the
resdence time.

The same conclusion would be reached for any form of rate law introduced into equa
tion 15.2-16 on the one hand, and into equation 13.5-2 on the other.
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152.3 Variable-Density System

SOLUTION

When the density of the reacting system is not constant through a PFR, the general
forms of performance equations of Section 1521 must be used. The effects of contin-
uoudy varying density are usualy significant only for a gas-phase reaction. Change in
density may result from any one, or a combination, of: change in total moles (of gas

flowing), change in T , and change in P . We illustrate these effects by examples in the
following  sections.

15.2.3.1 Isothermal, Isobaric Operation

Consider the gas-phase decomposition of ethane (A) to ethylene at 750°C and 101 kPa
(assume both constant) in a PFR. If the reaction is first-order with k4 = 0.534 s~ ! (Fro-
ment and Bischoff, 1990, p. 351), and 7 is 1 s, cdculate fa. For comparison, repeat the

cdculation on the assumption that density is congtant. (In both cases, assume the reaction
is irrevershle)

The reaction is C,Hg(A) — C,H,(B) + H,(C). Sincetherate law is
(—ra) = kaca = kpFplq = kaFp,(1 = fo)lq

equation 15.2-3 for the materid baance is

_ dfy _ 1 [ qdf, A
! CAOJ (—ra) kAqo JO 1—fa )

As shown in Example 14-6, a stoichiometric table is used to relate g and g,. The resulting
expresson is

q = (1 + fA)qO (B)
With this result, equation (A) becomes

=iff“(1_+f1M
ks Jo 1—fa

The integral in this expression may be evaluated analytically with the substitution z =
1 - f,. The result is

- fA -2 In(1 - fA) = ko7 = 0.534 ©
Solution of equation (C) leads to
fA = 0.361

If the change in density is ignored, integration of equation 15.2-17, with (—ry) =
kACA = kACAo( 1- fA)’ leads to
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In(1 = f,) = —kaT D)
from which
fy = 0414

The assumption of constant density leads to a result 15% greater than that from equa-
tion (C). Desirable as this may be, it is an overestimate of the performance of the PFR
based on the other assumptions made.

This example can also be solved by numerical integration of equation (A) using the
E-Z Solve software (file ex15-6.msp). For vaiable density, equation (B) is used to sub-
dtitute for ¢ . For constant densty, ¢ = gq,.

15.2.3.2 Nonisothermal, Isobaric Operation

A gasphase reaction between butadiene (A) and ethene (B) is conducted in a PFR, produc-
ing cyclohexene (C). The feed contains equimolar amounts of each reactant a 525°C (T,)
and a totd pressure of 101 kPa. The enthalpy of reaction is = 115 kJ (mol A)-, and the
resction is first-order with respect to each reactant, with k, = 32,000 ¢~ 138507 m3 ol !
s71. Assuming the process is adiabatic and isobaric, determine the space time required for
25% conversion of butadiene.

Data Cpy = 150 I mol~! K™1; Cpg = 80 I mol~' K15 Cpe = 250 J mol~1 K~

The reaction is C4Hg(A) + CoHy(B) = CgHp(C). Since the molar ratio of A to B in the
feed is 1. 1, and the ratio of the stoichiometric coefficients is also 1. 1, ¢, = ¢y through-
out the reaction. Combining the materia-baance equation (15.2-2) with the rate law, we
obtain

dfa J dfa J dfa
V=Fy| =25 =Fa =Fpo| 77
AOJ (—=ra) A% ] kacacy kack
- F J de - __1_ JfA qufA (A)
A% | TaFAIG?  FaoJo ka1 = fa)

Since k, depends on T, it remains inside the integral, and we must relate T to fx- Since
the density (and hence g) changes during the reaction (because of changes in temperature

and total moles), we relate g to f, and T with the aid of a stoichiometric table and the

ided-gas equation of date.

Species Initial moles  Change Find moles
A Fuo — faFao Fao(1 = fa)
B Fro = faFao Fao(l= fa)
C 0 faFao Faofa)

total 2F 4, Fi = Fpo(2 - fA)
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Since a any point in the reactor, ¢ = F,RT/P, and the process is isobaric, ¢ is related to
the inlet flow rate g, by

9 _ F\Q-fT
qo B 2FAoTo

That is,
g = q,(1 =05f)TIT, (B)

Substitution of equation (B) into (A) to eiminate g results in

T =

1% 1 JfA (1 - 0.5f,)*T?2 of, ©

B o ka(l— fa)?

q_o CAng
Torelate f, and T, we require the energy balance (15.2-9). From this equation, for
adiabatic operation (the heat transfer term on right side vanishes),

YhCPdT = FICPdT = (—AHRA)FADde D)
where Cp is the molar heat capacity of the flowing steam, and

Fi.Cp = FACpa + FpCppt FcCpc
= Fpo(1 = fA)Cpp + Fpo(1 = fa)Cpp + Fpo faCrc
= Faol(Cpp + Cpp) + (Cpc = Cpp — Cpp) fal (E)

Substituting equation (E) in (D), and integrating on the assumption that (—AHg,) is con-
dant, we obtain

T=T, +(-AH )ffA A/ (F)
T RAZ § (Cpp + Cpp)+ (Cpo=Cpy = Cpp)fa
With numerical vaues inserted, this becomes
T = 798 + 115000 [  dfy
o 230 + 20/,
= 798 + 1152’800 (In(230 + 20 f») In230]
= 798 + 5750[In(230 + 20 f,) - 5.4381 (G)

The value of 7 in equation (C) may now be determined by numerically (or graphicaly)
evauaing the right sde, with T given by equation (G), and k, obtained from the given
Arrhenius equation a this T. For use in equation (C),

cro = Faold, = Pao/RT, = 0.5(101,000)/8.314(798) = 7.6 mol m™>

For numerical evaluation, we use the simple trapezoidal rule, and a stepwise procedure
sgmilar to that in Example 12-5, which can be readily implemented by a spreadsheet pro-
gram. For convenience, in equation (C), we let

_ 1 [ A= 05APIT(P
- cAeT%{ IR AL ®
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Table 15.1 Results for Example 15-7

T/ N, G/ G/ G Aful

fa K | m® mol™!s! $ $ s
0.000 | 798.0 0.928 141.78
0025 | 8105 1.213 114.82 128.30 3.21
0.050 | 8229 1.571 93.85 | 104.33 2.61
0.075 835.4 2.018 77.38 85.61 2.14
0.100 | 847.8 2.572 64.34 70.86 1.77
0.125 | 860.2 3.253 53.95 59.14 1.48
0.150 | 8725 4.086 45.59 49.77 1.24
0.175 | 8848 5.097 38.83 4221 1.06
0.200 | 897.1 6.317 33.32 36.07 0.90
0.225 | 909.4 7.781 28.80 31.06 0.78
0.250 | 921.7 9.526 25.08 26.94 0.67

7= ZG*Afs = 15.86s

0 that
T= | Gdfy=> G'Afa @D

where G* is the average of two consecutive vaues of G, and Af, is the increment in f,
over that interval, chosen in the caculation to be 0.025. The following agorithm is used:

(1) Choose avdue of f, = 0.

(2 Cdculate T from equation (G).

(3) Calculate k, from T and the Arrhenius equation given.

(4) Cdculae G using equaion (H).

(5) Repeat steps (1) to (4) for f, = 0.025,0.050, . .. ., 0.25 (that is, in steps of 0.025).
(6) Ceculate r from equation (1).

The results are given in Table 15.1. Thus, the space time is 15.9 s for 25% conversion

of butadiene.
The integrals in equations (C) and (F) can dso be evauated numericdly using the E-Z
% Solve software (file ex15-7.msp). The caculated value of 7 is 15.8 s, dightly less than that
obtained using the trapezoidal approximation.

If simplifying conditions such as adiabatic behavior and temperature-independence
of (—AHg,) and C, are not valid, the material and energy balances may have to be
integrated numerically as a system of two coupled ordinary differential equations.

15.2.3.3 Nonisobaric Operation

The dehydrogenation of ethane (A) to ethene (B) is conducted in a 0.5-m3 PFR. The reac-
tion is first-order with respect to A, with a rate constant of 15.2 min~! a 725°C. The feed
contains pure ethane at 725°C, 400 kPa, and a flow rate of 1 .0 kmol min~!. Compare the
conversion predicted if isothermal, isobaric conditions are assumed with that if the pres
sure drop is accounted for with isothermal flow. The diameter of the reactor tube is 0.076
m, and the viscosity of the gas is 25 X 107> Pa s
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The reaction is A — B + H,. The reactor length corresponding to the reactor volume and
diameter specified is 110 m. The f,(x) and P(x) profiles can be determined by simul-
taneoudy integrating the materia-balance equation (15.2-4) and the pressure-drop equa
tion (15.2-11):

Eraiaia Vv (15.2:4)
where (=rp) = Kata = kgFplqg-  kpFao(1~ fa)lg,and

AP -32fpq?

= = —?{)’;—q (15.2-11)

Asuuming ided-gas behavior, we can determine the volumetric flow rate (g) from
q = F.RT/P

where F, = Fp,( 1 ~ f,) (obtained from a stoichiometric table).
The linear velocity (u) can be determined from

U= 4q/mD?
The friction factor, f, can be estimated using egquation 15.2-12:
f =0.00140 + 0.125Re %% (15.2-12)
The density may be evauated from the idead-gas equation:
p= (PIRT)M,,
where M, is the average molar mass of the gas mixture.

The E-Z Solve software can be used to integrate equations 152-4 and 15.2-11 numer-
ically, while simultaneoudly updating q, &, p, Re, and f at each step (file ex15-8.msp).
The predicted converson for isothermal, nonisobaric conditions is 0.247; the calculated
pressure drop is 114 kPa. If the pressure drop isignored (i.e., P = 400 kPa throughout

the reactor), the resulting conversion is 0.274. Thus, for this case, it is important that the
pressure drop be accounted for.

153 RECYCLE OPERATION OF A PFR

In achemical process, the use of recycle, that is, the return of a portion of an outlet

stream to an inlet to join with fresh feed, may have the following purposes. (1) to con-
serve feedstock when it is not completely converted to desired products, and/or (2)
to improve the performance of a piece of equipment such as a reactor. It is the latter

purpose that we consider here for a PFR (the former purpose usudly involves a separa
tion process downstream from a reactor). For a CSTR, solution of problem 14-26 shows
that recycling done has no effect on its performance, and hence is not used. However,
it provides a clue as to the anticipated effect for a PFR. The recycle serves to back-

mix the product stream with the feed stream. The effect of backmixing is to make the
performance of a PFR become closer to that of a CSTR. The degree of backmixing, and
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hence the extent of the effect of recycling, is controlled by the recycle ratio, R , defined
in genera by

_ molar flow rate of A in recycle stream
~ molar flow rate of A in product stream

_ Far_ _tMmqp _9r (15.3-1)

_ volumetric flow rate of recycle stream
~ volumetric flow rate of product stream

where subscript R refers to recycle and subscript 1 to the vessdl outlet. Equation 15.3-1
is applicable to both constant-density and variable-density systems.

R may vary from 0 (no recycle) to a very large value (virtually complete recycle).
Thus, as shown quantitatively below, we expect that a recycle PFR may vary in pefor-
mance between that of a PFR with no recycle and that of a CSTR (complete recycle),
depending on the value of R. The question may be raised as to situations in which a
recycle PFR may be used to advantage. These include cases with abnormal kinetics,
for reducing volume; with complex kinetics, for control of selectivity; and with strongly
exothermic reactions, for reducing the temperature gradient adong the reactor and pos
sibly avoiding “hot-spots’™  within it

15.3.1 Constant-Density System

For a constant-density system, since g; = g,, equation 15.3-1 may be written as:

R - gplq, (constant  density) (15.3-2)

A recycle PFR, operating at steady-state for the reaction A + . . — products, is
shown schematically in Figure 15.6, together with associated streams and terminology.
At the split point S, the exit stream is divided into the recycle stream (flow rate Rq,)
and the product stream (flow rate q,), both at the exit concentration c,;. At the mixing
point M, the recycle stream joins the fresh feed stream (flow rate g,, concentration cp,)
to form the stream actually entering the reactor (flow rate (1 + R)g,, concentration cl ).
The inlet concentration ¢}, , may be related to ¢4, ca1, and Rby a material balance for

A around M:
!
4,Ca, + Rq,ca1 = (1 + R)q,Ch,
gl i
FAo ' FA]
Cho + / 1 C/;t; C A - — Cpt dCA Ml cal
Yo M (1 +Rlg, s a1 =4

Figure 15.6 Flow diagram and terminology for recycle PFR (constant density)
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from which

! _ CAO + RcA] 15 3_3
‘40 = TIIR (153-3)

The volume of the recycle PFR may be obtained by a material balance for A around
the differential control volume dV. Equating molar flow input and output, we obtain

(1+ R)goca = (14 R)g,(ca + dcy) + (—ra)dV

From this,

dCA

W%=f=—0+mfm (15.3-4)

Cho —ra)

which is the analog of equation 15.2-17 for a PFR without recycle.

A graphicd interpretation of equation 15.3-4 is shown in Figure 157, which is a plot
of reciprocal rate for norma kinetics (curve GE') against concentration. In Figure 15.7,
the shaded area under the curve GE' from ¢}, , 10 ¢,;, BFGA, represents the value of
the integral in equation 15.3-4 (the integral has a negative value). The space time, 1, in
15.3-4 is equal to —(1 + R) times the value of this integral, which is based on ¢}, and
cap- We can determine 7 in terms of c,, ad c,q, @ shown in the following proof:

(1 + R)cp, =cpp + Ry (from 153-3)
= cp, t Rear+ Rep, — Rey,
= (1 + R)ca, + R(car ~ ao)

Therefore,

(15.3-5)

(—rA)

Figure 15.7 Graphica interpretation of equation
15.3-4 for recycle PFR (constant density)
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The condruction in Figure 15.7 uses this relation graphically. If the distance ca, = caq IS
represented by 1 + R, then, from equation 15.3-5, the distance c4, — ¢}, , IS represented
by R, and ¢, = caq Y 1 (unity). ¢y, = caq iSthen (1 + R) timesc), = c5;. We can
therefore relate c,, = c5p and ¢}y, = ca; USNg rectangles of equd height, as shown in
Figure 15.7. We choose point D such that the rectangle DF BA has the same area as
the shaded area. Consequently, based on equation 15.3-5, rectangular area DECA is
(I + RytimesareaDF BA, since ¢, , = ca; IS (1L + R) timesc), = ca.

The two limiting cases of R— 0 and R— cc can be redized qualitatively from Fig-
ure 15.7. As R— 0, the point F — E’, and the area under the curve represents Vig,
for a PFR without recycle, as in equation 15.2-17 and Figure 154. As R — o, the point
F — G, and the rectangular area CE” GA represents V/g, for the recycle reactor, the
same as that for a CSTR operating at steady-state for the same conditions, as in equa-
tion 14.3-15 (with g = ¢,) and a graph corresponding to that in Figure 14.2.

An analytica proof of the first of these limiting cases follows directly from equa-
tions 15.3-3 and -4. As R— 0, cj, = cp,, and V/g, = that for a PFR without recycle.
An andytical proof of the second limiting case does not follow directly from these two
equations. As R = ®, ¢j , = ¢4 (from equation 15.3-3), and V/q, = -(w)(O) (from
equation 15.3-4), which is an “indeterminant” form. The latter can be evaluated with
the aid of L’'Hopital’s Rule, but the proof is left to problem 15-18.

The treatment of a recycle PFR thus far, based on “normad” kinetics, does not reved
any advantage relative to a PFR itsdlf. In fact, there is a disadvantage for the size of
reactor, which is larger for any recycling, because of the backmixing effect: the rectangle
CEDA in Figure 15.7, for any possible position of the line ED, is greater than the area
CE' GA under the reciprocal-rate curve.

For “abnormal” kinetics, however, the situation is reversed, and allows the possibil-
ity of a smaller reactor. An example of “abnorma” kinetics, at least in part, is given
by autocatalysis (Section 83 and Figure 8.6). Figure 158 is a reciproca-rate plot corre-
sponding to the rate plot in Figure 8.6; the maximum in Figure 8.6 becomes a minimum
in Figure 15.8 (at H). The portion of the curve GE' from H to E' represents “abnorma”
kinetics, and that from G to H “normal” kinetics. The remainder of the graphical con-
druction in Figure 15.8 corresponds to that in Figure 15.7 to show the effect of recycle
and interpretation of equation 15.3-4 in such a case. Since the rate law for the autocat-
ayticreaction A +...—= B +. .. is, Sy, ( —ry) = kycacp, thefinite location of the
point E' implies a nonzero vaue for cg, (otherwise E' — =, and the area under the
curve GE' is infinite).

(—VA)

Figure 15.8 Graphica interpretation of equation
... 15..34 for recyde PFR for autocatalytic reaction
(constant density)
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As in Figure 157, the area CEDA in Figure 158 represents + for a PFR with recycle
raio R . It varies in a complex manner from that for a PFR without recycle (represented
by the area under the curve GE’) to that for a CSTR (rectangular area CE"GA). Be-
cause of the shape of the curve GE', the question arises as to whether there is an optima
value of R for which 7 is a minimum, and, if so, how this minimum compares with = for
a PFR without recycle. Thisis explored in Example 15-9 and illustrated numerically in
Example  15-10.

(@ For the liquid-phase autocataytic reaction A + ... — B + . . . taking place isother-
maly a steady-state in a recycle PFR, derive an expression for the optimal value
of the recycle ratio, R,,,, that minimizes the volume or space time of the reactor.

The rate law 18 (=ra) = kycpCp.
(b) Express the minimum volume or space time of the resctor in terms of R,,.

SOLUTION

(@ With ¢, , > cp,, cg = cp, =~ €4, ad the rate law becomes
(—rA) = kACA(CAo - CA) (A)
From the material-balance equation 15.3-4, on subgtitution for (—ra) from (A),

\ €Al de
-_—=r= -—-(1 + R) —A
9, ley, kaca(cao = ca)

ca1(Cao = €4,)

- 1+R 1 C;\o(cAo _ cAl)
= n
kAcAo

_ 1+R In (cAo + RcA1> ®)
kaca, N

on substitution for ¢}, = from equation 15.3-3. Equation (B) gives V(R)/g, or T(R) as a
function of R for fixed c,, and c,y, and the given rate law. To obtain R, for minimum
Vig, or 7, we &t dr(R)YdR = 0. This leads to a transcendental, implicit equation for R,y

In Cao T RoptcAl — cAo(l + Ropt) (153-6)
RoptCAl Ropt(cAo + RoptcAl)

(b) To obtain an expresson for the minimum volume or space time, we combine equa
tions (B) and 15.3-6 to obtain

min -7 (1 + R(]pt)2

. = 15.3-7
4, min kARopt(cAO . RoptCAl) ( )
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A liquid-phase autocatalytic irreversible reaction, A - B + . . . ., is to be carried out
isothermally in a continuous flow reactor. The fractional conversion of A (f,) isto be
90%, the feed rate (¢,) is 0.5 L s~1, and the feed concentration (c,,) is 1.5 mol L1,
The rate law is (=r4) = kycacp, With k4 = 0.002 L mol~!s™!. There is no B in the
feed.

(@ What is the volume (VIL) required for a CSTR?
(b) What is the volume required for a PFR?
() What is the minimum volume required for a PFR with recycle?

(@ From the materia-balance equation (14.3-5), for a CSTR,

V = FAofA = qocAo(cAo - CA) - 9o
(—ra)  cackacalcao = cp)  kacy
05 = 1670 L

= 0.002(1.5)0.1

(Here, ¢4 = cp1 = cpo(1= fa), and cg = ¢4, ~ CpY)

This seady-state analysis to obtain V is dightly mideading. According to the rate law,
for any reaction to occur, there must be some B present “initidly.” This can be accom-
plished by a one-time addition of B to the reactor, sufficient to make cg in the reactor
initially equal to the steady-state value of cg = ¢, , ~ ¢4 = 1.35 mol L™1. Subsequently,
backmixing within the reactor maintains the steady-state value of cg.

(b) From the material-balance equation for a PFR (15.2- 17) and the rate law,

V=g Jc,u dcy _ 4 ln[cAa(cAa - CAl)l L
% Jeas kacalca, = Ca) kaCao ca1(Cao = Cap)

(The integral can be evaluated by means of the subdtitution ¢, = 1/x.) That is, with no B
in the feed, the reaction doesn't get started in a PFR. The volume becomes finite if cg, # 0,
but this vaue must be maintained in the feed in steady-state operation. For example, if
g, =0.0L mol L71, vV =1195L; if ¢5, = 0.05, V =909 L; and if ¢g, = 0.11, V =
760 L, the value obtained in part (c), below.

(c) For the minimum volume of a recycle PFR, we first determine the vaue of R
equation 15.3-6. With numerical values inserted for ¢, and caq, this becomes

10 1+ R
Inj—+1]= o8
“(Rop, ) Rop(1+ 0. 1R,

opt frOM

from which, R,, = 0.43. This leads to the vaue of V,;, = 760 L, from equation 15.3-7.

As in the case of the CSTR in part (a), there must be a one-time addition of B 0 that
reaction can proceed. In this case, it can be accomplished by addition of B to the feed (a
point M, say, in Figure 15.6), so that ¢}, is initialy equa to the steady-state value of 1.094
mol L-! (from eguation 15.3-3).
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For an autocatalytic reaction, Example 15-10 shows that a recycle PFR operating
with an optima value of R requires the smallest volume for the three reactor pos-
sibilities posed. (In the case of a PFR without recycle, the size disadvantage can be
offset at the expense of maintaining a sufficient value of ¢g,, (in the feed), but thisin-
troduces an dternative disadvantage.) A fourth possibility exists for an even smaller
volume. This can be realized from Figure 15.8 (although not shown explicitly), if the
favorable characteristics of both “normal” and “abnormal” kinetics are used to ad-

vantage. Since this involves a combination of reactor types, we defer consideration to
Chapter  17.

15.3.2 Variable-Density System

In this section, we develop the design equation for a recycle reactor in which the den-
sity of the reacting system varies. This is a generalization of the development of equa-
tion 15.3-4 for a constant-density system, which is thus included as a special case. In
the general case, it is convenient to use molar flow rates and fractiona conversion (for
thereaction A +. .. — products taking place in a recycle PFR). The flow diagran and
terminology corresponding to Figure 156 ae shown schemaicdly in Figure 159

From a material balance for A around the mixing point M, the molar flow rate of A
entering the reactor is

Fi, = Fu, + RF (15.3-8)

Although the fractional conversion in the fresh feed (f,,) is indicated to be zero, the
fractiona conversion in the stream actually entering the reactor (fx,) is not zero, since
this stream is a combination of fresh feed and the recycled stream (converson fyq). At
the exit from the system a S, or a the exit from the reactor,

far - Fao = Fpy (L+RFy, (1+RFy
T Fy, (L+ R)Fy,
_ 0+ R)Fy, —Fuy
(14 RF,,

where Fj; = (1 + R)Fy;.
Correspondingly, at the inlet of the reactor

(1 + R)FAU“F:AW :(1 + R)FAO - (FAO + RFA])

Ja= Ay RF (1T R)F,,
s T ey 1939
Far = RFAL; falidR
> fodv
fAji 0 L Z ’:“’ > Fp—>| —> Fp+dFy 5 AL ;211
Fao ho LS Fa1

Figure 159 Flow diagram and terminology for recycle PFR (condant or vaidble
density)
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and at any point in the reactor,

_(L+ R)F,, — Fp
fa= (1 + R)F,,

(15.3-10)

where F, isthe molar flow rate of A at that point.

The volume of the recycle PFR may be obtained by a material balance for A around
the differential control volume dV. Equating molar flow input and output, for steady-
state operation, we have

dF dfa
dV _ ——A_= (1 + R)F,,—2-
= TG T R
from equation 15.3-10. Therefore,
far de
V=@ R, | (15311
fao (774)

where fy_ is given by equation (15.3-9).

The limiting cases for eguation 15.3-11 are as discussed in Section 25.3.1 for congant
density. That is, asR— 0, V isthat for a PFR without recycle; as R — o, V is that for
a CSTR (see problem 15-18 relating to an analytical proof of the latter). A graphica
congtruction similar to that in Figure 158, but in which 1/( —r,) is plotted against fy, can
be used to interpret equation 15.3-11 in a manner analogous to that of equation 15.3-4
for  constant-density.

154 COMBINATIONS OF PFRs: CONFIGURATIONAL EFFECTS

A PFR may take various configurationa forms, as indicated in Figure 15.1. The design
or performance equation, 15.2-2 or its equivalent, provides a volume, V, which must
then be interpreted geometrically for the purpose of fabrication. Thus, for cylindrica
shape, the most common, it must be converted to a diameter (D) and length (L):

y - ™ Efﬁ(é) (15.4-1)

The LID ratio may vary from very large (L/D >> 1), asin an ethane “cracker,” which
may consist of a very long length (i.e, many lengths connected in series) of 4-in pipe,
to very small (L/D < 1), as in a sulfur dioxide converter in alarge-scale sulfuric acid
plant, which may consist of three or four shallow beds of catalyst in seriesin a large-
diameter vessel (Figure 1.4). These stuations correspond to those shown schematically
in Figures 15.1(a) and (b), respectively. The parallel-tube arrangement shown in Fig-
ure 15.1(c), whether the tubes are packed or not, is also usually one with a relatively
large L/D ratio; it facilitates heat transfer, for control of temperature, and is essentialy
a shell-and-tube heat exchanger in which reaction takes place either inside or outside
the tubes.

The volume V cdculated by means of equation 15.2-2 may be aranged into any L/D
ratio and any series or parallel arrangement, provided:



388 Chapter 15 Plug Fow Reactors (PFR)

SCLUTI ON

(1) The resulting flow remains PF (to be consistent with the model on which the
caculation of V is based).

(2 In a series arrangement, al changes in properties are taken into account, such as
adjustment of T (without reaction) by a heat exchanger between stages (lengths).
Such adjustment is more common for solid-catalyzed reactions than for homo-
geneous gas-phase reactions.

(3) In a pardlel arrangement, streams which join at any point, most commonly at
the outlet, have the same properties (e.g., composition and temperature).

For point (1), the value of Re (= DG/u, where G is the mass rate of flow per unit
aea, ml/A,, ad p is viscosty) may sometimes be used as a guide For cylindricd geom-
etry,

Re = (4m/wp)D™" (15.4-2)
= Q2mm' 2 y vy 12 (15.4-3)
= (mD* uV)(L/D) (15.4-4)

Equation 15.4-2 states that, for given s and u, Re « D™1; 154-3 dtates that, for given
m, w,and V , Re cc [12: and 15.4-4 states that, for given m, w, V, and D, Re o« L/D. This
last may be used to determine the minimum ratio, (L/D),,., based on Re,,;, for PF in
an empty vessel, as illustrated in the next example. Equation 15.4-3 is more useful for
a packed vessel (Chapter 21).

Devie a procedure for determining L and D for PF in an empty cylindrical vessd with a
specified vaue of V.

A dringent requirement for PF, nearly in accordance with fluid mechanics, is that it be
fully developed turbulent flow. For this, there is a minimum vaue of Re tha depends on
D and on e, suface roughness

Re,;, = &(Re, €/D) (15.4-5)

A graphica correlation for this, based on the friction factor, is given by Perry et a. (1984,
p. 5-24), together with values of e. This can be used in conjunction with equation 154-2
to determine D, and hence L, by means of the following agorithm:

[1] Choose avalue of D.

[2] Cadculate Re from equation 154-2 (i and u assumed given).
[3] Compare Re with Re,,;, from 15.4-5.
[4] Repesat steps[1] to [3] until Re = Re,,;,; D is then known.
[5] Cdculae vdue of L from 15.4-1 and known V.

This procedure based on the friction factor chart is too stringent for large-diameter ves
sds, which behave nearly like smooth pipe requiring inordinately large values of Re.

For illustration of a series arrangement, point (2) above, the division of a (total) vol-
ume (V) into three parts (V; + V, + V5 = V) in three different situations is shown in
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Fao Fp
fhro > 4 > 7a
T, T

(a)

— Vl =Vi3

V2 = Vl o V3 = Vl a— ad fA3 =fA

(b)

—> fas# fa

fa1
e e s
(d)

Figure 1510 Compaison of PFR and various series arangements (See text)

(c)

Figure 15.10. Figure 15.10(a) represents the total volume as one PFR, with reaction
taking place leading to a particular fractional conversion at the outlet. Figure 15.10(b)
represents the same total volume divided into three parts, not necessarily equal, in se-
ries. Since the mere divison of Vv into three parts does not ater the operating conditions

from point to point, the two configurations are equivalent, and lead to the same final
conversion. That is, from equation 15.2-2,

vV fdfy B Jat de+ I df, Ifm de_‘__V1+V2+V3
Fyp, | fa, (_rA) |fA,, (—-rA) | faq (—YA) faz ("’A) Fy,

as dipulated, if fAs= fa. Figure 15.10(c) represents the same division, but with heat
exchangers added between stages for adjustment of T. Since the T profile is not the
same as in (a), the performance is not the same (5 # f4). Similarly, Figure 15.10(d)

represents the same division, but with separation units added between stages to remove
a rate-inhibiting product. Since the concentration profiles are not the same as in (a), the

performance is not the Same ( fy; # fy).

For a parallel arrangement, point (3) above, as illustrated in Figure 15.1(c), Similar
arguments can be used to show that if the space time and operating conditions (T, P,
eic) are the same for each tube, then each exhibits the same performance, and the total
volume is the same as if no divison took place (athough the latter may be impracticable
from a heat transfer point of view). In this case, it is aso important to show that the
division of the throughput (F,,) so that 7 is the same in each tube leads to the most
efficient operation (highest conversion for given total volume and throughput). This
is considered further in Chapter 17, in connection with the similar case of CSTRs in
parald.

155 PROBLEMS FOR CHAPTER 15

151 A liquid-phase subditution reaction between aniline (A) and 2-chloroquinoxaline (B), A +
B — products is conducted in an isotherma, isobaric PFR. The reaction is firs-order with
respect to esch reactant, with k5 = 40 x 107 Lmol™! s7! & 25°C (Patel, 1992). Determine
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the reactor volume required for 80% converson of aniling if the initid concentration of each

rectant is 0.075 mol L~!, and the feed rate is 175 L min~1.
o 152 A firg-order liquicphase restion (A — P) is conducted isothermaly in a 2.0-m3 PFR. The
N volumetric flow rateis 0.05 m? min-!, and k, = 0.02 min~".

(@ Deermine the <eady-dete fractiona converson obtained using this  resctor.

(b) Determine the volume of a CSTR which gives the same converson.

(c) Determine the time required to reach steady-state in the PFR, if the reactor initially
contains no A. Hint: To do this, you can ether solve the patia differentidl equation with
repect to ¢ and V, or assume that a PFR is eguivdent to 30 CSTRs aranged in series,
and solve the reslting sysem of ordinary differentid  equations usng E-Z  Solve.

15-3 (a) Therate of the liquid-phase reaction A= B+ . .. isgiven by (—rs) = kacacg. Data
obtained from the Seedy-Sate operation of a smal-scde (50-liter) CSTR are to be used to
determine the dze of a commercid-scae recyde PFR operating isothermdly & the same
T & in the CSTR. The feed compogtion is the same for both reectors and ca, 33> cgo.
The throughput (g,) for the recycle PFR is 100 times that for the CSTR. If the fractiona
conversion (f,) obtained in the CSTR is 0.75, wha size (m?) of recyce PFR is required
to obtan the same converson with a recyce raio (R) of 2?

(b) Wha is the optima vaue of R to minimize the volume in (a), and wha is the minimum
volume?

15-4 (a) Verify the values of V calculated in Example 15-10(b) for ¢, = 0.01, 0.05, and 0.11
mol L-1,

(b) For the reector Sze cdculaed in pat (¢) of Example 1510, wha find converson (fa)
is obtained, if the Steedy-date feed rate (g,) is increased to 09 L s7!? No other changes
ae made

155 Ethyl acetate (A) reacts with OH- (B) to produce ethanol and acetete ion. The reaction is
firg-order with respect to each reactant, with k4 = 010 L mol™ s71 a& 208 K (Streitwieser
and Heahcock, 1981, p. 59). Determine the reactor volume for fa = 0.90, given tha g, is
75L min~!, ¢4, is0.050 mol L1, and ¢p, is0.10 mol L1, Assume isothermal, isobaric

conditions.

% 15-6 The decomposition of dimethyl ether (CH;),0 (E), toCHy4, H; and CO is afirst-order ir-
reversible reaction, and the rate constant at 504°C iskg = 4.30 x 10~*s~!. What vol-
ume would be required for a PFR to achieve 60% decompostion of the ether, if it enters
a 0.1 mol s~! at 504°C and 1 bar, and the reactor operates at constant temperature and
pressure?

% 157 A deady dream of SO,Cl, is pased through a tube 2 cm in diameter and 1 meter long.
Decomposition into SO; and Cl occurs, and the temperature is maintained a 593 K, a
which vdue the rate condant for the decomposition is 220 x 1075 s~!. Caculae the partid
presure of Cl, in the exit gas if the totd pressure is condant a 1 bar, and the feed rae of

SO,Cl, is 1 L min~! messured & 0°C and 1 bar.
°§ 158 (9) Edimae the volume of a plugflow reactor (in m3) required for production of ethylene
‘ from ehane (A) based on the following data and assumptions:
(1) The feed is pure ethane a& 1 kg s~!, 1000 K and 2 bar.
(2) The retion is fird-order and irreversble a low converson, with rate condant ks =
0254 7! & 1000 K.
(3) The reactor is operated isothermaly and isobaricaly.
(49 Converson of ethane is 20% a the outlet.
(b) If 4" schedule40 pipe is used (0102 m I.D.), cdculae the length required (m).
(0 Comment on the most important assumptions which represent  oversimplifications.
e 15-9 The oxidation of NO toNO, is an important step in the manufacture of nitric acid. The
A reaction is third-order, (—ryo) = koo o, and kyo is 1.4 x 10* m® kmol2s~! at 20°C.
(a) Calculate the volume of a plug-flow reactor (which might actually be the lower part
of the absorber) for 90% converson of NO in a feed dream contaning 11 mol % NO,
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8% O,, and 81% N,. The reactor is to operate & 20°C and 6 bar, and the feed rate is
2000 m® h™! a these conditions. (cf. Denbigh and Turner, 1984, pp. 57-61)

(b) If the reaction were adishatic indead of isothemd, would the volume required be grester
or less than in (@? Explan brigfly without further caculaions.

15-10 A gesphase reaction A - R + T is caried out in an isothema PFR. Pure A is fed to the

15-11

reactor & a rae of 1 L s!, and the resctor pressure is condant a 150 kPa. The rae law

is given by (—ra) = kac}, where ky = 1.251.2 mol~2s~!. Determine the reactor volume

required for 50% converson of A, given that ca, = 0050 mol LI

Congder the following gesphase reection that occurs & 350 K and a condant pressure of 200

kPa (Lynch, 1986): A — B + C, for which therate law is(—ra) = 0.253ca/(1+0.429¢,)?,

where (— r4) hes units of mol m=3s7!; ¢, has units of mol m=3. Pure A is fed to a resctor a

a rde of 8 mol g~!, The dedred fractiond conversion, f,, is 0.99. A recycle PFR is proposed

for the reaction. When the recycle raio, R, is zero, the recycle reactor is equivaent to a PFR.

As R approaches infinity, the sysem is equivdent to a CSTR. However, it is generdly dtated

that the recycle reactor behavior is close to that of a CSTR once R reaches gpproximaey 10

to 20. Furthermore, it is often stated that, for an equivdent fractiond conversion, the volume

of a PFR is less than that of a CSTR. Check the generdity of these statements by

(@) determining the volume of a PFR needed for 99% conversion;

(b) determining the volume of a CSTR needed for 99% converson;

(c) determining the volume of a recycde PFR required for 99% converson, if R = 0, 1, 10,
20, and 500.

(d) Comment on your findings.

Note The equations used may be integrated numericaly (usng E-Z Solve) or andyticaly.

For an andyticd solution, use the subdtitution Z = (1 = fa)( 1 + fa).

15-12 An isothemd PFR is used for the gasphese reation A = 2B + C. The feed, flowing a 20

15-13

15-14

15-15

L s, contains 50 mol% A and 50 mol% inet species The rate is fird-order with respect to

A; the rate congant is 2.0 g1,

(@) Determine the reactor volume required for 80% converson of A.

(b) What is the volumetric flow rate & the exit of the reector, if f, = 0.8?

(c) Wha volume of CSTR would be needed to achieve the same converson? Assume ideal-
gas behavior and negligible pressure  drop.

An exothermic  firt-order  liquidphese  reaction A — R is conducted in a PFR. Determine

the volume required for 90% converson of A, if the process is adiabdic.

Data:
aa Cpa = 143.75 I mol 1 K™ g, =360L h!
Cpr = 2641 J mol ' K} AHga = =19000Jmol !
cao = 25 mol Lt p=089gcm?

ka = 2.1X 107 exp(—6500/T)min~} T, = 325K

Cdculae the space time (r/sec) required for a PFR for the deady-date production of vinyl
chloride from chlorine (A) and ethylene (B) according to Cl, +CoHy -~ C,H3Cl+ HCL Base
the calculation on the following: molar feed ratio, Fg,/Fy, = 20; T, = 593 K; adiabatic
operation; AHy =-96,000 J(mol Cl,)~! (assume constant); Cp (flowing stream) =70 J
mol~! K~! (assume congtant); P = 1 bar (assume constant); fy (& outlef) = 06. Assume
the reaction is pseudo-firg-order with respect to Cl, (CoHy in grest excess), with the follow-
ing vaues of the rate congtant (Subbotin e d., 1966):

TIK 593 613 633 653
ka/sT! 223 673 143 326

A fird-order gasphase reaction, A — C, is conducted in a nonisotherma PFR, operating
isobaricaly. Equimolar amounts of A and an inet species ae fed to the reector @ a totd
rae of 8 L min~!, with ca, = 0.25 mol L~!, Determine the residence time reguired for 50%



392 Chapter 15 Hug How Rexdtos (FFR)

converson of A, if opeation is () adiabatic; and (b) nonadiabatic, using the following data

ka = 1.3 X 101 £~Q05507) s=1 with T in Kelvins
T, = 100°C AHgs = -155 kJ mol ™!
U=100W m~2K"! d, = 2cm
Cp=370Jmol"'K! Ts=80°C

1516 A gasphase reaction A + B — 2C is conducted a deady-state in a PFR. The reaction is

1517

15-18

fird-order with respect to both A and B. The reactor, constructed of dtainless sed with a
aurface roughness (E) of 00018 inches, has a diameter of 15 cm, and a length of 10 m. The
feed contains 60 mol% A and 40 mol% B. The following data aso apply:

cpa =085 Jg'K! u = 002 cp (assume constan)
cpp=095Jg 'K My=289gmol!
cpc=10J gt K! Mg =32 g mol™!

g, =55 Ls™! Mc = 30 g mol™!
T, = 410K ks = 10 exp (—4900/T) L mol ! 57!
P, = 0.800 MPa AHgg = —11.0kJ mol ™!

A process fluid is avalable to cool the reactor. If it is used, the wall temperature of the reactor
is condant a 4 10 K, and the overdl heat trandfer coefficient (U) is 125 W m~2 K1,
(@ Deermine fg if the reactor is asumed to operate isothermdly and isobaricaly.
(b) Repest pat (a), but dlow for pressure drop. (Assume the Reynolds number Re is con-
sant and is based upon g,.)
(c) Repest pat (b), but dlow for nonisotherma behavior, assuming the process is adiabatic.
(d) Repest pat (c), but use the given heat trandfer information to include Q.
(To check the assumption in (b), how much does Re change from inlet to outlet of the reac-
tor?)
For a cetan homogeneous, gasphase reaction taking place in a PFR, suppose it has been
determined that a resctor of volume 05 m? is required for a paticular converson. Suggest
suitable dimensions (length and diameter in m) for the reactor, and hence a reector configr
uration, if the flow rateis 0.16 kgs~! of material with aviscosity of 2x10-5kgm~1s71,
and if Re must be a leat 100000. Assume dteady-state, isotherma, isobaric operation.
The volume of a recycle PFR (V) for seady-dtate, isothermd operation involving a constant-
density system is given by equation 15.3-4, and is a function of the recycle raio R for given
operating conditions (ca,, ca1, go). Show that, a R — <, V becomes equa to the volume
of a CSTR operating a the same conditions, as given by equation 14.3-15 (with ca = cai,
g =g, and (—ry) therate atcy). It isconvenient to letm = I/R, and transform the inde-
teminant form to O/O. This cen be evauated by means of L'Hépital’s Rule. This involves,
in this case, differentiating under the integrd sign. Here, if the integrd in equation 1534
is represented by u(m) = |7 v(ca)dca, then du(m)/dm = ~v{a(m))da(m)/dm. Note that
it is unnecessary to introduce a paticular form of rae law for (— ry), ad hence the result is
independent  of the kingtics of the reaction.



Chapter 16

Laminar Flow Reactors
(LFR)

In a laminar flow reactor (LFR), we assume that one-dimensional laminar flow (LF)
prevails; there is no mixing in the (axia) direction of flow (a characteristic of tubular
flow) and aso no mixing in the radia direction in a cylindrical vessel. We assume LF
exists between the inlet and outlet of such a vessd, which is otherwise a “closed” vessel
(Section 13.2.4). These and other features of LF are described in Section 25, and illus
tratled in Figure 25. The residence-time distribution functions E(B) and F(B) for LF are
derived in Section 1343, and the results are summarized in Table 132

Laminar flow in a cylindrical tube is characterized by a parabolic velocity profile or
distribution:

u(r) = u,[1 = (r/R)?] (251)

where u(r) is the velocity of an edement of fluid (a cylindrical shell of radius r and thick-
ness dr in a tube of radius R-see Figure 2.5), and u,, is the velocity at the center of the
tube (r = 0), the maximum velocity. The mean velocity, ii, of al eements of fluid is
given by the ratio of the total volumetric flow, ¢, to the cross-sectiona area of flow, A,

R
- q _ Jo 27ru(r)dr u
i = A_c = = _.22 (2.5-2)

on introduction of equation 2.5-1.

To simplify the treatment for an LFR in this chapter, we consider only isother-
mal, steady-state operation for cylindrical geometry, and for a simple system (A —
products) at constant density. After considering uses of an LFR, we develop the
material-balance (or continuity) equation for any kinetics, and then apply it to par-
ticular cases of power-law kinetics. Finaly, we examine the results in relation to the
segregated-flow model (SFM) developed in Chapter 13.

161 USES OF AN LFR

In the case of an LFR, it isimportant to distinguish between its use as a model and its
occurrence in any actua case. As a model, the LFR can be treated exactly as far as the
consequences for performance are concerned, but there are not many cases in which the
model serves as a close approximation. In contrast, the CSTR and PFR models serve
as usgful and close approximations in many actual Situations.

393
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Since laminar flow itself occurs at low values of Re( = Dup/u.), the most likely situ-
ations are those characterized by low velocity («) or high viscosity (u), such as those
involving the dow flow of polymers in extrusion reactors, or of blood in certain organs in
animals. Even if not a close approximation in some cases, the predictable performance
of an LFR may serve as alimiting model for actual performance.

162 DESIGN EQUATIONS FOR AN LFR

1621 Gengal Condderations and Material Balance

The process design of an LFR, like that of other types of reactors, may involve, for a
specified throughput (¢, or F ), calculation of the fractional conversion (£, ) achieved
a the outlet of a vessel of given size, or the size of vessel required for a specified fy.

In comparison with a PFR, the situation for an LFR is complicated by the fact that the
radial parabolic velocity distribution at any axia position implies that the fluid charac-
teristics, such as f, (or c,) and (—r,), depend on radial position (r) as well as on axial
position (x). The material balance must take this into account. Laminar flow itself may
be considered as flow of fluid through a series of concentric shells, each of radius r
and thickness dr , and moving with velocity u(r), as indicated for one such shell in Fig-
ure 16.1. Since there is no axial or radial mixing of fluid elements, the materia in each
ofindicd sdl moves as through an indgpendat PFR. Thus we may devdop the ma
taid bdance in a dmila mang to the in Chapter 15, dways remambaing, however,
that the result expresses the situation at a particular radial position. Thus, consider the
control volume as the “doughnut’‘-shaped volume dVv(r) = (2arrdr)dx shown shaded
in Figure 16.1. Let the (constant) volumetric flow rate through the control volume be
dg Then

rate of input of A by flow = c,dg = c,2mrdru(r)
rate of output of A by flow = (c, + dca)dg = (cs + dc )2mrdru(r)
rate of disappearance of A by reaction = (—r,)dV(r) = ( —rp)27rdrdx

The materia balance at steady-state is, on cancellation of 2#rdr,
cat(r) = (ca + degu(r) = (=rp)dx = 0

which may be written as

u(r)(%+ (-ry) =0 (atr) (16.2-1) H

L i

x ! dx
<p —D‘ et dCA

Figure 16,1 Schematic diagran of a laminar flow reactor
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or, since dx = u(r)ds,

dcy

=t (mrp) =0 (atr) (16.2-2)

These equations are similar to the material-balance equations for a PFR, except that
(for the LFR) they apply at aradial position r and not across the entire cross-section.
The partia derivative is required because of this.

Each of equations 16.2-1 and -2 may be interpreted to define ( —r,) a a point with re-
spect to both radial and axial position. The average rate, (—r, ), over the entire circular
cross-section at a particular axial position is determined by integration as:

(=7p) = %f@ [—ra(]dr = —% f u(r)‘%dr (16.2-3)

0

16.2.2 Fractional Conversion and Concentration (Profiles)

Since the materia-balance equations, 16.2-1 and -2, derived above refer to a particular
radial position, we must integrate radialy to obtain an average concentration c, at
any axial position x, including at the outlet, where x = L. The latter is the observed
outlet concentration that corresponds to the outlet fractional conversion. We develop
the expression in terms of c,.

At any position x, the rate of flow of A in terms of total and average quantities is
Fpo = gyCp = 77R2120A

On integrating over the entire cross-section, we obtain for the rate of flow of A:
R
Fy :J w(ryea(r)2mrdr
0
From these two expressions, at any axia point x ,
2 R
A= TR, u(ryca (ryrdr (16.2-49)

To obtain the concentration profile c, (x) as well as the outlet concentration c, (L),
we express equation 16.2-4 in terms of ¢ rather than r . To achieve this, we use equations
2.5-1 and -2 to eliminate u(r) and ii, respectively, together with

t(x, r) = xlu(r) (16.2-5)
and

i(x) = xla (16. 2-6)

where {(x) is the mean residence time to the point at x . At the outlet, these equations
become

t(r) = L/u(r) (16.2-7)
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and
i = Ll (16.2-8)

where tis the mean residence time in the vessd. We proceed by developing the concen-
tration profile ¢, (x), which can be readily interpreted to obtain ¢, and £, at the outlet.
From eguations 16.2-5 and -6,

Wi = fx)(x, 1) (16.2-9)

From this equation and equations 2.5-1 and -2, on elimination of y,, u(r) and ii, we

obtain
flx) o
w(xr) 2<1 ﬁ)

On differentiation at fixed x , and letting ¢ stand for ¢(x, r), we have

t_(x) _ 4r
—7dt - —Ez‘dr

or
2rdr/R? = #(x)di2 (16.2-10)

Subgtitution of equations 16.2-9 and -10 in equation 16.2-4, and change of limits as fol-
lows:

when r=0, t=1f(x)/2
when r=R t=x

results in

{2 [~ d
ealx) = [‘—(zlft_(x)/z eal) s (16.2-11)

The interpretation of ¢, (1) comes from the realization that each cylindrical shell passes
through the vessel as an independent batch. Thus, ¢, () is obtained by integration of
the materia balance for a batch reactor (BR). Accordingly, we may rewrite equation
16.2-11, in terms of either cp(x) or fa(x), &

1= fuly = 28 FOT | ) [CA(’)] & (162-12)

Cao 2 Jiwel cao Jgr 2

At the outlet of the reactor, this becomes

1—f = A - iﬂ%(ﬂ] d (16.2-13)
BR

3
cao 2 Jm2l cao t

Using the E-Z Solve software, we may integrate equation 16.2-12 to develop the axial
profile for c, or f,; equation 16.2-13 gives the value of the final (exit) point on this
profile.
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1623 Sze of Reactor

The size of an LFR for a specified f, or ¢, @ the outlet is defined by the length L for
a specified radius R (the latter may be used as a parameter, but values chosen must be
consistent with the assumption of laminar flow). If the throughput ¢, and R are given,

one way to edtablish L is to use equation 16.2-12 to develop the fa(x) or c(x) profile.
For this purpose,

i(x) = /@ (16.2-6)
and
i = q,/mR
so that
i(x) = wR*xlq, (16.2-14)

L isthe value of x for which £, (x) or c,(x) is the specified outlet value.

1624 Resllts for Spedfic Rate Laws

In this section, we use two examples to illustrate the application of equations 16.2-12

and -13 to determine c, or f, for specified power-law forms of the rate law, (—r,) =
kAC:'\'

Derive an equation for caculating the outlet ¢, or f, for a zero-order reaction, if the inlet
concentration 1S c4,, and the mean residence time is f.

SOLUTI ON

For use in equation 16.2-13, we must first obtain [cA(t)/cs,lgr. From the integration of
the materiadl balance for constant density in a BR, equation 3.4-9, with n = 0,

[C_A@l _ - kat (16.2-15)
R

CAo CAo
We note that there is a restriction on the value oft; since ca(f) = 0,
I = CAo/kA (BR, n= O) (162'16)

With equations 16.2- 15 and - 16 incorporated, equation 16.2- 13 becomes
2 (> dt
1_f=£é_=t_J (1_@)_3_
Cao 2 i2 Cao/t
2 caolk, o
=’_J’“‘(l-@)d_;+[ (1_54)61_;
2 \Jm Cao/t caolka Cao)t

=2 CAo/kA
= t_J <1 — @)d_; +0
2 )m Cao/t
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SOLUTION

SOLUTION

(The second integral vanishes because of equations 16.2-15 and - 16 Thus,

K 1( ki
+= (ﬁ) =1 =My + ML /4 (16.2-17)
Cao  4\Cao

I=fa=1-

where Mg = kilc,,, the dimensionless reaction number for a zero-order reaction, from
equation  4.3-4.

Equation 16.2-17 applies only for fy = 1. Thisis the case for 0 = M,y = 2. For
Myg =2, f, = 1. Thus, from equation 16.2-17:

LFR,n=0
fa=1 My =2 (16.2.18)

Repeat Example 16- 1 for a first-order reaction.

For a first-order reaction,

[CA_(’)] N (3.4-10)
BR

CAo

(There is no restriction on the value oft in this case)
Subgtitution of equation 3.4- 10 in equation 16.2- 13 results in

2 ro —kat
1 - =C_A=’_J € “4 (LFR,n=l) (16.2-19)

Cho 2lm B

This integrd is related to the exponentia integral (see Table 14.1). It cannot be solved in
closed andyticd form, but it can be evauated numericaly using the E-Z Solve software
the upper limit may be set equa to 10z,

A firg-order, liquid-phase reaction, A — products, is to be conducted in a tubular reactor
to achieve 75% conversion of A (f,). The feed rate (¢,) is 7.5 X103 m? h~! of pure
A, and the rate constant (k,) is 0.15 h~!. For a reactor diameter of 0.05 m, determine the
length of reactor (L/m) required, if the flow is (8 LF, and (b) PF.

(@ Equation 16.2-19 may be used to generate the profile of fy versus x (distance from
inlet):

Jax) =1

by 2 o ,—kat
_ ] L ¢ (16.2-19)

2 idan B
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Figure 16.2 Determining reactor size for Example 16-3

o

o

with #(x) related to x by equation 16.2-14:
f(x) = wR*x/q, (16.2-14)

For the purpose of numerical integration using E-Z Solve (file ex16.3-msp), the upper limit
in the integral is assumed to be 10 i(x).

The profile of f, versus x is shown in Figure 16.2. For f, = 0.75, the reactor length is
L=46m.

(b) For PF, we mode the reactor as a PFR. We first use the design equation 15.2-1, to-
gether with the rate law, to caculate the residence time f, and then use equation 16.2-14
to caculate the reactor length (L). Thus,

FpodfaldV = (=rp) = kpcpa = kaFalg = kyFpa,(1 — fa)q,

From this,
0.75 ]
J dfal(l = fa) = kAIdV/q(J = k\Vlig, = kyf
0

The solution for #is, on integration,
f = (Uk)l-In(1= fI3™ = 1.386/0.15=9.24h
From equation 16.2-14, with x = L a the outlet,
L = fg,/mR* = 9.24(7.5 X 1073)/(w/4)(0.05)* = 353 m
Comparing the results for (a) and (b), we note that a smaller reactor is required if the

flow is PF rather than LF.

Results for LFR

The examples above illustrate that the determination of f, (or ¢, ) for an LFR can be
done either analytically or numerically (using the E-Z Solve software); most situations
involve the latter. Another case that can be done analyticaly is for a second-order re-
action (n = 2); see problem 16-1. The results for the three cases n = 0, 1, and 2 are
summarized in Table 16.1.
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Table 16.1 Fractiond converson (fa) for LFR?

Order My, fa=1- Ca
n (equation  4.3-4) Cao
0 kAt_/CAo

MA()<1* %&),0 = Mpg =2
1, Mpg= 2 (16.2-18)

lTZ © é’_kAt

1 f 1- = — 16.2-19)"
kal 20p B ( )
- M 2
2 kacaot My [1 - % In (1 + m)] (16.2-20)¢
“For reaction A — products, condtant-density, isothermal, dSteady-state  operation.
*Second term is related to exponential integral; see Teble 14.1.
‘From problem 16- 1.
1626 LFR Peformance in Reation to SFM
For te SV,
1—f, = A = f [CA—(”] E(t)dr (13.52)
Cao ] Cao IBR
For an LFR,
E() = 0; t <2 (13.4-15)
E(t) = 7228t > i2 (13.4-19)

Fom 13.5-2 with 13415 and 13419 inroduced, we recgoiure equetion 16.2-13:

2 e
1—f=a_ L J [__CA(’)] & (16.2-13)
Ao 2Jml cap Jpr !

Thus the maeid bdance for an LFR ad the M godied to an LFR gve the same
readt. This is because LF, like PR, is indesd, ssyegded flow. The SFM is exadt for an
LMR for awy kindics jus as it is for a PFR

16.3 PROBLEMS FOR CHAPTER 16

16-1 For a secondorder reection (A — products) occuring in an LFR, show that the fractiond
converson of A is given by

MAz 2

= i — 16.2-20

i = M| 1- 2 1n(1 + MAZ)] (16.2-20
where My, is the dimensionless reaction number kpca,f (equation 4.3-4), ca, 1S the feed
concentration of A, ks is the second-order rate condant, and fis the mean residence time

16-2 Cdculate fa for a second-order resction (as in problem 16-1) in an LFR, if kacaof = My =
4, and compare with the result for a PFR and for a CSTR.
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) 163 Deermine the fractiond converson f, of A for a zeroorder reection (A — productsy) in a

AS laminar  flow reector, where ¢4, = 