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Preface

Welcome to your study of enzyme kinetics, the subject that underlies all
enzymology, which in turn underlies all aspects of biochemistry. This text will
give you an introduction to a wide range of topics that constitute the modern
enzyme kinetics. This textbook is directed at graduate students in biochemistry,
chemistry, and life sciences, for advanced courses in enzyme Kkinetics,
enzymology, and enzyme chemistry. For this reason, the whole book is organized
in a systematic and scholarly fashion. It is unlikely that the student will be
expected to cover everything in the text, but in a later career she or he may find it
an invaluable reference for topics that are needed in practice. The concepts,
definitions and detailed algebra of enzyme kinetics are laid out in accurate detail.
For that reason, this textbook can also serve as a handbook for enzyme kinetics
for research workers in the field. The research worker will find it a useful source,
which can be used for solving the daily experimental problems in the laboratory.

The preparation of the manuscript for this book was under the constant
surveillance of W. Wallace Cleland, Professor of Chemical Science at the University
of Wisconsin in Madison, and one of the founders of modern enzyme kinetics.
Without his help and advice, this book would not be possible. Several versions of
the manuscript were constantly corrected and improved by Svetlana Trivi¢,
Professor of Biochemistry at the University of Novi Sad. The final version of the
manuscript was corrected by Dexter B. Northrop, Professor of Biochemistry at the
University of Wisconsin in Madison, by Richard L. Schowen, Professor of
Chemistry and Biochemistry at the University of Kansas in Lawrence, and by
Bryce V. Plapp, Professor of Biochemistry at the University of Iowa in Iowa City.

The writing and the technical preparation of this book was supported by able
computer engineers in Novi Sad, who provided the software, the hardware, and
the maintenance of our computer facilities. The Faculty of Technology at the
University of Novi Sad provided the logistics and the financial support for the
preparation of the manuscript. Also, I owe my thanks to the staff of the Kluwer
Academic/Plenum Publishers, for their constant help and patience during the pre-
paration of this book. Alden Bookset was responsible for an excellent typesetting
of this book.

Finally, as the former disciple of Professor Gerhard Pfleiderer, I dedicate
this book to him, in recognition of his germinal and indelible contributions to the
field of enzyme structure and function.

Vladimir Leskovac
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Chapter 1

Introduction

This textbook for advanced courses in enzyme chemistry and enzyme kinetics
covers the field of steady-state enzyme kinetics from the basic principles inherent
in the Michaelis—Menten equation to the expressions that describe the multi-
substrate enzyme reactions. The purpose of this book is to provide a simple but
comprehensive framework for the study of enzymes with the aid ofkinetic studies
of enzyme-catalyzed reactions. The aim of enzyme kinetics is twofold: to study the
kinetic mechanism of enzyme reactions, and to study the chemical mechanism of
action of enzymes.

By the kinetic mechanism of enzyme reactions, we understand: (a) the kinetic
mechanism, which is a qualitative description of the order of substrate combi-
nation and product release from the enzyme, and (b) the determination of rate-
limiting steps from quantitative analysis of the kinetic mechanism.

By chemical mechanism of action of enzyme, we understand: (a) the identifica-
tion of any intermediates, (b) the identification of any groups on the enzyme
acting as acid—base catalysts, (c) the roles of any cofactors, and (d) the nature of
the transition state for the chemical reaction catalyzed by enzyme.

A variety of kinetic experiments is used to deduce this information. The algeb-
raic form of the rate equation as a function of substrate concentrations limits the
kinetic mechanism, while inhibition patterns for products or dead-end inhibitors
versus the various substrates pin it down, and often help to determine the rate-
limiting step. Isotope exchange and partitioning studies complete the analysis of
kinetic mechanism. The chemical mechanism is deduced by studying the pH
variation of the kinetic parameters, which identifies the acid—base catalysts, and
necessary protonation states of the substrate for binding and catalysis, and by
certain kinetic isotope effect studies.

Since all enzymes are proteins, a logical starting point for the discussion of
enzymes is to consider the general features of protein structure. Features of parti-
cular interest to enzymology are considered briefly, but this topic is treated more
completely in the references cited at the end of this chapter.

1.1 ENZYME STRUCTURE

Enzymes are macromolecular protein catalysts, consisting of linear condensed
polymers of a-amino acids joined in amide linkages. Each enzyme has a genetically
determined and unique primary sequence, and it folds in three dimensions into a
precise orientation (Lodish et al., 1999).

1



2 COMPREHENSIVE ENZYME KINETICS

The primary structure of a protein is specified by the order in which the amino
acids are linked together through the peptide bonds. The most important feature
of this structure is the peptide linkage shown in Fig. 1.

0O
H R 1.24

\. A e
PerS >/< e

\

102
H R M

Figure 1. The planar and trans peptide bonds with standard distances in Angstroms.

Because of resonance, which gives the N—C bond a partially double bond
character, the peptide bond is planar. Furthermore, the «-carbons are almost
always trans. These two features of the peptide bond play a dominant role in
determining protein structure. The other covalent linkage of importance is the
disulfide bond that joins different parts of the protein chain in enzymes secreted
outside the cells. Special note should also be made of an imino acid proline, which
creates a very rigid peptide bond.

The final structure of a protein is determined by the above factors and optimi-
zation of noncovalent interactions involving the peptide backbone and the
amino acid side chains. The large variety of amino acid side chains provides
the possibility of several different types of non-covalent interactions, such as
van der Waals, n-electron stacking, hydrogen bonding, and electrostatic. The main
types of amino acid side chains and their functions are summarized in Table 1.

To gain further insight into the nature of protein structure, noncovalent inter-
actions are considered in more detail. Potentially, the largest amounts of energy are
available from electrostatic interactions. For example, the energy of interaction
between two univalent charges is €*/dr, where e is the charge of an electron, d, the
dielectric constant, and r, the distance between the charges. In water (d = 80) for
charge separation of a few Angstroms, the energy is few kilocalories per mole. The
correct dielectric constants to use when considering the protein interior is not
obvious, but the values are probably somewhere between that of water and organic
solvents (d = 10). Ion pairs are more stable in non-aqueous media, since the ions
can approach each other closely. In water, they are surrounded by hydration shells,
and the neutral forms are relatively more stable. Thus, for example, the His—Cys
pairs exist in enzymes as ion pairs, while in water it would be neutral-neutral.

While the static aspects of electrostatic interactions can be readily formulated,
the dynamics are more difficult to ascertain (Hammes, 1982). A few kinetic
studies for ion-pair formation have been carried out, and the rate constants
appear to be those of diffusion-controlled reactions. For reactions between small
molecules with univalent charges of opposite sign, k¢ the rate constant for
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Table 1. Amino acid side chains and their functions

Side chain group Amino acid Functions and interactions

Hydrocarbon Alanine, leucine, valine, isoleucine  van der Waals

Aromatic Phenylalanine, tyrosine, tryptophan van der Waals, n-electron
stacking

Carboxyl Aspartic acid, glutamic acid Electrostatic, hydrogen
bonding, acid—base catalysis

Amino Lysine, arginine Electrostatic, hydrogen
bonding, acid—base catalysis

Imidazole Histidine Electrostatic, hydrogen

bonding, acid-base
catalysis, van der Waals,
n-electron stacking

Hydroxyl Serine, threonine, tyrosine Hydrogen bonding,
acid—-base catalysis

Amide Asparagine, glutamine Hydrogen bonding

Sulfhydryl Cysteine Hydrogen bonding,
electrostatic, acid—base
catalysis

association is approximately 10'® M~*s™', while kg4, the rate constant for
dissociation is approximately 10'® s™*.
Another type of electrostatic interactions of great importance in proteins is

the hydrogen bond. Some typical hydrogen bonds and lengths are illustrated in
Table 2.

Table 2. Some typical hydrogen bonds and bond lengths

Hydrogen bond Bond length (&)
OH---0 2.7
OH-.--N 2.9
NH--- O 3.0
NH.--N 3.1

In non-hydrogen bonding solvents, typical enthalpies of formation are few
kilocalories per hydrogen bond per mole. The rate constants for making and
breaking of single hydrogen bonds in water are =10® s™*. When the pK,’s of the
heteroatoms are matched, the strength of the hydrogen bond is much greater and
the distance shorter. These low barrier hydrogen bonds play an important role in
enzyme catalysis in a number of cases (Cleland & Kreevoy, 1994).

The next type of non-covalent interactions is the hydrophobic interactions;
hydrophobic interactions are usually rather loosely defined to describe what
happens when hydrocarbons are put into water. Actually, two types of
interactions can be distinguished: (a) hydrocarbons interact very weakly with
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each other due to dispersion forces, and (b) planar n-electron systems tend to
stack on top of each other. Both of these interactions are very short range. The
dynamics of hydrophobic interactions have been studied in model systems by
measuring the rates of water solvation and dissolvation of hydrophobic
molecules. The individual rate constants have been found to be =10®s7!
ensuring that such interactions are clearly very rapid.

While the noncovalent interactions in proteins are generally very weak on
individual basis, hundreds of these interactions exist in a single protein molecule
so that the total energy involved is large. The hydrophobic interactions can be
thought of as the dominant, rather nonspecific forces, leading to the establish-
ment of a protein structure, with hydrogen bonding and electrostatic forces being
most important in generating specificity.

A delicate balance between these noncovalent interactions is achieved in the
native protein structure. Since the rate constants for forming and breaking non-
covalent interactions are quite large, this would lead us to expect a floppy

b
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(i.e., 0.35 nm per amino acid)

Figure 2. Secondary structure of proteins. Left figure shows the «-helix structure. Right
figure shows (a) the parallel and (b) the antiparallel g-pleated sheet structure.



Figure 3. Three-dimensional structure of yeast hexokinase. Top figure shows the
molecule of enzyme and a molecule of D-glucose. The bottom figure shows the Michaelis
complex enzyme—glucose. Upon binding of glucose, the enzyme closes around substrate
(Courtesy of Dr. Thomas A. Steitz).
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and rapidly changing structure. However, this is not the case because a very
important factor has not been discussed so far, namely, the cooperativity,
which coordinates the many weak noncovalent interactions. Elegant theories of
cooperative processes in proteins have been developed but not considered here
(Poland & Scheraga, 1970). The essence of cooperativity in proteins is simple:
when a single noncovalent interaction occurs, a second occurs more readily
than the first, a third more readily than the second, etc. In terms of protein
structure, the cooperative nature of the noncovalent structure restricts protein
to a very limited number of structures which are thermodynamically more
stable than the others (Brindén & Tooze, 1999). Thus, the protein polypeptide
chain forms predominantly two main types of local structures in proteins, that
are termed the secondary structures: the «-helix and the pg-pleated sheet
structure (Cantor & Schimmel, 1980).

The a-helix is a spring-like structure with residues three spaces apart on chain
joined by a hydrogen bond between a peptide oxygen and a nitrogen proton.
A right-handed o-helical structure is shown schematically in Fig. 2. Note that the
hydrogen bonds are approximately parallel to the axis of the helix; 3.6 amino
acids are in each turn of the o-helix.

Another important secondary structure is the f-pleated sheet, which is again
stabilized by hydrogen bonds between peptide linkages. A parallel g-pleated sheet
forms when the chains are aligned in the same direction; when the chains
alternate in direction, an antiparallel S-pleated sheet is formed (Fig. 2).

The tertiary structure of a protein is the complete three-dimensional
structure of the polypeptide chain. If multiple polypeptide chains are present,
the arrangement of their polypeptide chains with respect to each other is the
quaternary structure; in such cases, enzymes are polymers composed of two or
more subunits (Table 3). In order to illustrate the tertiary structure of a
protein, the three-dimensional structure of the glycolytic enzyme hexokinase is
shown in Fig. 3 with the aid of a space-filling model. Hexokinase catalyzes
the phosphorylation of D-glucose with ATP. The groove in the middle of the
structure is where the substrates bind (Cantor & Schimmel, 1980).

1.2 THE ACTIVE SITE

The binding of substrate to an enzyme is a necessary feature of all enzymatic
reactions. However, most enzymes other than hydrolytic ones catalyze
bisubstrate reactions, with two substrates and one or more products of reaction.
True monosubstrate reactions are rare and trisubstrate reactions are less
numerous than the bisubstrate reactions IUBMB, 1992). One substrate is always
a molecule of a metabolite, while the other reactant may be another metabolite, a
molecule of water, a metal ion, etc.; in many cases, however, the other reactant is
a coenzyme (Zubay, 1988; Walsh, 1998). In addition to substrates, an enzyme
may bind specifically the molecules of inhibitors, activators, allosteric activators
or inhibitors, etc., at or near the active site, as well as at regions distant from the
same.
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Table 3. Molecular weight of yeast enzymes, their substrates and coenzymes

Enzyme Subunits Substrate Coenzyme
Invertase 270.000 1 Sucrose 342 —

Hexokinase 102.000 2 D-Glucose 180 ATP 509
Aleohol 144.000 4 Ethanol 46 NAD* 663
dehydrogenase

There is a large difference in size between the enzymes and their substrates and
coenzymes, usually 2-3 orders of magnitude. The enzymes are large protein
molecules, while substrates, coenzymes, and effectors are usually low molecular
organic substances, or metal ions. Protons are the most important effectors in
enzyme catalysis (Table 3).

Coenzymes play a specific role in enzyme catalysis in a sense that they enable
the enzyme to catalyze reactions that are outside the chemical reactivity of
protein’s amino acids alone. Table 4 lists the structures of principal coenzymes
(Zubay, 1988; Walsh, 1998).

The noncovalent interactions involved in the stabilization of the enzyme—
substrate complex are the same as those involved in the stabilization of the protein
structure. Many interactions are involved, but the strength of the interaction
between enzyme and substrate varies considerably, although the equilibrium
dissociation constants generally fall into the micromolar and millimolar range. In
all cases studied so far, very specific binding sites for substrates are found on
enzymes; these are called the active sites.

Since the difference in size between an enzyme and its substrates is large, the
active site is a relatively small, topologically defined region on an enzyme
responsible for the binding of substrates, coenzymes, metal ions, and protons
that directly participate in the chemical transformation catalyzed by an enzyme.
Active site need not be part of the same protein subunit of a multi-subunit
enzyme complex. The active site is generally a pocket or groove on the surface
of an enzyme molecule, with a structure very closely complementary to the
substrate: hydrogen bonds form between the substrate and protein backbone
or side chains, nonpolar parts of the substrate fit with nonpolar parts of the
protein and favorable interactions occur between electrically charged parts of
the molecules.

The space-filling model of the free enzyme and an enzyme—substrate complex
is shown for hexokinase in Fig. 3. Note that the conformation of hexokinase
changes markedly upon binding of its substrate glucose.

All enzyme-catalyzed reactions are taking place while the reactants are
adsorbed on the surface of enzyme in the active site. Therefore, the concept of
the active site is probably the most important kinetic and mechanistic concept in
enzymology and enzyme kinetics. This concept provides a fundamental difference
between the common chemical and the enzymatic reactions; chemical reactions
usually proceed via collision complexes, whereas enzymatic reactions proceed via
adsorption complexes (Fersht, 1999).
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Chapter 2

Chemical Kinetics

Chemical kinetics is a branch of physical chemistry devoted to the laws governing
chemical processes in time. Thus, chemical kinetics deals mainly with how to find
the dependence of the rate of chemical reactions on the concentration of the
reactants by using the fundamental postulates of physical chemistry (Panchenkov
& Lebedev, 1976; Hammes, 1978; Moore & Pearson, 1982; Fierke & Hammes,
1995; Atkins & de Paula, 2002). Enzyme kinetics is the chemical kinetics of
enzyme-catalyzed reactions.

2.1 MOLECULARITY AND ORDER OF REACTION

A chemical reaction can be classified according to its molecularity or according to
its order. The molecularity defines the number of molecules that are altered in the
reaction. With the aid of the activated complex, it is possible to obtain a more
precise definition of the molecularity of reaction: molecularity of reaction is equal
to the number of molecules in the activated complex. It is clear that the
molecularity of reaction must be an integer and, in fact, it was found that itis 1, 2,
or seldom 3 (Jencks, 1969).
Thus, the reactions are given as follows:

AP unimolecular
A+B—-P bimolecular (2.1)
A+B+C—P termolecular

Reactions of higher molecularity are extremely rare, if they occur at all.

The order of reaction is a mathematical description of the kinetics of reaction
and defines how many concentration terms must be multiplied together to get an
expression for the rate of reaction, that is, to obtain a rate law.

Rate laws of chemical reactions have a great practical value, as they provide a
concise expression for the progress of reaction and, also, serve for the calculation
of time and the yield of reaction. Very often, the rate laws provide an insight into
the mechanism of chemical reactions.

For a simple reaction that consists of a single step, or for each step in a
complex reaction, the order is usually the same as the molecularity. However,
many chemical reactions consist of sequences of unimolecular and bimolecular
steps and the molecularity of the complete reaction need not be the same as its
order. Complex chemical reactions often have no meaningful order, as the rate
often cannot be expressed as a product of concentration terms. This is almost
universal in enzyme kinetics, and even the simplest enzyme-catalyzed reactions

11
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do not have simple orders. Nevertheless, the concept of order is important for
understanding enzyme kinetics, because the individual steps in enzyme-catalyzed
reactions nearly always do have simple orders, usually being first or second order
(Jencks, 1969). It is important to remember that the order of reaction refers to
the experimental rate equation, whereas the molecularity refers to the theoretical
mechanism.

2.1.1 First-order Reactions

. . . . k .
For a first-order irreversible reaction, A — P, the rate law is

_dr_ da_
T dt T dt

where A and P are the concentrations of reactant and product, respectively, at any
time ¢, and k is the first-order rate constant (dimension: s™%).

The first two equality signs in Eq. (2.2) show that the rate (v) is defined in
terms of appearance of product or disappearance of substrate (Plowman, 1972;
Cornish-Bowden, 1995). The next equality specifies that this is a first-order
reaction, because it states that the rate is proportional to the concentration of
reactant A. Finally, it is clear that A, =A + P.

Equation (2.2) can be readily integrated by separating the two variables P and .

kA (2.2)

/Aodl—)P = /kdt (2.3)
Therefore,
—In(Ao — P) =kt + o where « = —In A, (2.4)
Thus,
ln< - P ) — _kt (2.5)
or
In (A:lj P) =kt (2.6)
Equation (2.5) can be also rearranged to give
P=A,(1—ek (2.7)
A=A e (2.8)

It is important to note that the constant of integration « was included in this
derivation, evaluated and found to be non-zero; when the kinetic equations are
integrated, the constants of integration are rarely found to be zero.
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2.1.2 Second-order Reactions

The commonest type of bimolecular reactions has the form: A + B LI Q
(Plowman, 1972; Cornish-Bowden, 1995). The rate law for this irreversible reac-
tion is given by

dp
v =E=kAB=k(A0 — P)(By, — P) (2.9)
in which k is now a second-order rate constant (dimension: M™* s™%), Again,
integration is achieved by separating the two variables P and #:

dp
/ (Ao - P)(Bo~P) /kdt (2.10)
/Aodl—)P B /Bodfp = [ (Bo —Ao)kdt (2.11)
Hence,
~In(do — P) +In(Bo — P) = (Bo — Ao)kt + 4 (21)

where the constant of integration o = In(B,/Ao).
Thus, we have

In

Ao(By — P)
m] = (Bo — Ao)kt (2.13)

2.1.3 Pseudo-first-order Reactions

A special case arises when A4; is very small compared with B,; then, P must be
also very small compared with B, at all times. So (Bo—A,) and (B,—P) can both
be approximated with B,, which simplifies Eq. (2.13) into

o—P
= —Bokt 2.1
ln( A, ) 0 (2.14)
Equation (2.14) is exactly of the same shape as Eq. (2.5) for a first-order reaction.
This type of reaction is known as pseudo-first-order reaction, and kB, is a
pseudo-first-order rate constant (dimension: s %).

2.1.4 Third-order Reactions

Termolecular reactions, such as A + B + C — P do not usually consist of a single
trimolecular step, and consequently are not usually third order. Instead, the
reaction is likely to proceed via two or more elementary steps, such as
A+ B - X, followedby X + C — P. If one step in such a reaction is much slower
than the others, the rate of the complete reaction is equal to the rate of the slow
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step, which is accordingly known as the rate-limiting step. If there is no clearly
defined rate-limiting step, the rate equation is likely to be complex and to have no
integral order (Moore, 1962; Jencks, 1969).

2.1.5 Zero-order Reactions

Some reactions are observed to be of zero order, that is, the rate is found to be
constant, independent of the concentration of reactants. If a reaction is of zero
order with respect to only one reactant, this may simply mean that the reactant
enters the reaction after the rate-limiting step. However, some reactions are of
zero order overall, that is, independent of all reactant concentrations; such
reactions are invariably catalyzed reactions and occur if every reactant is present
in such a large excess that the full potential of the catalyst is realized. Zero-order
kinetics occur in enzyme-catalyzed reactions when the substrate concentrations
are saturating.

2.2 DETERMINATION OF THE ORDER OF REACTION

The simplest way to determine the order of reaction is to measure the rate v at
different concentrations of A of the reactant. Then, a plot of log v against log A
gives a straight line with the slope equal to the order of reaction. If there are more
reactants, it is useful to know the order with respect to each reactant. This can be
found by altering the concentration of each reactant separately, keeping the other
concentrations constant; then, the slope of the line will be equal to the order with
respect to the variable reactant. For example, if the reaction is second-order in A
and first-order in B:

v = kA*B (2.15)
then
logv =logk + 2logA + log B | (2.16)

Hence, a plot of log v against log A (with B held constant) will have a slope of 2,
and a plot of log v against log B (with A held constant) will have a slope of 1.1t is
important to realize that if the rates are determined from the slopes of the
progress curve (i.e., a plot of concentration against time), the concentration of all
reactants will change. Therefore, if valid results are to be obtained, the constant
reactant must be in large excess at the start of the reaction, so that the changes in
its concentration are insignificant.

2.3 DETERMINATION OF RATE CONSTANTS

Once the order of reaction is determined, one can proceed with the determination
of the rate constants of reaction (Moore, 1962; Jencks, 1969). First-order rate
constants are determined from the linear plot of Eq. (2.6), and second-order rate
constants from the plot of Eq. (2.13) (Fig. 1).
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ln( A ] In[—-——mA"(Bo HP}J
Ay P B,(A; -P)

Slope = k

Slope = (B,— Aok

Time Time

Figure 1. Graphical determination of the first-order (left) and the second-order rate
constant (right), according to Egs. (2.6) and (2.13).

Many reactions are first order in each reactant, and in these cases it is often
possible to carry out the reaction under pseudo-first-order conditions overall, by
keeping every reactant except one in large excess. Thus, in many practical
situations, the problem of determining a rate constant can be reduced to the
problem of determining a first-order rate constant.

Guggenheim (1926) pointed out a major objection to plots in Fig. 1, that
depend heavily on an accurate determination of A, or P.. Therefore, he proposed
an alternative, but hazardous, method for the determination of pseudo-first-order
rate constants for the reaction:

A+B-5p (2.17)

where B, isvery large compared to A,, and remains nearly constant during the
reaction. The concentration of the ensuing product P is measured at small and
equal time intervals during the course of reaction; thus P represents the
concentration of P at time #, P;,, the concentration of P at time (¢ + A), and A an
arbitrarily chosen small time interval.

A simple algebraic derivation, similar to the one shown in Section 2.1, will
afford the Guggenheim equation:

ln(Pt+A - Pt) = lnaPoo - k.Bot (2.18)

where

_ e—kBoA

x=1 (2.19)

Figure 2 shows the graphical presentation of Eq. (2.18). Thus, in order to produce
the Guggenheim plot, one has to measure the concentrations of the product at
equal time intervals along the reaction progress curve and plot the data according
to Eq. (2.18).
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Slope =—kB,

In (Pa—P) = NPy —kBot

Time

Figure 2. The Guggenheim plot (Eq. (2.18)).

This plot has the major advantage that it does not require an estimate of
P... The Guggenheim plot is hazardous, as it is insensitive to deviations from
the first-order kinetics, that is, it can give an apparently good straight line even if
the first-order kinetics are not accurately obeyed. One can only have confidence in
a reaction being truly first order if the points fit equally well along the straight line
of a first-order plot all the way to at least 95% of the complete reaction.

Another test for the first-order behavior is the determination of successive
halftimes. The halftime (t,;,) is the time taken for completion of half the
remaining reaction from any starting point along the reaction path. If the
halftimes

In2
tija = e (2.20)

calculated from various starting points along the reaction record remain
constant, the reaction is likely to be the first order (Jencks, 1969; Gutfreund,
1972). Nevertheless, the Guggenheim plot should not be used to determine the
order of reaction, which should be established independently (Swinbourne,

1960).

2.4 REVERSIBLE REACTIONS

Many reactions are fully reversible, and therefore, the reverse reaction must be
introduced in the net rate equation (Plowman, 1972; Cornish-Bowden, 1995):

AéP (2.21)
ko
In this case,
dpP
V=== kl(AO - P) - kzP = k1A0 - (k] + kg)P (222)

dt



CHEMICAL KINETICS 17

This differential equation can be solved in the same way as Eq. (2.2):

dp
/ kiAo — (ky + ko)P / dt (2.23)
Infk, Ao — (ki + k>)P]
—(ky + ka) =t+a (2.24)

Setting P =0, when t = 0, gives a constant of integration, « = —In(k,A,)/
(ki + k), and so,

kiAo — (ky + ko) P

In TA.

= —(ky + ko)t (2.25)

Taking exponentials of both sides, we obtain

kAo — (ki + k)P i
kA =e (2.26)

where X = (ky + kg)t.
Equation (2.26) can be rearranged to show the change in the concentration of
P with respect to time:

kiAo(1 — &%)

P=
ki + ks

=Pn(1-e%) (2.27)
where Py, = kAo /(k;: + k) 1s the value of P after infinite time, that is, at equili-
brium. This value follows from the fact that the exponential term approaches zero
as the time interval becomes large.

Rate constants for reversible reactions cannot be determined as described for
irreversible reactions. In order to determine the magnitude of rate constants in
reaction (2.21), one must rearrange Eq. (2.27), as follows:

Py —P=P.e ¥ (2.28)
or, in the logarithmic form:
In(Py — P) =In Py — (k; + k)t (2.29)

Thus, a plot of In(P. ~ P) versus ¢ gives a straight line of slope —(k, + k2). As
k,/k, 1s equal to the equilibrium constant, which can be estimated independently,
the values of the individual rate constants k; and k, can be calculated from the
two combinations.

The differential method of Guggenheim is also applicable to reversible reac-
tions. For example, reaction (2.21) can be treated with the Guggenheim method
to obtain a Guggenheim equation for a reversible monomolecular reaction:

In(Peis — Pr) = InPao + 1n(1 - e~{kx+kz}A) — (ks + ko)t (2.30)
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2.5 CONSECUTIVE REACTIONS

In any sequence involving two or more reactions, in order to derive the rate law,
separate kinetic equations must be written for each step in the mechanism:

A+B£C£»D (2.31)
The mechanistic steps of reaction (2.31) have three kinetic equations that serve
to define the reaction (Mahler & Cordes, 1966; Plowman, 1972):

dA dB
‘a—t' = —a—t- = k2C - klAB (2.32)
dc
G k:AB — (ks + k3)C (2.33)
dD
a = k€ (2.34)

plus the mass conservation equations, such as
A+B+C+D=A,+B,orA—B=A,—B, (2.35)

If all the first-order and pseudo-first-order rate constants, k;A, k,B, k,, and k, are
of the same order of magnitude, the explicit solution is not possible and the
computer is the simplest means to arrive at a solution (Fig. 3).

1.0
0.8 |
D
&
= 06 F
&
C
8
0.4 |
3 A
02 }C
B
0.0 .
0 2 4 6 8 10

Time

Figure 3. Progress curve for reaction A + B :f_% C o, Dwithd=k =k, =k;=1,
and B = 0.8. Note that, k,A=k,B=k, =k,
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Although the explicit solution is not possible, several limiting cases provide
solutions that are capable of simple interpretation. If k5 is much smaller than k,,
the rate of the product formation, dD/dt, is governed by the unimolecular break-
down of C, which in turn i1s formed rapidly and reversibly from A plus B;
kinetically the reaction is first order in either reactant:

D  (kik,

If k3 >>k, = k,, the intermediate C is converted to D as rapidly as it is formed and
the reaction is again first order in either reactant, despite the difference in the
rate-limiting step:

dD

3 = k4B (2.37)

A special case arises when dC/dt = o, which is called a steady state or a stationary

state. This condition is of special importance in enzyme kinetics, and it is treated
in detail in Chapter 3.

2.6 INFLUENCE OF TEMPERATURE ON RATE CONSTANTS
2.6.1 Arrhenius Equation

From the earliest studies of reaction rates, it has become evident that they are
profoundly influenced by temperature. Harcourt (1867) established a well-known
rule of thumb that the rates of many reactions approximately doubled for each
10° rise in temperature. The early studies of van’t Hoff (1884) and Arrhenius
(1889) form the starting point for all modern theories of the temperature
dependence of equilibrium and rate constants. Van’t Hoff and Arrhenius
attempted to find quantitative relationships between the temperature and equili-
brium and rate constants by comparing kinetic observations with the known
properties of these constants.

Any equilibrium constant K varies with the absolute temperature 7 in
accordance with the van’t Hoff law:

dlnK AH°

aT ~ RT: (2:38)

where R is the gas constant and AH® is the standard enthalpy change in the
reaction. Arrhenius has shown that an empirical relationship, an Arrhenius
equation, is also valid over a moderate range of temperature

dlnk__EL

where k is the rate constant of reaction, and E, the activation energy.



20 COMPREHENSIVE ENZYME KINETICS

Integration with respect to 7 gives

Ink=InA - RT (2.40)
where In A is the constant of integration. This form of Arrhenius equation is the
most convenient for graphical presentation, as it shows that a plot of In k against
1/T is a straight line of slope—E,/R; an Arrhenius plot is only approximately

linear (Fig. 4).

Slope =-E./R

Ink

Ink=InA- Ea
RT

1/Absolute temperature (K™)

Figure 4. Graphical presentation of the Arrhenius equation (2.39).

In order to assess properly the meaning of the activation energy, Eq. (2.40)
must be written in the exponential form:

k = Ae~Ea/RT (2.41)

The exponential term is often called a Boltzmann term, because, according
to Boltzmann’s theory, the distribution of energies among molecules, the number
of molecules in a mixture that have an energy in excess of E,, is proportional to
e Fa/RT  We can, therefore, interpret the Arrhenius equation to mean that
molecules can take part in a reaction only if their energy exceeds some threshold
value, the activation energy. In this interpretation, the constant A is equal to the
frequency of collisions of molecules, Z, at least for bimolecular reactions.

However, in addition to colliding with sufficient energy, molecules must also be
oriented correctly if they are to react. The factor P is then taken into account, in
order to measure the probability that the correct orientation will be adopted
spontaneously, so that Eq. (2.41) must be modified into

k = PZe Ba/RT (2.42)

The factor P is a measure of the probability that the correct orientation for the
reaction is adopted.
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2.6.2 Transition-State Theory

Equation (2.42) is now in accordance with modern theories of reaction rates, but
for most purposes, it is better to approach the same problem from a different
point of view, the transition-state theory, which is derived largely from the work
of Eyring (1935). Transition-state theory is a theoretical description of absolute
reaction rates in terms of the rate-limiting formation of an activated complex
during the course of a reaction.

The transition state of a unimolecular reaction occurs at the peak in the
reaction coordinate diagram, in which the energy of the reactants is plotted as
the reaction proceeds (Fig. 5). In the transition state, chemical bonds are in the
process of being made and broken. In contrast, intermediates, whose bonds are
fully formed, occupy the troughs in the diagram. A simple way of deriving the rate
law of reaction is to consider that the transition state and the ground state are in
thermodynamic equilibrium, so that the concentration of the transition state may
be calculated from the difference in their energies. The overall reaction rate is
then obtained by multiplying the concentration of the transition state by the rate
constant for its decomposition.

X geememmeeh. e > P

Gibbs free energy

Reaction coordinate

Figure 5. Reaction profile for a monomolecular reaction according to transition-state
theory. AG" is the Gibbs free energy of activation, while AG° is the change in Gibbs free
energy for the overall reaction.

Transition-state theory can also be expressed in thermodynamic terms
(Panchenkov & Lebedev, 1976; Moore & Pearson, 1982; Atkins & de Paula,
2002). Suppose that the difference in the Gibbs free energy between the transition
state, AX*, and the ground state, X, is equal AG". Then, according to the equilibrium
thermodynamics, it is derived that

[X'] = [X]e 4C/RT (2.43)

The frequency at which the transition state decomposes is the same as the
vibrational frequency v of the bond that is breaking. This frequency is obtained
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from the equivalence of the energies of an excited oscillator calculated from
quantum theory (E = hv) and classical physics (E = kgT), thatis,

_ksT
=3 (2.44)

where kg and /& are the Boltzmann and the Planck’s constant, respectively.
The rate of transformation of X is thus given by

_dX kT ;
= (5T (o) (2.45)
The first-order rate constant for the decomposition of X is given by
_ kg T —AG*/RT

A more rigorous approach includes a factor known as the transmission coefficient,
but it is generally close to unity and so may be ignored (Panchenkov & Lebedev,
1976).

The free energy ofactivation, AG®, may be separated into enthalpic and entropic
terms by using another relatlonshlp from equilibrium thermodynamics:

AG* = AH' — TAS* (2.47)

where AH* and AS*are the enthalpy and entropy of activation, respectively. Now,
the rate constant becomes

_ (ka1 (AS*/R)—(AH* /RT)
k= ( A )(e ) (2.48)
l'aking logarithms, we obtain

T A k £3
Ink = In (%—) + T? - —ARiT (2.49)

and differentiating

dlnk AH*+RT
dT =~ RT?
Comparing this equation with the Arrhenius equation (2.39), one can see that
the activation energy E, is equal AH* + RT, and is not strictly independent of
temperature. For this reason, the Arrhenius plot looks linear in the accessible
temperature range, but is actually curved and asymptotically approaches infinity at
high temperatures. The apparent intercept thus varies with the temperature range
of the data, so accurate conclusions about entropy of activation cannot be made.
Dividing Eq. (2.48) by T and taking natural logarithms, we obtain

) -)(5)-GF) e

(2.50)
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Equation (2.51) is a linear relationship, because one assumes that both AH* and
AS"* are not the functions of T (Fig. 6).

In(k IT)

0 0.001 0.002 0.003 0.004
1T (K™

Figure 6. The Eyring plot: graphical presentation of Eq. (2.51). The data points are
shown in the temperature range 0—100°C; [In(kg/h) = 23.76).

Thus, one can in practice, avoid the slight source of error arising from the
curvature of the Arrhenius equation by simply plotting In(R7/k) against 1/T [or
In(k/T) against 1/7], instead of the usual Arrhenius plot of In(k) against 1/T.
From the graph in Figure 6, one can easily determine AH*, the enthalpy of
activation, and AS’, the entropy of activation. The Gibbs free energy of activation,
AG*, can be obtained from the rate constant at any temperature by use of
Eq. (2.46), or from Eq. (2.47) at a constant temperature. The Eyring plot in Fig. 6
is much superior to the Arrhenius plot, and one should discourage the use of the
latter in favor of the former (Cleland & Northrop, 1999).

The reader should be aware of the fact that the much more rigorous treatment of
the transition-state thermodynamics of the unimolecular and bimolecular rea-
ctions is found in textbooks of physical chemistry (Panchenkov & Lebedev, 1976;
Atkins & de Paula, 2002).

2.7 PROPERTIES OF WATER

All biological processes are either directly or indirectly under the influence of some
of the characteristic properties of water. The special properties of water are due to
the fact that it retains a relatively ordered structure as a liquid (Zubay, 1988).
The molecule of water is composed of two hydrogen atoms covalently bonded
to an oxygen atom with tetrahedral (sp?) electron orbital hybridization. As a
result, two lobes of the oxygen sp® orbital contain pairs of unshared electrons,
giving rise to a dipole in the molecule as a whole (Fig. 7). This in turn is related to
the structure of individual water molecules which results in strong dipolar
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Figure 7. Properties of water molecules. Left: hydrogen bonding in water and in ice.
Right: Dipolar properties of water molecule.

interactions. A water molecule interacts with another as shown in Fig. 7, forming
an extensive network of hydrogen bonds, in liquid water as well as in ice.

These properties of water are essential for understanding chemical reactions in
biological systems. Water represents the major part of the body weight in most
living organisms.

2.8 IONIZATION OF ACIDS

Most enzymatic reactions in vivo and in vitro take place in aqueous solutions, in
an environment with a high and practically constant concentration of water
molecules (55.5 M) (Streitwieser & Heathcock, 1998). One important property of
water is its self-ionization:

K

H,0 + H,0 H;0" + OH™ (2.52)

In absolutely pure water, the total concentration of H;O" and OH ™ is very low, only
10~ 7 mol/liter. The ion product of the self-dissociation constant, Ky, is defined as

Kw = [H30"][OH7] = 1.0 x 10 ¥ mol® liter * (orM?) (2.53)

This is not a normal equilibrium constant, which includes the concentration of
reactants and products. For water, the concentration is 55.5 mol/liter. The
equilibrium constant for dissociation, from Eq. (2.52), is therefore

(107)(107) 8
K=-—+"—2=325%x10" 2.
(555)(555) ° 2 (254
Note that K is unitless. The relationship between K and Ky is
Kw = K(55.5 M)* (2.55)

In an aqueous environment, [H*] varies from about 1 M to about 104 M. This
enormous range of concentrations was reduced by Serensen (1909) to more
manageable proportions by the use of a logarithmic scale:
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pH = —log[H"] (2.56)

From Eq. (2.53), it follows that the sum of logarithms of the concentrations of H*
ions and OH ™ ions in water is a constant value:

log[H*] + log[OH™] = —14 (2.57)

2.8.1 Titration of Monobasic Acids

Out of many available definitions of acids and bases, perhaps the best and
most accurate was given by Bronsted (1925): “An acid is a species having a
tendency to lose a proton, and a base is a species having a tendency to add on a
proton.”

Strong monobasic acids are fully dissociated in aqueous solutions; thus, hydro-
chloric acid is fully dissociated into a chloride anion and a proton:

HCl - H* + QI (2.58)

This reaction is highly endothermic because a bond is broken and charges are
separated; both of these processes require energy. In aqueous solutions, both ions
are further solvated by water molecules, such as

HCl(aq) H*(aq) + Cl™(aq) (2.59)

The solvation bonds that are formed with the molecules of water are sufficiently
strong in the aggregate to compensate for H-Cl bond strength and the
electrostatic energy required to separate negative from positive charges.

Therefore, the equilibrium can also be described as a proton transfer from an
acid to a base:

HCl + H,0 —— H,0" + CI~ (2.60)

The equilibrium constant for aqueous HCI is large, about 107, and the equilibrium
position lies far to the right. We speak of HCI as a strong acid and Cl~ as a weak
base; more properly, we should speak of HCl as a strong acid relative to H,0" and
Cl~ as a weak base relative to H,O (Streitwieser & Heathcock, 1998).

In general, the acidity of an acid HA in water is defined as the equilibrium
constant:

HA(aq) ——— H'*(aq) + A~ (aq) (2.61)
_ [H)A)
K, = A (2.62)

Note that K, has the units of mol/liter (or M).

Acidity equilibrium constants vary over a wide range. Acids with K,>1
are referred to as strong acids; acids with K,<10 % are weak acids. The acidity
equilibrium constant is usually defined as an acid dissociation constant and
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expressed as an exponent of 10 in order to accommodate this large range of
possible values. The pK, is defined as

pK, = —log K, (2.63)

Thus, pK, of HCl is about —7; the smaller or more negative the pKa, the stronger
is the acid. Taking the logarithm of both sides in Eq. (2.62) and substituting
pH for ~log[H*] and pK, for —log K,, we obtain the Henderson—Hasselbalch
equation:
_ A]
pH = pK, + bg([HA]) (2.64)

From this equation, one can easily calculate the pK, by plotting log({A™1/[HA]D
versus pH; a straight line is obtained with an intercept on the ordinate equal to K,
(Henderson, 1908; Hasselbalch, 1916).

The molecule of water may act as a base, with pK, of —1.7, but also as an acid
with pK, of 15.7. These values are half of 55 M, that is when half of the water is
H;0" or OH™.

2.8.2 Titration of Polybasic Acids

Dibasic acids, polybasic acids, and proteins, with two or more ionizable groups,
give more complex titration curves than the simple monobasic acids (Schulz,
1994). Consider the titration curve of a simple amino acid which has no charge
in its side chain. In aqueous solution, a monoamino, monocarboxylic acid is
distributed between three species, namely the fully protonated acid, the
zwitterion, and the fully dissociated base:

[Ar] = [HA"] + [HA®] + [A7] (2.65)

The superscript in Eq. (2.65) indicates the net charge of each species of the acid. The
protons dissociate from the acidic groups according to the following equilibria:

+ CHAC .t w . HAYH]

H,A* —— HA® +H' K, = “HAT (2.66)
0 CA- . Ht _AaTmT
HA® — A" +H" K, = A% (2.67)
From Egs. (2.66) and (2.67), the following relationships are obtained:
o1+ —“1+2
[H,A*) = [HAK]I[H I [AK]1[1}<12] (2.68)
oy _ Ki[HAY] [AT][H]

[HA] = ] K, (2.69)
A”] = K:[HA®°]  KK,[H.A'] (2.70)

B H
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Thus, Eq. (2.65) can be expressed in terms of [Ar] and any one of the species.

+ K KK\ _ 10+
A = (A" (14 +W) - [H.A%¢ (271
e = ) (1 B 4 ) — a0 272)
[Ar] = [A_]<1 + [}121 + [I?;(]:) = [AT]¢~ (2.73)

The expressions containing the concentration of protons are abbreviated by ¢,
and are called the Michaelis pH functions (Michaelis, 1922). The Michaelis pH
functions show directly the relative concentration of each acidic group in the
mixture, since

1 [HAY 1 [HA) 1 A7)

o B P B o B (274)

A typical amino acid, without a charge in its side chain, has a pK, =2 for the
carboxylic group, and pK, =~ 9 for the a-amino group. Now, with the aid of
Egs. (2.74), a titration curve for a typical amino acid can be constructed,
assuming that pK; = 2, and pK, = 9 (Fig. 8). Figure 8 shows that it is convenient
to express the Michaelis ¢ functions in the reciprocal form; from this, it is evident
that the zwitterion form predominates in the pH region between pK, and pK,.

*HgN-CH(R)-COO~
(HA®)

205

*HsN-CH(R)-COOH  H,N-CH(R)-COO~
(HzA") (A)

0 1 2 3 4 5 6 7 8 9 10 M
pH

Figure 8. Change of the Michaelis ¢ functions with pH for an amino acid with pK, = 2
for a carboxylic group, and pK, = 9 for the «-amino group.
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2.9 DIMENSIONS AND DIMENSIONAL ANALYSIS

Dimensions are the currency of science. Therefore, it is of utmost importance,
especially in enzyme Kkinetics, to take care of dimensions and to perform
the dimensional analysis of kinetic equations and expressions in order to avoid
the algebraic mistakes and to check the derivation of rate equations.

The dimensions are referring to the three major properties of the universe: the
matter, the time, and the energy. Earlier, a c.g.s. system of units (centimeter, gram,
and second) was in general use, but now, another system of units has been adopted
in many parts of the world, known as SI (System International d’Unites) (Table 1).

In this international system of units, the seven fundamental units are estab-
lished: length = meter (m), mass = kilogram (kg), time = second (s), electrical
current = ampere (A), temperature = degree Kelvin (°K), luminosity = candelas
(cd), and the quantity of matter = mole (mole). Many traditional units, such as
calories (cal) or kilocalories (kcal) and centimeters (cm), are still in common use
among chemists.

In chemistry, the quantity of matter is usually expressed in moles (mole) and
the concentration of matter is usually expressed in mole/liter (M). Reaction rates
are expressed in mole/liter/second (Ms ™). The first-order rate constants have the
dimension of time™* (s™*) and the second-order rate constants have the dimen-
sion of concentration™" X time ™' (M~ ' s™'); zero-order rate constants have the
dimension of concentration™ x time™* (M~ s ).

Most kinetic expressions and kinetic equations are presented in the literature,
as well as in this book, without dimensions; the dimensions of kinetic parameters,

Table 1. Useful dimensions in the c.g.s. and in the SI system

Dimensions c.g.s. units SI units Practical units
Length cm m p=10"°m;
A=10"1

Area cm® m?

Volume cm? m?3

Mass g kg

Time sec sec

Velocity cm sec”* m sec™!

Force g cm sec”? (dyne) kg m sec™* (newton) newton = 10° dyne

Work, Energy g cm” sec” (erg) kg m® sec™® (joule) calorie = 4.186 joules

Power g cm” sec” 3 kg m® sec™2 watt = joules sec™*

Density gem ™3 kg m™3

Pressure gem™ ' sec”? kg m™* sec™* Atmosphere = 10°
(dyne em™*) (newton m™2) dyne cm™*

Electric current erg cm sec ' Ampere (A) A = coulomb sec™*

Electric charge Jerg em A sec = coulomb

Electric potential +/erg cm=" volt = joules coulomb™*

Electrical energy erg (esu)®* em™

The second is abbreviated as s.
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rate constants, etc., are usually not shown in kinetic expressions. Therefore, it is
of an utmost importance to perform a dimensional analysis with each and every
kinetic expression and kinetic equation, and especially check the derivation of
kinetic expressions by dimensional analysis. Thus, the dimensional analysis
provides one of the simplest and most important techniques in enzyme kinetics
for testing algebraic mistakes and checking the results.

Attention must be paid to the rules of multiplication, division, addition, and
subtraction of values containing various dimensions; these rules are to be found
in the elementary algebraic calculus.

In addition to the ordinary dimensions of quantity, concentration, volume,
time, and temperature, the kinetic expressions in enzyme kinetics may contain
various natural constants, and it is always useful to keep in mind the definitions,
magnitudes, and the dimensions of principal natural constants. Table 2 lists the
major natural constants that are of practical use in enzyme kinetics.

Table 2. Useful natural constants in enzyme kinetics

Description Dimensions Symbols
Avogadro’s number N =6.022 x 10*® N
Faraday 1 F=96.485 C mol ' (coulomb per mole) F

=23 kecal mol 'V !
Coulomb 1 C=1 A s (ampere second) C

= 6.23 x 10™® electronic charges

The Boltzmann constant kg =R/N=1.3807 x 107>3 J deg™* kg

The Planck constant h=66252x103*Js h

The gas constant R = Nkg = 8.3144 J deg ' mol* R
=1.987 cal deg™* mol *

Unit of temperature 0°C=273.16°K K

°C = Celsius; °K = Kelvin
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Chapter 3

Kinetics of Monosubstrate Reactions

The earliest studies of the rates of enzyme-catalyzed reactions appeared in the
scientific literature in the latter part of the nineteenth century (Wurz, 1880;
O’Sullivan & Thompson, 1890; Fischer, 1894; Brown, 1882, 1902; Henri, 1902,
1903). At that time, no enzyme was available in a pure form, methods of assay
were primitive, and the use of buffers to control pH had not been introduced.
Moreover, it was customary to follow the course of the reaction over a period of
time, in contrast to the usual modern practice of measuring initial reaction rates
at various different initial substrate concentrations, which gives results that are
much easier to interpret.

3.1 WORK OF MICHAELIS AND MENTEN

Many of the early studies were conducted with enzymes from fermentation,
particularly invertase, which catalyzes the hydrolysis of sucrose to monosacchar-
ides D-glucose and D-fructose. With the introduction of the concept of hydrogen
ion concentration, expressed by the logarithmic scale of pH (Serensen, 1909),
Michaelis and Menten (1913) realized the necessity for carrying out definitive
experiments with invertase. They controlled the pH of the reaction medium by
using acetate buffer, allowed for the mutarotation of the product and measured
initial reaction rates at different substrate concentrations. Michaelis and Menten
described their experiments by a simple kinetic law which afforded a foundation
for a subsequent rapid development of numerous kinetic models for enzyme-
catalyzed reactions. Although the contribution of previous workers, especially
Henri (1902, 1903), was substantial, Michaelis and Menten are regarded as
the founders of modern enzyme kinetics due to the definitive nature of their
experiments and the viability of their kinetic theory.

Michaelis and Menten made a fortunate choice to study the enzymatic hydro-
lysis of sucrose:

Sucrose + Water __v¢ra¢  p.Glucose + D-Fructose (3.1)

Since the concentration of water in this reaction is virtually constant (55.5 M), an
essentially bimolecular chemical reaction can be treated kinetically as a
monomolecular, which simplifies considerably the kinetic treatment.

Kinetic work of Michaelis and Menten was conducted by measuring the
influence of increasing concentrations of substrate, or increasing concentrations
of enzyme, on initial rates of reaction, with the following experimental protocol:

31
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[P1{M)
v, (M/min)
v, (M/min)

.. o
Time (min) [Invertase] (M) [Sucrose] (M)
Figure 1. (A) Time course of reaction; v, is the initial rate of reaction, [P] is the

concentration of product. (B) Influence of enzyme concentration on initial reaction rate.
(C) Influence of substrate concentration on initial reaction rate.

(a) Determination of the initial rate of reaction from changes in substrate or
product concentration with time (Fig. 1A).

(b) Determination of the influence of increasing concentrations of enzyme on
initial rates of reaction (Fig. 1B).

(c) Determination of the influence of increasing initial concentrations of
substrate on initial rates of reaction (Fig. 1C).

With most enzymatic reactions which are carried out in vitro, the concen-
tration of enzyme is much lower than the concentration of substrates, due to the
high catalytic activity of enzymes. Therefore, with the progress of enzymatic
reaction its rate gradually decreases due to depletion of substrate; for this reason,
it is always necessary to determine an initial rate of reaction, which is equal to
the tangent to reaction progress curve shown in Fig. 1 A. Figure 1B shows that the
initial rate of reaction responds linearly to increasing concentrations of enzyme,
provided the substrate concentration is much larger than the concentration of
enzyme, and Fig. 1C shows that the initial rate of reaction responds nonlinearly
to increasing concentrations of substrate, provided the similar conditions are
fulfilled.

Invertase proved to be a true catalyst, as it was not destroyed in the reaction
and it was still active after catalyzing the hydrolysis of 100,000 times its weight of
sucrose. The thermal stability of the enzyme was much greater in the presence of
its substrate, sucrose, than in its absence; this striking fact indicated that the
invertase enters into combination with the sugar, which protects the enzyme from
inactivation.

Thus, the enzyme has a kinetic behavior consistent with a role of a recycling
catalyst, which led Michaelis and Menten to propose the following kinetic
mechanism of action for invertase (Fig. 2).

A single molecule of enzyme (E) combines reversibly with a single molecule of
substrate (A) to form an enzyme-substrate complex (X), which is transformed
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(A)
® orPO

Enzyme + Sucrose =———r Enzyme-Sucrose ——— Glucose + Fructose
Complex + Enzyme

Figure 2. The mechanism of enzymatic hydrolysis of sucrose.

irreversibly to free enzyme and the products of reaction (P,, P,); kinetically, this
is a monomolecular chemical reaction in which the enzyme plays a role of a
recycling catalyst (Mahler & Cordes, 1966):

E+A ——X _&k P 4+P,+FE (3.2)
ka

Michaelis and Menten imposed two restrictions on the enzymatic reaction by
dividing it into a fast reversible and a slow irreversible part. The reversible part,
E+A X, is much faster than the irreversible one, X — P, + P, + E,
because

Thus, the substrate is not “sticky”, that is, it dissociates from the collision
complex faster than it reacts to give products. For this reason, the enzyme—
substrate complex is in a thermodynamic equilibrium with the free enzyme and
the free substrate

k2 _E'A
KA_E—T (3.4)

where E, A, and X are the concentrations of free enzyme, free substrate and
enzyme—substrate complex, respectively.

The total enzyme (E,) and the total substrate (A,) are divided between free and
complex bound forms:

Ec,=E+X A,=A+X (3.5)
From Eq. (3.4), it follows that
_ (Eo — X) Ao _ EoAo
X= TR or X KA (3.6)

The irreversible part of reaction is a slow monomolecular process with a rate
constant kg; thus, the initial rate (v,) of the overall reaction is equal:
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_ k3E0 AQ
Vo “KitAq (3.7)
After substituting the constant value
ks Eo = Vinax (3'8)
we obtain the kinetic law for reaction (3.2):
_ Vinax Ao
Uo = KA +Ao (39)

Equation (3.9) is the fundamental equation of enzyme kinetics, generally known
as the Michaelis—Menten equation, the constant value K, as the Michaelis
constant and the constant value V.« as the maximal velocity of reaction.

An equation equivalent to the Michaelis-Menten rate law has been derived earlier
by Henri (1902,1903); indeed, Michaelis and Menten in their original publication
in 1913 honored the contribution of Henri. Therefore, in appreciation of the work
of Henri, it is often also referred to as the Henri—-Michaelis—Menten equation.

3.2 STEADY-STATE APPROXIMATION

The formulation of Michaelis and Menten, which treats the first step of enzyme
catalysis as an equilibrium (Eq. (3.4)), makes unwarranted and unnecessary
assumptions about the rate constants (Eq. (3.3)). Indeed, as we now know, the
rate constants k;,, k., and k4 can vary within very wide limits in many, if not the
most, enzymatic reactions.

Briggs and Haldane (1925) examined a general mechanism for reaction (3.2),
allowing all rate constants to vary within wide limits; they derived a kinetic law
for this case, assuming that the steady state is achieved shortly after the beginning
of reaction and that the concentration of enzyme—substrate complex remained
nearly constant over a prolonged period of time. It is important to note that this
steady-state assumption has become the central dogma underlying the derivation
of most of the rate equations and most of the rate laws in enzyme kinetics.

The derivation of the rate law starts by writing the four kinetic equations for the
reaction scheme (3.2), which describe the change of concentrations for substrate,
free enzyme, enzyme—substrate complex, and the product with time.

- = kAE -k, X (3.10)

i (ks +k3)X — k, AE (3.12)
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plus the mass conservation equation:
Ec=E+X (3.14)

In the most general case, when there exists no restriction with respect to the
relative magnitude of rate constants k,, k,, and k5, the relative concentration of E
and A, and the particular time ¢ for which we want to establish the rate law, the
explicit solution is not possible. The four differential Eqs. (3.10)—(3.13) plus the
conservation Eq. (3.14) provide us with four unknowns and they can only be
integrated with the help of a computer. A typical solution, obtained with a KINSIM
computer program (Barshop et al., 1983), is shown in Fig. 3.

10

Concentration

Time

Figure 3. Progress curve for the enzyme-catalyzed reaction A + E
assuming that k; = k, = k3, and A, = 10E,,.

X—E+P,

Figure 3 shows that the concentration of enzyme—substrate complex is nearly
constant over a prolonged period of time, that is,

d___X::sO
I (3.15)

As long as this condition prevails, the steady-state approximation can be applied
to reaction (3.2). Equation (3.11) now becomes

k.AE =~ (k, + k3)X (3.16)
and permits us to express X in terms of A and E,, by substituting E in Eq. (3.14):
klAEo
X=777"-+ .
oA+ ks £ K, (317)
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Substituting X in Eq. (3.13), we obtain
_dA _dP k.k; AE,

Vo = G a e :m (3.18)
Since A=A, this reduces to the fundamental Michaelis—Menten equation:
Vo = Vmax Ao
Kx + Ao
where
Vimax = kaEo and K = ke I: ks (3.19)

It is important to note that the derivation of the rate law in the Briggs—Haldane
mechanism gives the same result as in the Michaelis—Menten mechanism,
namely the fundamental Michaelis—Menten equation (3.9). However, in the
former case, the Michaelis constant K}, is increased by a factor ky/k,, compared
with the latter case; Vinax constant has the same meaning in both mechanisms.
The earlier recommendation of the Enzyme Commission of the International
Union of Biochemistry was that the Kg should be applied for the Michaelis—Menten
mechanism and Ky for the Briggs—Haldane mechanism (Enzyme Nomenclature,
1973); in this case, Ky = Ks + k3/k;. This practice must be discouraged because it
leads to cumbersome and ambiguous expressions in multisubstrate reactions.

3.3 REVERSIBLE MECHANISM WITH ONE CENTRAL
COMPLEX

All enzymatic reactions are in principle reversible, in a sense that significant
amounts of both substrates and products exist in the equilibrium mixture
(Alberty, 1959; Cleland, 1970; Plowman, 1972). Therefore, it is evident that both
Michaelis—Menten and Briggs—Haldane mechanisms are incomplete, and that
allowance must be made for the reverse reaction:

i X k3

k. ks

E+A P+E (3.20)

The steady-state assumption is now expressed by

Rearranging, we obtain
_ kiEoA+ Kk E P
X AT F 1y + KgP (3.22)

The net rate of formation of product P is the difference between the forward and
reverse reactions:
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dp
Vo = 7 = ksX — ky(Eo — X)P (3.23)

Substitution for X in this expression gives the rate law for reaction (3.20):
(kikgA — kokyP)E,

Vo = LA+ K, ¥k, + koP (3:24)
Let us define the constant values:
Vi(or Vinax) = ksEo Va (OI‘ Emax) =k, E, (8.25)

_ k2 + k3 . k2 + k3
Ky = k. Kp = k4 (3.26)

where V; and V, represent the maximal rates in the forward and reverse
directions, and K, and Kp the respective Michaelis constants. If the constant
values are substituted from Egs. (3.25) and (3.26), the rate law (3.24) obtains the
form of the Michaelis—Menten equation:

Vl V2
(&) (&)
A P
1+ I?Z + 7
This equation is the general reversible form of the Michaelis—Menten equation. If
the enzymatic reaction is completely reversible, it can be started by mixing the
substrate with the enzyme, or vice versa, by mixing the product with the enzyme.

In the former case, P=0, and Eq. (3.27) reduces to the Michaelis—Menten
equation in the forward direction:

v0=

(3.27)

_ ViAo
B Ka + 4o

In the latter case, A=o0, and Eq. (3.27) reduces to the Michaelis—Menten
equation in the reverse direction:

2

(3.28)

_ VuP,
Yo =& p. (3.29)

The values of individual rate constants can also be calculated from the kinetic
constants Ky, Kp, V; and V,, provided E, is known:

poVitVe o Ve 14
YT KuEo * T E, E,

k _‘/1+V2
47 KpE,

k3:

(3.30)

3.4 REVERSIBLE MECHANISM WITH TWOCENTRAL
COMPLEXES

The mechanism (3.20) is incomplete in a sense that it allows the formation of an
enzyme—substrate complex, but not of the enzyme—product complex; a more
realistic case is a reversible mechanism in which the conversion of A into P
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and the release of P from the enzyme are treated as distinct reactions (Alberty,
1959; Cleland, 1970; Plowman, 1972). Thus, the following mechanism for
enzyme-catalyzed monosubstrate reactions is more realistic:
ki k3 k5
E+A X Y E+P (3-31)
k2 k4 ke

The steady-state rate equations can be derived by setting the rates of change of
both intermediates concentrations to zero:

dx

i KA(Eo —X -Y)— (ka+ k)X + kY =0 (3.32)
dy
G- keP(Eo - X - Y) — (ks +ks)Y + ks X =0 (3-33)

and solving the resulting equations for X and Y:

koky + koks + kgks + ki (kg + kg + ks)A + ke (ks + k3 + ky)P '
Y k6(k2 + ks)EoP + klksEoA

The net rate is the difference between the forward and reverse rates for any step:

. (klksksA - k2k4k6P)E0
koky + koks + ksks + ky(kg + ky + k5)A + ke (ko + kg + ky)P
(3-36)

Equation (3.36) is of the same form as Eq. (3.24), but the definitions of kinetic
parameters are more complex:
ks +hky+hks 0 ka(ks + Kk, + Kks)

Vg = ksX — k4Y

1
(3-37)
k2k4E0 _ k2k4 + k2k5 + k3k5

V,=—="3"" =
T hkothky+ky 7 ke(ka+ kg +ky)

Ifthe constant values are substituted from Eq. (3.37), Eq. (3.36) obtains again the
form of a Michaelis—Menten equation, identical with Eq. (3.27):

G

142 L
Ky Kp

UO:
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3.5 EQUILIBRIUM CONSTANT AND THE HALDANE
RELATIONSHIP

At equilibrium, both reversible reactions (3.20) and (3.31) come to a dynamic
standstill, although the reaction has not stopped. An equilibrium constant for the
overall process A « P, for reaction (3.20), is equal to

_kiky
Keq - m (338)
and for reaction (3.31) equal to
_ kiksks
Keq = Kok e (3-39)

Using Egs. (3.38) and (3.39), one can cast the general reversible forms of the
Michaelis—Menten equations ((3.24) and (3.36)) into another useful form:

ViVe (A - K-P—)
Vo = e‘{,l (3.40)

Ky\Vo +VoA+——P

Equation (3.40) is quite general and describes the effect of reactant concentration
on rate, not only at the start of the reaction in the complete absence of P (in the
forward direction) or A (in the reverse direction), but also at any time during the
approach to equilibrium (Alberty, 1959; Cleland, 1963, 1977).

If we substitute the values for rate constants into the equations for equilibrium
constants ((3.38) and (3.39)), we obtain

. VlKP
Keo = (3.41)

Equation (341) is known as the Haldane relationship (Haldane, 1930). It is a
very important relationship, because it states that the kinetic parameters of every
reversible enzymatic reaction are not independent of one another and are limited
by the thermodynamic equilibrium constant of the overall reaction.

The Haldane relationship can be used to eliminate K.q partly or completely
from Eq. (3.40). For example, this equation is best written for consideration of

the forward reaction as
P
v(a- E;)

P (3.42)
Ka (1 + Fp) +A

Vo =

In this form, both the contribution of the reverse reaction near the equilibrium
point and the product inhibition caused by P are obvious. Thus, only the four kinetic
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constants Ky, Kp, V3, V, and the equilibrium constant, Keq, are necessary to describe
the kinetic behavior in such a steady-state system (Cleland, 1982).

3.6 RATE EQUATIONS IN COEFFICIENT FORM

Let us compare the rate laws for the two reversible Michaelis—Menten
mechanisms ((3.20) and (3.31)), that is, Eq. (3.24) with Eq. (3.36). We can
rewrite both equations in a more general form, using the kinetic coefficients in a
manner of Cleland (1963):

(numerator,; )A — (numerator, )P

Vo = (constant) + (coef A)A 4 (coef P)P (3-43)

The use of coefficients may be of only marginal help in making Eqgs. (3.24) and
(3.36) less formidable; however, this nomenclature is of immense help in more
complex cases, particularly with multisubstrate reactions.

Also, one can see that, in both cases, the catalytic constants can be cast in a
more general form:

__ numerator;

Vi=—— (3-44)
numerator,
Vo =—-— — .
2 pop (3.45)
constant
Ka=— (3.46)
__ constant (
P = Coetp 3.47)
numerator,
*“d ™ numerator, (3.48)

Relationships similar to Egs. (3.44)—(3.48) are applicable not only to mechan-
isms (3.20) and (3.31) but also to any other monosubstrate or multisubstrate
mechanism. Therefore, with the help of coefficients from an appropriate rate law,
one can write the equations for all kinetic constants in terms of rate constants for
almost any kinetic mechanism.

3.7 ENZYME DISTRIBUTION EQUATIONS

Reversible Michaelis—Menten mechanisms provide us with another useful general
relationships, the enzyme distribution equations. Since many enzymatic reac-
tions are fully reversible, immediately after mixing the enzyme with the substrate,
or vice versa, after mixing the substrate with the enzyme, the steady-state
concentration of all forms of enzyme is established. In the reversible mechanism
with one central complex, the enzyme is divided among two forms:
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=1 (3.49)
EtE = 3.49

and in the reversible mechanism with two central complexes, the enzyme is
divided between three forms:

—t=—+==1 (3.50)

Now, we can cast the enzyme distribution equations in terms of all individual
rate constants for both kinetic mechanisms. In the reversible mechanism with
one central complex, the enzyme distribution equations are

E _ k+k
E, ~ denominator
X kA + kP

E, ~ denominator (3-51)
The denominator value is from the appropriate rate law, Eq. (3.24).
In the reversible mechanism with two central complexes, the enzyme distribut-
ion equations are
E . k2k4 + k2k5 + k3k5

E,  denominator

X kA + kA + kykeP

E, denominator

Y _ kiksA + kokeP + kskoP

Ey denominator (3-52)

In this case, the denominator value should be taken from the rate law appropriate
to this mechanism (Eq. 3.36).

The distribution equations describe the distribution of enzyme among various
possible forms. These distribution equations when multiplied by E, give the
steady-state concentrations of various enzyme forms. The distribution equations
are very complex with bisubstrate and trisubstrate reactions. They have some
inherent interest by themselves, however, and are useful in deriving rate
equations for reactions in the presence of dead-end inhibitors (Chapter 11), and
equations for rates of isotopic exchange (Chapter 16).

3.8 HYPERBOLIC NATURE OF THE MICHAELIS-MENTEN
EQUATION

Figure 4 shows the graphical presentation of the Michaelis—-Menten equation
(rate law (3.9)).
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1.5

; 4— Initial slope = Viad/Ka

Vinax = Kear.Eo

0 1 2 3 4 ) 6 7 8 9 10
[Substrate]

Figure 4. Initial reaction rates, v,, plotted against increasing substrate concentrations for
a reaction obeying the Michaelis—Menten kinetics, and assuming that Vi, = Ka = 1.

A graph of v, plotted against A is a section of a right rectangular hyperbola,
with all mathematical properties of this geometric function (Cornish-Bowden,
1976). The usual expression for a rectangular hyperbola with x and y axes as
asymptotes is

xy=a (3-53)

The hyperbolas encountered in mathematics always have two limbs, whereas the
plot of v, against A appears to have only one. However, if we rearrange the
Michaelis—Menten equation, we shall obtain

(A + KA) (Uo - Vmax) = —‘VmaxKA (354)

which clearly shows that Eq. (3.9) has a hyperbolic nature with a horizontal
asymptote  approaching v, = Vimax, and a vertical asymptote approaching
A= — K,. As the vertical asymptote occurs at a negative value of A, it becomes
clear why the curve appears to have only one limb: the whole of the negative limb
cannot be observed experimentally.

3.9 SIGNIFICANCE OF KINETIC PARAMETERS

Michaelis—Menten equations for the monosubstrate reactions (Egs. (3.9) and
(3.27)) in the forward direction (A — P), have four fundamental kinetic constants
or steady-state kinetic constants:
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Vinaxs the maximal velocity of reaction,
keat, the catalytic constant,
Ky, the Michaelis constant, and

k..:/Ks, the specificity constant.
Table 1 gives the kinetic significance of these constants in various kinetic

mechanisms described in Sections 3.1-3.4, followed by a brief description of the
physical meaning of kinetic constants.

Table 1. Significance of kinetic parameters in various kinetic mechanisms

Mechanism Vs K. keat
Ky
Michaelis—Menten k.E, ks ki
‘ ki k.
. ky + kg kiksy
Briggs—Haldane k,E, % e
2 k
Reversible with one kE, k, ; ks kkl—?’c
central complex 1 2t kg
Reversible with two _Kaksko _ keky + koks + kgks kiksks
central complexes ks +kq + ks ki(ks + kyq + ks) koky + koks + ksks

The maximal velocity of reaction (Viyay), dimension [concentration time ™).
One can easily appreciate from Fig. 4 that the maximal velocity of reaction is
obtained when all the enzyme is bound in the enzyme—substrate complex, that is,
when the enzyme is saturated with the substrate (4, >> Ka). All kinetic expres-
sions for V., in Table 1 contain the concentration term for enzyme; therefore,
the calculation of V., in enzyme kinetics does not require the knowledge of
enzyme concentration.

The catalytic constant (k.,), dimension [time™']. Catalytic constant is obtained
by dividing the maximal rate of reaction with the concentration of enzyme:

v,
keat = g‘:" (3.55)

which requires the knowledge of enzyme concentration. If the enzyme has two
or more active sites per molecule, k¢, is usually called the rurnover number:
Vinax

Turnover number = ——
[enzyme active sites]

(3.56)

The turnover number represents the maximal number of substrate molecules
converted to products per active site per unit time, or the number of times the
molecule of enzyme “turns over” per unit time; the dimension is again [time™"].
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In the simple Michaelis—Menten mechanism in which there is only one
enzyme—substrate complex and all binding steps are fast, k., is the first-order rate
constant for the chemical conversion of the EA complex to products. For more
complicated mechanisms, k., is a function of several first- and second-order rate
constants, and it cannot be assigned to any particular process except when
simplifying features occur (Table 1); k.,; cannot be greater than any first-order rate
constant in the forward direction and thus sets the lower limit on the chemical rate
constants. As a rule, the k. 1s the first-order rate constant which refers to the
properties and reactions of enzyme—substrate, enzyme—product, and enzyme—
intermediate complexes.

The Michaelis constant (Ka), dimension [concentration]. One can easily
appreciate from Fig. 4 that the value of the Michaelis constant is obtained when
Vo = Vmax/2. K, is equal to dissociation constant of the enzyme—substrate
complex only in the simple Michaelis—-Menten mechanism, and in all other cases,
it is a complex function of several rate constants (Table 1). However, K, may be
treated for some purposes as an apparent dissociation constant; for example, the
concentration of free enzyme in solution may be calculated from the relationship:

= g ][[Eﬁ] (3.57)

where X[EA]is the sum of all the bound enzyme species. Therefore, as a rule, the
K, is an apparent dissociation constant that may be treated as the overall
dissociation constant of all enzyme-bound species (Fersht, 1999).

The specificity constant (kea/Ka), dimension [concentration™ ' time™']. The
importance of k..t/Ka is that it relates the reaction rate to the concentration of
free, rather than total, enzyme. At low substrate concentrations, when Ky > A,
the Michaelis—Menten equation reduces to

Ka

kca
vy = (ﬁ)EoA (3.58)

At low substrate concentrations, the enzyme is largely unbound and E = E,;
therefore, k..t/Ka is an apparent second-order rate constant, which is not a true
microscopic rate constant except in the extreme case in which the rate-limiting
step in the reaction is the encounter of enzyme and substrate. Only in the Briggs—
Haldane mechanism, when k5 is much greater than k,, k..;/K, is equal to k,, the
rate constant for the association of enzyme and substrate. Recently, Northrop
(1999) raised a serious objection to this classical definition of the specificity
constant, and pointed out that k../K4 actually provides a measure of the rate of
capture of substrate by free enzyme into a productive complex or complexes
destined to go on to form products and complete a turnover at some later time.

The value of keat/Ka cannot be greater than that of any second-order rate
constant on the forward reaction pathway; it thus sets a lower limit on the rate
constant for the association of enzyme and substrate. As a rule, the k.../K, is an
apparent second-order rate constant that refers to the properties and reactions of
free enzyme and free substrate.
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Table 2. Kinetics of pepsin action on synthetic substrates of the type Carbobenzoxy-
His-Phe-X-OMe at pH 4.0 and 37°C

Substrate keat (51 Ks (mM) keat/Ka M~ s71)
Z-His-Phe-Gly-OMe 0.0021 1.6 1.3
Z-His-Phe-Ala-OMe 0.0037 1.8 2.1
Z-His-Phe-Leu-OMe 0.0052 0.5 10
Z-His-Phe-Met-OMe 0.014 0.9 16
Z-His-Phe-Phe-OMe 0.17 0.33 520
Z-His-Phe-Tyr-OMe 0.17 0.29 590
Z-His-Phe-Trp-OMe 0.51 0.2 2550

Adopted from the data of Inouye and Fruton (1967}, and Trout and Fruton (1969).

Thus, the specificity constant gives us a direct measure of the catalytic
efficiency at substrate concentrations that are significantly below the saturating
levels. It is especially useful in distinguishing the specificity of enzyme for
different substrates, particularly if they are structurally closely related (Table 2).

3.10 GRAPHICAL PRESENTATION OF DATA

Michaelis—Menten equation is a segment of a rectangular hyperbola showing a
saturation kinetics (Fig. 4). From the direct plot of v, versus [substrate] in Fig. 4,
itis difficult to determine the kinetic parameters V., and K, with precision, and a
linear transformation of the same would provide better means for the graphical
estimation of Viax and Ka.

The Michaelis—Menten equation can be cast in several linear transformations;
in practice, the most popular are the following:

. 1 1 Ky \1
Lineweaver — Burk (1 —= <—> — .
(1935) w-v-t\v_)a (3.59)
A Ky ( 1 >
Hanes (1932 — =4 A .60
anes (1932) Vo Ve \Vinax (360
Eadie (1942) and Hofstee (1952) Vo = Viax — Ka (%9) (3.61)

Table 3. Properties of the Michaelis—Menten equation, with Ky =1 and Vi, =1

Data point 1 2 3 4 5 —
A 0.25 0.5 1 2 4 oo
Uo 0.2 0.333 0.5 0.666 0.8 1.0
1/A 4 2 1 0.5 0.25 0
1/v, 5 3 2 1.5 1.25 1.0

Afv, 1.25 1.5 2 3 5
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Lineweaver—Burk plot

::E Intercept on abscissa: —1/Kp
Intercept on ordinate:  1/Vimax
Slope: Ka/Vmax
-2 5
1A
Hanes plot
g i
< Intercept on abscissa: —Kp
Intercept on ordinate: Ka/Vmax
Slope: 1/Vimax
= ) 5
A
1.2
Eadie—Hofstee plot
Intercept on abscissa: Vina/Ka
Intercept on ordinate: Vpax
Slope: —-Kj
0 0.2 0.4 06 08 1 1.2

VolA

Figure 5. Linear transformations of the Michaelis—Menten equation (Egs. (3.59)~(3.61)).
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Let us take a numerical example from Table 3, in order to produce the graphical
presentation of the three linear transformations of the Michaelis—Menten
equation (Egs. (3.59)—(3.61)).

Figure 5 shows the graphical presentation of Egs. (3.59)—(3.61), using the
numerical data from Table 3.

Before the advent of computer technology and computational methods, the
linear transformations of the Michaelis—Menten equation were extensively used
for the calculation of kinetic parameters (Allison & Purich, 1979); with the aid of a
linear transformation of rectangular hyperbola, one can calculate with precision
the asymptotes (Vmax and Ku) by linear regression (Fig. 5). The merits of various
transformations were estimated with respect to the statistical bias inherent in
most linear transformations of the Michaelis—Menten equation (Wilkinson, 1961;
Johanson & Lumry, 1961; Johanson & Faunt, 1992; Straume & Johnson, 1992;
Ritchie & Prvan, 1996). The detailed statistical treatment of initial rate data,
however, is presented in Chapter 18.

In the common laboratory practice, by far the most widely used is the Line-
weaver—Burk plot, usually known as the double reciprocal plot; however, the
statistical analysis indicated that it is also by far the worst plot (Dowd & Riggs,
1965). Inspection of Fig. 5 indicates that, in this plot, the weight of experimental
values obtained at low concentrations of substrate is overemphasized, and those
are the values which are associated normally with the largest experimental error.
The Lineweaver—Burk plot has the advantage that it separates the variables. The
Eadie—Hofstee plot has the disadvantage that vy, usually regarded as a dependent
variable, appears in both coordinates; on the other hand, this plot best reveals the
presence of exceptionally bad measurements, with large experimental errors
(Augustinsson, 1948). On balance, the Hanes plot is the most satisfactory of the
three (Hultin, 1967, Fromm, 1975; Rudolph & Fromm, 1979).

An another useful way to examine the experimental data is a plot of log [A]
versus v, (Michaelis & Menten, 1913). With the aid of such a plot, one can
examine the initial velocities of reaction in a very broad range of substrate
concentrations and, although nonlinear, the plot becomes almost linear if the
substrate concentrations are approximately 0.3—3Ka.

It is sometimes claimed that the spread of computational methods has made
plotting methods obsolete. This claim must be definitely discarded. There are good
reasons why plotting methods are essential, not only for publishing the
experimental results but also for their analysis. The human eye is much less easily
deceived than any computer program currently available and is capable of
recognizing unexpected behavior even if nothing currently available is described in
the literature (Cornish-Bowden, 1995). Further, in the common laboratory
practice, the experimental data are usually inspected by plotting methods in the
first place. The plotting methods are used very easily at the laboratory bench while
an experiment is still in progress, so that one has an immediate visual idea of the
likely parameter values and of the design needed for defining them precisely.

For definitive work, it is unwise to use any plot, linear or otherwise, for esti-
mating the parameters. Instead, a suitable statistical procedure supported by a
computer program must be used, as outlined in Chapter 18.
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3.11 DIMENSIONAL ANALYSIS

At this point, it is appropriate to introduce the important subject of dimensional
analysis of the double reciprocal plots, a subject that was mentioned in the
preceding chapter (Section 2.9). In the scientific and technical literature, the
presentation of double reciprocal plots falls into two main categories (Fig. 6).

Figure 6. Dimensional analysis of double reciprocal plots.

In the first case (A), the reciprocal value of the initial rate of reaction
(vo, dimension: mol liter™* s™7) is shown as the function of the reciprocal sub-
strate concentration (A, dimension: mol liter ). The slope of this plot is equal to
Ka/Vmax and has a dimension of time (s). The advantage of this presentation is
that the knowledge of the actual concentration ofenzyme (E,) is not required.

In the second case (B), the reciprocal value of the apparent catalytic constant
(kAFP = v, /E,,dimension: s7!) is plotted against the reciprocal substrate con-
centration. In this case, the slope of the plot is equal Ka/kc,: (remember that
keat/Ka is the specificity constant with dimensions M™* s™%).

The first plot (A) is easily transformed into the second plot (B), simply by
dividing all initial rates of reaction, v,, with the concentration of enzyme, E,.
Therefore, the difference between the two presentations appears trivial. However,
this is not the case, because both presentations appear in the literature; a failure to
appreciate the difference can produce serious inconveniences with bisubstrate and
trisubstrate reactions and especially with the interpretation of replots of slopes and
intercepts on ordinate, because of the difference in dimensions (IUBMB, 1992).
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Chapter 4

Derivation of Rate Equations

The derivation of rate equations for simple monosubstrate reactions was descri-
bed in Chapter 3. For bisubstrate reactions, the derivation is usually much more
complex, and requires the application of a special mathematical apparatus and
special mathematical procedures.

4.1 VELOCITY EQUATIONS FOR RAPID EQUILIBRIUM
SYSTEMS

Velocity equations can be obtained easily, even for seemingly complex systems, if
rapid equilibrium conditions prevail. No derivation is really necessary. In fact, the
velocity equation for any rapid equilibrium system can be written directly from an
inspection of the equilibria between enzyme species (Briggs & Haldane, 1925;
Fromm, 1975; Wong, 1975; Fromm, 1979).

Let us illustrate this statement with the following example, a rapid equilibrium
bireactant system:

KlA
E + A === EA
+ +
B B

(4.1)

ﬂ\K\B ﬁ\KB

Ka o Keat
EB + A = EAB — EPQ

We start by writing the velocity dependence equation:
Uo = Kkeat[EAB] (4.2)
and by writing the sum of all forms of the enzyme:
[Eo] = [E] + [EA] + [EB] + [EAB] (4.3)
Dividing Eq. (4.2) by Eq. (4.3), we obtain

vo et [EAB]
[Eo] ~ [E] + [EA] + [EB] 1 [EAB] (4.4)

Now all we need to do is express the concentration of each species in terms of [E].
If we substitute keatlEo] With Vinax, we shall obtain

51
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Vo )

[EA]_[EB]  [FAB @5
B E

After substituting the concentrations of various forms of enzyme with kinetic

constants, we obtain
A B
‘7 ax ( [ ][ ] >

v():

KiaKz
1], [B], [A][B] (46)
Kis Kp KiaKp

Also, after rearranging, we obtain a usual velocity equation for the Rapid
Equilibrium Random bisubstrate mechanism:

— VmaxAB (4 7)
® 7 KiuKs + AKg + BKs + AB '

v():
1+

v

4.2 NET RATE CONSTANT METHOD

In 1975, Cleland introduced the net rate constant method to simplify the
treatment of simple enzyme kinetic mechanisms that do not involve branched
pathways (Cleland, 1975). This method can be successfully applied to obtain rate
laws for isotope exchange. Since the net rate constant method allows one to
obtain Vi,../Ky and Ky in terms of the individual rate constants, this method has
the greatest value for the characterization of isotope effects on Viax/Kym and Ky
(Huang, 1979; Purich & Allison, 2000).

4.2.1 Uni Uni Monosubstrate Mechanism

Let us start to illustrate the method with the simplest Uni Uni monosubstrate
mechanism:

kA k3

E EA_% EP_% [ E+P (4.8)

ka

To start with, reaction (4.8) is first converted to a series of unidirectional rate
constants (indicated by primes). The steady-state flux through each step is given
by

E_%_,BA_% EP_% E4pP (4.9)

where each step has an associated net rate constant k;'. Since the mechanism is a
linear series, the rate for the overall reaction is the sum of the inverse of the net
rate constants through the individual steps.
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Thus, the rate equation is

DT (4.10)

First, one has to express the net rate constants in terms of the actual rate
constants. For any irreversible step, the net rate constant and the actual rate
constant is identical; thus,

k;=k; and k, =k, (4.11)

Moving leftward, we express k,’ as the real forward rate constant, k,, multiplied by
the factor that relates the fraction of EA reacting in the forward direction as
opposed to the fraction that returns to E. Note that all bimolecular rate constants
must be transformed into monomolecular, by multiplying by the concentration of
substrate or product. Thus, we obtain

Ak

Now, returning to Eq. (4.10) and substituting the k; terms, we obtain

Equation (4.13) can be written in the Michaelis—Menten fashion as

Kok,
Yo (k3 n k4>A

B, Ktk (414)
ky(kes +kg)
Equation (4.14) shows the composition of kinetic constants:
_ ksk,Eo _ k(s +k3)
max — k3 +k4 and KA = kl(k3 +k4) (415)

When the goal is to obtain Vi,ay Or Vinax/Ka, the following procedure avoids the
need to derive the entire rate equation.

First. Vmax 1S obtained at saturating A concentrations, such that &, will be
infinite and the (1/k/) term drops out, so that Viax becomes

Second. Vy./Kaisobtained as A is extrapolated to near zero. In this case, the
k/ term becomes the smallest net rate constant, and
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Vmﬂ.x
Ka

_ p  kiksAE,
=fiko = ks + k3

4.2.2 Ordered Uni Bi Mechanism

The above process will be repeated with a more complex Ordered Uni Bi
mechanism:

koA ks ks k,
E : EA . EPQ —— EQ —= E+0Q (4.16)
ke ky keP

First, reaction (4.16) is converted into a series of unidirectional or net rate
constants. The steady-state flux through each step remains the same as above,
and we obtain
k{ ky ky k;
E EA EPQ EQ E+Q (4.17)
Because the mechanism is again a linear series, the rate for the overall reaction is
the sum of the inverse of the net rate constants through the individual steps:

Vo 1
E, 1 1 1T 1

TR R
ki ki kI k;

(4.18)

where the net rate constants must now be expressed in terms of the actual rate
constants, bearing in mind that all bimolecular rate constants must be
transformed into the monomolecular rate constants by multiplying with the
concentration of substrate or product.

We start with the only irreversible step in the mechanism in reaction (4.16); for
that irreversible step, the net rate constant and the real rate constant are
identical:

k; =k, (4.19)

Moving from right to the left, we express k, as the real forward rate constant
multiplied by a factor that relates the fraction of EQ reacting in the forward
direction as opposed to the fraction that returns to EPQ. In this case, since
k] = k;, we obtain

1 _ k7
5 =k (2 s (4.20)
Again, moving from right to the left, we obtain
k !
! 5
k3 - k3 <k4 + ké) (4-21)

Then, replacing k; from Eq. (4.20), we obtain
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( kksky )
k; + kP ksksk
k= 7 - 3Ks5K7 .
3 (k L Kk \ Ry +Roky + Kk (4-22)
4 k7 + kf,P
Also, again we deal with the leftwardmost term k,':
klAk !
r__ 3
Voke k) (4.23)

which upon substituting k, from Eq. (4.22), gives
kiksksk,A

Now, we shall return to Eq. (4.18) and substitute all the k; terms:
—— EO
S S S S S
ki ky ki Kk
. kyksksk, EoA (4-25)
0

= Ky (kaky + koks + kgky) + kakokeP
+ ky(kgke, + kyky + ksk, + ksks)A + kike (kg + k,)AP

4.3 METHOD OF KING AND ALTMAN

In principle, the steady-state rate equation for any enzyme mechanism can be
derived in the same way as that for the simple reversible monosubstrate
Michaelis—Menten mechanism. What we need is to write down expressions for
the rates of change of concentrations of all of the intermediates, set them equal to
zero and solve the simultaneous equations that result, as described in Chapter 3
(Sections 3.1-3.4). In practice, however, this method is extremely laborious and
liable to error for all but the simplest monosubstrate mechanisms (Fromm, 1975;
Wong, 1975; Chou, 1990).

In 1956, King and Altman have described a schematic method that is simple to
apply to any mechanism that consists of a series of reactions between different
forms of one enzyme. For the application of this method, it is necessary that all
enzyme species in the mechanism are connected by reversible reactions. It is not
applicable to non-enzymatic reactions or to reactions that contain non-enzymatic
steps.

The method of King and Altman rendered an invaluable service to enzymology
because, with its help, the rate laws for many major reaction mechanisms in
enzyme kinetics were developed. It is not necessary to understand the theory of
the King-Altman method in order to apply it in practice, and indeed the theory
is considerably more difficult than the practice. Therefore, we shall describe in
the following sections the derivation of rate laws for several simple mechanisms
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with the aid of the King—Altman method, with the emphasis on the practical
application of the method, rather than its mathematical background.

4.3.1 Uni Uni Monosubstrate Mechanism

In Chapter 3 (Section 3.4), we have derived the rate law for the reversible
Michaelis—Menten mechanism with two central complexes (Reaction (3.31)) with
the aid of the steady-state approximation. We shall proceed now with the
derivation of the same rate law with the aid of the King—Altman method. In order
to apply the King-Altman method efficiently to a specific mechanism, a rigorous
procedure must be strictly followed (Fromm, 1975; Wong, 1975; Purich & Allison,
2000).

The first step in the King—Altman method is to write the mechanism of
enzymatic reaction in the usual form (Reaction (3.31)):

ky k k
E—2 . pFA —> EP —— E

ko ky keP

The second step is to draw a master pattern which represents the mechanism by
a reaction which shows all of the enzyme species and the reactions between them.
The master pattern must contain only closed loops, without loose ends. All of the
reactions must be treated as first-order reactions; for example, the second-order
rate constant k, is replaced with the pseudo-first-order rate constant k,A, by
including the concentration of substrate A.

EP

In the third step, it is necessary to find all partial patterns from the master
pattern. Every partial pattern: (1) consists only of lines from the master pattern,
(2) connects every enzyme species, and (3) contains no closed loops. Each partial
pattern will contain one line fewer than the number of enzyme species.

kA kA
E<________.—-;(~_J EA E :k:z EA
] 2

ks /f ka ks \KeP

EP EP
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For each partial pattern and for each enzyme species, the product of the rate
constants in the pattern leading to that species is written down. For example, for
E, the first pattern gives a product kk,, from

ko
E€—EA
Ks
EP

The arrowheads are drawn so that from any starting point, the arrows lead to the
appropriate species, with only one arrow from each other species.

Since there are three enzyme species and three partial patterns, we shall have
nine product expressions:

I 1I III

E kk, E kk, E ks,
EA k1k4A EA klksA EA k4k6P
EP k1k3A EP k2k6P EP kskéP

The fraction of each enzyme species in the steady-state mixture, the enzyme
distribution equation, is the sum of all its products obtained from all partial
patterns, divided by the sum of all products:

(B] Kok, + koks + ksks

[E,] denominator (4.26)
[EA]  kikyA + kiksA + kokoP
[Eo] denominator (4.27)
[EP)  koksP + kskoP + kik;A
[Eo] denominator (4.28)

Denominator is equal to the sum of all, in this case, nine products:

Denominator = (kaks + kaok, + ksks) + ky(ks + kg + ks)A + ke (ko + kg + ky)P
(4.29)

The initial rate of reaction (v,) is equal —dA/dt or dP/dt. If we consider the
product, there is only one step that generates P (EA — EP), and only one step that
consumes P (EP — EA).Therefore,

d.P (klkSkSA - k2k4k6P)Eo

Vo =745 = ky[EA] — ky[EP] = denominator

This equation is identical with Eq. (3.36) obtained previously with the initial
velocity treatment.
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A comparison of the derivation procedure for Eq. (3.36) described in
Chapter 3 (Section 3.4) with the derivation procedure of the King—Altman
method, clearly shows the advantage of the latter method. With increased
complexity of mechanisms, the advantage of the King—Altman method increases
dramatically.

4.3.2 Ordered Bi Bi Mechanism

Let us consider a more complicated mechanism, an Ordered Bi Bi mechanism
which is very common with bisubstrate enzymes. In this mechanism, an enzyme
reacts with two substrates in an ordered fashion affording two products, which
are also released in an ordered fashion,

kA k3B ks k;
E —— EA —— (EAB == EPQ) EQ - E

ka ky keP ksQ (4.30)
1 2 3 4 1

Let us proceed with the derivation of a rate law for this mechanism with the aid
of the King-Altman method. First, let us draw a master pattern as a closed loop,
showing all enzyme forms and the reaction between them (Fig. 1).

kiA &
1 % > 2
ka
ksQ || ks ke Hkaa
d k5
4 4 > 3
keP

Figure 1. The King—Altman master pattern for an Ordered Bi Bi mechanism.

Second, let us draw all partial patterns from the master pattern. Since the
mechanism has only four enzyme forms E, EA, (EAB==EPQ) and EQ, which are
connected in a single closed loop, there will be four partial patterns:

I I e

| I 1] v

Write all product expressions for each partial pattern and for each enzyme
species, keeping in mind the rules outlined in Section 4.3.1. Since here are four
partial patterns and four enzyme forms, there will be 16 product expressions
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(for the sake of simplicity, we shall abbreviate the rate constants with their
subscripts, such ask, =1, k, =2, etc.).

Enzyme species Pattern I Pattern II Pattern III Pattern IV
E P.2.4.6 B.3.5.7 2.5.7 2.4.7

EA AP.1.4.6 PQ.4.6.8 A.1.5.7 Al14.7
EAB = EPQ ABP.1.3.6 BPQ.3.6.8 PQ.2.6.8 AB.1.3.7
EQ AB.1.3.5 BQ.3.5.8 Q.2.5.8 Q.2.4.8

After all 16 rate constants were successfully identified, one can easily sort them
out in the form of enzyme distribution equations:
[E] P.24.6+B.3.57+257+24.7

(Eo) denominator
[EA] AP.14.6+PQ4.68+A157+A147
[Eo] denominator
[EAB| ABP.1.3.6 + BPQ.3.6.8 + PQ.2.6.8 + AB.1.3.7
[Eo] denominator
(EQ] AB.1.35+BQ.358+Q258+Q.248 (4.31)
[Eo] denominator '

The next step is to sort out all product expressions in a coefficient form, in
order to make further operations easier. In doing so, we shall revert to the usual
notation for rate constants:

Constant = kok,(k, + ks) (CoefPQ)PQ = kekg(k, + k,)PQ
(CoefA)A = kiky (kg + ks)A (CoefAP)AP — k;k ks AP

(CoefB)B = kyksk,B (CoefBQ)BQ = ksksksBQ

(CoefP)P = kok,ksP (CoefABP)ABP = kyk,keABP  (+32)
(CoefQ)Q = kaks (k, + ks)Q (Coef BPQ)BPQ = k;ksksBPQ

(CoefAB)AB = kyk,(ks + k,)AB

The net steady-state velocity is then the net rate given by the difference
between the forward and reverse velocities of any step. If we choose EA, there
is one step that generates EA (E+A—EA) and one step that consumes
EA (EA— A+E), so we have

Vo = ky[E][A] — k. [EA] (4.33)

From Figure 1, it follows that the net rate that generates EA is equal k,ksksPQ
and the net rate that consumes EA is equal kskk,B. Now, the rate law for reaction
(4.33) can be written in the following form:
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denominator denominator

ve = [kl[EonAj (—"B"Ski)] - [kz[Eo} (M)] (4.34)

The denominator in this equation is a sum of all rate constants in Eq. (4.31).
Consequently, one can write the rate Eq. (4.34) in terms of rate constants, and
then proceed further by grouping the rate constants in a coefficient form:

. = (Numerator,AB — Numerator, PQ)E,
® ™ Constant + (CoefA)A + (CoefB)B + (CoefAB)AB + (CoefP)P

+ (CoefQ)Q + (CoefPQ)PQ + (CoefAP)AP
+ (CoefBQ)BQ + (Coef ABP)ABP -+ (Coef BPQ)BPQ (4.35)

The numerator terms in this equation have the values:
Numerator; = k;ksksk, Numerator, = k,k,keks (4.36)

Now, one can proceed one step further by grouping the rate constants in the form
of Michaelis parameters:

Ky = CoefB Kip = Constant _ CoefP v, = Numerator,
CoefAB CoefA  CoefAP CoefAB

Ko = CoefA Ko — Constant _ CoefB _ Numerator,

B~ CoefAB ~? CoefQ CoefBQ ° CoefPQ

Kp = CoefQ Ko — CoefAB _ Numerator, (4.37)
CoefPQ P~ CoefABP ' Numerator,
CoefP CoefPQ

Ko =ToetPq X8 = GoefBPQ

4.3.3 Transformation of the Velocity Equation

Equation (4.35) is the rate law for the Ordered Bi Bi mechanism written in terms
of all rate constants in the mechanism. It is necessary now, for practical purposes,

to rewrite the rate law in terms of kinetic constants. The process is shown by
Eq. (4.38) (Schultz, 1994).

numerator; numerator, numerator, numerator, numerator,
Vg ( coefAB  coefPQ ) _< coefAB coefPQ numerator 1) Q
E, (constant numerator, coefA) (coefA numerator2> A
coefAB  coefPQ coefA coefAB coefPQ

coefB numerator, coefAB numerator, AB
coefAB  coefPQ coefAB  coefPQ

coefP numerator, numerator,
coefAB coefPQ numerator,
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+ coefQ numerator, numerator,
coefAB coefPQ numerator,

+

coefPQ numerator, numerator,
coefAB coefPQQ numerator,

+

coefAB coefPQ numerator, coefP

_+_

(coefAP numerator, numerator, coef P)

coef BQ numerator, coefB) 0 (coefABP numerator,

coefAB coefPQ coefB >ABP

coefAB  coefPQ

coef BPQ numerator, numerator,
( coefAB  coefPQ numeratorl) PQ (4.38)
With the foregoing definition of kinetic constants, Eq. (4.38) can be reformulated
into the kinetic form, and thus written by using the kinetic parameters only:

PQ
"*Vz( 'm)

KVi, KeVi, WA
P+=21Q4+ 1P

Keq Keq Q Keq Q

14

I(iBKeq

Vg =

KisnKgV, + KgVoA + KoV,B + V,AB +

KoV 4p  KaVa

TRk T K

BQ +

\%

I—(-Z—ABP + BPQ (4.39)
iP

This equation is quite general and describes the effect of reactant concentrations

on rate, not only at the start of reaction, in the complete absence of P and Q, but

at any time during the approach to equilibrium.

4.3.4 Transformation of Distribution Equations

Enzyme distribution equations for the Ordered Bi Bi system (Eq. (4.31)) are written
in terms of kinetic constants and substrate concentrations. They all have the same
denominators as the rate equation and thus, if they are multiplied by the same
factors given in Eq. (4.38), used to convert the rate equation into kinetic constant
form, their denominators will also be expressed in terms of kinetic constants. The
terms in the numerators of these equations represent entire denominator terms,
which are easily expressed in terms of kinetic constants, except when some deno-
minator terms are split between the numerators of two or more equations. There are
two split denominator terms in Eqgs. (4.31). The rate constants multiplying AB and
PQin the numerator of the [EAB}/[E,] distribution are only parts of (coefAB) and
(coefPQ), respectively; the other part of (coefAB) comes from the [EQ]/[Eo]
distribution, and the other part of (coefPQ) comes from the [EA]/[E,] distribution.

In such cases the numerators can be expressed in terms of kinetic constants
only if certain rate constants can be expressed in terms of kinetic constants. This
process, which is analogous to the transformation of the rate Eq. (4.38), is shown
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for the transformation of a split numerator term in the [EAB]/[E,] distribution
for the (coefAB) term.

_kiksk, (numerator,) , . kiksk,V, _ V,AB
kikeolerAB = = efAB) (coofPQ) L~ Kkylks + o) L T T3 kgl (440
k kT 7 Koo (44
kiksk,AB = (V2 ‘;}KQ>AB (4.42)
iQ

In Eq. (4.42), the numerator term k,k5k, is transformed into the kinetic constant
form. Transformations (4.40)—(4.42) are possible only because the rate constants
k; and k, can be expressed in terms of corresponding kinetic constants (Eqgs.
(4.41)) (Section 9.2). If this is not the case, the corresponding distribution
equation cannot be calculated; several examples for such a limitation of the
method are found in Chapter 9 and in Chapter 12.

4.3.5 Calculation of Haldane Relationships

In order to calculate the Haldane relationship for the Ordered Bi Bi mechanism,
the concentration of one pair of reactants must be set to zero (Cleland, 1982).
If the concentrations of A and B is negligible, it is expected that the general rate
Eq. (4.39) reduces to the rate equation for the reverse reaction in the presence of
P and Q, and absence of A and B:

vo = —V2P9 (4.43)
® " KigKp + KpQ + KoP + PQ 4-43
On the other hand, when A = B = 0, the general rate Eq. (4.39) becomes
—V,V, PQ
Vo = Kea (4.44)
KiKsV, +-20p  BVh 0+ Y po
Keq Keq
Multiplying the numerator and denominator with Keq/V;, we obtain
Vo = =VaPQ (4.45)
e~ Ke K' K i
~—“—§—‘3E+KPQ+KQP+PQ
i
Equations (4.43) and (4.45) must be identical. Therefore,
K Kin KV,
——‘*—%B— = KioKp (4.46)

Equation (4.46) can be rearranged in the form of a Haldane relationship:
_ V1KiQKP
Keq - V2KiAKB (447)
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The other Haldane relationship for the Ordered Bi Bi mechanism is

_ (ViY'KepKq
Keq - (V2> KiBKA (448)

4.3.6 King—Altman Patterns

The first task in the application of the King—Altman method is to write down the
correct mechanism. The second task is to write all possible patterns from
the mechanism. This is the difficult part, because some patterns may be easily
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Figure 2. The King—Altman patterns for major bisubstrate and trisubstrate mechanisms.

NZoa 8
W\ T

/N T
é



64 COMPREHENSIVE ENZYME KINETICS

omitted or overlooked. Figure 2 and Table 1 show the King—Altman patterns for
the major types of bisubstrate and trisubstrate mechanisms.

Table 1. Assignment of King—Altman patterns shown in Fig. 2 for major steady-state
mechanisms

Triangle
Uni Uni (Section 4.3)
Ordered Uni Bi (Section 9.4)
Theorell-Chance (Section (9.3)
Square
Ordered Bi Bi with one central complex (Section 9.2)
Ping Pong Bi Bi (Section 9.5)
Pentagon
Ordered Ter Bi (Section 12.3)
Ordered Bi Bi with two central complex (Section 9.2)
Hexagon
Ordered Ter Ter (Section 12.4)
Bi Bi Uni Uni Ping Pong (Section 12.4)
Bi Uni Uni Bi Ping Pong (Section 12.4)
Hexa Uni Ping Pong (Section 12.4)
A crossed square
Steady-State Random Bi Uni (Section 9.6)

The last example in Figure 2 clearly shows why, in complex cases, the finding
of partial patterns from the master pattern is the most difficult part of the
King—Altman method. Often, especially in complex mechanisms, it is not easy
to write down all possible King—Altman patterns, and errors are a common
occurrence.

The patterns containing one less line than the basic figure represent all the ways
any one enzyme species can be formed from the others by path not involving
closed loops. The total number of interconversion patterns is given by

m!

number of patterns with (n — 1) lines = m=Dl(m-n+1

(4.49)

where 7 is the number of enzyme species or the number of corners in the basic
figure and m the number of lines in the basic figure.

Let us take the last example in Table 1, the Steady-State Random Bi Uni
mechanism. The number of enzyme species or corners in the basic figure is four
and the number of lines is five. Thus,

number of patterns with (n — 1) lines = : =—=10
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However, two King-Altman patterns contain closed loops:

/N N/

and, therefore, the total number of patterns must be diminished by two, which
bring us to 10-2 = 8 King—Altman patterns shown in Fig. 2.

44 THE METHOD OF CHA

The King—Altman method is convenient and simple to apply to any of the simpler
enzyme mechanisms. However, complex mechanisms often require very large
number of patterns to be found. The derivation is then very laborious, and liable
to errors on account of overlooking patterns or writing down incorrect terms.
Therefore, the King—Altman method is not practical for analyzing complex
mechanisms with six or more enzyme forms. In general, for complex mechanisms,
it is better to search for means of simplifying the procedure.

In this respect, very efficient modifications of the King—Altman method have
been described by Wong and Hanes (1962), Volkenstein and Goldstein (1966),
Gulbinsky and Cleland (1968), Fromm (1975) and others. A special attention
deserves the method of Cha (1968) which is a very useful and a very widespread
simplification of the King—Altman method (Topham & Brockelhurst, 1992).

Cha (1968) has described a method for analyzing mechanisms that contain
steps in equilibrium that is much simpler than the complete King—Altman
analysis because each group of enzyme forms at equilibrium can be treated as a
single species. Thus, the method of Cha provides for a condensation of King—
Altman patterns and shortens considerably the procedure of derivation.

In order to illustrate the Cha method, let us consider the Ordered Bi Bi system
that contains the rapid equilibrium segments (Reaction (4.50)).

_ KoA r
E = EA 2
. = }
ellea |
? =
EQ (EAB=EPQ)

ks

The shaded area represents the rapid equilibrium segments. The binding and
dissociation of the first substrate and the last product are both significantly faster
than the other steps in the above reaction. The King—Altman master pattern can
now be condensed into only two lines connecting X and the central complexes
(EAB + EPQ), where [X] = [E] + [EA] + [EQ] (Reaction 4.51).
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OtkaB
m
X (EAB + EPQ) (4.51)

N e

ks

Thus, the King—Altman master pattern has now only two corners instead of four
and consequently only two partial patterns. However, only a proportion of X will
react now in one direction and an another proportion of X in the other direction.
The symbols « and f now represent the fractional concentrations and stand for
the relative proportion of the rapid equilibrium segment, X, that actually is
involved in the given reaction. That is, of all the species comprising X, only EA
will react with B to yield EAB and, in the opposite direction, only EQ will react
with P to produce EPQ.

Now, one can begin the implementation of the Cha method by starting with the
rapid equilibrium treatment first. Using the rapid equilibrium treatment of the
(EQ « E « EA) segment, we shall obtain

ﬁ ks A
X] A _Q k_ ks koky + kik, A + Kok Q '
1+KA+K 1+k2A+7c;Q
Q @Q
p=E_ KQ = kaksQ (4.53)
[)q falall _Q_ e § - k2k7 + k1k7A + kngQ )
1 + X + Ko A + Q

Now, we can leave the rapid equilibrium treatment and proceed with the
King—Altman treatment. The rate constants ok, and Bke in reaction (4.51) now

represent the effective or apparent rate constants. The enzyme distribution
equations are now:

X] k4 tks and [EAB + EPQ]  akyB + fkeP

[Eo] ~ denominator [E;]  denominator (4-54)

where denominator is the sum of both numerators. The velocity equation is
obtained from the steady-state equation:

Vo = k3[EA|[B] — k,[EAB + EPQ] = ak[X][B] — k,[EAB + EPQ) (4.55)
After the substitution of [EA] from Eq. (4.52) and [EAB+EPQ] from Eq. (4.54)

into the above equation, we obtain the rate equation containing only the rate
constants and the concentration of reactants:
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Vo _ aksksB — BkyksP
[Eo] k4 + ks + ok3B + BkeP (4.56)

After the substitution of fractional concentrations of EA and EQ, « and §, into the
above equation, we obtain

& _ k1k3k5k7AB - k2k4k6k8PQ
[Eol ~ kaky (ks + o) + Koy (kg + ko)A + Kok (kg + k3)Q + KikskoAB + KokeksPO
(4.57)

Equation (4.57) can also be transformed into a usual form containing only the
kinetic constants instead of the rate constants:

PQ
viv.(a8-22)

Vo = (4.58)
K v
VoKinKs + VoKsA + ViKe Q + V,AB + -1 PQ

' Keq Keq

The velocity equation has now the same form as that for the total Rapid
Equilibrium Ordered Bi Bi mechanism (Eq. (8.12)), except that the constants
associated with B and P are the Michaelis constants and the constants associated
with A and Q are the dissociation constants.

4.5 THE SYSTEMATIC APPROACH

The systematic approach for deriving rate equations was first devised by Fromm
(1975) based on certain concepts advanced by Volkenstein and Goldstein
(1966); Volkenstein and Goldstein (1966) have applied the theory of graphs
to the derivation of rate equations. The procedure to be described here is a
modified method that includes the contribution from the above-mentioned
workers and from Wong and Hanes (1962); its underlying principles, however,
are more akin to the graphic method of King and Altman (1956).

Consider an example of the Ordered Bi Bi mechanism, in which an
alternative substrate, A', for the leading substrate, A, is present, and both
substrates afford the same product P in an irreversible step (Purich & Allison,

2000).
EAB P EAB
T -
EA E — EA

The first task is to draw a correct graph for the enzyme mechanism in reaction
(4.59).
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() 3)

EA'B EAB

k. 4 k1A
ER &=—==2 EA
@ koA %)) K-y 2)

Each enzyme-containing species is assigned a node number. For each node, a
node value is written, which is simply a summation of all branch values (rate
constants and concentration factors) leading away from the node.

(1) = kA + kA

(2) =k_, + k,B

(3) =k_2+ks (4.61)
(4) =k_4+ kB

(5) = k_5 + ke

The determinant for a given enzyme species is equal to the noncycling terms
generated by multiplying together all the node values, excluding its own. Thus,

(E) = (2)(3)(4)(5) = (ks + koB) (k2 + k3)(k_4 + ksB) (k_s + ks)
(EA) = (1)(3)(4)(5) = (kuA + kgA') (k2 + k) (kg + ks B) (k—5 + ko) (4.62)
(EAB) = (1)(2)(4)(5) = (knA + kyA") (k-1 + k2B) (k4 + ksB) (k_s + ko)

The cyclic terms are those that:

(a) contain the products of reversible steps, in this case kAk_;, k.Bk_,,
kA'k_,, and ksBk_g, and

(b) are the products of closed loops; in this case, k,A'ks;Bke, constituting the
(1)(4)(5) loop and k;Ak,Bks, constituting the (1)(2)(3) loop.

Thus, the main task of the systematic approach is to remove the cycling terms
in the process of expansion. We shall exercise the procedure for removing the
cycling terms with an example of the central complex EAB.

From Eq. (4.62), it follows that

(EAB) = (1)(2)(4)(5) = (knA + kyA') (k-1 + koB) (k4 + ksB)(k_s + ko)
= (kdk_,| + k4A'k_, + kyAkoB + k,A'k,B)
x (k_gk_s + + k_4ke + ks Bks) (4.63)
The cyclic terms—terms that contain the products of reversible steps are readily

identified by their subscripts differing only in positive or negative signs. Thus, in
the first expansion, the terms k,Ak_, and k;Bk_ are removed.
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In the second expansion of Eq. (4.64) we obtain
(EAB) = (kyA'k_ + kyAkoB + kyA'koB) - (k_yk_5)
(g + rleaB + Ky AkB) - (_gks)
+(kghll_s + kiAkB+ kAk:B) - (ksBk) (4.64)

In the first and the second row in Eq. (4.64), the products for the first and the last
term afford the terms containing a cyclic term k,k_,, and are to be deleted to
obtain the correct expression. In the last row in the above equation, the products
of the first and the last term afford the terms containing the loop term k,A’k;Bks,
and must be also deleted to obtain the correct expression.

In this way, we have deleted the cyclic terms, and thus obtain

(EAB) = (klAsz)(k—4k—5) + (klAsz)(k—4k6) + (kxAsz)(ksBk6) ( 65)
= k1k2k._4(k_5 + kG)AB + k1k2k5k6AB2 ‘
This procedure is simple and straightforward, and serves to remove the cyclic
terms, both the reversible steps and the loop terms.

When all the loops have been removed, the resulting expression is expanded to
obtain the desired determinant. Thus,

(EAB) = k;kok_4(k_5 + k¢ )AB + ki koksksAB®
(EA) = klk_4(k_2 + ks)(k-5 "'I‘ kﬁ)A + k1k5k6(k_2 + ks)AB
(E) - k__lk_4(k__2 + k3)(k_5 + k6) + [k2k3k_4(k_5 + k6) + k—]kskb(k_g + ks)]B
+ kokskske B (4.66)
The determinants EA” and EA'B can be obtained by the same approach, and the

complete rate equation is expressed, as usual, in terms of rate constants. For this
example, if the common product P is measured, we obtain

Vo k3(EAB) + k¢(EA'B) (4.67)
E, (E)+ (EA)+ (EAB) + (EA') + (EA'B) )

The above example clearly illustrates that the systematic approach has some
advantages over the King—Altman method, in a sense that it does away with pattern
drawing. The systematic approach, described above, can be expanded and made
more efficient by using several simple graphic rules described by Fromm (1975).

4.6 COMPARISON OF DIFFERENT METHODS

For relatively simple mechanisms, all the diagrammatic and systematic
procedures are quite convenient. The King—Altman method is best suited for
single-loop mechanisms, but becomes laborious for more complex cases with
five or more enzyme forms because of the work involved in the calculation and
drawing of valid patterns. With multiple reaction schemes involving four to five
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enzyme species, the systematic approach requires the least effort, especially
when irreversible steps are present, since it does away with pattern drawing.
When the number of enzyme forms reaches six or more in a mechanism with
several alternate pathways, all the manual methods become tedious owing to the
sheer number of terms involved.

Although there are several efficient methods for deriving steady-state rate
equations, one has to be proficient at only one of them since, for a given reaction
scheme, they all lead to the same equation.

4.6.1 Derivation of Rate Equations by Computer

The derivation of a rate equation, whether by the method of King and Altman or
in any other way, is a purely mechanical process. As such, it is ideal for computer
implementation, and a number of computer programs for deriving rate equations
have been described (Rhoads & Pring, 1968; Hurst, 1964,1969; Fisher & Schultz,
1969; Rudolph & Fromm, 1971; Kinderlerer & Ainsworth, 1976; Cornish-Bowden,
1977, Fromm, 1979; Lam, 1981; Ishikawa ef al., 1988; Runyan & Gunn, 1989;
Varon et al., 1997). In almost all cases, the investigators have written computer
programs, many of which require computer programming expertise, in order to
obtain rate equations for complex kinetic mechanisms (Runyan & Gunn, 1989).

Recently, however, Fromm has described a computer-assisted procedures for
deriving steady-state rate equations using only commercial, and widely available
mathematical programs (Fromm & Fromm, 1999); in this way, one can derive
even complex rate equations without a special programming expertise. Thus, with
the advent of computer technology, the derivation of kinetic equations has passed
away from manual algebraic manipulations to more rapid and much more
reliable computers.
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Chapter 5

Linear Inhibition

The catalytic activity of enzymes is inhibited by many hundreds of natural com-
pounds and by many thousands of artificially synthesized chemical compounds.
Inhibitors are chemical compounds that reduce the rate of enzyme-catalyzed
reactions when they are added to the reaction mixture. Inhibition can arise in a
wide variety of ways, and there are many different types of inhibitors.

5.1 CLASSIFICATION OF INHIBITORS

The first major division of inhibitors is into two large groups of compounds:
irreversible and reversible inhibitors. Irreversible inhibitors are enzyme poisons,
often chemically reactive compounds, which enter into chemical reactions with
enzymes, forming irreversibly covalent bonds with the enzyme and reducing its
activity to zero. An enzyme inactivated by an irreversible inhibitor cannot be
reactivated by dialysis or a similar mild physical procedure. Many enzymes are
poisoned by trace amounts of heavy metal ions; this type of inhibition can be, in
principle, reversed by dialysis against chelators such as EDTA or histidine.

A much more important class of inhibitors for the study of enzyme kinetics is
thatof reversible inhibitors. Reversible inhibitors usually form noncovalent comp-
lexes with various enzyme forms and thus lower the amount of enzyme available
for participation in the normal reaction sequence. Reversible inhibitors can be
removed by dialysis, and the catalytic activity of enzyme restored completely.

All reversible inhibitors form dynamic complexes with the enzyme that have
different catalytic properties from those of the free enzyme. Reversible inhibitors
are divided, according to their influence on the kinetic behavior and on kinetic
parameters of the enzymatic reaction, into three major types: (1) competitive,
(2) noncompetitive, and (3) uncompetitive.

It is important to note that the competitive inhibition will take place in enzyme
reactions with one or more substrates or products, whereas the noncompetitive and
uncompetitive inhibition will take place almost only in reactions with two or more
substrates or products (Cleland, 1963; Dixon & Webb, 1979; Fromm, 1979, 1995).

Further division of reversible inhibitors is made according to their influence
on the form of rate equations; thus, we can make a difference between the
linear and a nonlinear inhibition. In Chapter 5, we shall describe the linear
inhibition and in Chapter 6 the main forms of the nonlinear inhibition. Thus,
we could distinguish the various types of inhibition still further by referring to
competitive inhibition as linear, hyperbolic, or parabolic inhibition. Even more
complex forms are possible (Cleland, 1970).

73
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5.2 COMPETITIVE INHIBITION

The simplest explanation for the competitive inhibition is that the inhibitor
binds to the same site on the enzyme as the substrate, forming an abortive,
nonproductive complex; inhibitor and substrate are mutually exclusive (Fromm,
1979, 1995). In other words, the substrate and inhibitor compete for the same
site, so that only one enzyme—inhibitor complex is possible:

Ka Keat

E+A = EA P+ E
+

!

where V; = keatEo. In a simple competitive inhibition, EI is a dead-end complex,
as it can break down only by dissociating back into E and I. Therefore, the
concentration of enzyme—inhibitor complex is given by

K = [—[EEJ% (5.2)

(5.1)

where K; is a true equilibrium constant which is termed the inhibition constant; it
has a dimension of [concentration].

In this model, we must recognize that the total enzyme E, is divided between
three forms: free enzyme E, enzyme-substrate complex EA, and the enzyme—
inhibitor complex EI. Keeping this in mind, a velocity equation in the presence of
a competitive inhibitor can be easily derived from either rapid equilibrium or
steady-state assumptions by an algebraic procedure described for monosubstrate
reactions (Sections 3.1 and 3.2):

VA

(e L) =

Uo=

where [ is the free inhibitor concentration and V; and K have theirusual meanings.

The best-known example for the competitive inhibition shown in reaction (5.1)
i1s the inhibition of succinate dehydrogenase by malonate, a compound
structurally closely related to succinate (Price & Stewens, 1999).

Figure 1 shows the graphical presentation of Eq. (5.3), in three different linear
forms: the Lineaweaver—Burk plot, the Hanes plot, and the Dixon plot.

Equation (5.3) has a form of the Michaelis—Menten equation where the
“apparent” kinetic constants are given by

Vi
(KA)

APP APP I Vl APP
VAP —y, KA =KA(1+E> (K—A) :<_—Ij (5.4)

14—
+Ki
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Figure 1. Competitive inhibition. Linear transformations of the rate Eq. (5.3).

Hence, the effect of a competitive inhibitor is to increase the apparent value of the
Michaelis constant (Ka) by the factor (1+I/K;), to reduce that of the specificity
constant (V;/K,) by the same factor, and to leave V; unchanged.
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5.3 NONCOMPETITIVE INHIBITION

In the simplest monosubstrate case, a noncompetitive inhibitor would have no
effect on substrate binding and vice versa. The inhibitor and the substrate bind
reversibly, randomly, and independently at different sites. The substrate binds to
E and EI, and the inhibitor binds to E and EA; however, the resulting EAI
complex is inactive. The binding of one ligand has no effect on the dissociation
constant of the other; therefore, both binding reactions E+ A= EA and
EI + A = EAI have the same dissociation constant. The kinetic model for this
type of inhibition would be

E+A === EA —— P +E

(5.5)
!

El + A === EAl
- _

However, this case is extremely rare in nature. An example is the noncompetitive
inhibition of phenyllactate versus an amide substrate for carboxypeptidase. In
this case, the initial collision complex of substrate and enzyme has an interaction
with the terminal carboxyl and the arginine on the enzyme, as well as with the
rest of the polypeptide chain, but the aromatic group of the terminal amino acid
is not in the specificity pocket. For it to seat itself requires twisting of the
amide bond, which is the rate limiting and energy requiring step of the reaction.
Thus, phenyllactate can slip into this pocket and prevent proper seating of
the substrate. With an ester substrate, where rotation of the ester bond is not
hindered, the collision complex has the specificity pocket filled, and phenyllactate
1s a competitive inhibitor (Auld & Holmquist, 1974).

This kinetic model is a usual description of a noncompetitive inhibition in
biochemical textbooks, usually without specification that it is a very rare model.

As a rule, a noncompetitive inhibition occurs only if there are more than
one substrate or product (Todhunter, 1979; Fromm, 1995). For example, a
noncompetitive inhibition will take place in a random bisubstrate reaction, when
an inhibitor competes with one substrate while the other substrate is varied.
Thus, the equilibria shown below describe a Rapid Equilibrium Random bisub-
strate system in which an inhibitor competes with A but allows B to bind.

Kia

= EA

Ks
El === | +E +A
+ +

B B

BKM 4 59

EIE st o8 BB fome ks /ENH

where V; = keatEo.
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The general rate equation is

AB
PTG A B T A B 57
Kin K K KiaKs KK
V,AB
Yo = I 1 KizKp I (58)
Kz K3 (1 + 'I<—ls) + AKg + IGB (1 +E>B + AB

where KizKp = KaKip.
The general rate equation can be rearranged to show either A or B as the varied

ligand.
LY (S S WS 8 PO OIS B I (5.9)
o VUTE)TVTTBEUTR) TRla 59
1 1 Ka I Kgy Kia I 1
wov e ()R ()l e

In this case, I will be a competitive inhibitor with respect to A, and a
noncompetitive inhibitor with respect to B (Fig. 2).

From the primary plot of 1/v,, versus 1/B in Fig. 2 one can estimate the value of
K;gK;;/K;;, and from the secondary Dixon plots, the inhibition constants Kj; and
K;. The crossover point in the primary plot can be above or below the axis,
depending on the ratio Kja/Ka.

From Eq. (5.10) one can see that, in the noncompetitive case, the apparent
kinetic constants are given by

V;
VlAPP = KA : I (5'11)
1+ 7 <1 + E)
/AR A 1
2L = (5.12)
Kp Kg |1+ (Kia/A)(1 + I/K;s)
1o (1 N Ki)
(Kp)™™* = Ky | ———7" (5.13)
5

In contrast to the competitive case, the effect of a noncompetitive inhibitor is
to decrease the apparent value of the maximal velocity, V;, by a factor propor-
tional to (1+I/Kj), to decrease the specificity constant, V,/Kp, by a factor
proportional to (1+I/K;), and to change the Michaelis constant, Kg, by a factor
proportional to (1+I/Kis)/(1+I/K).
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Ka > Kin L
A=constant

=

Interceptyp Slopeys
0<A<eg //
A=
; 0 / f 0 /
-Kij -Kis

Figure 2. Noncompetitive inhibition. Rapid Equilibrium Random bisubstrate system
with an inhibitor noncompetitive with B. Graphical presentation of Eq. (5.10), with A as a
constant and B as a variable substrate.
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5.4 UNCOMPETITIVE INHIBITION

In the simplest monosubstrate case, an uncompetitive inhibitor would bind
reversibly to the enzyme-substrate complex yielding an inactive EAI complex;
the inhibitor does not bind to the free enzyme. The kinetic model for this type of
inhibition would be

E+A = = EA P+ E

ﬂ (5-14)

v
EAI

However, this case is not a common one. A very rare example is the reaction
catalyzed by isocitrate dehydrogenase. In this reaction a-ketoglutarate shows a
strong uncompetitive substrate inhibition versus NADPH or CO,, which does not
result from combination with the enzyme—-NADP complex. Presumably, it occurs
by imine formation with a lysine in the central complex. The closure of the active
site exposes this lysine, which must have a low enough pK, to form an imine at
neutral pH. In support of this model, oxalyl-glycine, a mimic of a-ketoglutarate
that binds with equal affinity, does not show the effect (Grissom & Cleland,
1988).

This kinetic model is the usual description of an uncompetitive inhibition in
biochemical textbooks, again usually without specifying that it is a rare case.

As a rule, an uncompetitive inhibition occurs only if there are more than one
substrate or product (Huang, 1990). For example, an uncompetitive inhibition
will take place in a Rapid Equilibrium Ordered bisubstrate reaction, when an
inhibitor competes with B while A is the variable substrate. Thus, the equilibria
shown below describe an ordered bisubstrate system in which an inhibitor
competes with B but does not bind to free enzyme.

K

K»’\ B k:aI
E A = EA > EAB

P+E
+
; (5.15)
K
EAI
The general rate equation is
()
1
KiaK; V.AB
Vo = —— ;&AB B i = : 7 (5.16)
1+E'—1;+K—_iAKB+Kﬂ——iAKi KiAKB+KB<1+E>A+AB

where V, = k..tE,. The general rate equation can be rearranged to show either A
or B as the varied ligand:
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Figure 3. Uncompetitive inhibition. Rapid Equilibrium Ordered bisubstrate system with

an inhibitor uncompetitive with A. Graphical presentation of Eq. (5.17), with B as a
constant and A as a variable substrate.

1_1[ ke 1+£> o (KuKz) 1
ve Wi B K; V.B A



LINEAR INHIBITION 81

1 _ 1 KB I KiAKB 1
v_o‘vl[”f(”&)}*(VlB)A (5.17)
L 1 K, Ka I)1
TV (1+ = +Ki)B (5.18)

In this case, I will be an uncompetitive inhibitor with respect to A and a com-
petitive inhibitor with respect to B (Fig. 3).

From Eq. (5.17) one can see that, in the uncompetitive case, the apparent
kinetic constants are given by

Vit = % (5.19)
1+ B (1 + E)
APP
&) %) 520
K5
(Kin)*F = Kip | ——B—— (5.21)

e L
B K;

One can see from Eqgs. (5.19) —(5.21) that an uncompetitive inhibition is charac—
terized by equal effects on V; and Kja but no effect on V;/Kia.

5.5 CHARACTERISTICS OF LINEAR INHIBITION

In the preceding sections, we have shown that all the rate equations, in the
presence of a competitive, noncompetitive, or an uncompetitive inhibitor, have a
form of a Michaelis—Menten equation, and can be linearized in the Lineweaver—
Burk manner, in the fashion of Hanes, or in the form of Dixon plots:

Competitive: Equation (5.3); linear forms in Fig. 1.
Noncompetitive: Equation (5.7); linear form in Fig. 2 (Eq. (5.10)).
Uncompetitive: Equation (5.16); linear form in Fig. 3 (Eq. (5.17)).

All types of inhibition that have been described in preceding sections are
examples of linear inhibition, because for all of them (1/V)*FF and (K,/V)*F®
display a simple linear dependence on the inhibitor concentration. Linear inhibi-
tion is also a complete inhibition, because the velocity approaches zero if the
inhibitor concentration is high enough.

In the Lineweaver—Burk plot for competitive inhibition in Fig. 1, an intercept
on ordinate is a constant value (1/V;), independent of the concentration of
substrate or inhibitor. However, one can use the primary graph of 1/v, versus 1/4
to create the secondary plot, by plotting the slopes from the primary plots versus
I. A replot of slopes versus I gives
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Ka Ka
Slope = . + <V1Ki>I (5.22)
From Eq. (5.22), one can easily determine K and K;, since V; is known from the
intercepts.

In a noncompetitive inhibition, shown in Fig. 2, one can use the primary plot of
1/v, versus 1/B to create the secondary graph, by plotting the slopes or intercepts
from the primary plots versus /. A replot of slopes or intercepts versus I, at a
constant concentration of A, gives

Intercept, 5 = % (1 + %) + (VKA ”>I (5.23)
1 1
K K Ki K
Slope, 5 = % (1 + 711&) + (V:A ?S)I (5.24)

From the linear plot of Intercept, ;5 versus I, one obtains the value of K;i(1+A4/K4)
as an intercept on abscissa; similarly, from the linear plot of Slope,,g versus /, the
value of Kis(1+A/Kia) is obtained as an intercept on abscissa (Fig. 4).

Interceptya Slopes

4——‘—l(1-—£\| 4_&(1+K_'\
Vil A/

4 0 / t 0 g

A 3
= [1 + _J —Kis(1 + iJ
Ka Kia

Figure 4. Noncompetitive inhibition. Graphical presentation of the intercept (Eq. (5.23))
and the slope function (Eq. (5.24)).

If both 7 and A are the variables, the Dixon plots in Fig. 2 are obtained. The
inhibition constant Kg the dissociation constant of I from the enzyme-—
inhibitor complex, while the inhibition constant Kj; is the dissociation constant of
I from the enzyme—substrate—inhibitor complex. Thus, a noncompetitive
inhibitor has different effects on Vand V/K, with two different inhibitory terms.

In an uncompetitive inhibition, shown in Fig. 3, one can use the primary plot of
1/v, versus 1/A to create the secondary graph, by plotting the intercepts from the
primary plots versus I. A replot of intercepts versus /, at a constant concentration
of B, gives
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1 K K
Intercept, 4 = v (1 + ~§B) + ('V}—BPKT-)I (5.25)
1

with Kij(1+B/Kg) as an intercept on abscissal. Thus, in a similar way, from the
linear plot of Intercept,,s versus /, one obtains the value of Kj(1+B/Kg) as an
intercept on abscissa. If both 7 and B are the variables, the Dixon plots in Fig. 3
are obtained. The inhibition constant K; is the dissociation constant of I from the
enzyme—substrate—inhibitor complex.

The properties of linear inhibitors are summarized in Table 1, where it can be
seen that the effects of inhibitors on VAP, KPP and (V/K APP are simple,
regular and easy to remember.

Table 1. Influence of linear inhibitors on catalytic constants

V APP
Types of inhibition VARR KPP ( ) Equations
(Vmax)
i I
Competitive Vinax Ky (1 + —_) (5.4)
! 14—
(%

Vmax
Ky

Noncompetitive (Vma;) : I . (5.11)—(5.13)
14— 14— 14—
( Kii) ( Kﬁ) ( Kis)
Uncompetitive (Vinax) (Kn) Yonax (5.19)—(5.21)
i bl e
K K

The graphical presentation of rate equations shown in Figs. 1-3 is usually
referred to as Dixon plots, according to Malcolm Dixon (Dixon, 1953).

5.6 DEAD-END INHIBITION IN STEADY-STATE
BISUBSTRATE SYSTEMS

The kinetics of substrates, products, and alternate products define the form of the
rate equation, and are certainly necessary to deduce the kinetic mechanism.
However, they are often not sufficient to do this unequivocally and other kinetic
approaches are necessary, especially when reaction can be studied in only one
direction. One of the most useful approaches in such cases involves the use of
dead-end inhibitors (Cleland, 1970, 1979, 1990).

Dead-end inhibitor is a compound that reacts with one or more enzyme forms
to yield a complex that cannot participate in the reaction. These nonreacting
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molecules compete with substrates for vacant positions in the active site and pro-
duce very specific inhibition effects, in addition to providing evidence concerning
the geometry of the enzyme active site.

The velocity equation in the presence of a dead-end inhibitor can be derived in
the usual manner by the King—Altman method. However, if we know the velocity
equation for the uninhibited reaction, then we can easily write the new velocity
equation as modified by the inhibitor, without going through an entire derivation.
The effect of a dead-end inhibitor is to multiply certain terms in the denominator of
the uninhibited velocity equation by the factor F (F = 1+ I/K;), the fractional
concentration of an inhibitor. The terms multiplied by F, are those representing the
enzyme form, or enzyme forms, combining with the inhibitor. Then, the K; re-
presents the dissociation constant of the specific enzyme form-inhibitor complex.

In rapid equilibrium systems, the relative concentration of any particular
enzyme form is given by a single denominator term in the velocity equation. For
example, in the rapid equilibrium ordered bireactant system (Section 8.2), the
velocity Eq. (8.2) is
_ ViAB
" KizKp + KA + AB

Here, K;,Kg represents free enzyme, KzA represents the EA complex and AB
represents the EAB complex.

However, in steady-state systems, the relative concentration of a particular
enzyme form may be expressed by several denominator terms, and, often, a
particular denominator term represents more than one enzyme form. Generally,
in steady-state systems, the denominator terms multiplied by the factor F are
those which appear in the numerator of the distribution equation for the enzyme
form combining with the inhibitor. If a distribution equation in terms of kinetic
constants cannot be written for the enzyme form combining with the inhibitor,
than K; cannot be calculated kinetically.

To see how velocity equations are affected by a dead-end inhibitor, let us
illustrate the above rule with several examples.

Uo

5.6.1 Dead-end Inhibition in a Ping Pong Bi Bi System

Consider a Steady-State Ping Pong Bi Bi system in which an inhibitor, I,
combines in a dead-end fashion with the free enzyme, E.

N I S

“K (EA==FP)  F (FB==EQ) (5.26)

El

The velocity equation for the forward reaction, derived from steady-state assump-
tions, and in the absence of any products of reaction, is (Eq. (9.59))

. V.AB

" KsA+KaB+AB

Uo
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The distribution equation for E/E,, in the absence of P and Q, is (Eq. (9.58))

E _ KiB
E, KsA+KaB+AB

The I combines with E. Thus, in the presence of I, the KaB term in the
denominator of the velocity equation is multiplied by the factor (1+I/K;):

V.AB

UO = I (5'27)
KgA +KAB(1 + —) +AB
Ki
The two reciprocal forms of Eq. (5.27) are
L L Increasing /
Va Vg
=0
s
ifhﬁ] / ‘_i's.“ﬁ)
Vi L B il A
0 1 0 1
A B
Slopeqya Interceptys
O<A<ao
Stope = l[&] /
VLK
4——& A=cc
Yi
-K: 0 I K 0 I

Figure 5. Dead-end inhibition in a Ping Pong Bi Bi system, when an inhibitor binds to the
free enzyme, producing an EI complex. Graphical presentation of Egs. (5.28) and (5.29).

1 1 Kg\ K, IN1 1 1 Ky I> <K3>1
= e =4 - |14 — bl Rk
%o Vl<1+B>+Vl <1+K1>A v Vl[+A (1+Ki *\v,)B
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11 Ky Ky I\1
u‘<,‘vl(1+1%)+vl(+ )A (528)
11 Ka I Kp\ 1
5;- V1 [1+ (1+K>] <V1>E (529)

Figure 5 shows the graphical presentation of Eqs. (5.28) and (5.29).

Thus, I is a competitive inhibitor with respect to A if B is constant, but I
becomes an uncompetitive inhibitor with respect to B, ifA is constant.

It is unlikely that an inhibitor would combine with either of the two central
complexes, since all ligand-binding sites are occupied. If such a combination did
occur, K; could not be determined kinetically.

5.6.2 Dead-end Inhibition in a Rapid Equilibrium Ordered Bisubstrate
System

In Section 5.4, a case of a dead-end inhibition in a Rapid Equilibrium Ordered
bisubstrate system was described. One can compare this system with the following
example.

5.6.3 Dead-end Inhibition in a Steady-State Ordered Bi Bi System

In this system, a frequent case is when a dead-end inhibitor combines with EA

L T 1
B EA  (EAB=EPQ)  EQ £ (5.30)
?
EAI

In an Ordered Bi Bi system, and in the absence of products, the distribution
equation for EA, is (Eq. (9.13)):

EA V2KpA
E,  denominator of velocity equation

Thus, the KgA term in the denominator represents the EA complex, and we
must multiply the KgA term in the rate Eq. (9.15) (Chapter 9) with (1+I/Kj).
Accordingly, in the absence of products, the rate equation in the presence of I
becomes

V.AB
KinKp +KBA(1 +Il(_) + KaB + AB

i

Vo = (5.31)

or, in the reciprocal forms:
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11 Kp I Ky KiaKg\ 1
%"V, [” B <‘+Ki)] * Vl.(” KB ) A (5:32)

1 1 K Kg Kan INV\1
5:—71<”A>+v1(” A +E)B (5:33)

Figure 6 shows the graphical presentation of Egs. (5.32) and (5.33).
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Figure 6. Dead-end inhibition in a Steady-State Ordered Bi Bi system, when an inhibitor
binds to the EA complex, producing an EAI complex. Graphical presentation of Eqgs. (5.33)
and (5.32).

1 1 K\ K Ka IN1
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This time, I is a competitive inhibitor with respect to B if A is constant, but I
becomes an uncompetitive inhibitor with respect to A, if B is constant. This is a
situation exactly opposite to that in the Ping Pong Bi Bi system.

It is unlikely that an inhibitor would combine with either of the two central
complexes, since all ligand-binding sites are occupied.

One of the most useful functions of dead-end inhibitors is in verifying ordered
addition of substrates in cases where product inhibition studies cannot or do not
give an unequivocal answer. This is one of the main reasons why the application
of dead-end inhibitors gained the popularity in enzyme kinetics (Leskovac et al.,
1998, 1999). For this purpose, Fromm (1979) has developed a set of rules which
are helpful in the identification of various mechanisms with the aid of dead-end
inhibitors (Table 2).

Table 2. Use of dead-end competitive inhibitors for determining bisubstrate kinetic
mechanisms (Fromm, 1979)?

Dead-end inhibitor 1 plot 1 plot

Mechanism competitive with substrate A B
Random Bi Bi and A Competitive Noncompetitive
Random Bi Uni B Noncompetitive = Competitive
Ordered Bi Bi and A Competitive Noncompetitive
Theorell-Chance B Uncompetitive =~ Competitive
Ping Pong Bi Bi A Competitive Uncompetitive

B Uncompetitive ~ Competitive

*These entries apply only to inhibitors that confine themselves to a single site; if they cover the binding sites of both
substrates, different patterns are obtained.

5.7 INHIBITION BY A MIXTURE OF TWO INHIBITORS

In this section, we shall examine the kinetics of monosubstrate enzymes that are
capable of binding two different inhibitors. Although the monosubstrate enzyme
reactions are not very realistic because they are relatively rare in nature, we shall,
for the sake of simplicity, open this section with monosubstrate reactions.

If an enzyme is able to accommodate a molecule of substrate and a molecule
of only one inhibitor at a time, but not the molecule of the other inhibitor, we
have the case of two exclusive inhibitors; thus, the two inhibitors are mutually
exclusive. If the enzyme can bind a substrate and both inhibitors simultaneously,
we have the case of two nonexclusive inhibitors. We assume that the presence of
either inhibitor prevents the catalytic reaction.

The terms: exclusive and nonexclusive binding, will be applied throughout this
book not only to inhibitors, but also to ligands other then substrates.

5.7.1 The General Case

In the rapid equilibrium scheme (5.34), A is the substrate while I and X are the
two nonexclusive inhibitors.
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K
E + A 2 EA_..k‘m—)Pq.E

=

EX + A a.—g‘- EAX

¥K; ayK
EIX + A 2. palx (5.34)
rKx BrKy
Q‘KA

El + A s=—= EIA

K; ak;

E + A =A= EA Keal E+P

The interaction factors «, 8, and y represent, respectively, the effect of I on the
binding of A, the effect of X on the binding of A, and the effect of I on the binding
of X. The inhibitors could act in a pure, partial, or mixed type fashion, depending
on the values of the interaction factors. We shall assume, for the sake of
simplicity, that EAL, EAX, and EAXI complexes are catalytically inactive.

If the inhibitors are purely noncompetitive, they will have no effect on
substrate binding, and we shall have « = § =1, but y # 0.

The rate equation for this rapid equilibrium case is

V.A

A I<1 Kx ')’I(,Kx K Kx yI(le

where V; = keatEo.

Ifthe I and X are two different partial competitive inhibitors, than the binding
of I will change K, by a factor o and the binding of X will change K4 by the factor
B. If the inhibitors have no effect on the binding of each other, than y = 1. In this
case, the general rate equation is

I X IX
Vi <l+a—l<i+ﬁ7<;+__aBKin>A

ka(1o Lo X XY (i L X K (5:36)
A Ki Ki KK oK, ' BKy ' oBKKx

Vg =
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At any given substrate concentration, increasing / (in the absence of X) will

decrease the initial velocity hyperbolically to a limit given by

VA

Vo = oKy +A

(5.37)

Similarly, increasing X (in the absence of I) will decrease the initial velocity

hyperbolically to a limit given by

VA

Yo = fRy + A

Table 3. Inhibition by a mixture of two exclusive inhibitors

(5.38)

Case 1. Pure competitive inhibition by two exclusive inhibitors

EX

El

Case 2. I is competitive and X is noncompetitive with respect to substrate

El
Kl

Ko pp K Lo it Jathle a2
= EA P b VUTak) " v, UK KA

Kx[ ] o Kx
C{K,Q

EX<——> EAX

Case 3. Competitive and noncompetitive inhibition by two mutually exclusive

inhibitors
K,
Ex(ﬁ—%EAx
Kx BKy
Ka o 11 1+I+X +KA1+I+X
Es—e Bh——2F g W\ & ) N KK
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5.7.2 Inhibition by Two Exclusive Inhibitors

From the general case shown in reaction (5.34), several special cases can be
derived (Segel, 1975).

Let us first examine the three cases of inhibition with a mixture of two exclusive
inhibitors, derived from reaction (5.34); remember that exclusive inhibitors
prevent the binding of each other (Table 3).

5.7.3 Inhibition by Two Nonexclusive Inhibitors

Let us now examine the three cases of inhibition with a mixture of two non-
exclusive inhibitors, derived again from the general scheme (5.34); Table 4
summarizes these cases. Note that, in contrast to the preceding case, in all the
rate equations with two nonexclusive inhibitors, the cross term (/X) is always
present.

Table 4. Inhibition by a mixture of two nonexclusive inhibitors

Case 4. Ordered binding of two nonexclusive inhibitors

K, k
E<—2> EA —2 >p

1 1 Ky I IX \1
K, —_— =t 1+—‘+ Z

El «<——=EIX

Case 5. Pure competitive inhibition by two nonexclusive inhibitors

ExX<f s g Ky ppta 5 p

L . 1+I+X+ -
akK K ve Vi Vi Ki K; oKK:/A

Oty
EIX<——=El

Case 6. Uncompetitive inhibition by two nonexclusive inhibitors

E
Ka
Ky Keat 1 1 I X IX Ky\ 1
EAXe——=EA—- P gt ] [y D Gt Lot i) I (sl
Vo Vl( K; Ki oKiK; Vi/A
ak; K;
oKy
EAIX<——EAl

5.7.4 Graphical Analysis of Data

In monosubstrate and bisubstrate reactions with a mixture of two inhibitors,
the two inhibitors may bind nonexclusively to the enzyme or may be mutually
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exclusive. The principal kinetic question is how to differ these two types of
inhibition; a graphical analysis may provide an answer.

Consider the pure noncompetitive inhibition by two nonexclusive inhibitors,
depicted by Eq. (5.35). If there are two dead-end inhibitors I and X, the kinetic
question is whether an EIX complex forms, and if so, whether the dissociation
constant of I from EIX is the same as from EI (and similarly for X from EIX and
EX). To answer this, the substrate concentration is held constant, the con-
centration of the two inhibitors is varied, and initial velocities are determined
(Yonetani & Theorell, 1965; Yonetani, 1982).

The equation for this situation is

.l_—l 1+_I.+.{(_+_£(__ ( )
vi_vo Ki Kx otKin 539

where v,is an uninhibited rate, v;is the inhibited rate, Kjand K, are dissociation
constants for EI and EX, and « is an interaction coefficient which tells the extent
to which the binding of I and X is mutually exclusive. A plot of 1/v; versus [ at
different X levels (including zero) gives lines that are parallel or that cross
somewhere to the left of the vertical axis (Fig. 7).

=

Increasing X

0 !

T g

1
.
i)

Figure 7. Dixon plot for the determination whether inhibitors are mutually exclusive.
Graphical presentation of Eq. (5.39), when « > 1 and [A] = constant.

The vertical intercepts of these plots will always vary with X (they represent the
effect of X when /= 0), but the slopes will vary only if an EIX complex forms. If 1
can combine with EX as readily as with E, while X still inhibits the reaction in the
absence of I, the apparent K; for I is unchanged by the presence of X, since both E
and EX are available for reaction. Thus, the vertical intercepts vary with X, but
the horizontal intercept is constant and the pattern crosses on the horizontal axis.
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If the presence of X raises the dissociation constant of I, but not to infinity, the
pattern will now cross below the horizontal axis (as in Fig. 7). If the presence
of X lowers the dissociation constant of I, the patterns will cross above
the horizontal axis. If @ is above 1, the presence of one inhibitor hinders but does
not prevent binding of the other, and the lines cross below the horizontal axis.
If @« =1, binding is independent, and the pattern crosses on the horizontal
axis. When « is less than one, binding is synergistic and the crossover point
is above the axis. The coordinates of the crossover point are I = —aKk;,
and 1/v; = (1/v,)(1 — &). One can calculate the value of aKx from an analogous
plot, simply by changing inhibitors on both axis. Finally, one has to determine K;
from separate competitive inhibition experiments in order to determine a.
If & is infinity, binding is exclusive, and the pattern is parallel (Fig. 8).

Increasing X

///‘

0

Figure 8. Dixon plot for the determination whether inhibitors are mutually exclusive.
Graphical presentation of Eq. (5.39), when a>c and [A] = constant.

I

This method can be applied to any set of two inhibitors by holding the substrate
concentrations constant and varying the two inhibitor concentrations. What we
are really doing is testing for the presence of the cross-term in the rate Eq. (5.39).
Thus, with isocitrate dehydrogenase, this method was applied with product
inhibition levels of NADP* and substrate inhibition levels of a-ketoglutarate,
holding CO, and NADPH constant. The pattern was parallel, showing that
the complex enzyme-NADP*-a-ketoglutarate was not present. This experiment
showed that a-ketoglutarate combined with the central complex rather than with
the E-NADP* complex (Grissom & Cleland, 1989).

A popular version of the Dixon plot in Fig. 7 is the Yonetani—Theorell plot, in
which the ratios of inhibited and uninhibited reaction rates are plotted against
increasing concentrations of one inhibitor, in the presence of a constant con-
centration of the other. This method was applied for analysis of the competi-
tive inhibition of liver alcohol dehydrogenase by ADP and o-phenanthroline
(Yonetani & Theorell, 1964).
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Chapter 6

Hyperbolic and Parabolic Inhibition

In Chapter 5, we have examined the properties of several simple linear types of
inhibition systems. All these types have, in common, a dead-end EI or a non-
productive EAI complex, or both. In order to introduce more complex cases of
inhibition, we shall start with an analysis of nonlinear inhibition with less-
demanding monosubstrate reactions (Cleland, 1970, 1977; Fromm, 1975).

6.1 HYPERBOLIC INHIBITION IN MONOSUBSTRATE
REACTIONS

Inhibition of monosubstrate enzyme reactions with an inhibitor may be expres-
sed in a more general way:

Ka Keat
E+A &——EA ——> P +E

+ +
I |
H ” (6.1)
K ok
Kea
El +A =2y pa) 2, b, E

In reaction (6.1), we have admitted that the enzyme can form an EAI complex
that can yield product with equal or less facility than can the EA complex. In this
case, the apparent values of (1/ VOAPP and (Ka/VD)*F functions will display a
nonlinear dependence on the inhibitor concentration. Therefore, these types of
inhibition are called nonlinear inhibitions, contrary to linear inhibitions
described in Chapter 5.

In addition, we have admitted that EI complex may have different affinities for
the substrate than the free enzyme, and that EA complex may have different
affinities for the inhibitor than the free enzyme. A rate equation for this general
case may be derived from the rapid equilibrium assumptions:

VA

K ok
Ka B +A 33
1+;I?i 1+ot—Ki

where V, = keaiFo-

95
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Equation (6.2) is quite general, and it describes a number of different inhibition
mechanisms, including the simple linear inhibition mechanisms described in
Chapter 5. Thus, o« =1 and § = 0 describe a simple linear noncompetitive inhibi-
tion (Section 5.3), and when o = c0 we have a simple linear competitive inhibition
(Section 5.2).

Equation (6.2) can be rearranged in the Lineweaver-Burk manner:

1 1 [aK+1 aKa [ Ki+1I \1
oG + BI A

ve WV, V, \aK; + I

and presented graphically (Fig. 1).

i(iﬁ.ﬂ
Vila-pJ
t t 0 1
il 1(1-8) A
Ka " Ka\a-p)

Figure 1. Nonlinear inhibition in a monosubstrate reaction. Graphical presentation of
Eq. (6.3).

At infinitely high I, Eq. (6.2) reduces to

BV.A

Vo= K+ A (6.4)

An infinitely high A will drive all the enzyme to a mixture of EA and EAI, and
at infinitely high 7 all the enzyme will be converted to EI and EAI. Because EAI
can form the product, the velocity cannot be driven to zero by increasing /
(Fig. 1). This clearly shows that the nonlinear inhibition is not a complete
inhibition, as the velocity does not approach zero even at higher concentrations
of an inhibitor.
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In the simple linear inhibition, 1/VAPP (intercept) and (K,/V)*" (slope)
functions display a simple linear dependence on the inhibitor concentration
(Section 5.7). However, if both & and § are different from unity, as in the general
Eq. (6.2), the slopes or intercepts become complex functions of I:

. oKy [ Ki+1
Slope = A <————aKi " ﬂI) (6.5)
1 faK;+1
Intercept = v (————a T ﬁI) (6.6)

Figure 2 shows a replot of slopes and intercepts from Fig. 1 as a function of
increasing concentrations of an inhibitor.

In Fig. 2, the limiting value of slopes at infinite /is «K, /8V, (4.0) and for
intercepts this value is 1/4 V; (2.0). In contrast to the simple linear inhibition, the
replots of slopes and intercepts are hyperbolas; therefore, this type of inhibition is
usually called a hyperbolic or partial inhibition. Thus, we could distinguish the
various types of inhibition still further by referring to noncompetitive inhibition
as linear or hyperbolic.

5
Slope replot limit = aKa BV 1
5 L e T Y ST SR RUREL RN R PN
Replot of
Slope = ﬁ( K .J_r_"_) 3t Slope replot
Vi \aK; +p1
or Intercept replot limit = 15V 4
O e e e e A
Intercept = -l[ aK| H]
\aK +pl Intercept replot
i -
0
0 5 10 15

[Inhibitor]

Figure 2. Hyperbolic noncompetitive inhibition in a monosubstrate reaction. Replot
of slopes (Eq. (6.5)) and intercepts (Eq. (6.6)), assuming that =2 and f=o0.5
(Vl =Kpa=K;= 1).
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6.2 DETERMINATION OF KINETIC CONSTANTS IN
HYPERBOLIC INHIBITION

Since the replots of slopes or intercepts versus / are nonlinear, it is not possible to
determine directly the values of kinetic constants from the data in Fig. 2; instead,
it is necessary to apply a differential method to rate equations, in order to obtain a
graphical solution (Cleland, 1967, 1979). By using the differential method, we are
raising the horizontal axis in Fig. 2 ensuring that curves become hyperbola that
start at the origin:

A Intercept = v (:If‘: [;,I) - % 6.7)
A Slope = aKlA (ocII:: i fiI) B % (6.8)
et () () o
mz%Qf/e) +I§<Z (ﬁp)% (6.10)

Thus, with Egs. (6.9) and (6.10), we achieve a linearization of the slope and
intercept function. Figure 3 shows the graphical presentation of Egs. (6.9) and
(6.10), from which we can calculate kinetic parameters « and B.

r
4

Intercept

1/Alntercept or 1/ASlope

-0.5
1/[Inhibitor]

Figure 3. Determination of inhibition constants in hyperbolic inhibition by a differential
method. Graphical presentation of Egs. (6.8) and (6.9), assuming that « = 2 and § = 0.5
(V1=KA=I<i: 1)-
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6.3 VARIATIONS OF HYPERBOLIC INHIBITION
IN MONOSUBSTRATE REACTIONS

As we have pointed out in Section 6.1, Eq. (6.2) is quite general and describes
a number of different inhibition mechanisms, including many linear and
nonlinear inhibitions. A difference between various types of nonlinear mec-
hanisms is made on the basis of the relative magnitudes of « and f§ values
(Segel, 1975).

Figure 4 shows the survey of different types of nonlinear hyperbolic inhibition
mechanisms and their characteristics. A basic property of all nonlinear
mechanisms, shown in Fig. 4, is that the double reciprocal plot of 1/v, versus
1/A, in the presence of different constant concentrations of an inhibitor is a
family of straight lines with a common intersection point. This common
intersection point is found either in the I, III, or in the IV quadrant, depending
on the mechanism; only in Case 5 (hyperbolic uncompetitive type), the double
reciprocal plot is a family of parallel straight lines without a common intersection
point.

Thus, it is clear that the primary double reciprocal plots of 1/v, versus 1/A
represent a valuable general diagnostic tool for the estimation of the type of
nonlinear inhibition mechanisms.

A rate equation for each nonlinear mechanism shown in Fig. 4 can be
easily derived from the general rate Eq. (6.2), simply by inserting the proper
values for kinetic constants « and 8, and canceling out identical numerators and

1V, 1/v, vy

1/A 1/A 1/A
Case 1 Case 2 Case 3
1lvy v . 1/vq
=0
% 1=0
I=ac
7 &
V 1/A 1/A 1/A
Case 4 Case 5 Case 6

Figure 4. Different types of nonlinear hyperbolic inhibition mechanisms. In each case,
the concentration of an inhibitor increases counterclockwise, except in Case 6.
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denominators. Thus, we shall obtain the following rate equations for the partial
competitive inhibition (Case 1), partial noncompetitive inhibition (Case 2),
hyperbolic uncompetitive inhibition (Case 5), and the other three types of hyper-
bolic noncompetitive inhibitions (Cases 3, 4, and 6), respectively:

Partial competitive inhibition (Case 1)

vo = ——24 (6.11)
14—
Ky| — ) a
1+ &7{
VA
Vo = T ! T (6.12)
14 14—
K K;
Sl e
K; Ki
Hyperbolic uncompetitive inhibition (Case 5)
VA
Uo = ; T (6.13)
14—
Ky + 4| —2
1+ R:]

_ VA
P L 142
K I<1 (ZKi
A +A
L LA
oK oK

Note that the rate equation for the hyperbolic noncompetitive inhibitions
(Cases 3, 4, and 6) is identical with the general rate Eq. (6.2).

Table 1 lists the coordinates of intersection points in all mechanisms shown
in Fig. 4. From the coordinates of intersection points, one can estimate the
magnitudes of ¢ and §, provided the kinetic constants V; and K, are known.
However, such estimates are often not sufficiently accurate and a more precise
differential method must be applied.



HYPERBOLIC AND PARABOLIC INHIBITION 101

Table 1. Coordinates of intersection points for the double reciprocal plots shown in Fig. 4

Coordinates
o Intersection of intersection
Mechanism o B B point points
Case 1 Partial o>1 a>f pf=1 On ordinate L Vi
competitive Vo !
Case 2 Hyperbolic «=1 o>f o0<f<1 On abscissa % = - KL
noncompetitive &
Case 3 Hyperbolic 1<a<o «>f o0<f<1 InthelV i=j_(a—1)
noncompetitive quadrant v, Vi\a-p
_1_1(1-p
A - KA = ﬁ
Case 4 Hyperbolic o<a<1 o>f o0<f<1 Inthelll 1 _1fe—1
noncompetitive quadrant v, Vilae—-p

1= ()

Case 5 Hyperbolic o0o<a<1 o=f o0<f<1 Without

uncompetitive intersection
point
Case 6 Hyperbolic o0<a<1 pf>a o0<f<i Inthel 1 _ 1 fo—1
noncompetitive quadrant v, Vi\a—g

% (5)

In Fig. 4, in each case, the slopes of lines increase with an increase in the
concentration of an inhibitor, with the exception of the Case 6. However, this
increase is not linearly related to the concentration of an inhibitor, but
hyperbolically. In the same way, the intercepts on the ordinate in Fig. 4 always
increase with an increase in the concentration of an inhibitor, with the exception of
the competitive Case 1. However, similarly as with the replot of slopes, this increase
is not linearly related to the concentration of an inhibitor, but hyperbolically.

Despite these nonlinearities of the secondary graphs, the limiting values can be
calculated in each case by the differential method, as was described in Section 6.2.
In each nonlinear hyperbolic mechanism shown in Fig. 4, the replots of primary
graphs in the form of 1/A Slope versus I will give a straight line, similar to the plot
shown in Fig. 3 (with the exception of Case 5). In the same way, the replots of
primary graphs in the form of 1/A Intercept versus / will give a straight line, similar
to the plot shown in Fig. 3 (with the exception of Case 1). Thus, in each case, one
can calculate easily the kinetic parameters « and f§ by a differential method.

Hyperbolic noncompetitive inhibition, Case 6, represents a special example.
In this case, the inhibitor not only decreases the rate constant for product
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formation, but also markedly increases the affinity of the enzyme for the substrate.
For example, at a fixed inhibitor concentration, the inhibitor acts as an activator
below a certain fixed concentration of substrate and as an inhibitor above that
concentration. Thus, in this case, there may be some doubt whether to call I an
inhibitor or an activator.

From the survey of different hyperbolic inhibition patterns outlined above, we
may single out the following general conclusions:

(a) All hyperbolic inhibition mechanisms do not afford complete inhibition,
since the velocity does not approach zero even at higher concentrations of an
inhibitor (Fig. 4). The reason for this is that at infinitely high I all enzyme is
driven to a mixture of EA and EAI, whereby both complexes are catalytically
active and can form products.

(b) In each case, the slopes or intercepts from the primary plots of 1/v, versus
1/A may be plotted against increasing concentrations of 1. Such secondary plots
will be always curved. Applying the differential method (outlined in Section 6.2),
one can use the data from the secondary plots to calculate graphically all kinetic
constants including the interaction factors « and .

6.4 HYPERBOLIC INHIBITION IN BISUBSTRATE REACTIONS

Let us, now, depart from monosubstrate reactions and turn our attention to a
much more realistic case of a hyperbolic inhibition in bisubstrate reactions (Segel,
1975; Dixon & Webb, 1979; Purich & Allison, 2000). In the rapid equilibrium
reaction (6.14), A and B are the substrates while I is a nonexclusive inhibitor:

E + A -.K,=_--A EA
Ke oKg
| .
EB+ A== EAB_— " , p.g
|
BKi |BYKi
ovKa, b Bk,
EBI + A = EABI = P+ IE (6.14)
A A
Bk || opKs

El + A =——= EIA

|




HYPERBOLIC AND PARABOLIC INHIBITION 103

The interaction factors «, B, and y represent, respectively, the effect of A on the
binding of B, the effect of I on the binding of B, and the effect of I on the binding
of A. The factor é represents the effect of I on the catalytic activity of the EABI
complex. The derivation of rate equation for reaction (6.14) would be extremely
laborious from the steady-state assumptions. Therefore, the general velocity
equation is derived from the rapid equilibrium assumptions:
AB O0ABI
Vi +

<0¢KAKB “BVKAKBI(i) (6.15)
A B I AB Al Bl ABI 15
Ky Kp K oKaKg 7vKuKi PKpKi  afyKaKsK;

Vo =
1+

where V, = k.,. The velocity Eq. (6.15) is derived with an assumption that both
complexes, EAB and EABI, are catalytically active and afford the products.

The rate equations in the reciprocal form, derived from Eq. (6.15), are extremely
complex:

PRI OUNE I S I YU A DT
11 B vKi)  ByKi| | aKa B Ki)  pKi| 1 (6.16)
vo Vi Lo V., L a \©

L ByK; ByKi 1

REYREANEE Iy W VAN 4
1 1 A BK; ByK; oKp A K; yKi| 1
1.2 4= 7 (617)
vo Wi - ol A i+ oI B

L BrKi ByKi ]

Similarly as for the nonlinear inhibition with a single substrate and a single
inhibitor molecule (Section 6.1), the double reciprocal plots of 1/v, versus 1/A or
1/v, versus 1/B, are a family of straight lines with a single intersection point to
the left of the vertical axis. Also, the slope and intercept replots are hyperbolic.

In the general case, when both complexes EAB and EABI are catalytically
active, the inhibitor constants are conveniently obtained from replots of 1/A
Slope and 1/A Intercept versus 1/, obtained at saturating concentration of one
constant substrate, while the other is varied. Under such conditions, the system
behaves as a single substrate, hyperbolic noncompetitive inhibition system. In
this case, the inhibition with respect to a varied ligand cannot be overcome by
saturation with the nonvaried ligand.

For example, if the factors f, y, and é are different from unity, and A is
saturating, the slopes and intercepts of the double reciprocal plot 1/v, versus 1/B
are given by the following expressions:

14 o
_1 ByKi| _ 1 [ BvKi+1
Intercept, 5= v 5T | TV, (—_—ﬁ? K. + o1

1+ o
BK;

(6.18)
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I
1+ —
. oKy 'yKi _ afKp ( yKi+1
Slopel/B—vl . ST = V. B’)’I(l ol (619)
ByKi

The system behaves in the same way as the hyperbolic noncompetitive type of
inhibition (with a single substrate and a single inhibitor molecule), described in
Section 6.1. If we create the appropriate 1/A Intercept and 1/A Slope functions,
the plots of these functions versus 1/ are again straight lines, with a common
intersection point on abscissa (Fig. 5). From Fig. 5, all three interaction factors, f,
y, and 4, can be calculated, however, only if the constant substrate A is saturating.

1 1
or
Alntercept g  ASlope,g

Intercept

f (} h'
V. J———+
1\1-5
Ll
&KB \ﬁ—ﬁ)l
0 1
1 f’s] /
Ki |\ﬁ)’

Figure 5. Hyperbolic inhibition in Rapid Equilibrium bisubstrate reactions. Determi-
nation of kinetic constants by a differential method with the aid of Egs. (6.18) and (6.19).

However, Eq. (6.15) can be simplified in special cases. If the rate of trans-
formation of both complexes, EAB and EABI, is equal, then é = 1. In this case, the
numerator term reduces to an expression

" <ozléf’<3> (l * ﬂj]{,) (6.20)

On the other hand, if the EABI complex is catalytically inactive, then é =0,
In this case, Eq. (6.15) can be rearranged into relatively simple linear forms to
show either A or B as the varied ligand:
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11 s 1+I L |l K 1+I Tl (6.21)
% Vi B AR B ﬁK '

i—i[w“KA (1+ d ) T } +°‘KB [ +I£‘5( +—I—) +i]1 (6.22)
v W BKi) = BvKi A Ki) KB
Equations (6.21) and (6.22) are obtained directly from Egs. (6.16) and (6.17),
simply by omitting the denominator terms. It is clear that the interaction factors
B and y, and the K; can be obtained from the slope and intercept replots obtained
from the primary 1/v, versus 1/A and 1/v, versus 1/B data at different con-
centrations of I and a saturating nonvaried substrate.
When A is saturating, the slope of Eq. (6.22) is

_ OCKB OCKB
SlOpel/B = 71 + ('}’KiVI)I (623)
When B is saturating, the slope of Eq. (6.21) is

K, oK
Slope, ;s = z A+ (ﬂKé’l)I (6.24)

From Egs. (6.23) and (6.24), the values of yK; and BK; are obtained directly.
Similarly, from the corresponding replots of intercepts, the value of yK; can be
obtained.

6.5 PARABOLIC INHIBITION IN MONOSUBSTRATE
REACTIONS

In addition to hyperbolic inhibition, we may also encounter different parabolic
types of inhibition. In such cases, the family of straight lines in primary plots 1/ve
versus 1/A, at different fixed concentrations of an inhibitor, will have or will not
have a common intersection point to the left of the vertical axis. However, in
each case, the replot of Slope,;» and/or Intercept,;s function from the primary
plots versus increasing / will be a nonlinear parabolic function (Rudolph, 1979;
Fromm, 1995).

In this case, we shall revert again to monosubstrate reactions in order to
obtain a simple kinetic expressions and to facilitate the explanation of parabolic
patterns.

Parabolic types of inhibition may take several forms. They can be parabolic
competitive, S-linear /-parabolic noncompetitive, S-parabolic /-linear noncom
petitive, or S-parabolic I-parabolic noncompetitive. The general rate equations
for these four types of inhibition are

ViA
Ka(1+al +bI?)+ A

Vo = Parabolic competitive (6.25)
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Vo = ACETTI) +VX?1 BT 5 o S-linear I-parabolic noncompetitive
(6.26)
Vo = Vid S-paraholic I-linear noncompetitive
Ka(1+al +bI?)+A(1+cl)
(6.27)
vy = VA S-parabolic I-parabolic (6.28)

Ka(1+al +bI?) + A(1+cI +dI?) noncompetitive

6.5.1 Parabolic Competitive Inhibition

Consider the first case, a parabolic competitive inhibition. This case occurs in a
monosubstrate reaction in which an enzyme can bind two molecules of the same
competitive inhibitor, in a random manner at different sites (Yonetani, 1982).
The binding of I at either site is sufficient to exclude the substrate.

oK Ka Keat
IE —m— | +E+ A —— EA ——P + E
- +

ﬂ \” (6.29)
Ki ak,
K;

IEl =——=1+ EI

The rate equation for this case, derived from rapid equilibrium assumptions, is:
Vi"A

I\ 1/I\?
Ki2(g) 2 ) |+
where kgy = V,E,.
The reciprocal form of Eq. (6.30) is:

1 1 Ka IN 1/1\*]1
£~V1+Vl|i1+2<fl)+&(1<]) ]A (631)

The binding of the first inhibitor molecule changes the intrinsic dissociation
constant of the vacant site by a factor «. Equation (6.31) shows that in this type
of inhibition inhibitor is competitive with substrate, but the slope function
becomes parabolically related to I. Thus, this type of inhibition is a parabolic
competitive (Fig. 6).

Vg =

(6.30)



HYPERBOLIC AND PARABOLIC INHIBITION 107

10
]
<
[}]
-
w
0 e
0 0.5 1 0 0.5 1
11[A] [Inhibiter]

Figure 6. Parabolic inhibition: parabolic competitive type. Graphical presentation of
Eq. (6.30), assuming that o« = 0.5 (V; =Ks =K;=1).

VA
Ka(1+al +bI?)+A

Vo =

In this case, the inhibition constants, K; and «Kj, may be determined
graphically from the linear form of the slope function:

V1 . Slopel/A . 1 2 1

6.5.2 S-Linear I-Parabolic Noncompetitive Inhibition

This case is more realistic, because it is very unlikely that all interaction factors, a,
b, and ¢, will be identical (Wang et al., 1970; Purich & Fromm, 1972). Figure 7
shows the primary double reciprocal plot and the secondary plot for this case.

The primary plot in Fig. 7 has a very characteristic look, because the family of
straight lines does not have a common intersection point.

An example for the second (Eq. (6.26)) and the third case (Eq. (6.27)), is also
described in Chapter 11 (Section 114). It occurs in a Steady-State Ordered Bi Bi
system with a dead-end EAP-complex. In this system, the inhibition by the
product P is S-parabolic /-linear noncompetitive when the substrate B is variable
(and A constant), and the rate equation has the form of Eq. (6.27). The inhibition
pattern becomes S-linear /-parabolic noncompetitive, when A is variable (and B
constant), and the rate equation takes the form of Eq. (6.26).

Parabolic inhibition is always a complete inhibition, because a saturating
concentration of I will always drive all the enzyme into an inactive form IEI.
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Figure 7. S-linear I-parabolic noncompetitive inhibition. The data are drawn according
to Eq. (6.26), assuming that the interaction factors are not equal (a =3; b=2; ¢=1) and
that Vi =Ky =1.

B VA

- Ka(t+al) +A(1+ bl + cI?)

Vo

6.6 NOMENCLATURE OF DOUBLE RECIPROCAL PLOTS IN
THE PRESENCE OF INHIBITORS

In Chapters 5 and 6, we have examined different types of inhibition, both in
monosubstrate and in bisubstrate reactions. All these types of inhibition can be
classified into several kinetic forms. The linear types of inhibition, described in
Chapter 5, are always complete inhibitions and their rate equations can be
presented in a general form:

VA
Ka(1+al)+A(1+bI)

Vo = (6.33)

The hyperbolic types of inhibition, described in Chapter 6, are always partial
inhibitions, and their velocity equations can be presented in a general form:

VA
o (1 T aI) N A(l T cI) (6:34)
1+ bl 1+dI
The parabolic types of inhibition, described in Section 6.5, are always complete
inhibitions, and their velocity equations can be described in a general form by
Egs. (6.25)—(6.28).
The nomenclature of reciprocal plots in the foregoing chapters on enzyme

inhibition is based on the usual (or common) nomenclature of enzyme inhibitors.
Thus, the term competitive describes the systems yielding reciprocal plots that

v():
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intersect on ordinate. The term noncompetitive refers to systems yielding
reciprocal plots that intersect above, on, or below the abscissa, Uncompetitive
refers to systems yielding parallel reciprocal plots. Some people are using the
term mixed-type inhibition for systems that yield reciprocal plots which do not
intersect on either axis.

This nomenclature is not perfect and attempts were made to implement other
terminologies (Rainer, 1969; Segel, 1975). However, the nomenclature proposed
by Cleland (1963) appears to convey the most information about the true nature
of inhibition in most cases. Thus, in Table 2, the common and Cleland’s nomen-
clature for inhibitors are compared.

Table 2. Cleland’s nomenclature of inhibition types

Common practice Cleland’s nomenclature Equations Figures

Pure competitive Simple intersecting linear (5.3) Figure 1 of
competitive Chapter 5

Noncompetitive Simple intersecting (slope (5.10) Figure 2 of
and intercept linear) Chapter 5
noncompetitive

Uncompetitive Linear uncompetitive (5.17) Figure 3 of

Chapter 5

Partial noncompetitive Simple intersecting (6.3) Table 1
hyperbolic noncompetitive

Partial noncompetitive Simple intersecting (slope (6.12) Table 1 Case 2
and intercept hyperbolic)
noncompetitive

Mixed type (8 # 0) Intersecting (slope (6.2) Table 1 Case 3
and intercept hyperbolic) Case 4
noncompetitive

Mixed type (x=f) Hyperbolic uncompetitive (6.13) Table 1 Case 5

Parabolic Parabolic competitive (6.30) Fig. 6

Parabolic S-linear I-parabolic (6.26) Fig. 7
noncompetitive

The nomenclature of Cleland is very versatile and can be applied to even more
complex inhibition patterns that occur in double reciprocal plots. In addition,
the nomenclature of Cleland is also applicable to double reciprocal plots for
bisubstrate and trisubstrate reactions, in the absence and in the presence of the
products of reaction, which makes this nomenclature even more versatile.
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Chapter 7

Enzyme Activation

In enzymology, activators are the molecules that increase the velocity of an
enzyme-catalyzed reaction due to reversible binding to the enzyme. In
nonessential activation, the reaction can occur in the absence of the activator,
as well as in its presence. In an essential activation, the reaction will not take place
in the absence of an activator (Reinhold, 1969; Segel, 1975; Dixon & Webb, 1979).

7.1 NONESSENTIAL ACTIVATION

Kinetically, the nonessential activation can be treated in the same manner as
a general nonlinear inhibition; however, this time the changes are in the
opposite direction: wherever we have had an inhibition, now we have an
activation (Segel, 1975).

For a monosubstrate reaction, the kinetic model is analogous to a general
model for a nonlinear hyperbolic inhibition, described in Chapter 6 (Section 6.1):

Ka Keat
E+AeT—=EA —> P +E

+ +
X X
(7.1)
Ky oKy
K ﬁ’kca
EX + A=—2= EAX s P+ E

where V; = keaEp, X is the activator molecule, and Kx an activator dissociation
constant, with a dimension [concentration].

A rate equation for this general case may be derived from rapid equilibrium
assumptions to obtain a Michaelis-Menten form:

V.A
TTREY e X 7
Kol —Kx | 14 Ky
Mo X 1+ X
OCKX OCKX

Equation (7.2) has the same form as Eq. (6.2) (Chapter 6) for the hyperbolic
inhibition in monosubstrate reactions. In enzyme activation, however, contrary to
inhibition, f > 1 and & < 1.
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Equation (7.2) can be rearranged in the Lineweaver—Burk manner:

1 1<aKx+X> aKA(Kx+X>1

v Vi\aKx+ BX) TV, \akx + BX/A

and presented graphically (Fig. 1).

O<a<1 1_.
1<fi<wo Yo

r o

1

T 1

1 PO I A
TR K \a—p)

Figure 1. Nonessential activation. Graphical presentation of Eq. (7.3).

Compare Fig. 1 for the nonlinear inhibition of Chapter 6, and notice that the
double reciprocal plot in both figures is a family of straight lines with a common
intersection point; this intersection point has different coordinates in activation
and inhibition systems.

Similarly to nonlinear inhibition, at infinitely high X, Eq. (7.2) reduces to

_ BV.A
Thus, at infinitely high activator concentration, the apparent K} is equal to K
and the apparent maximal velocity is equal to BV;.
The slopes and intercepts for the plot shown in Fig. 1 are equal:

K, Ky+X
Slope, /4 = % (_x___) (75)

aKx + X
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Figure 2. Replot of slopes and intercepts drawn according to the general rate Eq. (7.3).
The data points are calculated assuming that  =0.3and f=2.5; V, =Ky = Kx = 1.
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]
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Figure 3. Nonessential activation. Analysis of Egs. (7.5) and (7.6) by the differential
method.
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1 faKx+X
Intercept, ), = 71 (m) (7.6)

Figure 2 shows a replot of slopes and intercepts from Fig.1 as a function of
increasing concentrations of an activator. From Fig. 2, it is clear that the
nonessential activation, in the general case, is a nonlinear activation, as the
replots of slopes and intercepts are hyperbolas.

In this case, since both functions are nonlinear, it is possible to determine
the kinetic constants « and § by the application of the differential method,
similarly as described for the nonlinear inhibition in Chapter 6 (Section 6.2)
(Fig. 3).

The nonessential activation, in the general case, is a hyperbolic nonlinear
activation. Analogous to hyperbolic inhibition, we can derive a number
of different activation mechanisms, by inserting different values for « and
B into Eq. (7.2), as was described in Chapter 6 (Section 6.3), for different
types of hyperbolic inhibitions. However, in activation processes, it is always
f>1

7.2 ESSENTIAL ACTIVATION

7.2.1 Activation by Substrates

According to our definition of essential activators in Section 7.1, the reaction
will not take place in the absence of an activator. Thus, according to this
definition, we may treat all the bisubstrate and trisubstrate reactions as essential
activations in which both substrates in turn may be regarded as an activator
for other substrates (Purich & Allison, 2000). This topic, however, is described
in detail in Chapters 8 and 9 (bisubstrate reactions), and in Chapter 12
(trisubstrate reactions).

7.2.2 Complex Activation by Metal Ions

All enzymatic reactions involving ATP require Mg®" ion as an activator. These
types of reactions are very common in nature, especially with kinases. In such
cases, the true substrate is Mg - ATP?~ complex, that is, a substrate—activator
complex, and free ATP molecules are not the active substrates of enzymes. In
addition to forming an active complex with substrate, metal ions may also
combine with the enzyme at an additional specific activation site; this additional
binding site may be essential or nonessential. Thus, the metal ions may be treated
as true substrates of enzymes.

London and Steck (1969) have developed a general model, based on rapid
equilibrium assumptions, for a monosubstrate enzyme that combines with
substrate, activator, and a substrate—activator complex. The kinetic model for this
type of activation is rather complex (Reaction (7.7)).
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E + A =—= EA

K Ks
BKY ! k
XEX + A w2 XE(AX) ——= , P + XE (7.7)
Kx ; FKEx

Ky K
N oW
E + A EA

Additional equilibria:
E+AX —2. E(AX)
Kix
XE + AX XE(AX)
_ BKRKR
Ka - OLKA

The complex reaction (7.7) may be drawn in two dimensions as a cube, whereby
the eight corners of the cube are represented by eight enzyme forms: E, EA, EX,
E(AX), XEX, XE(AX), XE, and XEA.

The metal activator (X) not only combines with a free enzyme to form an
enzyme-—activator complex (XE), but also combines with EA to form E(AX), with
an EX complex to form XEX, and with E(AX) complex to form XE(AX). If the
activation is nonessential, both E(AX) and XE(AX) are catalytically active. Since
AX(Mg-ATP?7) is a true substrate of enzyme, EA and XEA are inactive. The
general velocity equation may be derived from the rapid equilibrium assump-
tions, in the following form:

[AX] (X][AX]
v _ keat (m) + ykeat (KxK&) -
Eo (A X AX] X AKX [XAX]

K, Kgx Kax Kx KXKX KxKgx KxKgx
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Equation (7.8) can be rearranged as:

Ko ([AX]> ke ([X] [AX1>

2 - R Ry (7.9)
B [, Al X [AX] A, XX |
(2 Ko o) 82 (0 B R )

If the activation by a metal ion is essential, the first numerator term AX/Kyx is
omitted from Eq. (7.9).

The situation shown in reaction (7.7) may be further complicated if the metal
ion combines with the substrate; this is often the case in reactions catalyzed by
kinases, where the metal ion (usually Mg**) combines with ATP, thus affording
an additional equilibrium:

Mgt + ATP4~ (Mg - ATP)*~ (7.10)

The model shown in reaction (7.7) is a general model, very similar to the model
for an inhibition by a mixture of two inhibitors in monosubstrate reactions,
described in Chapter 5 (Section 5.7). From the model in reaction (7.7), one can
derive several special cases that comprise only the parts of the general model
shown in the reaction (Morrison, 1979). The derivation of rate equations for
enzyme activation is analogous to the derivation of rate equations for enzyme
inhibition; the main difference is that the binding of activators increases, whereas
the binding of inhibitors decreases the activity of enzymes. In the general model
(Reaction (7.7)), that is, described by Eq. (7.8), the dependence of initial velocity,
Vo, On the concentration of activator X does not provide a hyperbola; that is, the
response of U, to increasing concentrations of X is sygmoid. Therefore, this model
will not be discussed further in this chapter; the nonhyperbolic kinetic systems
are discussed in Chapter 13.

London and Steck (1969) have extended their work with activators by
describing a useful graphical method for analyzing enzyme activation, particu-
larly by metal ions.
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Chapter 8

Kinetics of Rapid Equilibrium
Bisubstrate Reactions

The steady-state kinetics of monosubstrate enzyme reactions has been described
in Chapter 3. However, true monosubstrate reactions are quite rare in nature and
are restricted only to some isomerases and epimerases. The majority of enzyme
reactions are multisubstrate reactions, with two or three substrates and one, two,
or three products of reaction (IUBMB, 1992).

8.1 NOMENCLATURE

In this chapter, the subject of bisubstrate enzyme reactions is introduced by
examining the rapid equilibrium bireactant systems, with two substrates and two
products of reaction. The main characteristics of this type of reactions is that both
substrates, A and B, an both products of reaction, P and Q, are bound to enzyme
very rapidly, and that all binding and dissociation steps are, in most cases, much
faster than the chemical transformations of substrates to products or, vice
versa, the transformation of products to substrates.

The velocity equations for bisubstrate and trisubstrate reactions are usually
formidable if expressed in terms of individual rate constants, especially in the
steady-state treatment. The resulting equations are almost useless until the rate
constants are grouped into relatively simple kinetic constants that can be experi-
mentally determined (Chapter 4). Various methods for grouping the individual
rate constants have been developed by Alberty (1953), Dalziel (1957), Bloomfield
et al. (1962), Wong & Hanes (1962), Cleland (1963), Mahler & Cordes (1966),
Segel (1975), and others. The nomenclature of Cleland is now in general use.

In Cleland’s nomenclature, substrates are designated by the letters A, B, and C
in the order which they add to the enzyme, and products by the letters P, Q, and R
in order in which they leave the enzyme. There are two types of enzyme forms:
those which are stable on the timescale of several minutes or more, and those
which are basically enzyme—reactant complexes and will dissociate on a
timescale of seconds or milliseconds. Stable enzyme forms are designated E, F,
and G. The stable forms can usually be isolated by chemical methods and latter
shown to transfer the group they are carrying to one of the reactants.

Enzyme-reactant complexes which readily break down are called transitory
complexes and consist of two types: those in which the active site is not
completely filled, so that they can bind another reactant, and those in which
the active site is completely filled with reactants, so that only dissociation of
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substrates or products is possible; the latter are called central complexes.
Transitory complexes are designated by letters indicating their components such
as EA, EAB, EQ, etc.

The number of kinetically important reactants in a given direction is the
reactancy in this direction, and indicated by the syllables Uni, Bi, and Ter. Thus, a
reaction with one substrate and two products is Uni Bi and is unireactant in the
forward and bireactant in the reverse direction.

The Michaelis constants corresponding to various reactants are designated by
K, with an identifying subscript: Ka, Kg, Kp, and Kq; Kia, Kis, Kiq, etc. are used for
inhibition or dissociation constants, and other special constants may be defined
as well, if need arises. All such constants have dimensions of [concentration]. The
overall equilibrium constant of the chemical reaction is designated Keq. The
maximum velocities in forward and reverse directions are designated V, and V,;
these have dimensions of [concentration/unit time]. The expressions V,/E, and
V./E, are turnover numbers, and have dimensions [time™'].

All kinetic mechanisms can be presented in shorthand notations; the most
popular is that proposed by Cleland (1963). However, the reader is warned that
he or she will find other systems in the literature, as well as in this book, and will
have to examine the definitions given for the kinetic constants in each case.

The shorthand notation of Cleland is illustrated with the example of an Ordered
Bi Bi mechanism:

A B P Q

k‘lkz kal}g k{ka ks Tka

EA (EAB EPQ) EQ

E E

If there is no obligatory order of addition of substrates and dissociation of
products, the reaction becomes Random Bi Bi:

A B P Q
! EA l T _EQ T
/ \ (EAB i
SN B ot
Fe e
B A Q P

In a similar way, all other mono and multisubstrate mechanisms may be
presented in a shorthand notation.

Kinetic measurements with bisubstrate reactions are performed by measuring
the initial reaction rates in the presence of increasing concentrations of substrate
A, keeping the substrate B constant and repeating the experiment at several fixed
concentrations of substrate B; thus, A represents a variable substrate and B a
constant substrate. In the double reciprocal plot, the experimental data present a
family of straight lines, with a common intersection point which is found on
ordinate, on abscissa, in the III or in the IV quadrant. One can use the same set
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of data by plotting B as a variable against A as a constant substrate, and obtain
the same result. The double reciprocal plot with a family of straight lines is a
primary graph. In the primary plot, each line has a slope and an intercept on
ordinate, which are gradually increasing with decreasing concentrations of the
constant substrate.

The secondary graphs are obtained by plotting the slopes or intercepts from
the primary graph against reciprocal concentration of the constant substrate. The
slopes and intersection points on abscissa or on ordinate in the secondary graphs
usually afford simple kinetic expressions from which all kinetic parameters can be
easily calculated.

In the literature, literally dozens of kinetic mechanisms have been proposed for
bisubstrate enzymes (Alberty, 1958; Alberty & Hammes, 1958; Peller & Alberty,
1959; Wong & Hanes, 1962; Fromm, 1967; Dalziel, 1969; Hurst, 1969; Rudolph &
Fromm, 1969, 1971, 1973). However, only those pathways that are either well
documented, or seem to be a logical extension of established mechanisms, will be
presented in this and the following chapters. Thus, we shall divide the rapid
equilibrium bisubstrate reactions into the following major types, according to the
type and number of enzyme—substrate or enzyme—product complexes that can
form (Alberty, 1953; Cleland, 1970, 1977; Fromm, 1979; Engel, 1996; Purich &
Allison, 2000):

(1) Ordered bisubstrate system,

(2) Random bisubstrate system,

(3) Random Bi Bi system with a dead-end EBQ complex, and

(4) Random Bi Bi system with dead-end complexes EBQ and EAP.

The theoretical basis and kinetic expressions for two substrate reactions were
developed largely by Alberty (1953), Dalziel (1957), and Cleland (1963).

8.2 RAPID EQUILIBRIUM ORDERED SYSTEM

Rapid Equilibrium Ordered system occurs when the substrates A and B combine
with the enzyme in an ordered manner, that is, when B can bind only to the EA
complex and EB complex is not formed:

ki k

E : EA —=

k2 ky

EAB _% |, P+E (8.1)

In order to obtain the rapid equilibrium conditions, the k, rate constant has to be
much higher than ks, while the k, constant can be the same size or smaller than
ks;. Thus, K, is equal ky/k,, a true dissociation constant of the enzyme—substrate
complex, K, is zero, and Ky is equal (k4 + k5)/k;. The velocity equation for this
reaction is

_ VlAB
" KipKp + KpA + AB

Vo (8.2)

where V; = ksE,.
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Figure 1. Rapid Equilibrium Ordered bisubstrate system. Graphical presentation of
Eq. (8.4), with B as a constant and A as a variable substrate.

1 1 Kp KisKp\ 1
vo_Vl<1+ B>+( V.B )A
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Figure 2. Rapid Equilibrium Ordered bisubstrate system. Graphical presentation of
Eq. (8.5), with A as a constant and B as a variable substrate.
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The reciprocal form of Eq. (8.2) is

V. . Ks KuKs
vo_1+B+ AB (8.3)
The separation of the variable from the constant substrate in Eq. (8.3) provides:
11 Kz KipKp\ 1
vo_Vl<1+B>+<VlB)A (84)
1 1 Kg Kia\ 1
vo_Vl+V,(1+A>B (8.5)

Figures, 1 and 2 show the graphical presentation of Egs. (8.4) and (8.5)

8.3 RAPID EQUILIBRIUM RANDOM SYSTEM

Rapid Equilibrium Random system, in the absence of products, occurs if the
substrates A and B bind randomly. If the binding of one substrate changes the
dissociation constant for the other substrate by the same factor « (¢ = Ka/Kia =
Kg/Kig), the system can be described by the equilibria shown below:

K
E + B =—== EB

+ +
A A
(8.6)
Kia Ka
K Keat
EA +B —= EAB P+ E

In the random case, in order to obtain the rapid equilibrium conditions, only the
off rate constants of A and B from their binary complexes have to be much faster
then keat. If Vi = keatEo, the velocity equation for reaction scheme (8.6) is

Vo = V4B (8.7)
° = KuKs + KsA + KaB + AB 7
or, in the reciprocal form:
Vi Ka K  KisKp
S T AT BT 4B (8.8)

The same equation is obtained if one assumes that A and B dissociate from the
EAB complex with rates similar or smaller than k.a. In such cases, the Michaelis
constants, K and Kg, are no longer dissociation constants, but are more complex
expressions; Kix and K;g are still true dissociation constants of respective binary
complexes.

Thus, any substrate that can add last can bind either in rapid equilibrium or in
steady-state fashion without changing the form of the rate equation. Comparison
of Egs. (8.2) and (8.7), however, shows that a substrate that cannot add last will
change the rate equation if it adds in rapid equilibrium.
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Figure 3. Rapid Equilibrium Random bisubstrate system. Graphical presentation of
Egq. (8.9), with B as a constant and A as a variable substrate.
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Equation (8.8) may be rearranged into two linear forms:

1 _ 1 KB KA KjAKB 1

5;—71(”3)*71(1* BKA>Z (8.9)
1 . 1 KA KB KiA 1
UO—V1(1+A)+V1 <1+A)B (8.10)

Figure 3 shows the graphical presentation of Eq. (8.9).

Equations (8.9) and (8.10) are completely symmetrical and, therefore, their
graphical presentations are also symmetrical. For this reason, the graphical
presentation of Eq. (8.10) is omitted, because it is not necessary to perform two
separate experiments to construct the reciprocal plots for two varied substrates.
One primary plot, for example, 1/v, versus 1/A, contains all the information
necessary to calculate all kinetic constants.

If K5/K;a is less than unity, than the binding of one ligand increases the affinity
of enzyme for the other ligand and, vice versa, if K5/Kia is larger than unity, than
the binding of one ligand decreases the affinity for the other. The double
reciprocal plot in Fig. 3 represents a family of straight lines with a common
intersection point. It is clear that this point is in the IV quadrant, above abscissa,
if Kia/Ka > 1, and in the III quadrant, below abscissa, if Kjz/Ksy < 1. If
Kis/Ka = 1, the plot intersects on abscissa, showing that one ligand has no effect
on the binding of the other.

8.4 PRODUCT INHIBITION IN A RAPID EQUILIBRIUM
ORDERED BI BI SYSTEM

Why product inhibition occurs. The products of reaction are formed at the active
site of enzyme and are the substrates for the reverse reaction. Consequently, a
product may act as an inhibitor by occupying the same site as the substrate from
which it is derived. In the Rapid Equilibrium Random bisubstrate mechanism,
most ligand dissociations are very rapid compared to the interconversion of EAB
and EPQ. Thus, the levels of EP and EQ are essentially zero in the absence of
added P and Q. In the presence of only one of the products, the reverse reaction
can be neglected, as the concentration of the other product is essentially zero
during the early part of the reaction. Nevertheless, the forward reaction will
be inhibited because finite P (or Q) ties up some of the enzyme. The type of
this product inhibition depends on the number and type of enzyme—product
complexes that can form. Consequently, product inhibition studies can be very
valuable in the diagnostics of kinetic mechanisms (Rudolph, 1979).

General rate equation. Let us examine the product inhibition in the Rapid
Equilibrium Ordered Bi Bi system, in the presence of products P or Q. Both
substrates and both products of reaction are binding in an ordered fashion.

Km Kp kcat KP !(‘Q

E EA EAB EPQ EQ

Xkcat

E (8.11)

The complete velocity equations for this system are
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AB PQ PQ
= Vv [ __x
o — g (KMKB) : (KPKiQ> _ Viva (AB Keq)
o= A Q AB PQ V.Kp V.
14— 4+ + VoKiaKp + V,KpA + VLAB + +—=>P
KiA KiQ KiA Kz Kp KiQ 24\ANB 2 BA 2 Keq Q Keq Q
(8.12)

Reaction scheme (8.11) describes a reversible reaction with two maximal
velocities, one in the forward and the other in the reverse direction, both being
the products of catalytic constants and the total concentration of enzyme,
Vi = keatEo and V, == xkeatEo. It is important to note that the interconversion of
above two equations is achieved with the aid of the Haldane relationship (8.43).

Rate equation in the presence of product P. Since P does not bind to the free
enzyme, it is clear that the initial velocity equation in the presence of substrates A
and B and the product P, has the same form as Eq. (8.2).

Rate equation in the presence of product Q. In the presence of substrates A and
B, and the product Q, Eq. (8.12) has the form

")
1
KinK V.AB
1+5—+—+>—7 KaKpl1+—]+K AB
K Kq KaKg % B( +KiQ>+ b+

or, in the reciprocal forms:

1_1(  Ke) KnKg( QN1

%=V (1+ B)+ V.B (1+Ki )A (8.14)

1 1 Kp Kia Q 1

;;—Vl'FVl [1+ y (1+E):|§ (815)

Equations (8.14) and (8.15) can be plotted in the form of the primary graphs as
shown in Figs. 4 and 5.

In product inhibition studies, it is customary to form the primary graphs by
plotting 1/v, versus 1/A, in the presence of constant concentrations of one of the
products, Q or P, and a constant concentration of substrate B; by repeating the
experiment at several fixed concentrations of the product, we shall obtain a
primary graph, with A as a variable substrate, B as a constant substrate, and P or
Q as the variable product of reaction.

An analogous primary graph is formed by plotting 1/v, versus 1/B in the
presence of constant A, and variable Q or P.

In product inhibition studies, the secondary graphs are formed by plotting the
slopes or intercepts from the primary graphs against increasing concentrations of
a product inhibitor (P or Q). Thus, the secondary plots will provide information
that is missing from the primary plots.

In Fig. 4, the secondary plots are apparently identical. The reason for this is
that the Slope,/s function and the Kﬁp P function have the same form, although
different meanings and different dimensions:
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K Slopea

0<B<w 0<B<aw

+ o Q + o Q
-Kia —Kia

Figure 4. Product inhibition by Q in the Rapid Equilibrium Ordered Bi Bi system.
Graphical presentation of Eq. (8.14), with B as a constant and A as a variable substrate.

1 1 Ky KiaKp Q\1
vo_Vl(1+B>+ V.B (1+Ki A
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A = constant
P=0

¢ 0

3 oy
Kg )\ 1+ K /A

Kg Slopeig
0D<A<w 0<A<w

APP
/A

= o0
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o
o
- |-
o
()

f

-Kia -Kia

Figure 5. Product inhibition by Q in the Rapid Equilibrium Ordered Bi Bi system.
Graphical presentation of Eq. (8.15), with A as a constant and B as a variable substrate.

1_ 1 Kgj K LAV
W VTV [1+A (1+Ki )]B
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KiaKg KLAKB) 0
= < 16
Slope, /s V.B ( V.B ) Kq (8.16)
KK KiuKs\ Q
KAPP IANB AINB
A (B+K,) <B+KB>K (8.17)

Similarly, in Fig. 5, the secondary plots are also apparently identical. In this case,
again the Slope, s function and the K4** function have the same form, although
different meanings and different dimensions:

Ks Kia KinKs\ Q
SIOPQI/B = V1 < +7) ( VIA ) FQ (818)
K; KiaKg\ Q
APP __ 1A iAINB
KPP = Ky <1+——A ) + ( 2 >_KiQ (8.19)

Thus, any of the four secondary plots in Figs. 4 and 5 will provide the means for
the graphical estimation of the inhibition constant K.

8.5 PRODUCT INHIBITION IN A RAPID EQUILIBRIUM
RANDOM BI BI SYSTEM

In bisubstrate reactions, a very frequent case is the ability of enzyme to form the
“wrong” ternary complexes, that is, to combine with a pair of substrates it is not
supposed to bind together. In bisubstrate reactions, such ternary complexes are
EBQ and EAP; these dead-end complexes are nonproductive and they can only
dissociate back into their composite parts:

EBQ EB+Q; EBQ —— EQ+B;
EAP —— EA+P; EAP —— EP +A. (8.20)

The dead-end combinations EAQ and EBP are unlikely to form, because the A—Q
and B-P pair of substrates are usually mutually exclusive; typical examples are
the nucleotide coenzymes of dehydrogenases and kinases.

Consider a hypothetical Rapid Equilibrium Random Bi Bi system. Both
products are present in the reaction mixture, A and B or P and Q can occupy the
enzyme active site simultaneously, and all four ligands can bind by themselves;
however, the dead-end complexes EAP and EBQ are not formed.

E+A =—m/—=> EA EQ —/————= Q + E
+ + + +
B B P

1 1 1 1| e

EB-l-AﬁEAB 2" Epaﬁ Q + EP
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This hypothetical model is not valid. If the mechanism is random, one has to have
at least one dead end complex—the one involving the two small reactants. Thus,
if a portion of A is transferred in the reaction to B to produce P, one may expect to
have an EBQ complex as the result of the definition of randomness. One may or
may not have the EAP complex, depending on how serious the overlap between
the reactants is (Fig. 6).

ECE I o [N o
CO

T HEr

Figure 6. Formation of ternary complexes in bisubstrate reactions.

EBQ

EAP

For example, in isocitrate dehydrogenase reaction, we shall see the formation
of an enzyme—isocitrate-NADH complex because the extra hydrogen is not a
problem (Grissom & Cleland, 1988). When the common group is larger, such as a
phosphate group or bigger, one usually will not see the EAP complex, or the
dissociation constants for this complex are elevated. Thus, in the hexokinase
reaction

Sugar + ATP ——— Sugar-phosphate + ADP (8.22)
B) (A (P) Q

a large phosphate group is transferred to the sugar to produce an even larger
sugar-phosphate; two larger substrates, A and P, overlap seriously and cannot
form the EAP complex. Note that Q is the “product” of A, and P is the “product”
of B. However, the A—Q and B-P relationships are arbitrary in random systems as
the result of the definition of randomness.

8.6 RAPID EQUILIBRIUM RANDOM BI BI SYSTEM
WITH A DEAD-END EBQ COMPLEX

This is a very frequent case which takes place when A reacts with B, and a portion
of substrate A is transferred to substrate B. In the presence of P, an EP complex
can form. P excludes both A and B from the surface of enzyme; hence, there is no
EAP and EBP complex. In the presence of Q, an EQ complex can form, but Q will
not interfere with the binding of B; consequently, a dead-end complex EBQ can
form.
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E+AsB < %9 ppq === gp
Ke Ke
B == F === g (8:23)
Kig Kig K;H
BQ === B 2= g, Eupeq

In the presence of both substrates A and B and both products P and Q, the net
velocity equations for the system shown in reaction (8.23) are

AB PO
Vi (KmKB) Va (KPKiq)

ALE, P _Q_AB PO K0 &2
Kin Kpg Kp Kq KiaKs KpKiq KisKig

(45 g)

Ug =

vo =
V.K VK V.K,
V2KiaKs + V2KpA + VoKaB + VoAB + — ? L QP 7 Yipo £ A BO
eq eq iiQ
(8.25)

The maximal velocities, V; and V,, have the usual meaning, and the intercon-
version of equations is achieved with the aid of the Haldane relationship (8.43).
Note that, from reaction (8.23), KiigKiis = KigKig-

Product inhibition in the Rapid Equilibrium Random Bi Bi system with a
dead-end EBQ complex takes place if, in addition to the presence of substrates A
and B, also the product P, or alternatively the product Q, is also present.

Reaction of A with B in the presence of product Q. If both substrates A and B
are present, plus the product Q, the velocity equation is

AB
" (K,AKB)

N S I . (8.26)
Kian K K KiaKs KipKig
Vo = Q VlAg K Q (8‘27)
KIAKB(1+K—) + KpA + I‘?BB <1+.7<_~E)B+AB
1 11

In this case, the velocity equations, with each of the substrates A and B, as the
varied ligands, are
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Vo = QVIAQ = (8.28)
iB B
KA(1+ G +BK1Q+an) +A( B)
V.B
Vo = (8.29)
Kia KiAQ) ( Ka KAQ)
Kgl1+—+ +B(1+—+
B( A AI(iQ nQA
The reciprocal forms of Egs. (8.28) and (8.29), are
1 1 KB> KA [ K ( Q ) Q :| 1
— 1+ 1+— 1+ + = 8.30
% W, ( A Ko/ Kol A (8:30)
11 Ka Q Kz Kis Q\|1
v—o v [H_I(H_Km)] +V1 [ + A <1+K1Q>]B (8.31)

Equations (8.30) and (8.31) are quite complex. The former is showing a
competitive while the latter the noncompetitive type of inhibition by the product Q.

Agraphical presentation of Eq. (8.30), a double reciprocal plot of 1/veversus 1/4,
will show a family of straight lines with a common intersection point on the
ordinate if the concentration of substrate B is kept constant and the concentration
of product Q is steadily increased. In this case, a replot of Slope, s versus Q will
provide the value of the dissociation constant of the EBQ complex (Kiig) (Fig. 7).

Contrary to that, a graphical presentation of Eq. (8.31) a reciprocal plot of
1/v, versus 1/B, shows a family of straight lines with a common intersection
point in the IV quadrant if the concentration of substrate A is kept constant
and the concentration of Q is steadily increased. In this case, only the replot
of Intercept,/s versus Q will provide the value of the dissociation constant Kijiq
(Fig. 8).

Rgeaction of A with B in the presence of product P. If both substrates A and B
are present, plus the product P, the velocity equation is

“(x;)
|
KiAKB ViAB
Vo = = (8.32)
A B P AB P Kz K3
1+K1A+-K13+ +K1AKB K,AKB(I-*-E;) + AKg + Kp B+ AB
The reciprocal forms of Eq. (8.32) are
1 1 Kp K, Kig P 1
— = = 8.
W) R leg)ls e
1 1 Ky Ky Kis P 1
- =2 i — iz 8.
v, Vi (1 * ) * Vi |:1 * (1 +KiP)] B (8:34)

These expressions predict competitive inhibition by P against either A or B unless
the fixed substrate concentration is saturating.
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Figure 7. Product inhibition by Q in the Rapid Equilibrium Random Bi Bi system with a
dead-end EBQ complex. Graphical presentation of Eq. (8.30) with B as a constant and A as
a variable substrate.
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A = constant =t
P=0
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Figure 8. Product inhibition by Q in the Rapid Equilibrium Random Bi Bi system with a
dead-end EBQ complex. Graphical presentation of Eq, (8.31), with A as a constant and B as
a variable substrate.
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8.7 A RANDOM MODEL WITH TWO DEAD-END COMPLEXES

In the most general case, A and B or P and Q can occupy the enzyme simulta-
neously and all four ligands can bind by themselves. In addition, the dead-end
complexes EAP and EBQ are formed. However, in this case, the EAP complex
often forms with elevated dissociation constant, relative to those of the binary
complexes, because of the overlap of the common pieces in reactants. The
reaction will proceed in both directions when all four ligands are present.

E+A+B < 9 Epq == g i
Ko Ke Kep
EQ ‘q—K_’Q‘J E —-—._,i,_ EA (8.35)
Kig K Kg
EBQ === g == gAs — L Eupeq

The net velocity in the forward direction, A+ B — P+ Q, is
Unet = Ufgrward — Ureverse = keatEo — XkeatEo (836)

The general rate equations, if all four substrates and products are present, and
when interconverted with the Haldane relationship (8.43) are

AB PQ
v (KiAKB> Ve (KPKiQ>

A E P 0, AF . P B A O
Kis K Kp Kq KK KpKiq KipKiq = KiaKi

PQ
ViV, (AB —~ K-)

€q

Vo =

Vg = VK,

€q
VIKP Vl VzKA V2KB

+-PQ+2-2BQ+
Keq Q Keq Q Kiig Q Kiip

VoKinKp + VoKgA + Vo Ky B + V,AB +

_.I_

AP (8.38)

In rapid equilibrium systems, all inhibition constants represent the true
dissociation constants of respective enzyme complexes. The nomenclature of
Cleland, described in Section 8.1, is sufficient to describe most kinetic constants.
However, for those constants that are leading to the formation of dead-end
complexes (Kiig, Kiiq, Kiia K;ip), novel or extra descriptions are necessary
(Cleland, 1967). Since all enzyme forms in reaction (8.35) are in the thermo-
dynamic equilibrium, the novel constants are mutually related by the following
relationships:
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Kiip _w (KiQ). » _ o (Kis\. _ [ Kiia
Kiia = K1A<KP>, KuB—Kus(KiQ ; Kig = Kig Ky )’ Kip = Kip N

(8.39)

Thus, the last two denominator terms in Eq. (8.37) can be written in yet another
form:
BQ AP

and 8.40
KoK ™ Kk (8.40)

The rate Eq. (8.37) has nine denominator terms, each one for one of the
enzyme forms: EA, EB, EP, EQ, EAB, EPQ, EBQ, and EAP; the unity represents
the free enzyme. The rate equations for the forward reaction, in the presence of
product Q or product P, are now identical with similar equations derived for cases
with single dead-end complexes.

Rate equation in the presence of product Q. In the presence of both substrates
A and B, and a product Q, the rate equation is

AB
g <KmKB)

vo=1+ijL B Q AB N BQ
Ka K I(]Q KlAKB KipKiiq

This equation is identical with Eq. (8.26).
Rate equation in the presence of product P. In the presence of both substrates
A and B, and a product P, the rate equation is

AB
" (KiAKB>

A _B_ P AB __AP_ (8.4
Kin Kp Kp KiaKs KaKjp

Vo =

This equation is completely symmetrical to the preceding equation.

8.8 DIAGNOSTICS OF RAPID EQUILIBRIUM SYSTEMS

In rapid equilibrium systems, the Haldane relationship can be obtained directly
from rate equations. In equilibrium, the rate equation for the Rapid Equilibrium
Ordered Bi Bi system (Eq. (8.12)), becomes

AB PQ
Vi (KmKB) Ve (KPKiQ>

Vo =
° denominator

(8.42)

Thus, for the Rapid Equilibrium Ordered Bi Bi system, the Haldane relationship is
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_(PQ\ _ ViKioKp
Keq - (AB) eq— V2KiAKB (843)

The Haldane relationship is identical for all rapid equilibrium random systems
(Haldane, 1930; Cleland, 1982). Thus, from Eq. (8.37), one also obtains

VaoKiaKs

The derivation of velocity equations for the rapid equilibrium systems is very
simple indeed, as already pointed out in Chapter 4 (Section 4.1), because all forms
of enzyme are in a rapid equilibrium with each other and the slowest process is
the chemical reaction between the central complexes.

In the general case, the Rapid Equilibrium Random Bi Bi system with both
dead-end complexes EAP and EBQ (Reaction (8.35)), the denominator of the rate
equation has nine terms, each for one form of enzyme; the unity represents the
free enzyme (Eq. (8.37)). From the general rate Eq. (8.37), one can write down
directly the rate equations for all other possible combinations of the Rapid
Equilibrium Random Bi Bi system.

For example, the rate equation for the Rapid Equilibrium Random Bi Bi system
with a dead-end EBQ complex (Reaction (8.23)) is obtained by omitting from
Eq. (8.38) the term that contains AP, because the EAP complex does not form,
thus affording directly the corresponding rate Eq. (8.25). Similarly, from the
general rate Eq. (8.38), one can also delete denominator terms corresponding to
B, P, BQ and AP, and obtain directly the general rate equation for the Rapid
Equilibrium Ordered Bi Bi system (Eq. (8.12)).

These properties of the rapid equilibrium systems illustrate a simple rule: the
denominator of the velocity equation in each rapid equilibrium system contains
as many terms as there are enzyme forms in the mechanism.

The primary graphs alone, the double reciprocal plots in the absence of
products, can be quite valuable in the diagnostics of rapid equilibrium
mechanisms. Thus, one can easily distinguish the ordered from the random rapid
equilibrium system, even from the primary graphs in the absence of the products of
reaction (Table 1).

Keq

Table 1. Types of initial velocity patterns in the primary double reciprocal
graphs in rapid equilibrium systems in the absence of products

Ordered I Random

|
1/v, versus 1/4; 1/v, versus 1/B; | 1/v, versus 1/4; 1/v, versus 1/B;
B increasing A increasing : B increasing A increasing
Slope replot Pattern crosses : Intersecting Intersecting
through origin on vertical axes | Eq. (8.9) Eq. (8.10)
Eq. (8.4) Eq. (8.5) : Fig. 3 o

|

Fig. 1 Fig. 2




Table 2. Product inhibition patterns in rapid equilibriurn bisubstrate mechanisms (Plowman, 1972; Segel, 1975)

Varied substrate

A B

Product Unsat. Saturat. Equation Unsat. Saturat. Equation
Mechanism inhibitor with B with B (Figure) with A with A (Figure)
Rapid Equilibrium P
Ordered Bi Bi Q Comp _ 8.14 (Fig. 4) Comp —_— 8.15 (Fig. 5)
(no dead-end complexes)
Rapid Equilibrium P — —_ —_ —
Ordered Bi Bi Q Comp Comp Noncom ——
(with dead-end EBQ)
Rapid Equilibrium P Comp _ 8.33 Comp B 8.34
Random Bi Bi Q Comp Comp 8.30 (Fig. 7) Noncom e 8.31 (Fig. 8)
(with dead-end EBQ)
Rapid Equilibrium P Noncom —_ 8.41 Comp Comp 8.41
Random Bi Bi Q Comp Comp 8.30 Noncom  — 8.31

(with dead-end
EAP and EBQ)

Type of inhibition: Comp = competitive; Noncom = noncompetitive.

SNOLLOVAY ALVILSINSId NN TINOA dIdVy

LET
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However, the primary double reciprocal plots of some rapid equilibrium systems
are identical. In rapid equilibrium systems, in the presence of the products of
reaction, the primary reciprocal plots are very characteristic and depend on
the number and type of enzyme—substrate and enzyme—product complexes that
can form. Therefore, in order to distinguish between different types, one must
revert to product inhibition patterns that can easily distinguish between all types
of rapid equilibrium bisubstrate systems (Plowman, 1972; Segel, 1975) (Table 2).
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Chapter 9

Steady-State Kinetics of Bisubstrate
Reactions

The derivation of velocity equations for multisubstrate reactions is a difficult
task, compared to monosubstrate reactions. Velocity equations for nonrapid
equilibrium multisubstrate systems can be derived algebraically with the aid of
steady-state assumptions. However, as the number of enzyme species increases,
the algebraic manipulations become increasingly more complicated. Velocity
equations for many multisubstrate reactions cannot be derived profitably from
rapid equilibrium assumptions. In bisubstrate systems, the isomerization of
central complex, and subsequent product release steps may be so rapid that E,
EA, EAB, EPQ, and EQ never attain equilibrium. The distribution of enzyme
species will depend on the rate constants of all of the steps, including those
involving product release. The transitory enzyme—product complexes may now
represent a significant fraction of the total enzyme even in the absence of added
products. For such cases, the derivation of velocity equations can be
shortened considerably by using the method of King and Altman, and other
methods described in Chapter 4.

The simple and elegant method of King and Altman allows the steady-state rate
equations for mechanisms of considerable complexity to be written down in
terms of the individual rate constants without going through complex algebraic
expansions of large determinants. It was used to derive all of the rate equations
discussed in this and in the next chapters.

9.1 NOMENCLATURE

The velocity equations for bisubstrate reactions are usually formidable if
expressed in terms of individual rate constants. The resulting equations are
almost useless until the rate constants are grouped into relatively simple kinetic
constants that can be experimentally determined. Various methods for grouping
the individual rate constants have been developed by Alberty (1953), Dalziel
(1957), Bloomfield et al. (1962), Wong & Hanes (1962), Cleland (1963), Mahler &
Cordes (1966), and others.

The nomenclature of Cleland is now in general use although the nomenclature
of Dalziel has been often used in the older literature; other methods did not stand
the test of time (Purich & Allison, 2000).

We shall compare the nomenclature of Cleland and the nomenclature of
Dalziel with the example of an Ordered Bi Bi mechanism, described in
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Section 9.2. The velocity equation for this mechanism, in the absence of
products, can be written as

Cleland’s nomenclature:

vo = V:AD (0.1)
° " KinKg + KgA + K\B + AB '
Dalziel’s nomenclature:
S5
Vo = 2
° ¢12 + ¢2Sl + ¢1S2 + ¢OSIS2 (9 )
or, in the reciprocal form:
1 _ 1 Ka Ky KiAKB
v V. "VATVBTVaB (9-3)
A _p 10 b b
Uo = o+ S, + Sa +SIS2 (9-4)

In Cleland’s nomenclature, the concentrations of two substrates are indicated as A
and B, and in Dalziel’s nomenclature as S; and S,. In Cleland’s nomenclature, the
maximal velocity is V;, the Michaelis constants K, and Kg, and the inhibition
constant Kja.In Dalziel’s nomenclature, kinetic factors have the following meaning:

_1 Ky _Kg _ KiaKs
¢O - I/1 ¢1 - ‘/1 ¢2 - Vl ¢12 - ‘/l (9‘5)

In this chapter, we shall deal only with the hyperbolic bisubstrate mechanisms
that produce the linear primary double reciprocal plots of 1/v, versus 1/ [substrate].
In doing so, we shall describe the following major types of steady-state bisubstrate
reactions (Fromm, 1979):

(1) Ordered Bi Bi,

(2) Theorell-Chance,

(3) Ordered Bi Uni,

(4) Ordered Uni Bi,

(5) Ping Pong Bi Bi, and
(6) Steady—State Random

This nomenclature has been introduced by Cleland (1963), but other des-
criptions of bisubstrate mechanisms are also found in the biochemical literature.
For example, a sequential addition in bisubstrate reactions, an Ordered Bi Bi
mechanism is also called a compulsory-order ternary-complex mechanism
whereas a Random Bi Bi mechanism is called a random-order ternary-complex
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mechanism; the Ping Pong mechanisms are termed substituted-enzyme mechan-
isms (Cornish-Bowden, 1995).

The majority of steady-state rate equations described in this chapter, in its
present form, have been derived by Cleland (Cleland, 1963, 1967, 1970, 1977).

9.2 ORDERED BI BI SYSTEM

An Ordered Bi Bi system is fairly common in many enzyme reactions found in the
nature, particularly among pyridine nucleotide-dependent dehydrogenases
(Walsh, 1998). In this mechanism, there are two substrates A and B, and two
products of reaction, P and Q, which add to the enzyme in an ordered fashion.
For example, consider a reaction catalyzed by alcohol dehydrogenase. The
substrate A (usually NAD*) and the product Q (usually NADH) are the leading
substrates; they are added first, and the other substrate B (alcohol), or the other
product P (aldehyde), cannot be added until the leading substrate is bound. Thus,
complexes EB and EP do not form:
E—2 EA—" EAB —>— EPQ —°— EQ —2~ E  (0.6)
ka kq ko keP ksQ

9.2.1 Rate Equations with a Single Central Complex

The rate equation for this mechanism in terms of rate constants, and when the
interconversion of central complexes EAB and EPQ is not taken into account
(rate constants kg and k,, are absent and EAB and EPQ are lumped into a single
central complex), is

(k1k3k5k7AB - k2k4k6k8PQ)Eo

Po = kok, (ks + ks) + kik,(ky + ks)A + kaksk,B + kiky(ks + k,)AB
+ koks (ks + k,)PQ + kikskeABP + kykoks BPQ (9.7)
In terms of kinetic constants, the rate equation becomes
V1 V2 (AB - &>
Vo = Keg
0=
VoKinKs + VoKA + V,KaB+ 2K2p  ViKe oy 4
Keq Keq
VIKQ ‘/1 V2KA _‘{i Vl
+ K——iAKquP + X PQ + K, BQ + KiPABP + KsKeq BPQ (9.8)

The rate Eq. (9.8) is written in Cleland’s nomenclature, with one inhibition constant
defined for each reactant in the mechanism (Kia, Kig, Kiq, Kip). This rate equation
was dervied in Chapter 4 with the aid of the King-Altman method (Eq. (4.39)).
Generally, for all steady-state bisubstrate mechanisms without alternate reac-
tion sequences a complete rate equation can be expressed in terms of only two
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maximum velocities, one Michaelis and one inhibition constant for each reactant,
and the equilibrium constant for the whole reaction.

Definition of kinetic constants in terms of rate constants

coefB ksk Kos = coefP  const k,
A7 coefAB ~ ki(ks + k;) 7 coefAP  coefA  k,

coefA  k,(ky +ks) _coefPQ ko + k4
BT coefAB ~ ky(k; +k;) B coefBPQ kg
coefQ  ka(ky +ks5) coefAB ks +k,
P = c0efPQ ~ ko(ko +ky) © coefABP kg
_coefP  kok, _ coefB  const K, (99)
Q7 coefPQ  kg(ko +k,) ¥ coefBQ  coefQ kg
Vi _numer;  ksk; V., numer,  kok,

E, coefAB ks + k, E, coefPQ  k,+k,
_numer; _ kiksksk,
7 numer,  kokskeksg

Definition of rate constants in terms of kinetic constants

Vi = ViKia
EoKx 2 EoKa

W ky 1 E, 1

k1:

LBl T (1) (9:10)
k7 — V2I<1Q _ V2
E()KQ EoKQ

Haldane relationships

ViKioKp (Vl >2 KoKip
Kgy=—r—r=1{—= 11
“ 7 V,KiuKp KuaKip (911)

The various kinetic constants for any bisubstrate or trisubstrate steady-state
mechanism are related to the thermodynamic equilibrium constant by Haldane
equations of the general type:

VN K KoyKir) - - -
Keq = <Vl> K(P) I((Q)K(R) (9.12)
2/ KmKmKe) -

where K(ay may be either K or Kis and so forth. The equation includes either a
Michaelis or inhibition constant for each reactant. Cleland (1982) further
distinguished two types of Haldane relationships: thermodynamic and kinetic.
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There are two Haldanes for Ordered Uni Bi mechanism, with n =1, and two
for Ordered Bi Bi, but the second one depends on the definition of the inhibition
constants. Ping Pong mechanisms with two stable enzyme forms have four
Haldanes, one each with n = 0 and n = 2, and two with n = 1. The Theorell-
Chance mechanism with only six rate constants has 16 Haldanes with n equal to
minus one (1), zero (4), one (6), two (4), and three (1), corresponding to 4, 3, 2, 1,
and 0O inhibition constants, respectively. Ordered mechanisms that are of Ter
reactancy in either direction have two Haldanes, with n = 0 and n =1 (Cleland,
1982).

Distribution equations

KinKsV, + KoV, p +K\V,B

E_ Keq
E, denominator of rate equation
KoV KV (9-13)
QY1 AVo
KgVoA + AP + P
EA TP T KaKeq KinKeq Q

E,  denominator of rate equation

VIKQ> ( Vl V2KA ) V2 V1
v, - AB+ (o - PQ+~2ABP + ——L_BP
(EAB + EPQ) ( 2" F, Keg KuKea) Ko oF ¥ Rigeg 2

E, denominator of rate equation

KoV . KoVi,.  KuVe
+ AB + B
EQ _ Keqy Q K, K; Q

E, denominator of rate equation

The distribution equations describe the distribution of the enzyme among the
various possible forms. These distribution equations when multiplied by E, give
the steady-state concentrations of the various enzyme forms. They have some
inherent interest by themselves, however, and are useful in deriving rate
equations for reactions in the presence of dead-end inhibitors (Chapter 11), and
equations for rates of isotopic exchange (Chapter 16).

Effects of isomerizations

EAB + EPQ isomerizes: The distribution equations are still valid, and k;, k,, k,
and kg can be calculated.

EA isomerizes: Only E/E,, EQ/E,, k, and ks can be calculated.

EA and EQ isomerize: Only E/E, can be calculated.

9.2.2 Rate Equations with Two Central Complexes

If the interconversion of central complexes is taken into account (rate constants
ky and k,, are present), the definition of kinetic constants in terms of rate
constants becomes more complex (Plapp, 1973):
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Ka = kskrks Ko =2
ky(ksk, + kgkg + krkg + kokio) k,
Ky = ko (kyks + kykio + kskg) Ko = koky + kakg + kakio + kgkso
ks (ksk, + kskg + kokg + kykio) B ks (kg + kio)
ke(koky + koko + Kakio + Kakio) ke (kg + Kio) 014
9.14
K — k2k4k10 K — Ez
Q k8 (k2k4 + k2k9 "+' kgklo + k4k10) ! k8
—_‘/_1 — k5k7k9 -‘ig- — k2k4k10
E() k5k7 + k5k9 + k7k9 + k7k10 EO k2k4 + k2k9 + k2k10 + k4k10

q - k2 k4 k6k8k10

In this case, the kinetic constants cannot be used to calculate rate constants kg,
k4, ks, and ke; however, the calculation of k;, ks, k,, and kg is still valid.

9.2.3 Rate Equations in the Absence of Products

In the absence of products P and Q, the velocity equation reduces to

. V,AB (9.15)
© = KnKs + KoA + KaB + AB 215
or, in the reciprocal form:
Vi _ Kia K K KnKp
w tTatEtaB (916)

Note that Egs. (9.15) and (9.16) are identical with the corresponding rate
equations for the Rapid Equilibrium Random bisubstrate system (Chapter 8;
Egs. (8.7) and (8.8)).

Equation (9.16) can be rearranged into two linear forms, in the Lineweaver—
Burk fashion:

1 _ 1 Kz Ky KiAKB 1

% V. (1+B)+V1 (H KAB)Z (9-17)
1 B 1 Ky Kg KiA 1
UO-V1(1+A)+V1 (1+7>§ (918)

Figures 1 and 2 show the primary and the secondary plots for Eqgs. (9.17)
and (9.18).
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Figure 1. Ordered Bi Bi mechanism. Graphical presentation of Eq. (9.17), with B as a
constant and A as a variable substrate.

11 K\ K KiaKp\ 1
5;_‘,1(1+B)+V1(1+ KAB)A
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ki

0<A<w

w|

Intercept 45

Slope 15

Kg

1 1
A -— A
KiA

Figure 2. Ordered Bi Bi mechanism. Graphical presentation of Eq. {(9.18), with A as a
constant and B as a variable substrate.

1_1 Ky Kg KiA 1
a——vl(l-‘r-A)-{-Vl(l—{—A)B
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Figures 1 and 2 show that the various kinetic constants can all be determined
from experimental data. Initial velocity analysis suffices for the Michaelis
constants, maximum velocities, and the inhibition constants for reactants which
yield non-central transitory complexes upon combination with the enzyme, while
product inhibition experiments are necessary to determine the other inhibition
constants.

In Fig. 1, the values of ¥, and Kp can be determined directly from the intercept
replot. The value of K, is determined from the ratio of the intercepts of the two
replots, while the ratio of the slopes of the two replots is equal to Kja. In Fig. 2,
the values of V; and K4 can be determined directly from the intercept replot,
while Ky comes from the ratio of intercepts of the two replots, and Kjs comes
from the slope replot.

9.2.4 Product Inhibition in an Ordered Bi Bi Mechanism

Product inhibition in bisubstrate reactions normally takes place when, in addition
to substrates, one or both products of reaction are present in the reaction mixture
(Rudolph, 1979); the reasons why product inhibition occurs are described in
Chapter 8 (Section 8.4).

Product inhibition by P. The rate equation for any product inhibition is
obtained from the full rate equation for the entire mechanism (in this case,
Eq. (9.8)), simply by setting the concentrations of all other products equal to zero.
Thus, if A reacts with B in the presence of P, with Q = 0, the rate equation in the
forward direction is

V.AB
Vo = KLAKBKiQ KBKQ (9-19)
KizKp + KgA + KaAB+———7F+— X ————=P+ AB+K KAP+K—ABP
lQ P iQLNP iP

Note that the expression V/(V.Keq) in the P and AP terms is replaced by an
expression (KiaKp)/(KpK;q) from the Haldane relationships (Eq. (9.11)).
When A is varied, the reciprocal form of Eq. (9.19) is

1 1 Ky KQP P Ky Kz Ky KQP >:| 1
= i —_— — 2
N [1+ B (1 +Kqup> +I(iPJ + 7 [1+ K.B (1 +KiQKp A (9.20)

Figure 3 shows the graphical presentation of Eq. (9.20), the primary and the
secondary plots drawn in the manner of Lineaweaver and Burk.

We can see that P will act as a noncompetitive inhibitor with respect to A
at unsaturating B (from the primary plot), and that the inhibition cannot be
overcome by saturation with B (from the secondary plot). At saturating B, P acts
as an uncompetitive inhibitor with respect to A.

When B is varied, the equation becomes

1 1 Ka P Ky Kia KQP 1
— 1+ — — 21
o= (1+A+KP>+V1(+A)(1+I<§QKP 3 (9.21)
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B = constant and gz
unsaturating Yy
Q=0

t 0 1
KoK -
T w=lelin  yg KB 7
R [1 I __J KoKie KinKg
KiA B
Interceptya Slopeya
0<B<wx

t o P
"XKHT" '_XK!F'

Figure 3. Product inhibition by P in an Ordered Bi Bi system, Graphical presentation of
Eq. (9.20), with B as a constant and A as a variable substrate.

1 1 KB KQP P Ka Ki.AKB KQP 1
=142 - == ~
ve Vi { ; (1 +KiQKp) +Kip] 7 [” KB (l T Koks) | A
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A = constant and
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Q=0
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Figure 4. Product inhibition by P in the Ordered Bi Bi system. Graphical presentation of
Eq. (9.21), with A as a constant and B as a variable substrate.
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Figure 4 shows the graphical presentation of Eq. (9.21). P behaves as a non-
competitive inhibitor with respect to B at all concentrations of A. The intersection
point may be above, on, or below the horizontal axis, depending on the ratio of
KpKio/KoKip.

Product inhibition by Q. If A reacts with B in the presence of Q, with P =0,
the rate equation in the forward direction is

VAB
Vo = 1 X (9.22)

K Kiq

Again, V,/(V,K,g) is replaced from the Haldane relationship.
When A is varied, the reciprocal form of Eq. (9.22) is

1 1 KB Ky KiAKB ( Q 1 )
e V1 <1+ B)JFVI <1+ K.B 1+Ei6 4 (9.23)
Figure 5 shows the graphical presentation of Eq. (9.23). We see that Q acts as a

competitive inhibitor with respect to A at all B concentrations.
When B is varied, the reciprocal form of Eq. (9.22) is

1 1 Ka Q K3 Kia Q|1
_lg V1 [1+X<1+E5>J+V1{1+7(1+I_<~>:|E (9.24)

Figure 6 shows the graphical presentation of Eq. (9.24).

This time, Q acts as a noncompetitive inhibitor with respect to B at unsatur-
ating A concentrations (from the primary plot). Saturation with A overcomes
the inhibition (from the secondary plot). With a noncompetitive pattern in Fig. 6,
one can define the apparent inhibition constants, Kjs= Kig(1+Kja/A) and
K;i = Kjo(1+Ka/A), making them useful for calculation of K;o from the observed
values.

It is quite clear that the initial velocity studies, in the absence of products, are
not sufficient for the determination of the order of addition of reactants in
ordered sequences, while product inhibition experiments with either of the
products provides this information unambiguously.

Once the inhibition constants Kijg and Kip have been determined from the
product inhibition studies, it is possible to calculate the dissociation constant of B
from the EAB complex, and the dissociation constant of P from the EPQ complex.
Ainslie and Cleland (1972) have shown that

k4 KAKiB Va k5 KQKiP Vi
K4 _ "5 _ 2
ks  KaVy ke  KigVe (9:25)

Thus, in an Ordered Bi Bi mechanism, the addition of reactants in both
directions is highly ordered. Therefore, it is possible to express all the rate
constants in this mechanism in terms of Michaelis constants and inhibition
constants. However, for real mechanisms when the interconversion of central
complexes is included, one cannot calculate all the rate constants.
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Figure 5. Product inhibition by Q in an Ordered Bi Bi system. Graphical presentation of
Eq. (9.23) with B as a constant and A as a variable substrate.
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Figure 6. Product inhibition by Q an the Ordered Bi Bi system. Graphical presentation of
Eq. (9.24), with A as a constant and B as a variable substrate.
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9.2.5 Calculation of Intersection Points in an Ordered Bi Bi Mechanism

Calculation of the coordinates of intersection points in double reciprocal plots is
very useful, because they usually represent a simple group of kinetic constants
(Segel, 1975).

Consider an Ordered Bi Bi mechanism; the rate equation for this mechanism,
when the concentration of A is varied, is given by Eq. (9.17):

1 1 Kz Ky KiaKp\ 1

Figure 7 will be helpful for the calculation of coordinates for intersection points.

1 Ordered Bi Bi mechanism % 1 Ordered Bi Bi with P
i as a product inhibitor

—
)

Figure 7, Calculation of the coordinates of intersection points.

o~

This analysis is started by finding the coordinate of the crossover point on
abscissa. Since 1/v, is zero on abscissa, we can set 1/Vs = 0, and thus obtain

1 Kg\ Ka KisKp 1
ﬁ(‘* B) 7 (” KAB)A

KuB + KiAKB)

and

—A=Ka (KAB + KaKg

If the concentration of B tends to zero (B = 0), the coordinate of an intersection
point on abscissa tends to —1/Kja (Fig. 7). If the concentration of the substrate A
is substituted by —Kj, in the rate equation, we obtain

1_1 Kz Ky K, Kz 1
i):_V:<1+B)+Vl <1+ KAB>( KiA)
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It is clear from the above equation that, when B becomes saturating (B = «), the
coordinate of the intersection point on the ordinate becomes

1.t (1 _K
Vo h Vi Kia
Thus, the value of both coordinates is established.

9.2.6 Calculation of Intersection Points in an Ordered Bi Bi Mechanism
with P as a Product Inhibitor

The rate equation for this mechanism is complex, given by Eq. (9.21):

11 +£fz+£ Ko () Kia) () KeP )L

However, after substituting the complex values,

. Ky . K P _ KpKiq
cx—1+A f= 1+A P, = Ko X——————KQKiP

the rate equation becomes much less formidable:

101 BKg P\ 1
'13; Vl(OC+Px) V1 <1+Y)§

In order to find the coordinate of the intersection point on abscissa, we shall set
1/v, = 0. Then,

1 BKz P\ 1 BKs +X
Vl(oc+Px)-— V. (1+~X—>B and B= > (Px+oc>

It is clear from the above equation that, when P becomes saturating (P = o), the
coordinate on abscissa tends to —X/BKg (Fig. 7). If the concentration of the
substrate B is substituted by —X/#Kg in the rate equation, we obtain

1 1 BKB Py X
v_o Vl((x+P) V. (1+?X—)(~EI<—B)

When the concentration of Px tends to zero (Px = 0), the terms in Px cancel out,
and the coordinate of the intersection point on the ordinate tends to

1 1

=—=(@-X
i ACIEY)

The simple procedure that is described above can be applied for the calculation
of intersection points in all rate equations where the reciprocal plots cross at a
single point.
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9.3 THEORELL-CHANCE MECHANISM

Theorell-Chance mechanism is a simplified version of an Ordered Bi Bi
mechanism where the steady-state level of central complexes is very low. Theorell
and Chance (1951) have proposed an Ordered Bi Bi mechanism without the
central ternary complexes for alcohol dehydrogenase from equine liver. The hit-
and-run reaction sequence can be written:

A B P Q
k1ﬂk2 ’&\/‘4 ksﬂks (926)
E E
EA EQ

The general rate equation for this mechanism, in the presence of both substrates
and both products of reaction, in terms of rate constants, is

Vo = (k1k3k5AB - k2k4k6PQ)E0
© 7 koks + kiksA + ksksB 4 koky P + koksQ + kiksAB + kik AP + k3ks BQ + k k6 PQ
(9.27)

Compared to the Ordered Bi Bi, the equation for the Theorell-Chance mechanism
lacks ABP and BPQ terms in the denominator. In terms of kinetic constants, the
rate equation becomes

Vl V2 (AB - Q)
v() = Keq
V K VK]
VaKinKs + VaKpA + VaKaB + Op 4 =z ’o
eq eq
VlKQ V2KA V]_
+ V,AB + AP+ BQ+—P 9.28
LAB + g AP+ A BQ + B PO (9.28)
Definition of rate constants in terms of kinetic constants
k.= Vi = ViKia ko = L
T EoKA 2 EOKA 3 EOKB (9 29)
k, = Vz k. = VzKiQ ke — Vz ’
*TEKe ° EKg ° EoKqg

Definition of kinetic constants in terms of rate constants

_coefP ko o coefA kg

AT CoefAP "k, 7 coefAP k,
(9-30)

coefQ k, coefB ks

B~ CoefBQ ks Kiq = coefBQ k¢
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Distribution equations

KoV
; P
E,  denominator of rate equation
KoVs Vi
KgV,A + AP + — P
Ea OV e R R (9.31)
E, ~ denominator of rate equation
KP V1 KAVg
EQ K Q+ V,AB + X, BQ

E, denominator of rate equation

Haldane relationships

_ ViKipKq _ ViKeKiq _ ViKeKiq _ ViKirKo (9.32)
VeKaKiz  VoKaKip V.KipnKp V.KinKp '

Keq

There are 12 more Haldanes for the simple mechanism with six rate constants
shown in reaction (9.26).

Effects of isomerizations

EA isomerizes: k,, k; and k¢ may be calculated. In addition, the reciprocal of
the rate constant for converting EA to EA* in the forward direction is equal
Eo/Vi—1/ks.

EA and EQ isomerize: No rate constant can be calculated; only E/E, may be
calculated.

9.3.1 Rate Equation in the Absence of Products

In the absence of products, the rate equation in the forward direction is the same
as that for the Ordered Bi Bi mechanism, given by Eq. (9.15):

_ V.AB
N KipnKp + KA + KpB + AB
Therefore, initial velocity studies alone will not distinguish between the two

mechanisms; however, the missing ABP and BPQ denominator terms lead to
different product inhibition patterns.

Vo

9.3.2 Product Inhibition

Product inhibition by P. If A reacts with B in the presence of P, with Q = 0, the
complete velocity equation is obtained by replacing V,/(V,Keq) by appropriate
expressions from the Haldanes:
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Vo = V:AB (9.33)
o~ Ku\K; )
KiaKs + KeA + KaB+AB + 2K p  Kp
K; K;
or, in the reciprocal forms:
1 1 Kg P Ka K P\]1
72 [1+ B <1+Kip)}+Vl [1+ B <1+I(ip)]z (9.34)
11 K, Ky K, P\1
vo—V1<1+7>+V1 <1+A)<1+E~>B (9.35)

Product inhibition by Q. If A reacts with B in the presence of Q, with P = 0,
the complete velocity equation is again obtained by replacing V,/(V,Keq) by
appropriate expressions from the Haldanes:

V.AB
KipKp + KA + KpB + AB +

Vg =

Kaks (9.36)

Ko

Ka
+—~B
Q-+ 22 BO

or, in the reciprocal forms:

1 1 K\ Ka Kig Q\1
vo_Vl(HB)Jer (1+ B)(1+Ki a (9.37)

2o K QN R K QN1
vo_V,[1+A(1+K,- )]+V1 [1+A (1+Ki )]B (9.38)
The product inhibition patterns in the Theorell-Chance mechanism are
different from those of the Ordered Bi Bi mechanism. Note that the product
inhibition equations are symmetrical: Equations (9.34) and (9.38) are symme-
trical and so are Egs. (9.35) and (9.37). Thus, product inhibition studies only

identify A—Q and B—P pairs and do not reveal the order of substrate addition
and product release.

9.4 ORDERED UNI BI AND ORDERED BI UNI SYSTEMS

Ordered Uni Bi and Bi Uni systems are simplified versions of an Ordered Bi Bi
mechanism (Cleland, 1963; Fromm, 1975). The reaction for both systems can be
written:

kA kg ks
E —— (EA —— EPQ) EQ — E (9.39)
ks k,P ksQ

The general rate equation for both systems can be written as

_ (klkSkSA - k2k4k6PQ)E0

T kg(ko + ky) + ky(kg + kg)A + kokyP + ko (ks + k3)Q + k kAP + k ke PQ
(9-40)

Uo
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In terms of kinetic constants, the rate equation becomes

wvs(4- )
Vo = VK1 : VKKecl v % (9-41)
VoKa + VoA + I‘(QP+ = PQ+E"’;AP+I?1—PQ
eq eq i eq

Definition of kinetic constants in terms of rate constants

_ const ~_ coefP 52_ Vi _numer,
A= CoefA A= CoefAP  k; E,  coefA
coefP const k V. numer
Q= CoefPQ Q7 00efQ ~ ke E, coefPQ (9-42)
coefQ coefA numer,
Kp = coefPQ Kp = coefAP Req = numer,

Definition of rate constants in terms of kinetic constants

ke = Ve k, = Ve 1_E 1
1 EOKIA - Eo k3 - V1 ks
(9.43)
k :k2+k3 k __VzKiQ ke = V2
4T T Kp ST EKo 0 EoKg
Distribution equations
KQV]
_E__ K\V, + Keq P
E,  denominator of rate equation
KPV]_ KQVI
S+ A
2 Ko °7 K (9.44)
E, denominator of rate equation '

V]_KQ V2 Vl
(EA + EPQ) <V2 K, )AJ“KWAP“LK_WPQ
E,

denominator of rate equation

Haldane relationships

x. - ViKigKe _ ViKipKo

=y, Vikon (9.45)
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Effects of isomerizations

The transitory complexes EA EPQ isomerize: The calculation of distri-
bution equations is still valid, but the calculation of k;, ks, kg, and k, is invalid.
EQ isomerizes: All the rate constant calculations are invalid, and only E/E, can be
calculated.

9.4.1 Ordered Uni Bi Mechanism
The Ordered Uni Bi reaction takes place in the forward direction:

A—P+Q

if the substrate A is split into two products, P and Q.

Rate equations in the absence of products. When both P and Q are zero, we
obtain a usual Michaelis—Menten equation: v, = V;A/(Ka + A).

Product inhibition in the Uni Bi system. In the forward direction, A — P + Q,
if P is present and Q = 0, we obtain

1 1 P KA( KQP)I
—=— (14— ) +32 (14 e 46
Vo V1( KiP) Vi KigKp/ A (9:46)

If Q is present, and P = 0, we obtain

v—ozvl+71(1+K—iQ)Z (9.47)

P and Q can be identified from the above product inhibition studies.

Note, however, that the product inhibition studies in the A — P 4 Q direction
do not allow Kp and K to be determined, but their ratio can be calculated from
the Haldane relationship (Eq. (9.45)):

Kr  KaKp
2P 48
Ky~ KK (9.48)

9.4.2 Ordered Bi Uni Mechanism
The Ordered Bi Uni reaction takes place in the reverse direction:
P+Q—-A

when P and Q are condensed into a single product A.
Rate equation in the absence of product. If P reacts with Q, and A = 0, the
rate equation in the reverse direction is
_ Va2PQ
Yo = KioKe + KoP + KpQ + PO (9-49)

This equation is symmetrical with Eq. (9.15) for the Ordered Bi Bi system.
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Product inhibition in the Bi Uni system. In the reverse direction, P + Q — A,
and in the presence of A, the writing of the velocity equation is complicated
by the reaction in the A — P+ Q direction. However, if one applies the iso-
tope exchange method, the reaction A — P+ Q can be made negligible. If A
inhibits while one is still far from equilibrium, the reverse reaction is unimpor-
tant and one can measure product inhibition by A. It helps to keep either P or
Q saturating to stay far from equilibrium. In this case, in the P4+ Q — A
direction, the initial velocity equation is obtained by replacing V,Keq/V; from
the Haldanes:

V.PQ

Up = KPKQ KQ (950)

KpKig + KpQ + KoP + PQ + SA+—2AP

Ka Kia
The reciprocal forms of Eq. (9.50) are

1 1 KQ< A)] Kp{ KiQ( A)]l
—= 1+ 1+ ||+ 1+ 1+ ) | 3 51
e A (o | R L (R | R L
11 K Ko KaKe A [ Ke)]1
vo‘v2(”P)+V2 [”KMP +KiA<1+P>]Q (9.52)

P and Q can be identified from the above product inhibition studies. The product
inhibition studies also allow the direct estimation of Kp and Kg.

9.5 PING PONG BI BI MECHANISM

A bisubstrate mechanism in which the first product (P) is released before the
second substrate (B) is bound, is called Ping Pong. Such a mechanism is typical
for transaminases, where the amino acid substrate (A) is bound first, and the
keto acid product (P) is released before the second substrate, keto acid (B), is
added; the second product, amino acid (Q), leaves the enzyme last (Walsh,
1998).

The reaction sequence can be written as

A P B Q

k1\Hk2 k3 “/h ksﬂka Ky ﬂks (9 . 53)

EA & FP) F (FB & EQ) E

where E = free enzyme; EA = the enzyme—substrate (amino acid,) complex;
FP =the amino enzyme—product (keto acid,) complex; F =the amino enzyme;
FB = the amino enzyme—substrate (keto acid,) complex and EQ = the enzyme—
product (amino acid,) complex.

The general rate equation for this mechanism has no ABP and BPQ terms and
no constant term in the denominator:
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(k1k3k5k7AB - k2k4k6k8PQ)Eo
kiky(ks + ky)A + ksk (ko + kg)B + kiks(ky + k;)AB

+ kyks (k2 + ke)PQ + ksks (kz + k3)BQ (9-54)

Vo =

In terms of kinetic constants, the rate equation becomes

PQ

v( _re

KeQ)

UQ =
ViK; . Vike Viko V. VaKa
V.KAB V. AP P B

VKA R e P R 0T P R, M T R T R 0
(9-55)

The rate Eq. (9.55) is identical with the rate equation for the Ordered Bi Bi
mechanism (9.8), except that there is no ABP, BPQ, and the constant term in the
denominator.

Definition of kinetic constants in terms of rate constants

The definition of kinetic constants Vi, V,, Ka, .Kg, Kp, Ko, Kia and Kjq is the same
(in a coefficient form) as in the Ordered Bi Bi mechanism, but the definition of
Kis and Kip has a new meaning.

coefB  ky(kz + Ky coefP k.

) - _k
A7 CoefAB ~ ki(ks + k) A7 coefAP &,
_coefA  ki(ks +k;) ~_ coefQ ke
B " CoefAB  ky(ks + ky) B coefBQ kg
_coefQ  ke(ks + k3) _coefA kg
P coefPQ ~ k, (ka + ke) P = CoefAP K, (056)
9.5
_coefP  ka(ks + k) : coefB _ k,
Q™ C0efPQ ~ ks(kz + ko) Q™ CoefBQ ks
Yl_ numer;  ksk; V. _ numer, _ koke
E,  coefAB  k;+k, E,  coefPQ k. + ke
__numer; _ kikyksk,
“7 numer, kok,keks
Haldane relationships
Ko — KipKiq _ ViKipKq _ ViKpKiq _ (V1 * KpKq (9.57)
“" KiuKig  VoKinKz V.KaKip KsKp '
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Distribution equations

KQ V]P
£ B KAV2B + Keq
E, denominator of rate equation
KV.0 (9.58)
K PVi
F BVQA + Keq

E, ~ denominator of rate equation

The fraction of the total enzyme present as EA + FP and FB + EQ cannot be
calculated.

Rate constants. Individual rate constants cannot be calculated from the kinetic
constants.

Effects of isomerizations. Isomerization of any of the transitory complexes,
including central complexes, has no effect on the above distribution equations.

9.5.1 Rate Equations in the Absence of Products

Initial rate equation, in the absence of products P and Q, is given by

V.AB

Vo = T T K BT AB (9.59)
or, in the reciprocal form:

Vi . Ka Kg

St (9.60)

If we separate the variable from the constant substrate, Eq. (9.60) becomes

1 1 Ky Ka\ 1
Z_Vl<1+B>+<VI>A {9.61)
1 1 K Kg\ 1
UO_VI<I+A>+<71>B (962)

Figure 8 shows the graphical presentation of Eq. (9.61).

Equations (9.61) and (9.62) are completely symmetrical and, therefore, the
primary plot 1/v, versus 1/A (Fig. 8) is symmetrical with the primary plot 1/v,
versus 1/B. While the system is completely symmetrical with respect to A and B,
and also with respect to P and Q, there is generally no difficulty in identifying
which substrate is A and which is B. Since we are usually aware of the chemical
nature of reaction, we know that A must be the substrate with the group to be
transferred and B the acceptor; similarly, P must be the product of A, while Q is
the product of B plus the group transferred from A.
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Ka KB

Figure 8. Ping Pong Bi Bi system. Graphical presentation of Eq. (9.61), with B as a
constant and A as a variable substrate.
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B = constant and ._1_
unsaturating v,
Q=0
0<P<w
P=0
Ks Ka)
B K,—A}
1
A

Intercepim
0<B<w
/
% Nt
+ o0 P
_KIF'

Figure 9. Product inhibition by P in the Ping Pong Bi Bi system. Graphical presentation
of Eq. (9.64) with B as a constant and A as a variable substrate.

2ol K PN K KuKeP) 1
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A = constant and x
unsaturating Vo
Q=0

Wl =

1 Slopeys

P/B
Kpre

4_ JR———
/ Kip

too 1 3 0 P
— L E =NIip
KiA

Figure 10. Product inhibition by P in a Ping Pong Bi Bi system. Graphical presentation of
Eq. (9.65), with A as a constant and B as a variable substrate.
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9.5.2 Product Inhibition in the Ping Pong Bi Bi System

Product inhibition by P. If A reacts with B, in the presence of product P, the rate
equation, using the Haldanes to replace V,/(VaKeg), is

V.AB

Vo = - (9.63)
KpA + KaB + AB L KnKs p  Ks p
Kip Kip
or, in the reciprocal forms:
1 1 Kg < P )] K\ ( KIAKBP)
— 1t — {1+ +={1+ .6
A [ Ko KaKpB) A (6:64)
i _ 1 Ka Kz P Kia
v =W, (”A)JFVI [”Km (H?T)]B (9:65)

Figures 9 and 10 show the graphical presentation of Egs. (9.64) and (9.65), the
product inhibition by P. With a noncompetitive inhibition pattern in Fig. 9, one
can define the apparent inhibition constants, K;; = Kip(1+B/Kp) and Kis = K;pKaB/
(KiaK3), and with a competitive inhibition pattern in Fig. 10, the apparent
inhibition constant K;s = Kip(1+Kia/A), making them useful for calculation of Kip
from observed values.

Product inhibition by Q. If A reacts with B, in the presence of product Q, the
rate equation is

Vo = VlAgA X X (9.66)
KA+ KaB+AB+—2"20 1 2 B0
Kiq Kiq
or, in the reciprocal forms:
1 i Ky K Q Kip 1
vo_vl<1+ )+Vl [1+KiQ(1+ B)}A (9.67)
1 1 Ka Q Ky KigKaQ\ 1
R ) R Ra)s 0o

Equations (9.64) and (9.68) are completely symmetrical; so are Egs. (9.65) and
(9.67). Therefore, there is no need to present graphically Egs. (9.67) and (9.68),
showing the product inhibition by Q.

9.6 STEADY-STATE RANDOM BI UNI MECHANISM

If the breakdown of the central complex in bisubstrate reactions is not the sole
rate-limiting step, than the rate equation becomes quite complex. For example,
consider the Steady-State Random Bi Uni system shown below:
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E+A—"l'(1_" EA
+ ko +
B B

Ka|lke Ko [Ks (9.69)

Ky _ ks
EB +A === (EAB==EP)==—=> P+E

The complete rate equation, obtained with the King—Altman method, and after
grouping similar terms, is quite complex:
(K\AB + K,A*B + K3AB? — K,P — K;AP — K¢BP)E, (9.70)
K, + KgA + KoB + K10AB + K,A? + K;,B* + K;,AB ‘
+K14A32 + K15P + K6AP + K]yBP + K,;3ABP

Vg =

where K;—K,grepresent groups of rate constants:

Ky = kik ksks + kokskokq Ko = kikyks + kokok, + kiksks
K, = kykgkrkg + kkok, + kskyks
Ky = kgksk,k, Ky = kiksk, + kik kg
K, = kakykokso + kakkskso Kz = kgksks + kgksko
K = kakekskso Ky = kiksk,
Ke = kykgkgkyo Ky, = kgksk, (9.71)
K, = kokske + kok,ks + koksky  Kig = kakykso + kokskso
Kg = kikyks + kikqks + kikoko + kykekso
+ kokeky + kak; ko Ki6 = kokerkyo + kekrkro
Ky = kakoke + kokaks + kakaky  Kiy = kykskio + kskskio
+ kyksks + kqksko Kig = kskokso

Even in the absence of product P, the rate equation is complex, a rational
polynomial of the order 2:2 with respect to both substrates. The reciprocal plots
are nonlinear, but the departure from linearity may be very difficult to detect if
both routes to EAB are about equally favorable.

This example clearly shows that completely randomized steady-state bisub-
strate reactions will produce extremely complex rate equations which are, in most
cases, unmanageable and almost useless for practical purposes. Thus, for
example, the rate equation for an Ordered Bi Bi mechanism has 12 terms in
the denominator (compare Eq. (9.8)). A completely Random Bi Bi mechanism
yields an even more complicated rate equation with 37 new terms in the
denominator. For this reason, and in such cases, we shall usually revert to
simplifying assumptions, usually introducing the rapid equilibrium segments in
the mechanism in order to reduce the rate equations to manageable forms.
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9.7 ISOMERIZATION OF TRANSITORY COMPLEXES
AND STABLE ENZYME FORMS

In mechanisms described in preceding sections, the isomerization of transitory
enzyme forms may form a part of the reaction sequence without changing the
rate equations. If isomerization of stable enzyme forms is a part of the reaction
sequence, however, additional terms are present in the rate equations, and such
mechanisms are designated “Iso Ordered”, “Iso Random” and “Iso Ping Pong” to
indicate the stable form isomerization. In Ping Pong mechanisms where several
stable enzyme forms may occur, the mechanism can be designated “Di-Iso Ping
Pong” or “Tri-Iso Ping Pong” if two or three stable enzyme forms isomerize
during the reaction.

Isomerization of a transitory complex in any mechanism does not affect the
form of the rate equation, but if a stable enzyme form isomerizes, additional
terms occur in the denominator.

9.7.1 Isomerization of Transitory Complexes

The following reaction shows an isomerization of transitory EA and EQ complexes
in the Ordered Bi Bi mechanism.

kl kf ¥ k3 k9
E —— EA —— *EA —— EAB —— EPQ
k, kg k, kio

k9 k5 krr k7 (9 ‘72)
EAB —— EPQ EQ = EQ E
klo k(, kr k&

The isomerization of a transitory complex does not affect the algebraic form
of the velocity equation in the absence or in the presence of products, but the
composition of some kinetic constants are changed by introducing the rate
constants for isomerization: kr and kg in the forward direction and &, and k,, in
the reverse direction. The isomerization of transitory complexes is very common
in many enzyme reactions, particularly among pyridine-dependent dehydro-
genases.

Although isomerization of transitory forms does not alter the algebraic form of
the rate equation, the existence of isomerization of non-central transitory
complexes can often be inferred from kinetic data alone, or from comparison of
kinetic data with the equilibrium constant (Chapter 10).

9.7.2 Isomerization of a Stable Enzyme Form

Isomerization of a stable enzyme form does not affect the algebraic form of the
rate equation in the absence of products, but product inhibition patterns are
modified so that the order of addition of substrates and release of products can
not be determined by steady-state kinetic experiments. Rate constants for steps
involving the isomerizing stable form or any central complex are not determin-
able, and steady-state distributions can be calculated only for non-isomerizing
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stable forms and for non-central transitory forms, the rate constants for
formation of which can be determined.

If a stable enzyme form isomerizes, new terms appear in the denominator of
the velocity equation. The new denominator terms for several iso systems are
summarized in Table 1.

Table 1. New denominator terms in rate equations for the iso systems

System New denominator terms
Iso Uni Uni AP

Iso Uni Bi AQ and APQ

Iso Ordered Uni Bi AQ and APQ

Iso Ordered Bi Bi APQ, ABQ, and ABPQ
Iso Theorell-Chance Bi Bi APQ and ABQ

Iso Tetra Uni Ping Pong AQ, ABQ, and APQ

(E isomerizes)

Uni Uni Iso Uni Uni Ping Pong BP, ABP, and BPQ
(F isomerizes)

Iso Tetra Uni Ping Pong Bi Bi AQ, ABQ, APQ, BP, ABP, and BPQ
(E and F isomerize)

Since the products are used one at a time in product inhibition studies, the
extra denominator terms containing either P or Q (but not both) are the only ones
that influence the inhibition patterns. A useful graphical procedure for charac-
terizing isomerization mechanisms was developed by Darvey (Darvey, 1972;
Rebholz & Northrop, 1995); the construction of a Darvey plot requires very
accurate estimation of initial rates. A further graphical method for the charac-
terization of isomerization mechanisms is the Foster—Niemann plot, a plot of an
enzyme progress curve with respect to product inhibition. These plots are
particularly useful with regard to enzymes with isomerization steps in which the
product acts as a noncompetitive inhibitor (Foster & Niemann, 1953; Rebholz &
Northrop, 1995).

The iso mechanisms, with isomerization of a stable enzyme form, are not very
common in ordinary soluble enzyme systems. Well characterized examples of iso
mechanisms are proline racemase, fumarase, and carbonic anhydrase (Rebholz &
Northrop, 1995).
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Chapter 10

Kinetic Analysis of Bisubstrate
Mechanisms

One of the major reasons for carrying out kinetic studies on enzymes is to deter-
mine the kinetic mechanism. To achieve this, kinetic data are compared with the
predicted kinetics of all possible mechanisms, and those which do not fit are
eliminated. This may seem to be a formidable task, but the number of possible,
or reasonably plausible mechanisms is not large; the possibilities can rapidly be
narrowed and then tested, one by one, by kinetic techniques designed specifically
to distinguish them. If all the techniques of enzyme kinetics are applied, one can
in most cases deduce the actual kinetic mechanism with little or no ambiguity
(Cleland, 1970, 1977, Dixon & Webb, 1979; Fromm, 1979).

In multisubstrate enzyme reactions, the kinetic mechanism can be predicted
from effects of various compounds on the slope and on the intercept of reciprocal
plots for a given varied substrate. An understanding of why patterns are observed
for a given mechanism will help in the prediction of patterns for other mechan-
isms. To achieve this, the slope and intercept of a reciprocal plot must be
measured to see how they are affected by the concentrations of various com-
pounds. For this purpose, the kineticist may apply the following compounds:

(1) nonvaried substrates,

(2) wvaried substrates,

(3) normal products,

(4) alternate substrates,

(5) alternate products, and

(6) inhibitors, including dead-end inhibitors.

The principal methods that employ steady-state data for distinguishing kinetic
mechanisms include the following:

(1) determining the initial velocity patterns,

(2) determining inhibition patterns, both by products and dead-end inhibitors,

(3) analysis of intersection points,

(4) checking the consistency of the experimentally determined Kinetic constants
with the Haldanes and other special relationships that are predicted between
the constants, and

(5) isotope effects.

Intersection point analysis is much less dependable on the quality of experi-
mental data than the first two criteria, and the Haldanes are really the same for
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most mechanisms. However, it should be emphasized that, for a definitive work, a
complete initial velocity experiment with a full matrix of substrate concentrations
is important for assessing a correct mechanism and for a statistical evaluation
of data (Chapter 18). Isotope effects are also very useful kinetic tools for dis-
tinguishing kinetic mechanisms (Chapters 16 and 17).

10.1 PREDICTION OF INITIAL VELOCITY PATTERNS

10.1.1 Initial Velocity Patterns

The complete analysis of the primary and the secondary double reciprocal plots is
often not necessary to identify the mechanism; the mechanism can frequently be
determined from the variation of apparent Michaelis constants and maximal
rates with the concentration of the fixed substrate (Cleland, 1970, 1977).

The apparent Michaelis constant is the slope of a primary reciprocal plot (of
1/v, versus 1/[substrate]) divided by the vertical intercept, and the apparent
maximal velocity is the reciprocal of this intercept.

We shall distinguish three types of initial velocity patterns:

(1) intersecting,
(2) parallel, and
(3) equilibrium ordered.

The equilibrium ordered patterns vary depending on which substrate is varied,
whereas the former two patterns do not.

For example, for the Ordered bisubstrate mechanism, the apparent Michaelis
constants for A and B are

(1 + KiAKB) (1 + Km)
_—M__ and KB _4__

1+ Kp 1+Ka (10.)
B A
while for the Ping Pong bisubstrate mechanism, they are
____I.(v.f‘_ and _ﬁ__ (10'2)
1 X 14 Xa
B A
For both types of mechanisms, the apparent V is
N and N (10.3)
(1 K 14X
B A

when A or B, respectively, is the variable substrate.

In the Ping Pong case, the apparent Michaelis constants increase to their
limiting values as the concentration of the fixed (non-varied) substrate increases,
and decrease to zero as the fixed substrate concentration goes to zero.
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For the ordered and random mechanisms, as the concentration of the fixed
substrate rises, the Michaelis constants may increase, decrease, or remain con-
stant at their limiting values, depending on the ratio of Kjy and Kj. The inter-
secting patterns, which can intersect above, below, or on the axis, represent either
ordered or random sequential mechanism, or, exceptionally, a Ping Pong ones
with unstable F form or with a product present.

The ratio of apparent K to apparent V for the ordered case is

Ky K, Kp Ky Kia
Tfj<1+ KAB> or v (1+ y) (10.4)

while for the Ping Pong case itis Ks/V; or Kg/V, respectively. Thus, if the ratio of
apparent Michaelis constant to apparent maximum velocity remains constant as
the concentration of the fixed substrate is changed, the mechanism is Ping Pong.
Assignment of a Ping Pong mechanism should always be confirmed by isotopic
exchange studies (Chapter 16).

10.1.2 Cleland’s Rules

In 1963, Cleland has formulated a set of useful rules for the prediction of initial
velocity patterns in the steady-state kinetics of enzyme-catalyzed reactions
(Cleland, 1963, 1970).

The intercept rule. The intercepts of reciprocal plots will be affected by the
changing fixed substrate unless (a) its combination with enzyme is at thermo-
dynamic equilibrium, and (b) the variable substrate combines with the complex
containing the changing fixed substrate in such a way that it traps the changing
fixed substrate on the enzyme so it cannot leave.

The slope rule. The slopes of reciprocal plots will be affected by the changing
fixed substrate whenever the points of combination of it and the variable
substrate in the reaction sequence are connected by reversible steps. Saturation
with substrate or release of products at zero concentration are considered ir-
reversible steps. If no reversible connection exists, no slope effect is observed.

10.1.3 Slope and Intercept Rules in Bisubstrate Reactions

Let us illustrate the above rules with examples of an Ordered Bi Bi mechanism
(Section 9.2) and the Ping Pong Bi Bi mechanism (Section 9.5):

A B P Q A P B Q
A (EAB&EPQ) EQ & = (EAFP) F  (FBoEQ) g

The vertical intercept of a reciprocal plot is the reciprocal velocity when the
variable substrate is at infinite concentration. Thus, to alter the intercept, a com-
pound must alter the reaction rate when the variable substrate is saturating. This
is normally always true for a second substrate, regardless of mechanism, since it
is combining with an enzyme form other than that with which the variable
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1
Increasing B V_o /
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Figure 1, Comparison of double reciprocal plots for the Ordered bisubstrate (left) and the
Ping Pong bisubstrate mechanism (right), with A as a variable, and B as a fixed substrate.
The crossover point on the left panel can be above, on or below the axis.

substrate combines and will affect the rate even if the variable substrate is at
infinite concentration. Thus, the two common initial velocity patterns, Ordered Bi
Bi and Ping Pong Bi Bi, both show an effect on the intercepts by the substrate that
is not a variable.

The intersecting pattern for an Ordered bisubstrate mechanism in Fig. 1 (left)
will also be obtained with a Rapid Equilibrium bisubstrate mechanism; in each
case, an intersecting point may be above, below, or on the axis.

The only exception is in the case of an equilibrium ordered mechanism
(Section 8.2), where the saturation with B eliminates dependence on A by
displacing the E+A. «——— EA equilibrium completely to the right as EA reacts
with B (Chapter 8, Fig. 2). When B is varied, there is no intercept effect by A, and
the lines cross on the vertical axis since no A, other than an amount stoichiometric
with enzyme, is needed to give the full maximum velocity as long as B is saturating.

The interpretation of slope effects is more complex. The slope of a reciprocal
plot is the reciprocal of the apparent first-order rate constant for reaction of
substrate when it is at very low levels, that is, v, = (V,/Ka)A; the slope of the
reciprocal plot is Kx/V;. If A is the substrate we are considering, and it combines
with the enzyme by the step Ex+A «——— ExA, it is clear that, in order to observe
the most rapid net combination of Ex with A at low A levels, we want the
concentration of Ex to be as high as possible. Thus, any factors which raise the
level of Ex with respect to ExA will lower the slope of the reciprocal plot.

Consider now the effect of a substrate other than the variable one (which we
may suitably call the changing fixed substrate) in the Ordered Bi Bi mechanism
(Fig. 1). A substrate combining with EA would obviously lower EA with respect to
E; here, we need B to get to the central complex and prevent EA from dissociating.

Then, under what conditions would one not see a slope effect? This will happen
whenever there is not a reversible connection between the points of addition in the
reaction sequence of the variable and the changing fixed substrate. This is the case
with Ping Pong mechanisms as long as the products are not present and the F form
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is stable (Fig. 1). In this case, one or more products are released after the addition
of each substrate; in the absence of initially added products, these steps are
irreversible. If A is the variable substrate, raising the B level will convert F to the
second central complex and allow the reaction to be completed, but at low A4, the
rate at which this occurs is greater than the rate of combination of E and A, and
the level of B does not matter.

Consider now the product inhibition by P in the Ping Pong Bi Bi mechanism
(Fig. 1). If we add a finite amount of product P to the system initially, we see a
different picture. P now continually combines with F and converts it back to EA;
thus, the reaction is partly reversed. If we now raise the B level, keeping P
constant, B will compete with P for F and by producing EQ from F prevent P from
reversing the reaction. Here, we have a slope effect which produces an inter-
secting instead of a parallel pattern. The conversion of a parallel into an
intersecting pattern by the addition of a fixed level of product is one diagnostic for
a Ping Pong mechanism (Section 9.5). If F is unstable and can break down to
alternate products, the level of B will then determine whether the final product Q
is formed, and the initial velocity pattern is intersecting.

10.1.4 Slope and Intercept Rules in Trisubstrate Reactions

In bisubstrate reactions, Ping Pong mechanisms give the parallel initial velocity
pattern and ordered mechanisms give the intersecting, or occasionally the equi-
librium ordered pattern. When there are three substrates, however, this is no
longer always true, and parallel patterns may occur with ordered mechanisms
and intersecting ones with Ping Pong mechanisms.

Consider, for example, the ordered addition of three substrates:

A B C Products

I S |

EA EAB  (EABC)

E

Unless rapid equilibrium conditions apply, there will always be intercept effects
here, and if no substrate is saturating the reaction sequence from E to EABC is
reversible, so there will be slope effects.

Thus, the initial velocity pattern will be intersecting regardless of whether A
and B, A and C, or B and C are the variable and changing fixed substrates. In each
case, the third substrate would be held at constant concentration for the entire
pattern. If substrate B is truly saturating, however, the reversible sequence is
broken and the A—C initial velocity pattern becomes a parallel one. In practice,
the slope effect becomes smaller and smaller as B is raised, but unless B is raised
to over 100 times the Michaelis constant, a parallel pattern will not be seen. The
A-B and B—C initial velocity patterns will always be intersecting, regardless of the
level of the other substrate. The same pattern seen for the ordered mechanism is
seen for one where A and B have to be added in that order, but C can be added
randomly. Such mechanisms are known (Viola & Cleland, 1982).
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While an ordered trisubstrate mechanism shows a parallel initial velocity
pattern when substrate B is saturating, a completely random mechanism shows
intersecting patterns at all times. If one substrate must be added first, but the
other two can be added randomly (Section 12.3), parallel initial velocity pattern
will be obtained when either B or C is saturating. This is easily understood if one
remembers that the saturation with B leads to addition in order A, B, and C, while
saturation with C causes the order to be A, C, and B, that is, saturation at the
branch point diverts all reaction flux through one path or the other.

10.1.5 Alternative Substrates

Alternative substrate is any compound (other than the physiologically relevant
one) that can serve as a substrate for a particular enzyme. Alternative substrates
compete with the natural substrate for access to the enzyme’s active site. Thus, if
one is utilizing an assay that measures the production of the true substrate, then
the presence of the alternative substrate will result in competitive inhibition
relative to the true substrate (Purich & Allison, 2000). Alternative substrate is
very useful for studying enzyme mechanisms since it presumably undergoes the
same catalytic events as the normal substrate, yet its presence gives rise to
alternative reaction pathways (Cleland, 1977). Wong and Hanes (1962) first
pointed out that the effect of introducing alternative substrate into an enzyme
system could be utilized to deduce the order of substrate addition.

The initial velocity equations for alternative substrates are derived in a usual
manner; one example is given in Chapter 4 (Section 4.5).

Alternative substrates may be applied in two different ways. One approach is to
determine the kinetic parameters for the normal substrate and the alternative
substrate separately and compare the numerical values. Another approach is
to evaluate the graphical patterns obtained in the presence of both substrate
analogs. The latter approach can be carried out by measuring the rate of forma-
tion of either one single product, or the common product, or the summation of

Table 1. Invariant coefficients predicted for alternative
substrates A’ and B’ (Huang, 1979)

Alternative substrate

A B’
Ordered None Kv‘?, Kia
Theorell-Chance None i, ﬁ, Kia
Vi v,
Rapid equilibrium random K}‘E—AKB K
Kg Ka

Ping Pong — —
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two corresponding products (Huang, 1979). If the first method is applied, and
by a judicious choice of an alternative substrate, one can easily differentiate
several bisubstrate mechanisms by comparing the groups of kinetic constants
(Table 1).

Like most kinetic tools, analysis with alternative substrates should be used in
conjunction with other techniques.

10.2 PRODUCT INHIBITION

The advantages of having the full rate equation in hand, rather than just an
initial velocity equation, are numerous. The entire equation describes the
steady-state kinetic behavior of the system at any time and at any point,
whether near or far from equilibrium. It easily yields simplified equations for
situations where one or more reactants are at zero concentration, and thus
saves the considerable time and effort necessary to derive separately a series of
initial velocity and product inhibition equations. Since the product inhibition
experiments are often the best means of distinguishing different mechanisms,
this is one of the most important uses for the full equations (Fromm, 1975;
Rudolph, 1979; Cooper & Rudolph, 1995).

The general rate equation for all Bi Bi mechanisms has always the same

form:
PQ
vva(4- )

 denominator of rate equation

Vo

Thus, the various Bi Bi mechanisms differ only by the composition of their
denominators (Table 2).

It is exceedingly important to emphasize that, in rapid equilibrium systems, the
relative concentration of any particular enzyme form is given by a single
denominator term in the velocity equation. However, in steady-state systems, the
relative concentration of a particular enzyme form may be expressed by several
denominator terms and, often, a particular denominator term represents more
than one enzyme form.

It is interesting to note that, in all Bi Bi mechanisms, the kinetic constant
composition next to a given substrate concentration term is always identical in all
mechanisms. Rapid Equilibrium Random Bi Bi mechanisms with dead-end
complexes make an exception. Thus, if the dead-end complexes EBQ, or EAP +
EBQ form, the kinetic constant composition next to the AP and BQ concentration
terms, respectively, are

V.Kg VoKa
and
Kiip Kiio

where Kjip and Kjig represent the dissociation constants of respective dead-end
complexes (Table 2).



Table 2. Denominator terms in various Bi Bi mechanisms

Rapid equilibrium mechanisms

Steady-state ordered mechanisms

Random Bi Bi Random Bi Bi
Concentration Composition of Ordered with dead-end with dead-end Ordered Theorell — Ping Pong
terms denominator terms Bi Bi EBQ EBQ and EAP Bi Bi Chance Bi Bi
Constant V.KipKp O O O a O —
A VaKg O a a a a a
B VoKy — a a a a O
AB Va O a O O a O
P ik - ] O O O a
K
ViKp
Q a O a O (8 | O
ey
VlKQ
AP - — O O
KipKeq © 8
Wi
PQ — a | O O a
Keq
B Q VzKA = ® ® 0 O 0
V,
ABP E - — - O o e
V,
BPQ Kok = - s D0 -
Equation (8.12) (8.25) (8.38) (9.8) (9.28) (9.55)

Different denominator terms: ©

Kip Kiq

V2.Ks ® VoKa )

8LI

SOILANTY HNAZNA JAISNHHIIdINOD
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The general rate equation for the Bi Uni mechanism has the form:

P
ViVs (AB - Ee_q)

" denominator of rate equation

Uo

Note, however, that the composition of denominator terms, in this respect, is not
identical in Bi Bi and Bi Uni mechanisms (Section 9.4).

Some hyperbolic bisubstrate mechanisms can be easily distinguished by their
primary double reciprocal plots in the absence of products, such as ordered from
the Ping Pong mechanism. However, in many cases, the bisubstrate mechanisms
cannot be distinguished in this way. Fortunately, in most cases, they can be
clearly separated on the basis of their product inhibition patterns (Plowman,
1972) (Table 3).

The upper-part of Table 3 shows the rapid equilibrium mechanisms and the
lower-part the steady-state mechanisms. At the end of the table is the Steady-
State Random Bi Bi mechanism that is included for comparison. The steady-state
random case in practice gives the same patterns as rapid equilibrium ones; one
can usually tell the difference only by differential rates of isotopic exchange or the
measurement of stickiness.

Initial velocity studies can place all the mechanisms listed in Table 3 into only
three groups (Ping Pong, sequential, and equilibrium ordered), while all of these
can be told apart by product inhibition analysis. This clearly illustrates the
immense power of the product inhibition analysis.

10.2.1 Alternative Product Inhibition

Rate experiments that are typically carried out in the presence of different
concentrations of an alternative product (or product analog) while using the
normal substrates (Fromm, 1975; Rudolph, 1979). This approach is particularly
useful when the normal product cannot be used because it is unstable, insoluble,
or ineffective (Fromm & Zewe, 1962; Fromm, 1975).

10.3 ANALYSIS OF INTERSECTION POINTS

Intersection points in the double reciprocal plots of 1/v, versus 1/4 or 1/v,
versus 1/B, in bisubstrate reactions, provide a criterion for an initial estimate
of the reaction mechanism (Rudolph & Fromm, 1979). The choice of a mechan-
ism listed in Table 4 could be made on the basis of the evaluation of the
points of intersection in the double reciprocal plots in the forward and reverse
directions.

The Ordered and Theorell-Chance mechanisms have certain constraints
placed on their intersection points, but the Rapid Equilibrium Random mechan-
ism has none, since only the equilibrium constant relates the forward and reverse
reactions.



Table 3. Product inhibition patterns in bisubstrate mechanisms (Plowman, 1972; Fromm, 1975, 1979)

Varied substrate

A
Product Unsat. Saturat. Figure Unsat. Saturat. Figure
Mechanism inhibitor with B with B Equation  (Chapter) with A with A Equation  (Chapter)
Rapid Equilibrium P - — — -
Ordered Bi Bi Q C - (8.14) 4 (8) & — (8.15) 5(8)
(no dead-end complexes)
Rapid Equilibrium P & — (8.33) (2 — (8.34)
Random Bi Bi Q C C (8.30) 7 (8) N - (8.31) 8 (8)
(with dead-end EBQ)
Rapid Equilibrium P N — (8.41) C C (8.41)
Random Bi Bi Q C C (8.30) N - (8.31) 8 (8)
(with dead-end EAP and EBQ)
Steady-State B N (9.46) -
Ordered Uni Bi Q C (9.47) =
Steady-State P C C (9.50) N - (9.50)
Ordered Bi Uni
Steady-State P N uc (9.20) 3 (9) N N (g.21) 4 (9)
Ordered Bi Bi Q C C (9.23) 5(9) N e (9.24) 6(9)
Theorell — Chance P N - (9.34) C C (9.35)
Q C C (9.37) N = (9.38)
Ping Pong Bi Bi P N - (9.64) 9 (9) C s (9.65)
Q c C (9.67) N = (9.68) 10 (9)
Steady-State P N N N N
Random Bi Bi Q N N N N

Types of inhibition: C = competitive; N = noncompetitive; UC = uncompetitive.

081
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Table 4. Predicted points of convergence of double reciprocal plots for sequential
bisubstrate mechanisms (Fromm, 1979, 1995)

Intersection point of lines relative to X-axis

Reverse direction

Mechanism Forward direction Above On Below
Ordered Bi Bi* Above + + + +
or Iso-Ordered Bi Bi On + + N N
Below + + N N
Random Bi Bi Above + + + +
On + + + +
Below + + + +
Theorell — Chance or Above + N N +
Iso-Theorell-Chance On + N + N
Below + + N N

N indicates that intersection on that position is not possible for that particular mechanism.
In an Ordered Bi Bi mechanism, it is possible for both crossover points to be on the axis, or at least appear so, if
k, = k, and kg, ks are both much greater than &, and k..

Intersection points in primary and secondary double reciprocal plots are very
characteristic, with coordinates that are often simple expressions composed of
kinetic constants. It is often possible to obtain the initial estimate of kinetic
constants already from the inspection of intersection points in the primary plots.
A simple method for the calculation of coordinates of intersection points was
described in Chapter 9 (Section 9.2).

10.4 SPECIAL RELATIONSHIPS BETWEEN THE CONSTANTS

In the general rate equations for bisubstrate mechanisms, one can cast some
kinetic constants and some useful groups of kinetic constants in terms of rate
constants, in a very simple manner (Table 5).

Kinetic constants in Table 5 are shown for the forward reaction, A+B — P+Q.
An equivalent table may be drawn for the kinetic constants in the reverse
direction P + Q — A + B (Engel, 1996).

Kinetic constants in Table 5 may be applied directly to calculate the thermo-
dynamic equilibrium constant Keq and compare with the same constant obtained
by independent methods. Testing for consistency with Haldane relationships is
theoretically a good method, but in practice involves the combination of large
numbers of constants, each of which may be in error to some degree; the real use
of Haldanes is to ensure that the experimental data are self-consistent.

The second possibility is to compare and evaluate the initial rate studies with
two or more alternative substrates. For example, in the strictly Ordered Bi Bi
mechanism, k, = V,/EoKa, kg = Vo/EoKq, ko = ViKia/EoKa, and k, = V,Kiq/E.Kq
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Table 5. The physical significance of kinetic coefficients for bisubstrate reactions

Mechanism Eo EoKa EoKs EoKisKs
Vi Vi Vi V.
Ordered Bi Bi L Gie 1 ky + ks ka (ks + ks)
with one central ks ' ¥ ks ksks kikaks
complex
(Reaction (9.6))
Ordered Bi Bi LR R = aky + ko ks (aky + ko)
with two central ks k" ko ks kskq kikgkg
complexes

(Section 9.2.2)

Ordered Bi Bi with ki + ki + k£+ 2 (1 _,_E) “k’: ;:ke (1 % %) kzk:(:f;: :9"9)
isomeric coenzyme ° 7 ° 3K9 f £R1Kg

complexes L k
(Reaction (9.72)) kKt kn Kok
" — 1 1 ke + k3 ke + k;,
Ping Pong Bi Bi ks + E T e "

(Reaction (9.53))

Definitions of kg, kg, k,, and k;, constants are given in Chapter ¢ (Scheme 9.72). ¢ =1 + ko /K.

(Eq. (9.10)). Because the maximum rate in both directions cannot exceed the
rate of dissociation of the product Q or substrate A (usually a coenzyme),
the “maximum rate relationships” exist between the forward and the reverse
reactions (Dalziel, 1975),

- K
V, = I%,?:Vl and V=< ‘KQ—:” (10.5)
From Eq. (10.5), it follows that
KV, KoV,
s 22 < .
1 K.V, and 1= KoV, (10.6)

Thus, for a simple Ordered Bi Bi mechanism, the above ratios are always greater
than unity. Values close to unity indicate that the dissociation of the product Q or
a substrate A (usually the coenzymes with dehydrogenases) determines the
maximum rate, that is, a Theorell-Chance mechanism. The values much greater
than unity are inconsistent with a simple ordered mechanism, and suggest an
isomerization of the enzyme—substrate complexes.

The specificity constant Ks/V; (or Kg/V, in the reverse direction) should be
independent of the nature of the second substrate B (or P) in a strictly ordered
mechanism. If the specificity constants K,/V, are strongly dependent on the
nature of the other substrate, B, this usually signifies a significant dissociation of A
from the EAB complex, that is, a partial randomization of the ordered mechanism.

The greatest value of above calculations is in discovering isomerizations of
transitory complexes, for which this is really the only available method.



ANALYSIS OF BISUBSTRATE MECHANISMS 183

10.5 COMPLEX BISUBSTRATE MECHANISMS WITH
A CENTRAL TERNARY COMPLEX

The order of addition of substrates in the Bi Bi mechanisms, with a central
ternary complex, can be strictly ordered, completely random or partially random.
We can employ reaction (10.7) in order to analyze most kinetic mechanisms that
occur in bisubstrate systems:

kA
e _
E 3 EA
i ke || ks (10.7)
kA k; k.
EB 5 EAB——> EQ — —>E

In the absence of products of reaction, one can distinguish several different Bi Bi
mechanisms which differ only by the magnitude of rate constants that charac-
terize the binding of substrates (Cook & Cleland, 1981).

(1) Rapid Equilibrium Ordered. Rate constants ks, ke, k., and kg are not present;
ko >>V,/E,.

(2) Rapid Equilibrium Ordered with a dead-end EB complex. Rate constants
ke and kg are absent.

(3) Steady-State Ordered. Rate constants ks, ks, k,, and kg are not present; k.
less than or not much greater than V,/E,.

(4) Rapid Equilibrium Random. Rate constants ks, k4, ks, and k, much greater
than V,/E,. All substrates are released from the enzyme much faster than
V./E,.

(5) Random. Rate constants k, and k, are much greater than V,/E,; k, and ks
are less than or not much greater than V,/E,. Both substrates are in rapid
equilibrium with binary complexes, but sticky for the ternary ones.

(6) Steady-State Random. Rate constants ks, k,, ks, and k, less than or not
much larger than V,/E,.

Note that the case (5) is a subcase of (4). Cases (4)—(6) cannot be distinguished
easily, because in each case the initial velocity patterns will be intersecting and
look very much like the ordered mechanism. Only the equilibrium ordered
mechanism will give different initial velocity patterns.

Thus, the above examples illustrate that, among the common bisubstrate
mechanisms, simple correlations may be detected, in a sense that one mechanism
can change into another when certain rate constants are changed.

10.5.1 Reduction of Steady-State Ordered to Rapid Equilibrium Ordered
Bi1 Bi System

The Rapid Equilibrium Ordered Bi Bi system (Section 8.2) is a limiting case of the
more realistic Steady-State Ordered Bi Bi system (Section 9.2). In bisubstrate
mechanisms, the two approaches yield different velocity equations. As described
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in Chapter 9, the steady-state velocity equation for an Ordered Bi Bi system
contains both K, and Kj terms. When Kjp >> Kj, the system will appear to be
rapid equilibrium and can be treated as such.

The Steady-State Ordered Bi Bi system reduces to a Rapid Equilibrium Ordered
system when k, >> V;/E,. In this case, K4 reduces to zero and the other kinetic
constants reduce to dissociation constants. Let us write out again the definition of
some kinetic constants in the Steady-State Ordered system (Eq. 9.9):
kgk, k., Vi ksk;

Ky

=k1(k5+k7); iA:E; E, (ks + k7))

We can see that the K term will drop out of the velocity equation without losing
other terms when

ke kk, ksk,
ke~ Kslks + Kor) ks + &,

Thus, when the rate constant for the dissociation of A is greater than the maximal
velocity in the forward direction (k,>>V;/E,), the K, term is eliminated from
the denominator of the velocity equation, but the Kjs term and other terms
remain. Consequently, the velocity equation for the Steady-State Ordered Bi Bi
system (Eq. (9.15)) reduces to the velocity equation for the Rapid Equilibrium
Ordered Bi Bi system (Eq. (8.2)).

Ky > K,y or or k, >

10.5.2 Reduction of Steady-State Ordered Bi Bi to Theorell-Chance

The Theorell-Chance mechanism is a special case of the Ordered Bi Bi
mechanism in which the concentration of central complexes EAB and EPQ is
essentially zero. The velocity equations are identical, except that the terms with
ABP and BPQ are missing; thus, from the velocity equation (9.8) (Ordered Bi Bi),
the terms with ABP and BPQ in the denominator are missing in Eq. (9.28)
(Theorell-Chance). Thus, the Ordered Bi Bi mechanism reduces to Theorell—-
Chance when Kjp = o and Kjg = 0. Specifically, the Ordered Bi Bi mechanism
reduces to Theorell-Chance when certain rate constants are very large compared
to others, that is, when

ks > ky, ky >> kg, k4 > ko, and ks > ke.

10.5.3 Kinetic Importance of Central Complexes

Janson and Cleland (1974) discovered a simple way of evaluating the kinetic
importance of the central complexes in Ordered Bi Bi systems, introducing the

ratio-R.
1 Ky 1 Kq
A VAsAGS

T (10.8)
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The value of R varies from zero for a Theorell-Chance mechanism to 1.0 for a
Rapid Equilibrium Ordered Bi Bi system. If V; and V,, are unequal, R indicates the
rate-limiting step in the slower direction only. In this case, R gives the fraction of
the total enzyme present as the central complexes when both substrates for the
slower direction are saturating. The ratio R/(1—R) then gives the ratio of the
central complexes to all other enzyme species present.

10.5.4 Partial Rapid Equilibrium Ordered Bi Bi System

In addition to common bisubstrate mechanisms, described in the preceding
chapters, we can encounter more complex mechanisms that are combinations of
rapid equilibrium and steady-state mechanisms. In other words, a common
steady-state bisubstrate mechanism can contain rapid equilibrium segments and,
vice versa, a rapid equilibrium mechanism can contain the steady-state segments.
Such situations are common in bisubstrate mechanisms.

For example, in the Steady-State Ordered Bi Bi system, if the first ligand to add
in either direction is in equilibrium with free enzyme and the respective comp-
lexes, but EAB and EPQ are not in equilibrium with EA and EQ, we shall obtain a
Partial Rapid Equilibrium Ordered Bi Bi system.

The rate equation for this system was derived with the aid of the Cha method in

Chapter 4 (Eq. (4.58)):
AB PQ
Y (KiAKB> Ve (KPKiQ>

A+Q+AB + PQ 109)
Kin Ko KaKs KpKig
Note that Eq. (10.9) is identical with Eq. (4.58), if Kgqis eliminated from the latter
equation with the aid of Haldane relationships. Equation (10.9) has the same
form as that for the total Rapid Equilibrium Ordered Bi Bi system (Eq. (8.12)),
except that the constants associated with B and P are the Michaelis constants,
rather than dissociation constants.

What this shows is that the last substrate to add can do so either in steady-state
or rapid equilibrium fashion without having an effect on the rate equation, while
one that cannot add last will affect the rate equation ifit adds in rapid equilibrium.

v0=

1+

10.5.5 Random Bi Ordered Bi System

If the binding of substrates A and B is random and in a rapid equilibrium, the
release of products P and Q is strictly ordered, and the concentration of products
rapidly reaches the steady state, we obtain

__AEA

= EPQ = EQ = | (10.10)

where the shaded area represents the rapid equilibrium segments.
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A complete velocity equation for this Random Bi Ordered Bi system is
(Ganzhorn & Plapp, 1988)

P
V.V, (AB - K—Q )
q
Vg =
VK, VK
VoKisKg + VoKgA + V,KiB + I‘{ Qp ¢ ‘I%_PQ
eq eq

ViKq ViKo v, 1A
+ V,AB + AP + BP +—PQ +-~—ABP 10.11
2 KiAKeq KiBKeq Keq Q Ki ( )

The expression is similar to that for the Steady-State Ordered Bi Bi mechanism
(Eq. (9.8)), except that it has an additional term in BP, and terms in BQ and BPQ
are missing.

10.6 COMPLEX PING PONG MECHANISMS

10.6.1 Partial Rapid Equilibrium Ping Pong Bi Bi System

If the substrate addition and product release steps in the Ping Pong Bi Bi
mechanism are much faster than the interconversions of central complexes, then
E, EA, and EQ are at equilibrium and also F, FB, and FP are at equilibrium.

A P B

ki [Tk2 kaﬂh ksl}fa i :"a (10.12)

'\:rl v E

=39

B (EA <> FP)  F (FB < EQ)
Thus, the pairs of rate constants, k, < ks, ks k,, ks ke, and k, - kg, all
represent the rapid equilibrium segments in the mechanism.

In this case, although the rapid equilibrium segments affect the composition of
the kinetic constants in terms of rate constants, the final form of the velocity
equation is unchanged. Thus, the reciprocal plots and product inhibition patterns
are unchanged. This mechanism will occasionally appear in practice.

10.6.2 Hybrid Theorell-Chance Ping Pong Systems

There are two possible bisubstrate systems that combine the enzyme feature of
the Ping Pong sequence with the hit-and-run feature of the Theorell-Chance
mechanism. These are in fact the limiting cases of the common Ping Pong Bi Bi
system, in which one of two central complexes has extremely short life. The
reaction sequences are shown below:

A P

B
First \ A l

F (FB

(10.13)

— 0

EQ)
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Second

A

.

\/ i (10.14)

(EA ==—= FP)

F

In the absence of products, all initial velocity patterns are parallel, in the same way
asin the Ping Pong Bi Bi mechanism. However, the product inhibition patterns are
different, and may serve to distinguish between the different systems (Table 6).

Table 6. Product inhibition in hybrid Theorell-Chance Ping Pong systems

A Varied B Varied
Product  Unsaturated Saturated Unsaturated Saturated
Case inhibitor ~ with B with B with A with A
First P Competitive — Competitive -
Q Competitive Competitive =~ Noncompetitive —
Second P Noncompetitive — Competitive Competitive
Q Competitive — Competitive -

10.7 EXAMPLES OF ENZYME BISUBSTRATE MECHANISMS

Mechanism

Enzyme

References

Ordered Uni Bi

Ordered Bi Bi

Ordered Bi Bi
(Rapid equil.)

Random on-
Ordered of

Partial Rapid
Equil. Ordered

Random Bi Bi

Adenylosuccinate lyase
Malylcoenzyme A lyase

Lactate dehydrogenase

Ribitol dehydrogenase

Creatine kinase
Yeast alcohol
dehydrogenase

Galactotransferase

Adenylate kinase

(EC 4.3.2.2)
(EC 4.1.3.24)

(EC 1.1.1.27)

(EC 1.1.1.137)
(EC 2.7.3.2)

(EC 1.1.1.1)

(EC 2.3.1.18)

(EC 2.7.4.3)

Bridger & Cohen, 1968
Hersh, 1974; Arps, 1990
Hakala et al., 1956;
Holbrook et al., 1975;
Oppenheimer &
Handlon,1992
Nordlie & Fromm, 1959

Schimmerlik &
Cleland, 1973

Leskovac et al., 1999;
Leskovac et al., 2002

Morrison & Ebner, 1971

Rhoads & Lowenstein,
1968;
Villafranca & Novak, 1992

(continued)
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Mechanism Enzyme References
Citrate synthase (EC 4.1.3.7) Matsuoka & Srere, 1973;
Colman, 1990
Hexokinase (EC 2.7.1.1)  Ning et al,, 1969

Phosphofructokinase (EC 2.7.1.11) Hanson et al., 1973;
Pilkis et al., 1987
Dihydrofolate reductase (EC 1.5.1.3) Penner & Frieden, 1987;
Johnson & Benkovic, 1990

Ping Pong Adenine phosphoribosyl (EC 2.4.2.7) Hori & Henderson, 1966
Bi Bi transferase
Glutamic-alanine (EC 2.6.1.12) Bulos & Handler, 1965;
transaminase Cooper, 1985
Glucose oxidase (EC 1.1.3.4) Gibson et al., 1964;

Bright & Porter, 1975
Nucleosidediphosphate (EC 2.7.4.6) Mourad & Parks, 1966;

kinase Garces & Cleland, 1969;
Ray & Mathews, 1992
Transcarboxylase (EC 2.1.3.1)  Northrop, 1969;
Knowles, 1989

(Adopted from: Fromm, 1979)
*Random with strongly preferred order of addition.
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Chapter 11

Substrate Inhibition and Mixed
Dead-End and Product Inhibition

11.1 RATIONAL POLYNOMIALS

The rate equations for all completely reversible, nonequilibrium enzyme kinetic
mechanisms, described in the preceding chapters, can be summarized by the
following general expression:

mn@wc -------- ) .

Yo = Jenominator of rate equation
The general property of all above mechanisms is their adherence to the
Michaelis—Menten kinetics. In the absence of products, the double reciprocal
plots for all bisubstrate mechanisms represent a family of straight lines with a
common intersection point, if one substrate is varied while the other substrate is
held at different fixed concentrations. Similarly, the double reciprocal plots for all
trisubstrate mechanisms represent a family of straight lines with a common
intersection point, if one substrate is varied while the second substrate is held at
different fixed concentrations, and the third substrate is held at a fixed concen-
tration. This, however, is true only if each substrate adds just once; if one of them
adds twice in sequential fashion, the reciprocal plots will be parabolic.

The rate equations for all these types of reactions fall into a class of
mathematical expressions called rational polynomials of the order 1:1,

A
Bo + B4
In addition to rate equations that are described by a 1:1 rational polynomial, there
are rate equations in enzyme kinetics which may be described by higher
polynomials, such as a 1:2 rational polynomial:
_ oA
Bo + B,A + By (A)*

Yo (11.2)

(11.3)

Vo

or, a 2:2 rational polynomial,
Vo = oA + 0p(A)?
Bo + BiA + Bo(A)?
The rate equations may also be of a higher order (Schulz, 1994).
191

(11.4)
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11.2 SUBSTRATE INHIBITION

At higher concentrations, the substrates will often act as dead-end inhibitors,
particularly when a reaction is being studied in the nonphysiological direction;
substrate inhibition does not normally occur at physiological substrate
concentrations. To the kineticist, however, substrate inhibitions are one of the
best diagnostic tools for studying mechanisms, and their importance cannot be
overemphasized (Cleland, 1970, 1977, 1979; Fromm 1975).

11.2.1 Substrate Inhibition in Monosubstrate Reactions

Monosubstrate enzyme reactions are rare in nature and, therefore, a substrate
inhibition in monosubstrate reactions must be considered an extremely rare
occurrence in the nature, although a Uni Bi mechanism does occur.

11.2.2 Substrate Inhibition in Bisubstrate Reactions

We shall turn now to much more realistic cases of bisubstrate reactions. The
proper way to study a substrate inhibition in bisubstrate reactions is to vary a
noninhibitory substrate, at differing high levels of the inhibitory one and see
whether the slopes, intercepts, or both of reciprocal plots show the inhibitory
effects (Cleland, 1979). These cases are then called competitive, uncompetitive,
and noncompetitive substrate inhibition, respectively.

11.2.3 Substrate Inhibition in a Rapid Equilibrium Random Bisubstrate
System

In rapid equilibrium random systems, one substrate may have an appreciable
affinity for the other substrate’s binding site, particularly when the two substrates
are chemically similar. In such cases, a substrate inhibition by one of the
substrates may take place. Let us examine the case when the binding of substrate
B to the A site does not prevent B from binding to its own site, so that two dead-
end complexes form, BE and BEB.

K; K,

+ + +
B B B
(11.5)
oK Kis Ka
oK Ka cat
BEB == B +EB + A EAB P+Q+E
The velocity equation, in the absence of products, is
V.AB
Vo = - (11.6)

B B
KipaKgl1+~ | +KgA+KsyB{1+— ] +AB
Ki OtKi
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where Vi = keatEo. One can see immediately that Eq. (11.6) has a form of a
rational polynomial of the order 1:2 in B and of the order 1:1 in A. Equation (11.6)
is not of the form of the Michaelis—Menten equation, by virtue of the term in B*
and, therefore, this case might be treated as a nonlinear inhibition.

A direct plot of v, versus [B] is not hyperbolic anymore, but has an unusual
shape, characteristic for substrate inhibition (Fig. 1).

0.4

Initial rate

(B]

Figure 1. Substrate inhibition in a Rapid Equilibrium Random bisubstrate reaction. Rate
equation (11.6) was drawn assuming that A=V, =K, = K4 = Kz =K; =1. Dotted line
represents the uninhibited reaction (o= ).

The reciprocal forms of the rate equation are

1 . 1 Kp Ky KiAKB KKz B 1
=V <1+ B) + V. <1+ K.B + KK +ocKi)A (11.7)
1 1 Ky, KisKg KuB Kg Kia\ 1
vo_Vl(1+A+ KA +aKiA)+V1 <1+A B (11.8)

The primary graph of 1/v, versus 1/B, with A as a fixed substrate (Eq. (11.8)),
does not represent a family of straight lines and, consequently, has no common
intersection point (Fig. 2). The reciprocal plots approach straight lines at high
values of 1/B (or low values of B). As the lines approach the vertical axis, they pass
through a minimum and then bend upward. In this case, the primary graph has
an unusual appearance which is very useful for the diagnostics of substrate
inhibition. Since the primary reciprocal plot is not a family of straight lines and
has no common intersection point, it is not possible to define definite values of
either slopes or intercepts on the ordinate, for this case.

It is immediately clear from Figs, 1 and 2 that the substrate B acts as a strong
inhibitor only at very high concentrations and when the ratio Ki/Kjy is low.
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10

1/Initial rate

1/B

Figure 2. Substrate inhibition in a Rapid Equilibrium Random bisubstrate reaction. Rate
equation (11.8) was drawn assuming that A=V, =K, = Kijy = Kz = K; =1. Dotted line
represents the uninhibited reaction (o = o).

The proper way to study a substrate inhibition in bisubstrate reactions is to
vary a noninhibitory substrate, at differing levels of the inhibitory one and see
whether the slopes, intercepts, or both of reciprocal plots show the inhibitory
effects (Rudolph, 1979; Cooper & Rudolph, 1995). Thus, the primary graph of
1/v, versus 1/4, with B as a fixed substrate (Eq. (11.7)), represents a family of
straight lines which, in this case, has no common intersection point. Therefore,
the primary graph has a quite unusual appearance; this characteristic appearance
is again very useful in the diagnostics of substrate inhibition by substrate B
(Fig. 3).

The secondary graph, the variation of Intercept,,, versus 1/B is, as usually,
linear. However, the secondary plot of Slope, 4 versus 1/B is a complex nonlinear

function:
K, B KaKg /1 1
SlOpel/sz’: (1 + ;E) + lel B (—El- + —B-> (11.9)

A plot of Eq. (11.9), Slope,,s versus 1/B, will have the same appearance as the
function shown in Fig. 2, when « increases.
At very low concentrations of B, Eq. (11.9) reduces to

Ka  KiaKp KiaKp\ 1
Slope, /4= (“VT“" V.K ) ( )E

(11.10)
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1/Initial rate

0 Il
0 0.5 1
1/A

Figure 3. Substrate inhibition in a Rapid Equilibrium Random bisubstrate reaction.
Rate equation (11.7) was drawn assuming that V, =K, =Ky =Kz =K =a=1.

It is obvious that, from Fig. 2, K; cannot be calculated with precision. An
approximate estimation of K; can be obtained only with very low concentrations
of B, in a situation when the secondary graph of Slope, ;s versus 1/B represents
an almost linear function. However, as usual, the best method for obtaining the
kinetic parameters is to fit the rate equation by nonlinear least square methods
(Ratkowsky, 1983; Johnson & Faunt, 1992; Johnson, 1994; Watts, 1994).

11.2.4 Steady-State Ordered Bi Bi Mechanism with a Dead-End EB
Complex

When the two substrates are structurally similar, B may react with the free
enzyme to yield a dead-end EB complex:

o

A B Q

A S I

I EA  (EAB==EPQ) EQ (11.11)
E

Ki
B

The rate equation is obtained in the following manner. In the rate equation in the
absence of products (Eq. (9.15)), those terms in the denominator representing
free enzyme are multiplied by (1+B/K;), where K; is the dissociation constant of
the EB complex. The terms which represent the free enzyme are found in
distribution equations for this system; in the absence of products, these terms are
K;aKg and KB (found in Eq. (9.13)). Thus, the velocity equation becomes
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V.AB

B B
KpKpl1+—= | +KpsBl1+~ ) + KA+ AB
K; K;

Vg = (11.12)

One can see again that Eq. (11.12) has a form of a rational polynomial of the order
1:2 in B and of the order 1:1 in A. This equation is again not of the form of the
Michaelis—Menten equation, by virtue of the term in BZ. The reciprocal forms of
Eq. (11.12) are

1 _ 1 KB KA KiAKB B\ 1
vo_V1(1+B)+V1 (1+ KAB)<1+IQ)A (11.13)
1 1 Kn KKy KaB Ky K\ 1
UO—VI(1+A+———KiA +KiA)+Vl <1+A B (11.14)

Equation (11.13) has a quite unusual form with respect to the slope function,
that is, B is found both in the denominator and the numerator of the slope
function. Nevertheless, the 1/v, versus 1/4 plots are still linear at all fixed B
concentrations. However, this plot has an unusual look, because the lines
apparently intersect on ordinate at high B; at low B, an apparent intersection
point appears above, on, or below abscissa (Fig. 4).

Bg> Bs> By = high B Increasing B

B;>B;>B;=low B

Increasing B|

0 1

A

Figure 4. Competitive substrate inhibition in an Ordered Bi Bi system. B combines with
E as well as with EA. Double reciprocal plots of Eq. (11.13) are shown at high and low fixed
B concentrations.
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10

Slope 44

-3 0 3 6
[B]

Figure 5. Replots of the Slope,/, function (from Fig. 4) versus [B]. The data points are
calculated from the slope function (Eq. (11.15)), assuming that V; = K, = Kg = K;a =1, and
that K; decreases. The dotted lines represent the asymptotes.

A replot of Intercept,;, from Fig. 4 versus 1/B gives a normal linear function.
However, a replot of Slope,;s versus B,

_(Ka K, Kz Ka KiaKp 1
Slc:pezl/A—(V1 + VK, ) + (VlKi>B+ ( 7 )B (11.15)

gives an unusual function, typical for substrate inhibition (Fig. 5).

Asymptotes in Fig. 5 are obtained by extrapolating the linear portions of the
slope function at high B back to abscissa; the intersection points on abscissa are
equal to ~(K;+K;aKp/Kp). Thus, the values of intersection points depend on the
relative ratio of Kj to the value of Kiz/Ks. However, extrapolating the linear
portion of the curve is a bad way to get the asymptote and usually gives a line that
is too close to the curve. The best way to calculate K; is to fit Eq. (11.13) to
experimental data by a suitable computer program.

The slope function in Eq. (11.15) has different forms at high compared to low
concentrations of B, which explains the unusual shape of the slope function in

Fig. 5.
At high B, the slope function approaches the value
N Ky KiaKp K,
Slope, /s = (Vl + VK, ) + (VlKi)B (11.16)

and becomes linearly related to B.
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At low concentrations of B, the slope function approaches the value

Ky KiAKB> (KiAKB> _1_ (11.17)

Slope, A= (_ﬁ + VK, v. JB

and becomes inversely related to the concentration of B.

An entirely different situation takes place if B is the variable and A is a fixed
substrate (Eq. (11.14)). In this case, the double reciprocal plots are not linear any
more. As the fixed A increases, the minimum moves to higher B (lower 1/B), until
at saturating concentrations of A, there is no minimum and the plot is linear
(Fig. 6). The asymptotes in Fig. 6 will have a common intersection point with
coordinates: 1/V,(1—Ks/Kis) on ordinate, and —Ka/KgKis on abscissa; therefore,
if Ky=Kj,, the intersection point will be on abscissa, as in Fig. 6.

1/8

Figure 6. Substrate inhibition in an Ordered Bi Bi system. B combines with E, as well as
with EA. Equation (11.14) was drawn assuming that V=K, =Kz=Kijp=K;=1. The
dotted lines represent the asymptotes.

11.2.5 Steady-State Ordered Bi Bi Mechanism with a Dead-End EBQ
Complex

A very frequent case in a Steady-State Ordered Bi Bi mechanism is the formation
of a dead-end EBQ complex; this occurs when the second substrate to add can
combine in dead-end fashion with the EQ as well as the EA complex, and EBQ
complex can break down to give only EQ and B.
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A B P Q
! 1
E a E
EA (EAB==EPQ) EQ (11.18)
BlK‘-
EBQ

In a Steady-State Ordered Bi Bi system, there are no complete denominator terms
that represent the EQ complex. The AB term represents both EQ and the central
complexes (Eq. (9.13)). Consequently, a rate equation cannot be written for this
case, and the dissociation constant for the EBQ complex cannot be determined.
Nevertheless, uncompetitive substrate inhibition by B (dead-end complex EBQ)
can be easily distinguished from the competitive substrate inhibition by B (dead-
end complex EB). This is achieved simply by inspecting the reciprocal plots 1/v,
versus 1/A, over a wide range of fixed B concentrations (Fig. 7).

i
A B4 /
Vo B
Bs
2

B 55/

B1¢Bz<83<€84435{85

—

B,

Figure 7. Uncompetitive substrate inhibition in an Ordered Bi Bi system. B combines
with EQ in order to form a dead-end complex EBQ.

As Bis increased, the Slope, ;4 decreases normally to a limit of K/ V. However,
the Intercept,,s decreases to a minimum and then increases again so that at high
B the plots become parallel. This situation is very different from the situation with
a dead-end EB complex (compare Fig. 4).
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11.2.6 Substrate Inhibition in a Pine Pone Bi Bi Mechanism

Competitive substrate inhibition resulting from the combination of B with E (as
well as B with F) is characteristic of a Ping Pong Bi Bi mechanism.

A P B Q

et 1 | .

1 (EA==FP) _ F (FB==EQ) (11.19)
Ki

EB

In this case, the KxB term in the denominator of the velocity equation in the
absence of products represents E (compare Eq. (9.58)). Consequently, this term is
multiplied by (1+B/K;):

VlAB
Vo = B (11.20)
KzA +KAB(1 +f> + AB
The reciprocal forms of Eq. (11.20) are
1 _ 1 Kg Ka B\ 1
70—71(1+7>+VT(1+K3)Z (11.21)
Ll K BY] (K2
72 [1+A (1+Ki>]+(VI>B (11.22)

A double reciprocal plot 1/v, versus 1/A, at various fixed concentrations of B, may
appear similar to the pattern in Fig. 7, but this is a competitive substrate
inhibition. However, in this case, at low fixed B concentrations, the plots may
appear parallel, as long as K; > Kg. As the fixed B increases, the 1/v,-axis
intercept decreases, as usual, to the limit of 1/V;. The Slope,;» may appear
constant for several low B concentrations, but eventually, as the fixed B increases,
the slope also increases. In the secondary graphs, Intercept,, is linearly related
to 1/B and Slope,,, is linearly related to B.

When B is varied, with A as a fixed substrate (Eq. (11.22)), the primary plots
appear parallel at high 1/B but pass through a minimum and bend up as they
approach the 1/v,-axis.

11.2.7 Analysis of Substrate Inhibition Plots

Substrate inhibitions are usually analyzed graphically by making reciprocal plots
of 1/v, versus 1/[noninhibitory substrate], as is shown in Figs. 3, 4, and 7
(Cleland, 1970, 1977; Fromm, 1979). However, it is also useful to analyze data
where the inhibitory substrate is the variable one. This is the case with patterns
shown in Figs. 2 and 6. All linear substrate inhibition resulting from dead-end
combinations of the substrate with some improper enzyme form will give the
following equation, where V,/K, and K; are the apparent constants:
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VA
Vo = ——‘—745 (11.23)

Ka+A+=

ATA+ X,

Note that Eq. (11.23) is equivalent to Eqgs. (11.6), (11.12), and (11.20). If 1/v, in

Eq. (11.23) is plotted versus 1/4, the slopes and intercepts of the asymptote

determine the apparent K/V; and 1/V;. The minimum point in the reciprocal
graph (such as in Fig. 2) has the coordinates

. and .2 142 Ka (11.24)
A_\/KARi UO—V1 I(; 24

It is instructive to compare Eq. (11.23) with Eqgs. (11.6) (Rapid Equilibrium
with dead-end BE and BEB), (11.12) (Ordered with dead-end EB), and (11.20)
(Ping Pong with dead-end EB complex), and envisage the coordinates of the
minimum point in corresponding double reciprocal plots.

In addition to double reciprocal plots, it is very instructive to show the
substrate inhibition data by plotting v, versus log [A], thus producing bell-shaped
curves with an apparent maximum value of v, at Ap,x. Figure 8 shows the plot of
Eq. (11.23) in the logarithmic form.

03
@£
® 02| i
8 - Vo=—t—
= K +A+£~
01 i
0
-1.5 -1 -0.5 0 0.5 1 1.5

log [Substrate]

Figure 8. Substrate inhibition. Plot of v, versus log [A], drawn according to Eq. (11.23),
assuming that V=K, =K;=1.

From such curves, the constants can be obtained as follows:

Ki=A +A; — 4Anax (11.25)
_ Anay

Ky X,

(11.26)



202 COMPREHENSIVE ENZYME KINETICS

IK,
Vi = Amax (1 +2 —%) (11.27)

where A, and A, are values of 4 at the two points where the velocity is half of that
at the maximum.

A useful graphical method for the estimation of kinetic parameters in substrate
inhibition was described by Marmasse (1963). However, with substrate inhibition
plots, even after a successful graphical analysis is completed, one should always
fit the data to the appropriate equation with a computer program in order to
estimate the kinetic constants.

11.3 NON-PRODUCTIVE BINDING

A frequent case in enzyme Kkinetics is the ability of enzymes to form numerous
non-productive complexes with substrates, that do not break down (Fersht,
1999). If an enzyme molecule binds a single substrate molecule in a productive
complex EA, but also another substrate molecule in a non-productive complex
AE, we are referring to non-productive binding of this substrate. A kinetic model
is analogous to that for a linear competitive inhibition (Section 5.2).

Ki KA kcat
AE ——= A+E+A > EA P+E (11.28)
If V, = keatEo, the rate equation is
A
Vo = I (11.29)
Ka(1+ é +A
Tk

or, in the reciprocal form

1 1 Ky Ka\ 1

™ V1< +Ki)+<Vl>A (11.30)
Thus, the Michaelis—-Menten equation is obeyed exactly for this mechanism and so
the observed double reciprocal plot does not indicate whether the non-productive
binding is significant or not. Since, in this case, the true Vi, is decreased by a

factor (1+Ka/Kj), and V,/K, is not affected, it is always advisable to be aware
of it when interpreting results for several substrates of an unspecific enzyme.

11.4 MIXED DEAD-END AND PRODUCT INHIBITION

Products usually bear some resemblance to the substrates. Consequently, we shall
often find that products combine with some improper enzyme form to yield a
dead-end complex (Plowman, 1972; Fromm, 1975). Formation of such complexes
is a very frequent case, and it does not require nonphysiological substrates. It is
common in the normal physiological direction of a reaction, since in vivo the
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product concentration occasionally builds up sufficiently to cause product inhi-
bition. Thus, it occasionally gets high enough to cause the dead-end inhibition,
either, and evolution has had no way to cause dead-end inhibition to be
eliminated completely. This is a reason why special attention should be paid to
detection and identification of such complexes (Fromm, 1995; Purich & Allison,
2000).

114.1 Ordered Bi Bi System

In a Steady-State Ordered Bi Bi mechanism, A combines with the enzyme and
induces the formation of the binding site for B. However, P, which bears a
structural similarity to B, may bind instead of B.

A B ? Q
| 0
v l |
= A (EAB==EPQ) EQ E (11.31)
P| K
EAP

When a product, P, combines with an another enzyme form, in addition to
one it normally combines with as a substrate in the reverse direction, certain
terms in the denominator of the rate equation are multiplied by the factor
(1+P/K;), where K; is the dissociation constant of the product from the dead-
end complex.

If the denominator terms that are multiplied already contain a P term, the
resulting rate equation will obtain a P term, and the resulting inhibition will be
parabolic.

In this case, the denominator terms that are multiplied by (1+P/K;) are those
corresponding to the relative concentration of the EA complex. These terms are
found in the numerator of the distribution equation for [EA]/[E,] for the Ordered
Bi Bi mechanism (Chapter 9; Eq. (9.13)). In the presence of A, B, and P (and the
absence of Q), the numerator term of the distribution equation for [EA]/[E,]
contains an [A] term and an [A][P] term. Consequently, the rate equation in the
presence of P (from Eq. (9.19)) is:

V.AB

KQKBKIA KQKB < )
KizsKg + Kg( 1 A+ KaB+AB P —
iAKp + B( + ) +Kab +AB + KioKe +KxQKP Kx AP+K1PABP

(11.32)

Vg =

or, in the reciprocal forms:

LIS PR S F (NS & Y P Ll jLi]+K§[1+K“"KB(1+KQP)Ji
v, Vi B K; KigKp Vi KB KioKp /1 A
(11.33)

1 1 Ky P KB KoP ( P K1A> 1
i~ — vt = 11.
o V,( +A+ ) V. <1+I(iQKP 1+K+A B (11.34)
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Figure 9 shows the graphical presentation of Eq. (11.34), a plot of 1/v, versus
1/B, in the presence of increasing concentrations of P. The double reciprocal plot
has an unusual appearance. Thus, the mixed product and dead-end inhibition by
P can be distinguished from the normal product inhibition by P from the fact that
the family of straight lines does not intersect at a common point.

Increasing P

K
Slope,,g = —\.73‘ (a+ bP+cP? )
1

Intercept,g = Vl(d»fep}
1

i
B
Figure 9. Mixed product and dead-end inhibition in an Ordered Bi Bi system. P reacts

with EA as well as with EQ (Scheme (11.31)). The plot of 1/v, versus 1/B is slope-parabolic,
intercept-linear.

When A is varied, the resulting P* term appears in the Intercept,,, function,
and when B is the varied substrate, the resulting P* term appears in the Slope,/a
function. According to the nomenclature of Cleland (Chapter 6; Section 6.6), the
system can be described as S-linear, I-parabolic (nonintersecting) noncompeti-
tive inhibition when A is the varied substrate and B is unsaturating, changing to
I-linear uncompetitive inhibition when B is saturating. When B is varied, we
obtain an S-parabolic, /-linear noncompetitive pattern (Fig. 9).

The linear or parabolic nature of the replots is better seen if Eqs. (11.33) and
(11.34) are regrouped. The slopes and intercepts of the secondary plots then have
the general forms of Egs. (11.35)+11.38).

Straight line
K
Slope, / = VA (a + bP) (11.35)
1
1

7 (a+bP) {11.36)

Intercept, p =
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Parabola
Intercept, /s = % (a+ bP +cP?) (11.37)
1
Ks )
Slope, ;5 = 7 (a+ bP + cP?) (11.38)
1

1142 Ping Pong Bi Bi System

A frequent case in the Ping Pong Bi Bi mechanism is that the first product of
reaction combines with the first stable enzymeform to produce a stable dead-end
EP complex:

N S S A

(EA==FP) F (FB==EQ) (11.39)
PlKi

EP

The situation shown in Eq. (11.39) is analogous to the dead-end inhibition by a
nonreacting inhibitor, described in Chapter 6 (Section 6.5.1). The rate equation is
derived in the usual manner; both B and P terms in the distribution equation are
multiplied by (1+P/K;), to obtain

Uy = V.48 (11.40)
°- p Kg KiaKs p )
KBA+KAB(1+I?1) +AB+E;AP+ (———I(l P) (1+R:i)
or in the reciprocal forms
1 _ 1 K KgP Ka P K'LAKBP 1
el 72 (1+ B +I<ipB>+V1 <1+Ki> (1+KA.KipB>A (11.41)
1 1 Ky, K,P Kz P K\ P P 1
;(;—vl(1+A+I<iA)+V1 [1+Ki +KiPA(1+Ki):‘B (11.42)

The patterns are S-parabolic, /-linear (nonintersecting) noncompetitive for both
substrates. Replots of Intercept,;s versus P, will permit Kip to be determined,
while replot of Intercept, s versus P will allow K; to be determined.

11.5 SUMMARY OF INHIBITION TYPES

In the preceding chapters, as well as in this chapter, we have encountered a
number of different types of inhibitors. The inhibitors have been classified as
competitive, uncompetitive, and noncompetitive. Further, the inhibition can be
classified as linear, parabolic, and hyperbolic. Further types of inhibition, which
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are specifically described in this chapter, are substrate inhibition, mixed dead-end
and product inhibition, and a non-productive binding.

In the linear inhibition, the family of straight lines in the double reciprocal plot
of 1/v, versus 1/A (at different fixed concentrations of I) will always have a
common intersection point. In the linear inhibition, the replot of Slope,;s and
Intercept,,» from the double reciprocal plot, versus /, is a straight line; this type of
inhibition was described in Chapter 5.

In the hyperbolic and parabolic types of inhibition, the family of straight lines
in the double reciprocal plot of 1/v, versus 1/A (at different fixed concentrations
of I) will have a common intersection point only if the denominator (1+I/K;)
terms are identical in slope and intercept terms. Usually this is not the case, that
is, the K; will be different in the denominator of the slope and intercept terms.
There is not a crossover point if only slope or intercept is hyperbolic or parabolic
and the other is linear.

In the hyperbolic inhibition, the replot of Slope,/a and/or Intercept,/s versus /
is a hyperbola. In the parabolic inhibition, the replot of Slope,;» and/or
Intercept, 4 versus / will have a shape of a parabola. These types of inhibition are
described in Chapter 6.

Table 1 summarizes the inhibition types in bisubstrate reactions which are
encountered in this chapter.

Table 1. Summary of inhibition types in bisubstrate reactions with substrate inhibitors or
mixed substrate and dead-end inhibitors

Dead-end
Inhibition type Mechanism complex Equation  Figures
Substrate Rapid-Equilibrium Random BEB (11.6) Fig. 1
inhibition bisubstrate Fig. 2
Steady-State Ordered Bi Bi EB (11.12) Fig. 4
with dead-end EB complex Fig. 6
Steady-State Ordered Bi Bi EBQ none Fig. 7
with dead-end EBQ complex

Ping Pong Bi Bi EB (11.20) -
Mixed dead-end  Ordered Bi Bi EAP (11.32) Fig. 9

and product Ping Pong Bi Bi EP (11.40) —

inhibition

The graphical analysis of initial rate data, which is described extensively in
this chapter, is useful, especially while the experiment is still in progress.
However, it is important to emphasize that, for definitive results, one should

always fit the data with appropriate rate equations for statistical analysis
(Cleland, 1979).
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Chapter 12

Trisubstrate Mechanisms

Three substrates can combine with an enzyme to produce two or three products
of reaction, in a wide variety of ways. If all the binding steps are much faster than
the catalytic step, which is the rate-limiting, then all forms of enzyme are in a
rapid equilibrium, and all kinetic constants are true dissociation constants of
respective enzyme—substrate complexes. If the catalytic step is not the slowest
step in the kinetic mechanism, all forms of enzyme attain a steady-state concen-
tration shortly after the mixing of enzyme with substrates. All kinetic mechanisms
of steady-state reactions fall into only two major groups. Those in which all
reactants must combine with the enzyme before reaction can take place and any
product can be released, are called sequential. Mechanisms in which one or more
products are released before all substrates have added are called Ping Pong
(Cleland, 1963).

12.1 PREDICTION OF REACTION SEQUENCES
IN TRISUBSTRATE MECHANISMS

When there are three substrates for an enzymatic reaction, the number of pos-
sible initial velocity patterns is large, and interpretation of the patterns is not as
straightforward as when only two substrates are involved.

We shall start the analysis of trisubstrate mechanisms by examining the form of
the rate equation, proceed with the mechanistic interpretation of the absence of
various terms from the general rate equation, and conclude with experimental
methods for establishing the presence or absence of such terms.

12.1.1 General Rate Equation in the Absence of Products

The general form of the rate equation for all trisubstrate mechanisms, in the
absence of products and assuming linear reciprocal plots, is

. ViABC
Yo = constant + (coefA)A + (coefB)B + (coefC)C + KABC + KzAC + KoAB + ABC
(12.1)
or, in the reciprocal form
Vi _ (const) + (coefA) N (coefB) N (coefC) + Ka N Kp N Ke ‘1 (12.2)

v, ABC BC AC AB A B C
209
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It is useful to note the identity of terms in both equations, because both
equations will be used for the graphical analysis of initial rate data in Section
12.1.3.

Since all trisubstrate mechanisms have the same general rate equation, the
difference between them is found only in the presence or absence of individual
terms in the general expression. We shall proceed with the mechanistic inter-
pretation of the absence of various terms from the general rate equation accord-
ing to Viola and Cleland (1982). Alternative kinetic methods for analysis of
trisubstrate reactions were developed by Frieden (1959), Fromm (1967, 1975),
Segel (1975), and Rudolh & Fromm (1979).

12.1.2 Mechanistic Interpretation of the Absence of Denominator Terms

No constant term

This means a Ping Pong type of mechanism. All Ping Pong types of mechanisms
lack the constant term, as is evident from Tables 3 and 4; in addition to the
constant term, the 4 and B terms are also missing. The Hexa Uni Ping Pong
mechanism lacks not only the constant, but also the A, B, and C terms, and all
initial velocity patterns (A—B, B—C, and A—C) are parallel.

Constant term present

Such mechanisms are sequential and proceed through an EABC complex. The
ABC term is always present except in a Theorell-Chance type of mechanism in
which the reaction of the third substrate to add results in such a rapid reaction
and release of products, that V appears infinite.

In sequential mechanisms, a large variety of additional complex mechanisms
may occur. Since the constant term is always present, the different sequential
mechanisms will differ by the presence or absence of the A, B, C, AB, AC, or BC
terms from the general velocity equation (12.1).

Several simple rules can be formulated for sequential trisubstrate mechanisms
with the aid of reaction (12.3).

EA<—— EAB
/ (A)>< (AB}\

EB

(constant) E EAC EABC - E + Products
NG
EC——— EBC
(€) (BC)

(1) Tt matters whether the first two reactants to add do so in steady-state fashion
(koge is less than, or does not exceed, V,/E,), or in rapid equilibrium
(kosr > V,/E,), but it does not matter whether the last substrate to add does
so in steady-state or rapid equilibrium fashion. Whether reactants add in
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steady-state fashion can be determined by the isotope partition method
(Rose et al., 1974).

(2) Where a substrate adds in a steady-state fashion, it always has a finite
Michaelis constant (i.e., for A the K,BC term would be present). Conversely,
the lack of KxBC, KgAC, or KcAB term indicates a rapid equilibrium addition
of the corresponding substrate when it adds in the first or the second
position, and the absence of the corresponding complex in the reaction
above (i.e., lack of K,BC term means no EBC complex).

(3) The lack of an A, B, or C term indicates the absence of the corresponding
binary complex in reaction (12.3), and thus an obligatory order of addition
for at least one substrate. However, the presence of an A, B, or C term does
not require that the corresponding binary complex form, if the mechanism is
a steady state one.

With the aid of Table 1, one can identify the missing terms in principal
sequential mechanisms.

12.1.3 Graphical Analysis of Initial Rate Data

The usual procedure for the graphical analysis of initial rate data for trisubstrate
reactions would be to treat each substrate as the varied substrate at different
fixed concentrations of another substrate, maintaining a consfant concentration
of the third substrate. All such plots represent a family of straight lines with a
common intersection point to the left of the 1/v,-axis. However, the main task of
the graphical analysis would be to identify the terms which are missing from the
velocity equation, and thus establish the general rate equation. The following
rules are useful for this goal (Viola & Cleland, 1982).

First, when all three patterns (vary A and B, B and C, or A and C, at fixed
nonsaturating levels of the third substrate) are intersecting, we have a
sequential mechanism. For a Ping Pong mechanism, at least two patterns will
be parallel.

Second, if we are able to saturate with one substrate, we shall vary the other
two substrates. If the resulting pattern is intersecting, we have a term present
corresponding to the saturating substrate. If the pattern is parallel, the term is
missing. For example, if we saturate with B and run the A-C pattern, an inter-
secting pattern shows that a B term is present, and a parallel pattern shows
that it is absent. If the pattern crosses on the vertical axis when plotted against
the reciprocal of one of the varied substrates, the Michaelis constant
corresponding to the other varied substrate is zero. For example, if the A-C
pattern crosses on the vertical axis when C is varied, then the KaBC term is
missing; if the crossover point is to the left of the vertical axis, the term is
present.

Third, if we cannot saturate with a substrate (say, B), we shall vary the other
two substrates at each of several levels of B, and plot the patterns as reciprocal
plots versus one substrate (say, C) at a fixed levels of the other (A); then, we shall
replot from each pattern the slopes and intercepts against the reciprocal



Table 1 Overview of sequential mechanisms (Viola & Cleland, 1982)

Terms missing

Examples

None

Adenylosuccinate synthetase
(Rudolph & Fromm, 1969)

>
o)
¢}
v

Glutamate dehydrogenase
(Rife & Cleland, 1980)

Citrate cleavage enzyme
(Plowman & Cleland, 1967)

EC EBC
Eo\

E/ EAB EABC >

N\

\ EB
E EA EAB EABC
E EA EAB

|
EC EAC EABC >
EAB

E EA EABC ———8m8>

(continued)

4y

SOLLAND HINAZNA HAISNHHAIdINOD



Terms missing

Examples

Mechanism

KaBC, KgAC

B, KgAC

B, KxBC

Galactosyl transferase
(Morrison & Ebner, 1971)

Inosine monophosphate
dehydrogenase
(Heyde et al., 1976)

/’EA\

/E’: CEAB EABC ———>
EC “EB”
||s EA - EAB EABC >
EC
R EA - EAB EABC >
EC EBC
Emmrmmemeee EA EAB EABC >
R EA EAB
R EAC EABC ————>
E s EA
EG ----mmmrm e EAC EABC ———>

(continued)
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Terms missing Examples Mechanism
EA
\

B, C, KxBC = O E/ EAB EABC——>

e’
T e
C, KsAC, K4BC - E ‘\::,‘EAB EABC

EB

B, C, KsAC G‘?@‘;ﬁ"&:ﬁ ‘i{:"f;gz;e E EA——-—---EAB EABC ——>
B,C KeAC KBC - e EA o EAB —— EABC ———>

Segments in the mechanism are: Steady state —=——; Rapid equilibrium — — ——; Steady-state or rapid equilibrium

¥1¢
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concentration of the other substrate (A) in the usual way. If the slope replots all
go through the origin, two terms are missing (in this particular case, Kc AB and
A). If the intercept replots have no slope, two other terms are missing (in this
particular case, KoBC and C). Each slope and intercept of a second replot
corresponds to a single denominator term in the rate equation, and when the
second replot goes through the origin, or has zero slope, we miss the corres-
ponding term.

In order to illustrate this, we shall rearrange the general rate Eq. (12.2) in order
to show the reciprocal plot of 1/v, versus 1/C:

Vo V1

1 Ky K coefC 1
[1+—‘3+—§+(° )] -
1

(coefA) (coefB) (const)] 1
A B AB [KC ]

B "4 'T4B |C

(12.4)

A replot of slopes and intercepts from the above equation against 1/A gives the
first replot:

1 (coefA) 1 (const)] 1
Slope, ;.= v {Kc + B ] +V] [(coefB)+ B |2 (12.5)
1 KB> [ (coefC)} 1
Intercept,,,=—[1+ K - 12.6
Phe=y, ( Vi[*TTB A (12:6)

The replots of slopes and intercepts from Eq. (12.5) against 1/B, gives the second
replot (of slopes):
Slopegq. (12.5)) (coefB)

(const) (12.7)

1
B
1

Vi

Intercept gy (12.5)) (KC) (coefA) (12.8)
In the same way, the replots of slopes and intercepts from Eq. (12.6) against 1/B,
gives the second replot (of intercepts):

! — (coefC)

A (12.9)

S

1
SIOPe(Eq. (12.6)) = A (Ka) +

1
Intercept(Eq. (12.6)) = V‘ ( ) Vl (KB) (1210)

| =

Clearly, the slopes and intercepts of the secondary replots each correspond to the
coefficient of one term from the denominator of the general rate equation divided
by V.. If any of these slopes or intercepts are zero, the corresponding term is
absent from the rate equation.

The assignments of the terms in the rate equation to the slopes and intercepts
of the secondary replots are given in Table 2.
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Table 2 Identification of denominator terms by the analysis of first and second replots
from initial reciprocal plots of 1/v, versus 1/C, in trisubstrate reactions

Primary plot ———  First replot —— Second replot = Missing
term

Intercepts of 1/v, versus 1/C  Intercept,,c versus 1/A  Intercept versus 1/B ABC

Intercepts of 1/v, versus 1/C  Intercept,,c versus 1/A  Slope versus 1/B KpAC
Intercepts of 1/v, versus 1/C  Slope, ¢ versus 1/A Intercept versus 1/B  K,BC
Intercepts of 1/v, versus 1/C  Slope, ;¢ versus 1/A Slope versus 1/B C

Slopes of 1/v, versus 1/C Intercept,;c versus 1/A  Intercept versus 1/B  KcAB
Slopes of 1/v,, versus 1/C Intercept,,c versus 1/A  Slope versus 1/B A

Slopes of 1/v, versus 1/C Slope, ;¢ versus 1/A Intercept versus 1/B B

Slopes of 1/v, versus 1/C Slope, ¢ versus 1/A Slope versus 1/B Constant

12.2 RATE EQUATIONS IN THE ABSENCE OF PRODUCTS

In this section, we shall review the rate equations for the major types of trisubstrate
mechanisms, written in the absence of products (Cleland, 1963; Plowman, 1972;
Fromm, 1975, 1979). All trisubstrate mechanisms in the rapid equilibrium category
are relatively rare and the steady-state mechanisms are more common. However,
the derivation of rate equations for rapid equilibrium mechanisms, in the absence
of products, is less demanding, as it requires only the rapid equilibrium
assumptions and, therefore, the resulting rate equations are relatively simple.

In Sections 12.2.1 and 12.2.2, we shall divide the rapid equilibrium trisubstrate
mechanisms into the following major types:

Completely random

Strictly ordered

Random A-B, Ordered C
Ordered A, Random B—C, and
Random A-C, Ordered B.

Much more realistic are the steady-state trisubstrate mechanisms, that occur
very frequently. In the “Ter Bi Mechanisms” Section, we shall develop the rate
equations, in the absence of all products of reaction, for major Ter Bi mechanisms:

Ordered Ter Bi,
Ordered Bi Ter, and
Bi Uni Uni Uni Ping Pong Ter Bi

Finally, in the “Ter Ter Mechanisms” Section, we shall develop the rate
equations, in the absence of all products of reaction, for major steady-state Ter Ter
mechanisms:

Ordered Ter Ter

Bi Uni Uni Bi Ping Pong Ter Ter

Bi Bi Uni Uni Ping Pong Ter Ter, and
Hexa Uni Ping Pong Ter Ter.
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12.2.1 Rapid Equilibrium Random Ter Ter System

If A, B, and C are the three substrates that yield three products, P, Q, and R, and
all forms of enzyme are in a rapid equilibrium, the system can be designated as a
Rapid Equilibrium Random Ter Ter, and the equilibria shown as

Ka

E + A== EA

Ks ¥Ka
EB & el EnB
aKe ofiKc
EBC + A <% EABC — e, p QRE (12.11)
akg ayKp
EC + A mwet= EAC
Kc PKc
E+A =2 EA

where Vi = keatEo.
The general rate equation for reaction (12.11) is

ABC
Vil ——————
Vo = 1(aﬁ VKAKBKC) (12.12)
o A B C AB AC BC ABC )

14 ot ot + + +
Ka K Kc yKaKs PKaKc oKpKc ofyKaKpKc

or, in the reciprocal form
Vi _ ByKa  @yKg  ofKc KaKp | KaKc | KpKc | KaKpKc
vo*<l+ AT B ¢ )t aB *Tac "B tT4BC
(12.13)

The velocity equation can be rearranged to show any of the three substrates as the
varied ligand at fixed concentrations of the other two ligands:
Vi_ (1 + ayKg  ofKc  afyKsKc Kz oKc ocKBKc) 1

ORB
™~ B ' C ' BC >+MKA(1+B+C+BC A
(12.14)
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i _ (1 L BKs | apKe +°¢ﬁ}’KAKC> + oKy ( BKa | BKc ﬁKAKC> 1

™ A T C AC Y4 0 TTac /B
(12.15)

)4 = <1 + ByKa  ayKg 4 OCBVKAKB) + afikc (1 + 7Ka + 7Kp + M) 1

o A 7B AB 4781t ag JcC
(12.16)

The family of straight lines in the double reciprocal plot of 1/v, versus 1/A at any
constant concentration of C and different fixed concentrations of B, will intersect
to the left of the 1/v,-axis, and on, above or below the 1/4 -axis, depending on the
values of interaction factors «, §, and y. If « = § =y =1, the reciprocal plots will
intersect on the horizontal axis. The similar result is obtained with the double
reciprocal plots of 1/v, versus 1/B and 1/v, versus 1/C.

The usual procedure for the graphical analysis of initial rate data would be to
treat each substrate as the varied substrate at different fixed concentrations of
another substrate, maintaining a fixed concentration of the third substrate. All
such plots represent a family of straight lines with a common intersection point to
the left of the 1/v,-axis.

Let us illustrate this treatment with the aid of the above examples. If the
substrate C is saturating, the rate Eq. (12.14) will reduce to

1 __i oyKp BrKa aKp\ 1
UO_V1<1+ B )+ v 1+ B )4 (12.17)

Similarly, one can reduce the rate Eq. (12.15) by taking the saturating A, and
reduce Eq. (12.16) by taking the saturating B. All resulting equations will be
completely symmetrical and their graphical presentation will be completely
symmetrical. From the primary double reciprocal plots of such equations and the
corresponding replots of intercepts and slopes, one can determine graphically all
kinetic constants and all interaction factors.

12.2.2 Ordered and Random-Ordered Rapid Equilibrium Trisubstrate
Systems

Let us examine several ordered and random-ordered rapid equilibrium Ter Ter
systems, in addition to the aforementioned total rapid equilibrium random
system:

(a) Strictly Ordered

E——EA EAB EABC—— P, Q, R, E (12.18)
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(b) Random A-B, Ordered C

EA
7o
E EAB =—=l== EABC —2, p, Q, R, E (12.19)
EB

(c) Ordered A, Random B-C

EAB
71
E <o~ gp EABC X2t , P, Q, R, E

EAC

(12.20)

(d) Random A—-C, Ordered B

Ka
EA =——= EAB

o/ N
E EABC %= , P, Q, R, E (12.21)
oK

EC ~—= EBC

If we assume that V; =keatE,, then the velocity equations for the above
mechanisms, written in the reciprocal form, are

Strictly Ordered
Vi K¢ KpKce KaKpKe
v—o— <1+ C + BC + ABC ) (12.22)
Random A-B, Ordered C
Vl . Kc oCKAKC OLKBKC OCKAKBKC
Yo (”F* AC T 7BC YT aBC (12.23)
Ordered A, Random B—C
Vi oKg oKe oKpKe oKaKgKc
vo (”TJ’T BC ' TABC ) (12.24)
Random A—C, Ordered B
Vi BKa , BKc , PKeKc | PKaKp 3KAKBKC)
B—;—<1+ AT C + BC AB + ABC (12.25)
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Again, the usual procedure for the graphical analysis of initial rate data would be
to treat each substrate as the varied substrate at different fixed concentrations of
another substrate, maintaining a fixed concentration of the third substrate. In
this way, all kinetic constants can be determined and, what is equally important,
each mechanism can be identified unequivocally.

12.2.3 Steady-State Sequential Mechanisms

The general rate equations for the steady-state sequential mechanisms, in the
presence of products, are developed in the following sections. The rate equations
in the absence of products can be written down directly from the general rate
equations, simply by omitting the terms in the denominator and the numerator
that contain the concentration terms for products P, Q, and R, and eliminating
the Keq with the aid of Haldane relationships. In all trisubstrate systems, the
inhibition constants will always represent true dissociation constants.

Ter Bi mechanisms

(a) Ordered Ter Bi mechanism. In the presence of all three substrates and the
absence of products, the rate equation is

V.ABC

— 12.26
Vo = B Kot KuKoA T KaKaC + KoAB + KeAC + KaBC 7 ABC  12:26)
or, in the reciprocal form
Vo Ki K K¢ KiaKz  KipKc | KiaKipKc
V.= +7+ B + C + AB + BC + ABC (12.27)

If the variable substrate is separated from the constant substrates, we obtain

11 Kp  Kc  KigKc\ | Ka KinKp  KiaKigKc
v V. (”’ BT C VB ) v, <1+ KB | KaBC )A (12.28)
1 1 Ky K¢ Kz Kip KipKc\ 1
vo_Vl(1+A+C)+V1 (1+A 1+KBC B (12.29)
11 Ka Ks  KiaK\  Kc Kip | KisKip\ 1
™ V1<1+ +B+AB>+V1(+B+AB c (12.30)

Equations (12.28) and (12.30) are symmetrical, but not Eq. (12.29). Thus, from
the initial velocity studies one can identify the substrate B, but cannot tell apart
the substrate A from the substrate C. Binding studies, however, will identify A as
the only substrate which binds to the free enzyme.

The same initial velocity equations fit the mechanism where the addition of A
and B is ordered, but C adds randomly. For such a mechanism (and for ordered
ones as well), the best distinction is made by dead-end inhibitors or isotopic
exchange at equilibrium.

In the reverse direction, in the presence of products and the absence of
substrates, the rate equation is identical with that for the Ordered Bi Bi
mechanism (Section 9.2).
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(b) Bi Uni Uni Uni Ping Pong Ter Bi mechanism. In the presence of substrates
and the absence of products of reaction, the rate equation is

= V:ABC (12.31)
~ KnKsC + KoAB + KsAC + KABC + ABC 3
or, in the reciprocal form:

V1 KA KB Kc KiAKB

Uo

=Y At Bt et aB (12.32)

If the variable substrate is separated from the constant substrates, we obtain
U-Z:%(1+%+I%>+I%<1+IEI§B)% (12.33)
%:%(1+%+%)+%<1+%)% (12.34)
i=%(1+%+%+%§ﬁ)+(§f)% (12.35)

Equations (12.33) and (12.34) are symmetrical, but not Eq. (12.35). Thus, from
the initial velocity studies, one can identify the substrate C, but cannot tell apart
the substrate A from the substrate B. Binding or product inhibition studies are
necessary.

In the reverse direction, in the presence of products and the absence of
substrates, the rate equation is identical with that for the usual Ping Pong Bi Bi
mechanism (Section 9.5).

Ter Ter mechanisms

(c) Ordered Ter Ter mechanism. In the forward direction, the rate equation
is identical with that for the Ordered Ter Bi mechanism (preceding section). In the
forward and the reverse direction, the rate equations are completely symmetrical.
(d)BiUni UniBi Ping Pong Ter Ter Mechanism. Intheforwarddirection, therate
equation is identical with that for the Bi Uni Uni Uni Ping Pong Ter Bi mechanism.
(e) BiBi Uni UniPing Pong Ter TerMechanism. Inthe forward direction, the rate
equation is identical with that for the Bi Uni Uni Bi Ping Pong Ter Ter mechanism.
(f) Hexa Uni Ping Pong Ter Ter mechanism. In the forward direction, in the
presence of substrates and the absence of products, the rate equation is

V.ABC

Y0 = KoAB + KsAC + KABC + ABC (12.36)
or, in the reciprocal form:
Vi Ka Kp Kc
v—0_1+A+B+C (12.37)

If the variable substrate is separated from the constant substrates, we obtain

11 Kz Kc Kay1
BZ—VI(H 7+ C>+(V1)A (12.38)
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1 1 Ky K¢ Kg\ 1
% Vi <I+X+_c"'> * (W)TB (12.39)
11 Ka K Kc\ 1
U_O*VI(HTLB)"L(vl)c (12.40)

Equations (12.38)—(12.40) are completely symmetrical. Thus, from the initial
velocity studies one can not identify the substrates A, B, and C. Product inhibition
studies, however, will identify all the substrates unequivocally.

12.3 FULL RATE EQUATIONS FOR TER BI SYSTEMS

Let us proceed with the much more demanding derivation of full rate equations,
in the presence of all substrates and products of reaction, for the Steady-State
Ordered Ter Bi systems (Cleland, 1963; Hsu et al., 1967; Plowman, 1972).

12.3.1 General Rate Equations
There are two basic nonequilibrium Ter Bi systems:

(a) compulsory-order ternary-complex Ter Bi and Bi Ter mechanism, and a
(b) random-order ternary-complex Ping Pong Ter Bi mechanism.

The Ordered Ter Bi and Bi Ter systems can be represented as
klA kgB k5C k7 kg

E EA EAB (EABC « EPQ) EQ E (12.41)
ko ky ke kgP kioQ

An Ordered Ter Bi reaction will take place in the forward direction:
A+B+C—-»P+Q

and an Ordered Bi Ter reaction will take place in the reverse direction:
P+Q—A+B+C.

The Ter Bi Ping Pong system, in the forward direction, is called Bi Uni Uni Uni
Ping Pong Ter Bi system (Cleland, 1967). The reaction sequence for this mecha-
nism can be presented as

A B P C Q

R1HR2 kaﬂ ks k;nv ke k?[ka kgukw (12.42)
| | -

EA (EAB <> FP) F (FC <— EQ)

E

A complete rate equation for the Ordered Ter Bi system, in the presence of all
substrates, A, B, and C, and both products, P and Q, has the general form

(k1k3k5k7k9ABC - k2k4k6k8k10PQ)E0

Vo = : - 12.
© denominator of rate equation (12.43)
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Equation (12.43) can be expanded into the general rate equation in the form of
rate constants, taking appropriate denominator terms for the Ordered Ter Bi
system from Table 3.

Table 3 Denominator terms in Ter Bi mechanisms (Cleland, 1963; Plowman, 1972; Segel,

1975)
Denominator  Kinetic constants  Ordered Ter Bi Ter Bi Ping Pong
Constant V2K1AK1B_KC k2k4k9(k6 + k7) —
A V.K;gKc Ik gkeg(kes + k) —
c V.KisKg kokskok, Ieokeokg(ky + ki)
AB VK¢ kikskq(ke + k) ke, keskes (kg + ko)
AC V.Kp kikskokg k.kko(k, + ks)
BC V.Ka kskskokg kskokoke
ABC V. kikaks(k; + ko) kiksk (ks + ko)
V.K,
P I‘{—Q kok ksks Kok gko(ks + k)
eq
ViK,
Q I; £ k2k4kw(k6 + k',r) kzkskm(kq + ks)
eq
Vi
PQ fl' kgkiolkok, + kske + kaks)  kekio(kak, + kokg + Kk ks)
eq
V,K,
AP ko kikgkeks Kok gks(ks + ko)
iafeq
BO VaKaKic - kokokskso
KiQ -
VoK K
CQ 2K!.; B kgksk?klu k2k7k10(k4 -+ ks)
L
V1K
ABP Ki.aIl(iB(I)(oq k¥k3k5k3 klkakﬁ(ks + kg]
V.K,
BCQ Iz( 2 k3k5k7‘k10 k3k5k7‘k10
1
VaoKaKic
BPQ ‘fg(;Ki—c; kskeksk,o kgkeksk,o
V2 Kis K3
CPQ m kgksksklo
ViKq _
ABCP KKK Ko K kksksks
BCPQ it kokskskio =

KiqKip
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Expanded form is
(k1k3k5k7k9A.BC - k2k4k6k8k10PQ)E0

Vo = Takoky (ks + K7) T kikykg (K, + Kg)ABC F Fikskoks ABP
+ k1k4k9 (k6 + k7)A + k2k4k6k8P + k3k5k7k1oBCQ
+ kakskokoC + ko ko (ks + k;)Q + kykekskioBPQ
+ kykgko (ks + k) )AB  + kskio (koky + kyks + koke)PQ  + kakskskioCPQ
+ kykgk ko AC + ok koks AP + kyk,ksks ABCP
+ kgkskyky BC + koksko k1o CQ + kgkskskio BCPQ
(12.44)

The general rate equation for the Ter Bi Ping Pong system in reaction (12.42)
has the same form as Eq. (12.43) and can be expanded in the same way by writing
the denominator terms for this mechanism from Table 3.

The general rate Eq. (12.43) for both Ter Bi systems, written in terms of rate
constants, can be transformed into the rate equation written in terms of kinetic

constants, in the general form:
P
ViV (ABC - —(‘3)
K
denominator of rate equation

Vo = (12.45)
The rate equation of the Ordered Ter Bi mechanism can be written by expanding
the denominator with appropriate kinetic constant terms multiplied by substrate
concentration terms given in Table 3.

PQ
V]_V2 (ABC - K_)

eq
VoKiaKigKc + VoKigKcA + VoKipn KgC + Vo KcAB + Vo, KgAC + Vo, KaBC
VlKQ VlKP V1 VlKQ VgKlAKB

+ V,ABC + P+—Q++—PQ+ AP + C

2 Keq Keq Q Keq Q KipKeq Kig Q

ViKq V.Ka Vo KaKic V.KiaKp

——_ABP BC -~ ——~BPi CP
KiaKipKeq Kiq Q+ KipKig Q-+ KigKip Q

VlKQ
———=___ABCP + BCP 12.46
KnKinKicKeg KoKy 2T (12.46)

Vo =

+

The rate equation for the Ter Bi Ping Pong mechanism can be expanded in the
same way by taking denominator terms from Table 3.

12.3.2 Definition of Kinetic Constants in Terms of Rate Constants

Ordered Ter Bi mechanism

_ coefBC K const _ coefP  coefC &
A= CoefABC A= coefA  coefAP  coefAC K,
coefAC coefA  coefAP K,

B=C0efABC B GoofAB ~ coefABP ks
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_ coefAB ~_ coefBPQ coefABP E
€ = CoefABC 1€~ coefBCPQ ~ coefABCP K
12.
_ coefQ ~_ coefCQ _ coefBCQ !‘_Z (12.47)
P~ coefPQ P C0efCPQ ~ coefBCPQ ks
_ coefP __ const _ coefC  coefBC 59_
Q= coefPQ Q™ coefQ ~ coefCQ  coefBCQ  kyo
E __ humer, E __humer; __numer,
E,  coefAB E,  coefPQ *“1 ™ numer,

Ter Bi Ping Pong mechanism

Definition of Ka, K3, K¢, Kp, and Kq constants is the same as in the Ordered Ter
Bi mechanism; in addition,

~_coefP  coefC k. K, = coefBQ _ coefAB ks
'* 7 coefAP ~ coefAC  k, coefBPQ  coefABP ks

coefAP K, coefC  coefBC kg

B = CoofABP K, Q= C0efCQ ~ coefBCQ Kk,  (12.48)

Ko — coefQ  coefBQ E
€™ C0efCQ ~ coefBCQ K,

12.3.3 Definition of Rate Constants in Terms of Kinetic Constants

Ordered Ter Bi mechanism

_ Vi . ViKia _ Vi
KK RTER OTEG
YKy , W E) 1 _E 1 1
k4 - EQKB k5 - EoKC (1 + k7 k6 - V2 k2 k4
(12.49)
LBl g T (14k) 2K
k™ Vi kg P EKe\ ks ° EoKg
Va
ko = ——2
10 E, KQ
Ter Bi Ping Pong mechanism
. Vl _ VlKiA
k= KAE, 27 KaE, (12.50)

The other rate constants cannot be determined.
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12.3.4 Effects of Isomerization

Ordered Ter Bi mechanism

EABC + EPQ isomerize: Calculation of ks, ks, k; or kg is invalid.
EA isomerizes: E/E,, EAB/E,, EQ/E,, k,, kg, andk,, may still be

determined.

EAB isomerizes: E/E,, EA/E,, EQ/E,, k;, ka2, kg, and k,, may still (12.51)

be determined.
EQ isomerizes: E/E,, EA/E,, EAB/E,, ky, ka2, ks, and k, may still

be determined.

Ter Bi Ping Pong mechanism

EAB + FP and/or FC + EQ isomerize: The rate constants and

distributions shown below can still be calculated. (12.52)

EA isomerizes: Only E/E, and F/E, can be calculated.

12.3.5 Distribution Equations

Ordered Ter Bi mechanism

(12.53)

V;
Kop , v,k,BC + V.KiaKsC + V,KisKigKc
E Ky
E, denominator of rate equation
KQ V2KA
P V. V. K;
FA KlAKquP+KiAKeq Q + VoKpAC + V,KigKcA
E, denominator of rate equation
VIKQ KAch VzKB
ABP + BPQ + PQ + V,K,
EAB _ KuKnKeq KK 0 ¥ KipReg O T V2KoAB
E, denominator of rate equation
ViKg VoKa V.KisKs
"< ABCP + —~——BCPQ + —=—-—=CP
KaKpKicKey 20 ¥ RpKig L 2 Kpkig 0
o () e (%)
Flom— (2 + P Q) ABC
(EABC + EPQ) _ [Keq Kix  Kiz/ Keq Q+ Kiq
E, B denominator of rate equation
VIKQ VgKA VzK]_AKB VlKP
——<ABC + BCQ + C
E__Q KIQ I<iQ Q 1Q Q Keq Q

E, denominator of rate equation
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Ter Bi Ping Pong mechanism

E ..
: the same as for Ordered Ter Bi, without the numerator

E,
constant term. (1254)

E—Eé: the same as for Ordered Ter Bi, without the numerator A term.
(o]

V.KcAB + ViKe Q+ VaKaKic BO
Keq KiQ

denominator of rate equation

F_
E,

The distribution between the central complexes, EAB + FP and FC + EQ, cannot
be determined.

12.3.6 Haldane Relationships
Ordered Ter Bi mechanism

ViKioKp _ _KigKip
V2KisKisKc  KiaKipKic

Ko = (12.55)

Ter Bi Ping Pong mechanism

KigKip ViKiqKp ViKipKq AN KoKp
K = - ~ (L) _fefe )
€ V. /) KipnKgKc (12.56)

" KnKipKic  VaKinKsKic ~ VoKinKigKc

12.4 FULL RATE EQUATIONS FOR TER TER SYSTEMS

12.4.1 General Rate Equations

There are four basic steady-state Ter Ter systems: an Ordered Ter Ter
mechanism, and three Ping Pong Ter Ter mechanisms. In trisubstrate reactions
with three substrates and three products of reaction, it is possible to envisage
three different Ping Pong Ter Ter systems:

(a) BiUni Uni Bi Ping Pong Ter Ter,
(b) Bi Bi Uni Uni Ping Pong Ter Ter, and
(c) Hexa Uni Ping Pong Ter Ter.

Further variations of the Ter Ter systems, the Random A, B, ordered C; Ordered
A, B, random C; and Ordered A, random B, C, were discussed in Section 12.1.
The Ordered Ter Ter sequence is

kA kyB ksC
E ——— EA —— EAB —— (EABC ——— EPQR)
ks 4 k
‘ b ok K (12.57)
(EABC —— EPQR) > EQR ; — ER E
ksP koQ k2R

The reaction sequences for the three Ping Pong Ter Ter mechanisms are
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Bi Uni Uni Bi Ping Pong Ter Ter system

A B P (l: Q R
1
iﬂkz ks ﬂ\k_, kf]/ks k,ﬂ\ka -‘(gﬂkno ki E»‘h 2 (12.58)
E E

EA (EAB <> FP) F (FC<—>EQR) ER

Bi Bi Uni Uni Ping Pong Ter Ter system

A B P Q C R

k1\ﬂ kz kaﬂ L7 ksukﬁ kfﬂka kgﬂ Kio kq 1”“12 (12.59)
E E

EA (EAB <> FPQ) FQ F (FC <= ER)

Hexa Uni Ping Pong Ter Ter (Goss & Wood, 1982)

P B Q Cc R

A ]
R|Hk; ka,lk. ksﬂ*ﬁ krUka ksﬂkw K ﬂ‘ﬂz (12.60)
. | B

(EA<>FP) F (FB<—>GQ) G  (GC<>ER)

The general rate equation, in terms of rate constants, for all Ter Ter mechanisms
has always the same form:

U = (k1k3k5k7k9k11ABC - k2k4k6k8k10k12PQR)E0
° denominator of rate equation

(12.61)

The various Ter Ter mechanisms differ only by the composition of their deno-
minators. Thus, Eq. (12.61) can be expanded into the general rate equation in rate
constant form for each Ter Ter mechanism in turn, taking the appropriate
denominator terms from Table 4 (Cleland, 1963).

The general rate equation, in terms of kinetic constants, for all Ter Ter
mechanisms has always the same form

AA (ABC - EQ—IE)
= Keq
denominator of rate equation

Vo (12.62)
The various Ter Ter mechanisms differ only by the composition of their
denominators. Thus, Eq. (12.62) can be expanded into the general rate equation
in kinetic constant form for each Ter Ter mechanism in turn, taking the
appropriate denominator terms from Table 4.

Note again that the kinetic constant composition next to a given substrate
concentration term is always identical for all Ter Ter mechanisms. For example,
the kinetic constant composition next to a PQR concentration term is always
V1/Keq, although the rate constant composition may be very different. The same is
true for all other denominator terms in all Ter Ter reactions (Table 4).



Table 4 Denominator terms in Ter Ter mechanisms (Cleland, 1963; Plowman, 1972; Fromm, 1975; Segel, 1975)

Denominator Kinetic constants  Ordered Ter Ter Bi Uni Uni Bi Ping Pong Bi Bi Uni Uni Ping Pong Hexa Uni Ping Pong
Constant VaKisKigKc kaok kok,y (ke + k) — - —
A V.KigKe kyk kegky (ke + k) - — —
C V.KiaKp kaksk kok,, ok koky(ky + ks) kokokok,,(k, + ks) —
AB V.Kc klkskgku(kf, +k;) kikgkok,, (kg + ko) kikgkok(kyo + kyy) kikokok(kyo + kyy)
AC V.Kg kykgkokok,, kykesk ok (ky + ks) kykkokyy(ky + k) kykskoky (ke + k)
BC VoK, ksksk kok,, ksksk kgks, kakgkkok,s k5k7kgku(k2 + k3)
ABC v keiksks(krky + Kok kikgks (ksky + ksky kikgkq(ksks + kgkyy kikskq(ksks + kgkiy
a + kgkil) + kgku) + kﬂ?kll) + k’?kll)
P hazikg kak kskaks, Kok kskolke + ko) " _
eq
R ViZale kakgkokoalks + k) — Kakoksokialky + ko) i
eq
ViKr
PQ K k2k4k6k3k10 k2k4k6k8k10 k2k4k6k8(k10 - ku) k2k4k6k8(k10 = kn)
eq
ViKq
PR ”“K_ k2k4k6k8k12 k2k4k6k12(k8 + kg) k2k4k6k10k12 k2k4k10k12(k6 = k-,-}
eq
V.Kp
QR % kaok kiokio(ks + k) kaokgkiokia(ky + ks) kokskiokia(k, + k) kekskiokya(ks + k3)
eq
POR _‘fl_ kBkmk:z(kak4 + kaokg kekyokia(kaky + koks kﬁkskm{kzkz; + kaokyo k4k8k12(k2k6 + kaokso
Keq + kq.kﬁ) + k4k3) + k4k1r}) + kﬁklg)

(continued)

SINSINVHOHIN HLVILSINSTIL

6C¢C



Denominator  Kinetic constants Ordered Ter Ter Bi Uni Uni Bi Ping Pong Bi Bi Uni Uni Ping Pong Hexa Uni Ping Pong
AP VII(_IRJYQ k1k4k6k8k11 k1k4k6k11(k8 + kg) - -
V. KipK;
4Q Ty = - ~ Kikskoks(kso + ki)
VoKaK;
BR % - - kaksk kyoksz kskkyokio(ks + ks)
ViKir K,
CP _;(E%:‘- —~ - kak kekoks kak gkgksy(ke + k)
CR Vﬁ:*KB koo ok Kok kokia(ky + ko) kok ook, + ko) —
ViKirKq _ _
ABP Kim KinKeq k.kskeksk, kikskekyi (kg + ko)
ABQ JoiiE - Kokakskskso Kikgksks (Ko + k) KykgskaCkso + ki)
KiAKiBKeq
ViKqKir _ -
ACP m k1k4k6k9k11 k1k4 11(k6 = k—;}
ViKr
AP Q m k1k4k6k8km k1k4k6k8k10 klk4k6k8(kw * ku) k1k4k6k8(k10 it ku)
VQKA
BCR K kgkskokok, o kakok kok,o ok ko kok,. kgkokok,o (ko + k)

(continued)
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Denominator  Kinetic constants  Ordered Ter Ter Bi Uni Uni Bi Ping Pong  Bi Bi Uni Uni Ping Pong Hexa Uni Ping Pong
V.KAK;
BQR Iz AK ic o k3k5k8k10k12 k3k5k3kloku kskskloklz(kz + ks]
Q4R
V.K
CPR = KQ - - Kok kskokyo kokykokio(ke + k;)
iCfveq
V.KinK
CQR ;7;5 keokeofe e, ok ko ksokio(ky + ks) - -
iQNiR
V,KqK;
ABCP m kkkskgk,, - kikskekoksy a3
V,KipKr
ABCQ KKKk I‘{ B}‘;ic K kokskskokyo kiksksk ko - —
VIKR
ABPQ Rk kikkskskso kikskekskio kikskeks(Kio + ki) -
VK,
BCQR s K“ kok ok kyokso kaksk kioky - -
QIR
V.KaK;
BPQR e kakekakokia kakskskiokia kgkekskioksa -
KipKiqKir
V.KinKg
ViKr
A_BCPQ m k1k3k5ksklo = — T
VoK,
BCPQR Kﬂzio}n kykkkoki 2 = = —
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12.4.2 Definition of Kinetic Constants in Terms of Rate Constants
Ordered Ter Ter System

Kinetic coefficients for the constants K, Kz, K¢, Kp, Kq, V; and V,, are the same as
in the Ordered Ter Bi system. In addition, inhibition constants are

_ coefBC K const coefC  coefP  coefPQ K,
A~ C0efABC A T CoefA  coefAC  coefAP  coefAPQ  k,

_ coefAC Ko = coefA  coefAP  coefAPQ K,
BT coefABC " ®  coefAB coefABP  coefABPQ kg

_ coefAB coefABP  coefABPQ  coefBPQR ks
€~ coefABC '~ coefABCP coefABCPQ coefBCPQR  k;

coefQR K coefCQR  coefABCQ coefBCOR k; (12.63)
coefPQR ¥ T coefCPQR ~ coefABCPQ  coefBCPQR kg 03

P =

_ coefPR _ coefR _ coefCR _ coefBCR _ ko
Q7 coefPQR 2~ coefQR coefCQR ~ coefBCQR ki
coefPQ const coefP coefC  coefBC  ky
R = =

coefPQR R T coefR  coefPR  coefCR coefBCR ki,
Bi Uni Uni Bi Ping Pong Ter Ter system

The definition of Michaelis constants, V;, and V,, is the same as above. In addition,

coefC  coefP __ coefAB _ coefABQ
1A = C0efAC ~ coefAP P CoefABP  coefABPQ
coefPQ ks _ coefBQR K,
~ CoefAPQ ki ~ c0efBPQR ~ kg
K — coefAP  coefAPQ k; . _ coefCR _ coefBCR Ky
B CoefABP  coefABPQ k; ¢ coefCQR  coefBCQR  kio (12.64)
: coefQR  coefABQ coefP  coefC
iC = C0efCQR ~ coefABCQ Kig = coefPR _ coefCR
_ coefBQR kg _ coefBC Ky
~ coefBCQR  k, ~ coefBCR ko

Bi Bi Uni Uni Ping Pong Ter Ter system

The definition of kinetic constants Ka, Kg, K¢, Kp, Kq, Kz, V3, and V,, in a
coefficient form, is the same as in the Ordered Ter Ter system. In addition,

' coefC coefPQ __ coefABQ
1A = C0efAC ~ coefAPQ P = CoefABPQ
coefCP k. _ coefBQR kg

~ coefACP ~ k; ~ coefBPQR kg
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_ coefAPQ _coefR _ coefBR
B = coefABPQ Q= 20efQR  coefBQR
_ coefACP  k, __coefAB Kk, (12.65)
" coefABCP ~ k, " coefABQ kg
Koo = coefBR  coefR ~_ coefC _ coefBC
i€~ c0efBCR ~ coefCR R = C0efCR  coefBCR
_coefPR Ky _ coefCP  ky
" coefCPR ko " coefCPR ~ ki

Hexa Uni Ping Pong Ter Ter system

The definition of kinetic constants Ka, Kg, K¢, Kp, Kg, Kr, Vi, and V,, in a
coefficient form, is the same as in the Ordered Ter Ter system. In addition,

_ coefPQ _ coefCP lc_2_
7 coefAPQ ~ coefACP K,

coefAC  coefAQ Kk,

coefAQ  coefQR k¢ coefBR

P = C0efACP  coefAPQ k,
coefAB ﬁ

B~ coefABQ ~ coefBQR ks

iQ = C0efBQR ~ coefABQ kg (12.66)

coefBR coefPR ki

iC =~ C0efBCR _ cOefCPR ko

12.4.3 Definition of Rate Constants in Terms of Kinetic Constants

Ordered Ter Ter mechanism

Equations for rate constants ky, ks, ks, k4, ks, ke, ks, ko, and k,,, are the same as

for the Ordered Ter Bi system, but k; is different:

ko= g, = VK
' EKa ' EoKa

_ Vl _VlKiB
ks = EoKy ky = EoKp

A ke\ 1 _E, 1 1
k5 - EOKC (1 + k7> k6 - V2 k2 k4

(12.67)

1 B 1 1, W (1+ﬁ)
ky Vi ke ku 0 EKp\ | ke
o VeKg o Vo
T EKq ° EoKq

__VzKiR _ Ve
SN R N 2

Bi Uni Uni Bi Ping Pong Ter Ter system

Rate constants k,, k,, k;;, and k;», have the same meaning as in the Ordered

Ter Ter system. The other rate constants cannot be determined.

(12.68)
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Bi Bi Uni Uni Ping Pong Ter Ter system

YT EKy % EoKa (12.69)
k7 — V2KIQ k V2

EoKq ° EoKq
The remaining constants cannot be calculated from the kinetic constants.

Hexa Uni Ping Pong Ter Ter system

None of the rate constants can be calculated. (12.70)

12.4.4 Distribution Equations

Ordered Ter Ter mechanism

VoKisKigKc + VoKaABC + V,KipaKgC +

. ViKqKir Pt ViKr PO

Z = Keq Keq

E, denominator of rate equation

ViKqKir V.Kr VoK
AP+ APQ +

KiAKeq KiAKeq Q KiAKeq

denominator of rate equation

ViKr V.K3
ABPQ +
EAB _ KKKy KnKinKea' > 0+ KinKeg

E, denominator of rate equation

V1KQK1R VoKa
_NRQRR _ spop .y _Y2tA T2 AT
KiaKipKicKeq KipKioKir KipKioKir
4 <KA Ky

ok, { )%
bR ABCPQ 4 |t (A 4 POR
RKpKicKeq DCPQY |1 ™ \Kin T Kp) Kog) 7O

Ko Kz
(EABC + EPQR) _ [ e ( KIR) ]ABC
E, denommator of rate equation

EQR Kig KiaKigKicKeq KioKir KiqKixr
E, denominator of rate equation

——ABC + BCR + CR + R PR
F_IE _ Kir Kir Kir Keq Keq

E, denominator of rate equation

VaKipKcA + Vo KpAC + PQR

S

V2 KAKiC

ViKoKir
V.KcAB + ABP + KoKk

PQR + BPQR

V2K1AKB

BCPQR + CPQR

VlKP
Keq

ABCQ + BCQR + CQR + =2 QR

(12.71)

Bi Uni Uni Bi Ping Pong Ter Ter system

E .
— the same as Ordered Ter Ter, without the numerator
o constant term.
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IE—A: the same as Ordered Ter Ter, without the numerator A term,
E102 (12.72)
E—: the same as Ordered Ter Ter, without the numerator R term.
(o]
ViKipKr V.Kp VaKaKic
VoKcAB + —————ABQ + R + BQR
F A ke 20t K T KoK D0
E, denominator of rate equation

The distribution between the central complexes, EAB+FP and FC+EQR, cannot
be determined.

Bi Bi Uni Uni Ping Pong Ter Ter system

VKR VlKQKlk
V.K:
_E___ VoKABC + VoKipKgC + —— Keq PQ+——— KCKeq CpP
E, denominator of rate equation
ViKoKir ViKr VoKa
VoKpAC + ———F—ACP + ——APQ + —+—PQR
EA R R KoK KKy KiaKeq
E, denominator of rate equation
ViK ViKipK L WK VKK (1273)
F_Q - I(iQ KIAK'IBKQQ Keq IGQI(iR Q
E, denominator of rate equation
ViKioKp ViKq Vo.KaKic
V.KcAB + R+ PR+ ——"—BR
F_ wHeAB Keq Keq Kir
E, denominator of rate equation
The distribution between central complexes can not be determined.
Hexa Uni Ping Pong Ter Ter system
VIKQKIR VlKR
VoKaABC +———CP +
_E_ — 2 1CKeq Keq Q
E, denominator of rate equation
ViKipKgr ViKp
V.KgAC + A R
ﬂ — =Kpd KiAKeq Q-+ Keq Q (1274)
E, denominator of rate equation
VzKAch VlKQ
VoK ———BR+ PR
_Ci _ 2 CAB I<1R Keq
E,  denominator of rate equation

The distribution between central complexes can not be determined.
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12.4.5 Effects of Isomerization

Ordered Ter Ter mechanism

(EABC + EPQR) isomerize: Distributions valid. The calculation
of ks, ke, k,, and kg constants is invalid.

EA isomerizes: The calculation of ki, ks, kg, ks, ke, k7, and
kg constants is invalid. The calculation of EA/E, and
(EABC + EPQR)/E, is invalid.

EAB isomerizes: The calculation of kg, ky, ks, ke, k7, and
kg constants is invalid. The calculation of EAB/E, and
(EABC + EPQR)/E, is invalid.

Bi Uni Uni Bi Ping Pong Ter Ter system

(EAB + FP) and/or (FC + EQR) isomerize: All the distribution and
rate constants shown above may be calculated.

EA isomerizes: The calculations of k;, k,, and EA/E, are invalid.

ER isomerizes: The calculations of ky,, ki2, and ER/E, are invalid.

Bi Bi Uni Uni Ping Pong Ter Ter system

EAB + FPQ and/or FC + ER isomerize: All the rate constants and
distributions shown can be calculated.

EA isomerizes: The calculation of k; and k,, and EA/E, is invalid.

FQ isomerizes: The calculation of k; and kg, and FQ/E, is invalid.

Hexa Uni Ping Pong Ter Ter System

Isomerization of the central complexes has no effect on the distribution

equations.

12.4.6 Haldane Relationships

Ordered Ter Ter mechanism

K - KipKigKir _ V1 KpKiKir
4 KmI({BI(iC VzKiAKiBKC

Bi Uni Uni Bi Ping Pong Ter Ter system

Ko - KipKigKir _ ViKioKpKir _ ViKipKoKir _ (V1>2 KoKpKir
eq =

KaKpKic VoKpKsKc Vo.KnKpKc \Va/ KuKsKc

(12.75)

(12.76)

(12.77)

(12.78)

(12.79)

(12.80)



TRISUBSTRATE MECHANISMS 237

Bi Bi Uni Uni Ping Pong Ter Ter system

k. - KieKioKir _ ViKigKpKin _ ViKipKiKr _ (E)z KpKigKR (12.81)
“ 7 KaKipKic Vo.KinKsKic ~ VaKinKpKc \V:) KuKsKc '
Hexa Uni Ping Pong Ter Ter system
Ko — KipKigKin _ ViKipKoKir _ ViKieKigKr _ ViKeKigKir
7 KuKipKic ~ VoKiuKsKic ~ VoKuKigKc ~ VaKaKisKic
_ <E)2 KpKoKip (Y_I)Q KpKiqKr (E)z KipKqKr
V./ KaKsKic V.) KaKiKc \V./ KinKsKc
_ (V1\? KpKoKr
= (V) KRoKs (12.82)

12.5 PRODUCT INHIBITION IN TRISUBSTRATE
MECHANISMS

The general rate equation for all Ter Ter mechanisms has always the same form

PQR>
= Keq
® ™ denominator of rate equation

VI V2 (ABC -

Thus, the various Ter Ter mechanisms differ only by the composition of their
denominators, as is shown in Table 4.
Similarly, the general rate equation for all Ter Bi mechanisms has always the

same form
PQ)
ViVo| ABC — —
1V2 ( Keq

~ denominator of rate equation

(]

and the various mechanisms differ only by the composition of their denominators
(Table 3).

Although each trisubstrate mechanism has a unique general rate equation, the
rate equations in the absence of the products of reaction sometimes have identical
forms for several Ter Bi and Ter Ter mechanisms. Therefore, in order to identify
unequivocally the mechanism, we must revert to the product inhibition analysis
and the use of dead-end inhibitors.

The rate equations in the presence of one of the products of reaction can be
written down directly from the general rate equations, simply by omitting the terms
in the denominator and in the numerator that contain the concentration terms for
other two products of reaction. The initial rate equations, in the presence of the
products of reaction, are usually very complex for trisubstrate reactions.
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Let us illustrate the product inhibition patterns with an example of the Ordered
Ter Ter mechanism (Section 12.4). In the presence of all the substrates of reac-
tion, A, B, C, and the product Q, the rate equation is

- V,ABC
B KinKigKc + KigKcA + KipnKgC + KcAB + KgAC

KcKipKr
KicKpKioKir

Vo

+ KaBC + ABC + ABCQ (12.83)

The rate Eq. (12.83) can be written down directly from the general rate equation
for the Ordered Ter Ter mechanism (Table 4), simply by omitting all the
concentration terms that contain P and R and eliminating the Keq with the aid of
Haldane relationships. Equation (12.83) is identical with the rate Eq. (12.26) for
the Ordered Ter Ter mechanism, in the absence of products, except that a new
term, PABCQ, is added in the denominator:

KcKipKy
&= — 12.8
KicKpKiqgKir (12.84)

Equation (12.83) can be rearranged to show any of the three substrates as the
varied ligand at fixed concentrations of the other two ligands:

11 ( Kz  Kc | KipKc Ka <1 +KiAKB KiaKigKc

1

Vo V1
1 1 Ky K¢ Kz Kia KigKc\ 1
U_o-_Vl(H_A+C+@Q>+VI(I+A>(1+ KBC)B (12.86)

11 Ky K | KiaKp Kc( K; KiAKiB)l

B AB (12.87)

Equations (12.85)—(12.87) illustrate a rather complex nature of rate equations for
trisubstrate reactions if they are written in the presence of one of the products of
reaction.

Therefore, in order to simplify the product analysis of trisubstrate reactions,
and for a proper interpretation of product inhibition patterns, we shall need a
suitable comparative overview of trisubstrate mechanisms. Table 5 lists the
product inhibition patterns for the major Ter Bi and Ter Ter mechanisms. Table 5
shows that, ultimately, each mechanism can be identified unequivocally on the
basis of its unique product inhibition patterns. Product inhibition analysis is also
able to identify unequivocally each substrate in a given mechanism (Plowman,
1972; Fromm, 1975, 1995).

Product inhibition analyses are laborious procedures in enzyme kinetics, but
their power is well illustrated by examples given in Table 5.



Table 5 Product inhibition patterns for trisubstrate reactions (Plowman, 1972; Fromm, 1975; Segel, 1975)

Varied substrate

A B C
Product Unsat- Saturated Saturated Unsat- Saturated Saturated Unsat- Saturated Saturated
Mechanism inhibitor —urated with B with C urated with A with C urated with A with B
Ordered Ter Bi P N ucC ucC N N UcC N N N
Q c c 0 N = N N — uc
Ordered Bi Ter P N uc = N N = m—————————- .
Q uc uc I i uc uc i1 ! :
R C C CR N - SR s, wR
Bi Uni Uni Uni P N ucC - N N — C C C
Ping Pong Ter Bi Q C C C N - N N - N
Ordered Ter Ter P N ucC UC N N ucC N N N
Q uc uc ucC ucC uc uc UcC UcC ucC
R C C C N — N N — ucC
Bi Uni Uni Bi P N ucC - N N - C c C
Ping Pong Ter Ter Q ucC UcC UcC ucC UcC UcC N N N
R C C C N — N ucC - ucC
Bi Bi Uni Uni P N uc N N N N ucC UcC ucC
Ping Pong Ter Ter Q ucC uc — ucC ucC — C C C
R C C C N - N N — N
Hexa Uni P N — N c C C ucC ucC -
Ping Pong Ter Ter Q ucC uc - N N — C C C
R C C C ucC — ucC N - UcC

Type of inhibition: C = competitive; N = noncompetitive; UC = uncompetitive.

SINSINVHOHAN HLVILSINSTIL

6€C
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12.6 EXAMPLES OF ENZYME TRISUBSTRATE MECHANISMS

Mechanism Enzyme References
Random AB, Guanylate cyclase EC 4.6.4.15  Garbers et al., 1974;
Random QR Jonhson & Corbin, 1991
Random BC, Citrate cleavage EC 4.1.3.8 Plowman & Cleland,
Random PQ enzyme 1967
y-Glutamyl cysteine EC 6.3.2.2 Yip & Rudolph, 1976;
synthetase Fahey & Sundquist, 1991
Ordered Bi Ter Malic enzymes EC 1.1.1.38  Hsu et al, 1967
Ordered Ter Bi Glyceraldehyde-3-P EC1.2.1.13  Orsi & Cleland, 1972;
dehydrogenase Harris & Waters, 1973
Ordered Ter Ter Glutamate EC 1.4.1.4 Silverstein, 1974;
dehydrogenase Colman, 1990
(pH 8.8)
Random Ter Ter Adenylosuccinate EC 6.3.4.4 Rudolph & Fromm, 1969;
synthase Markham & Reed, 1977;
Cooper & Rudolph, 1995
Glutamine EC 6.3.1.2 Wedler & Boyer, 1972;
synthetase Villafranca & Nowak,
1992; Purich, 1998
Glutathione EC 6.3.2.3 Wendel & Heinle, 1975;
synthetase Meister, 1985
Formate- EC 6.3.4.3 Joyce & Hines, 1966;
tetrahydrofolate Rader & Huennekens,
ligase 1973
Bi Uni Uni Uni NAD"-specific EC 1.2.1.12  Duggleby & Denis, 1974;
Ping Pong Ter Ter glyceraldehyde-3-P Harris & Waters, 1973
dehydrogenase
Bi Uni Uni Bi Meliolate EC 1.14.13.4 Strickland & Massey, 1973;
Ping Pong Ter Ter hydroxylase Massey & Hemmerich,
1975
Threonyl-tRNA EC 6.1.1.3 Allende et al., 1970
synthetase
Bi Uni Uni Bi Leucyl-tRNA EC 6.1.1.4 Hampel & Tritz, 1988
(random) synthetase
Ping Pong Ter Ter
Hexa Uni Pyruvate, phosphate EC 2.7.9.1 Milner et al., 1978;

Ping Pong Ter Ter

dikinase

Frey, 1992; Raushel &
Villafranca, 1988
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Chapter 13

Cooperative and Allosteric Effects

All biological events, at some point, require the precise and selective binding of
one molecule to another, usually a ligand by an enzyme or a protein, or a
substrate by an enzyme. The specific nature of such specific recognitions and their
consequences is the basis of all chemical processes in nature, diverse as the
immune response, nervous activity, mobility, selective gene expression, signaling
within and between cells, and an ordered and regulated metabolism (Chock et al.,
1988; Engel, 1996; Klotz, 1997).

13.1 COOPERATIVE VERSUS ALLOSTERIC EFFECTS

Itis obvious that all living organisms have a need for a high degree of control over
metabolic processes so as to permit orderly change without precipitating
unwanted progress towards thermodynamic equilibrium.

The activity of majority of enzymes is regulated by the concentration of their
own substrates in a Michaelis—Menten fashion. However, such a control may be
insufficient for some metabolic purposes. For example, in order to increase the
velocity of a simple Michaelian enzyme from 0.1V to 0.9V, it is necessary to
increase the substrate concentration from Km/9 to 9Ky, that is, an 81-fold
increase. Similarly, an 81-fold increase in inhibitor concentration is required to
reduce the velocity from 90% to 10% of the uninhibited value. On one hand, the
concentration of metabolites in vivo vary within relatively narrow limits while, on
the other hand, the activity of specific enzymes must be increased or decreased
within very large limits. Consequently, in addition to a simple Michaelian kinetics,
nature has a need for additional control mechanisms for the regulation of enzyme
activity in vivo.

Thus, many ofthe enzymes at control points in metabolism display the property
of responding with exceptional sensitivity to changes in metabolite concen-
trations, a response that does not obey the usual Michaelis—Menten kinetics. This
property is reserved for regulatory enzymes, which are usually found at the
beginning, at the end or at a branchpoint of a given metabolic pathway.

Two types of phenomena are responsible for such regulatory properties of
enzymes. First are the cooperative phenomena in proteins and enzymes, and
second are the allosteric properties of proteins and enzymes (Kurganov, 1982).
Cooperativity is the apparent change in affinity or activity—that deviates from
Michaelis—Menten kinetics—of an enzyme or protein with its substrate or other
ligand as the concentration of the ligand changes. Cooperativity often requires
that the enzyme or protein is built up of interacting subunits, but may also arise
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for steady-state random mechanisms or alternative reaction partways (Charlier &
Plapp, 2000).

Allosteric effects arise when binding of substrate or ligand at a site other than
active site affects activity or binding. Allosteric effects are possible in a monomeric
enzyme, for instance by a simple noncompetitive inhibitor, or by binding of the
effector to a distant site, perhaps on another subunit of a multisubstrate protein.
The term allosteric enzyme was originally coined by Monod et al. (1963) for
enzymes that display altered kinetic properties in the presence of effectors that
have no structural resemblance to substrates; therefore, the term allosteric is
somewhat ambiguous. The ambiguity in the use of the “allostery” is that binding
of a substrate to another subunit can affect activity in an apparent “cooperative”
manner. An extensive discussion of differences between the phenomena and the
mechanism is presented by Neet (1995).

Lactate dehydrogenase, an enzyme isolated from the beef heart, is an example
of a typical Michaelian enzyme. This enzyme is a tetramertic oligomer, composed
of four identical subunits, but each subunit binds its substrates independently of
other subunits, in a typical noncooperative fashion (Holbrook et al., 1975).

A well-documented example of an allosteric enzyme is provided by the studies
of a dimeric enzyme yeast pyruvate kinase (Hess et al., 1966; Hess & Wurster,
1970). The binding parameters were obtained from measurements of the enzyme
catalyzed reaction:

Phosphoenolpyruvate + ADP + H* — Pyruvate + ATP (13.1)

Figure 1 shows the response of enzyme activity to phosphoenolpyruvate and
fructose-diphosphate concentration. It is obvious from Fig. 1 that the response
of enzyme activity to increasing concentrations of substrate is not hyperbolic
(Michaelian), but sigmoid. Such a sigmoid response increases the sensitivity of
enzyme to small changes in the concentration of substrate and thus increases

PEP + 2mM FDP

Initial rate of reaction

0 2 4 6 8 10
[Phosphoenolpyruvate] (mM)

Figure 1. Response of yeast pyruvate kinase activity to increasing concentrations of
phosphoenclpyruvate (PEP) and fructose-diphosphate (FDP).
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the metabolic control over the enzyme activity. In the presence of fructose-
diphosphate (a metabolite structurally totally unrelated to phosphoenolpyruvate),
a response of enzyme to increasing substrate concentrations becomes hyperbolic.
Thus, pyruvate kinase displays sigmoid kinetics, that is abolished in the presence
of fructose-diphosphate, which is its allosteric activator.

What is the structural explanation for the occurrence of a simgoid, non-
Michaelian kinetics?

Pyruvate kinase is a dimeric enzyme, composed of two identical subunits, with
a single active site on each subunit. Each active site binds a pair of substrates,
phosphoenolpyruvate and ADP and thus the entire molecule of enzyme binds two
pairs of substrates (Fig. 2).

+A +A
T I eve—— . e e

Figure 2. Conformational changes in pyruvate kinase, induced by the binding of
phosphoenolpyruvate (A).

The kinetic response of pyruvate kinase to its substrate may be explained in the
following way. If the enzyme is saturated with ADP, it is found in an “open”
(square) conformation in Fig. 2. After the binding of the first molecule of the
other substrate, phosphoenolpyruvate, the conformation of the entire molecule is
changed into a “closed” (round) form. A closed conformation has a higher affinity
for the substrate than the open conformation. Thus, the binding of the first
substrate molecule may induce a conformational change in the entire dimeric
molecule of enzyme and thus increase its affinity for the second substrate
molecule. Or, in other words, a conformational change, induced by the binding of
a substrate molecule at the active site, is propagated through the protein molecule
to another binding site, which may be far away from the first binding site. This
induction of the conformational change in enzyme may explain the sigmoid
kinetics shown in Fig. 1. One should realize, however, that the graphical presenta-
tion in Fig. 2 may be exaggerated, because even a small conformational change in
enzyme can cause an allosteric or a cooperative effect.

Homotropic effect refers to allosteric effects produced by enzyme’s own sub-
strate and heterotropic effects are due to metabolites that are not structurally
related to enzyme’s substrates. Positive effects are related to enzyme activation
and negative effects to enzyme inhibition. Thus, fructose-diphosphate is a positive
allosteric effector of pyruvate kinase.

The first observation of a sigmoid binding of a ligand to a protein was reported
by Bohr (1903), for the cooperative binding of oxygen to hemoglobin. In 1910,
Hill proposed the empirical equation which gave a reasonably good fit to the data.
In 1925, Adair obtained a closer fit using an equation containing four different
binding constants for the four different heme groups. Thus, the first mathematical
models for cooperative binding were developed to describe quantitatively the
binding of oxygen to hemoglobin.
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More recently, two general types of models for allosteric enzymes have been
proposed. These are

(a) the sequential interaction models (KNF models), and
(b) the concerted-symmetry model (MWC model).

As the name suggests, the KNF sequential interaction models assume sequen-
tial or progressive changes in the affinities of vacant sites as sites are occupied.
The MWC concerted-symmetry model assumes that the enzyme preexists as an
equilibrium mixture of high affinity oligomer and a low affinity oligomer.
Ligands, including the substrate itself, act by displacing the equilibrium in favor
of one state or the other. During the transition, the conformation of all subunits
change at the same time and the oligomer retains its symmetry.

Allosteric and cooperative effects may be of different kind and Table 1 shows
the main types encountered in enzymology.

Table 1. Different types of cooperative and allosteric phenomena

Types of binding Examples Source

Lactate dehydrogenase : Holbrook

+ NADH i etal (1975)

]
Non-cooperative binding I
|
__________________ e —— | TN - L A—

|

|

|

|

I| :_ Positive Pyruvate kinase 1 Hess et al. (1966)
| | + PEP Hemoglobin ! Perutz et al. (1998)
: : -0, :
Homotropic. = anesans ameie = e o s i iy mimnmien
Cooperative ' s Nega'(ive-lr Alcohol dehydrogenase : Charlier &
binding | _ S | SmenR o Happ {2000
’I : Positive | Pyruvate kinase + FDP | Hess et al. (1966)
e e g e s
: Heseronapie : Negative | Threonine deaminase | Davies &
| | i + isoleucine I Metzler (1972)

1

It is important to note, and should always be remembered, that all the rate
and binding equations for cooperative and allosteric enzymes were derived
under rapid equilibrium assumption. Therefore, all kinetic models for the
cooperative phenomena can be equally well applied to enzyme reactions that
are in the rapid equilibrium and to the binding of ligands to enzymes and
proteins.

Thus, we can conclude that a ligand or a substrate can bind to an enzyme or
a protein (a) in a noncooperative fashion and (b) in a cooperative fashion. A
cooperative binding can take place with positive cooperativity or with a negative
cooperativity, but the difference is purely comparative. A positive cooperativity
takes place when the ligand tightens the binding of other ligands compared to a
protein which is devoid of cooperativity, and the negative cooperativity is exactly
the opposite.
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13.2 NONCOOPERATIVE BINDING

The binding of a ligand (L) to a protein molecule (E) can be described by the
following equilibrium:

E+L EL (13.2)

The stability of the EL complex is an intrinsic property of the atomic contacts
made between the partners and so has a constant value, irrespective of their
concentration. This value is defined by a dissociation constant (Kq) or an
association constant (K,), where

By o _ Bl
A 3 R 133

It cannot be sufficiently stressed that [Elr is the concentration of free binding
sites on the protein, and [L}r is the concentration of free ligand. When a
system is in equilibrium, the net concentrations of each of the three components
do not change; they are in a dynamic equilibrium (Winzor & Sawyer, 1995;
Engel, 1996).

The crucial values to be gained from binding experiments are the affinity of
the binding sites and the concentration of such sites in the sample. The way in
which the binding data are used entirely depends on the method used to collect
them.

132.1 Scatchard Analysis

This method depends on the ability to measure the concentration of free ligand
[L]g or bound ligand [L]g (Scatchard, 1949; Scatchard et al., 1957). Methods of
this type usually exploit differences between the molecular properties of the free
ligand and the protein—ligand complex.

In the usual application of the method, to a solution of a protein a ligand is
added, that is, a protein solution is titrated with a ligand. The total concentration
of the added ligand [L]r is known, and can be represented as

[Ljr = [L]g + [Llg (13.4)

The concentration of free ligand [L], or the concentration of bound ligand [L]s
is measured, as the [L}r is added. It is important to remember that the number of
binding sites on a protein molecule is not known initially, so even if its molar
concentration is known, the concentration of the sites is not. The protein may be
even a crude and impure preparation of a cell extract; this is not problematic
because only a knowledge of the total ligand concentration and the free or bound
ligand concentrations can be used to perform a titration.

Now, Eq. (13.3) can be rearranged as

. [E]F ' [L]F
Ky = T (13.5)
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where [E]ris the concentration of unoccupied or free binding sites on the target
protein molecule, and [L]y represents the concentration of occupied binding sites
or, equally the concentration of bound ligand molecules. It is known that

[Lp = [L}y — [Llf and [E]z = [El; ~ [L] (13.6)
so that
_ ([Elr — [Lp)[L]s
Ky = i (13.7)
and, rearranging
(Lls = [l = Ka 2 (13.8)

The graphical presentation of Eq. (13.8), the Scatchard plot, can be used to
determine the relevant quantities, [E}r and K, (Fig. 3).

<+——— Concentration of binding sites [E]y

1L
[Us =[Ely - Kg =2

e

[Le

Slope = -K4

[Lls/[L]
Figure 3. The Scatchard plot.

13.2.2 Measurement of the Saturation of Binding Sites

This method usually exploits a spectroscopic difference between the free protein
and the protein—ligand complex or, less frequently, a difference between the
properties of the free ligand and the bound ligand. For example, if the binding of
a ligand induces a fluorescence change in a protein, then in this case the complex
is more fluorescent than the free protein; ligand is added to the solution of a
protein and the fluorescence is recorded. The total amount of ligand added, [L]r,
and the degree to which the protein sites are saturated with the ligand are known.
The degree of saturation, or fractional saturation, is defined by

[EL]  [EL] AF
[Elp + [EL]  [El; AFna (13.9)
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where AF is the fluorescence of a protein in the presence of a subsaturating
amount of a ligand and AFy,,, the fluorescence of a protein in the presence of a
saturating concentration of a ligand. Since

k, — (Elr — [EL)([L}; — [EL)

[EL] and [EL] = o[E]; (13.10)
The following expression can be derived:
1 _ [ty [Ek
1-a oKy Ky (13.11)

The graphical presentation of Eq. (13.11) is shown in Fig. 4.

6 o
5 s
41 Slope = 1/K4
3
= 3 L L N (53
- 1-a aK, K,
2 =
1
0 O~ :
o t 2 4 6 8
[E

I (L

Flgure 4. Graphical presentation of Eq. (13.11). The data points are drawn assuming that
[Elr=Kq=1.

Note that the data points in Fig. 4 are converging to 1 (on ordinate) and to
K4+ [E]t (on abscissa), as a tends to zero. This type of analysis is very popular in
ligand-binding studies with enzymes and proteins (Leskovac & Pavkov-Periéin,
1975).

W%lile this is a valid form of linear analysis, it has become more usual, and is
statistically more accurate, to use nonlinear fitting methods in which the data
are fitted directly to a nonlinear equation. [L]r, an independent variable, is
represented as a function of «, the dependent variable; thus Eq. (13.9) is defined by

Ka)? — 4[U[El;
L+ B+ K - \/<2[E] El, + Ka)* — 4L [E) s

This is the most important general relationship used in binding studies with
proteins that bind ligands noncooperatively. It can be applied in any conditions
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and allows direct fitting to a set of data and can extract values of K4 and [E}r in
any standard nonlinear fitting computer program (Engel, 1996).

A linear method described above requires the knowledge of the measure of the
saturation of binding sites («); sometimes, « cannot be determined with precision.
In such cases, a differential procedure developed by Leskovac et al. (1993) provides
a useful extension of the above method. The differential procedure provides a
precise estimation of Kq and [E]r even without the prior knowledge of «.

13.3 POSITIVE COOPERATIVITY

13.3.1 The Adair Equation

If the binding of one substrate molecule to an enzyme induces structural changes
that result in altered affinities for the vacant sites, the velocity curve will no longer
obey the Michaelis—-Menten kinetics. Let us consider an enzyme with two
identical substrate binding sites (Adair, 1925).

If the binding of one substrate molecule changes the dissociation constant, Ka,
by a factor «, and the k., is the same at each site regardless whether the other site
is occupied, the reaction sequence is

K, K,

E+ A= EA A L E+P
+ +
A

Ka aKa

(13.13)
kcat oaKa kcat
P+Ee—"—AE + A== AEA —2 > AE +P
Keat
EA+P

If Vimax = 2keatEo, and the derivation of the velocity equation is based on a rapid
equilibrium assumption, we shall obtain

Al Af
Vo _ KA (XKE
Vmax - . + %1 N [A]2 (1314)
KA OCKﬁ

An enzyme with four identical sites may be treated similarly. If the binding of
the first substrate molecule changes the dissociation constants of the vacant sites
by a factor, a, the binding of the second substrate molecule changes the disso-
ciation constant for the remaining vacant sites by a factor, b, and the third
substrate molecule introduces an interaction factor, ¢, than the effective dissocia-
tion constants for the binding of first, second, and the third substrate molecule are

Ky a2Kx absK,
KA1—4 Kpo = 3 Ky = >

Kaq = abcqKy (13.15)
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Note that the change induced by the first molecule of substrate is retained, so is
the change induced by the second and the third molecule of substrate; that is, the
interactions are cumulative (DeLand, 1994; Imai, 1994; Johnson, 1994).

From Egs. (13.15), one can calculate the distribution of the total enzyme re-
presented by each of the four enzyme complexes plus the free enzyme. From
the distribution equations, the rate equation for a tetrametic enzyme can be
derived:

] 3P SR (A
Vo _ Kia aKf a*bK} a3b2cK} (13.16)
Vow 4\ 6AF AP AP

Ky  aKi  a2bK; a3b2cK}

where V, = 4keFo.

The above treatment can be applied to enzymes with 6, 8, or more subunits.

In the rate Eq. (13.16), a, b, and c are the factors by which the intrinsic binding
constant, K, has been altered. In the positive cooperativity, these interaction
factors have the values less than 1, and in the negative cooperativity they have the
values larger than 1. If the interaction factors are equal to one, we have no
cooperativity, and expression (13.16) reduces to the Michaelis—Menten equation.
The shape of the velocity or the binding curve and the distribution of enzyme
species strongly depends on the numerical values of interaction factors (Fig. 5).

Q‘m

0.5 |

[EAJJIE,]

0 0.01 0.02 0.03 0.04
[A)VKA

Figure 5. Relative concentration of the completely liganded tetrameric enzyme, [EA,].
The curves were drawn with the aid of Adair equation (13.16), assuming that K, =1, and
that the interaction factors are equal (f=a = b = ¢) and increasing gradually.

Figure 5 shows that, even if the cooperativity is modest (@ =b =c=0.03),
the enzyme exists predominantly as a completely liganded species EA,, already at
a very low concentration of substrate (A > 0.01K,). The concentration of a free
enzyme is substantial only at very low concentrations of A and the concentration
of EA, and EA; species is negligible at all concentrations of the substrate.
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13.3.2 The Hill Equation

Consider an enzyme with n equivalent substrate binding sites. If the positive
cooperativity in substrate binding is very strong, that is, if the factors a, b, ¢, and
so on, are very small numbers, then the concentrations of all enzyme—substrate
complexes containing less than n molecules of substrate will be negligible at any
concentration of A that is appreciable compared to Kj.

Under this condition, we have

E +nA —— EA, (13.17)
and
_ [E][A]"
Kx = AT (13.18)

In this case, the velocity equation will be dominated by the [A]" terms (Hill, 1910).
For example, the rate Eq. (13.16) for the tetrameric enzyme in such cases
reduces to

Uo _ [A]4
Vinax B Kx + [A]4

where Ky = a®b*cK} (13.19)

In general,

Vo [Al"
Vmax KX + [Aln

(13.20)

where vo/Vimax 1s the fractional saturation of enzyme with the substrate, n, the
number of substrate binding sites per molecule of enzyme, and K, the constant
comprising the interaction factors a, b, ¢, and so on, and the intrinsic dissociation
constant K. Thus,

Kx = Kj(@*'b" 2" 3 . ..2!) (13.21)

Equation (13.20) is known as the Hill equation.

As an example, Fig. 6 shows the graphical presentation of Eq. (13.20) for a
tetrameric enzyme with four different values for Kx.

If the cooperativity of substrate binding is not very high, then the rate equation
will not be reduced to the Hill equation. Nevertheless, velocity curves can be
expressed by the Hill equation, although n will no longer equal the actual number
of substrate binding sites.

We can write the Hill equation in the Lineweaver—Burk fashion:

11 Kx 1

Vo Ve Vinan ([A]") (13:22)
A plot of 1/v, versus 1/[A] will afford a curve that is concave and bent upward,
providing a limiting value of 1/V,,,., on the ordinate. However, a plot of 1/v,

versus 1/[A]" will provide a straight line with an intercept on abscissa equal to
—1/Kx and an intercept on ordinate equal to 1/Vipax.
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Vo __ A

Vmax Ky +[A]*

[A]

Figure 6. Sigmoid activity for a tetrameric enzyme drawn according to the Hill
equation (13.20), assuming that n = 4 in all cases, and Kx gradually increases.

The simplified Hill Eq. (13.20) can be converted into a useful linear form:

log (—v°——o) = nlog[A] — log Kx (13.23)
Vinax — Vo

The linear form of the Hill equation permits a direct estimation of the apparent
number of substrate binding sites per molecule; a plot of log{ve/(Vinax — Vo))
versus log[A] is a straight line with a slope of n. In practice, however, such plots
are usually not linear, and asymptotes at low and high [A] have slopes of 1; the
slope one uses is the maximum one taken in the middle of the curve.

The Hill equation is equally well applicable to ligand-binding studies with
proteins and to enzyme kinetics, although only under specific conditions. If
equilibrium ligand binding is measured instead of initial velocities, then vo/Viax
is substituted by Y, where Yis now a fractional saturation of a protein with the
ligand. The various forms of the Hill equation will now have different shapes in
ligand-binding studies compared to initial rate studies (Table 2).

Table 2. The forms of Hill equation in ligand binding as opposed to initial rate studies

Types of equation  Initial rate studies Ligand binding studies
: . Yo A" [A]"
Hill equation _—=— YV=—""
4 Vo Kz + Al Kx + [A]"
: 1 1 Kx 1 1 oo A
I..n;::r\:rflaver Burk U—o = m + m (W) ? =1+ Kx ([A]n)

Logarithmic form log (V—UOZ-L—) =nlog[A] —logKx log (%) = nlog[A] — log Kx
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Should one use the Hill plot in practice to examine the initial velocity behavior
of enzymes? Because infinite cooperativity is assumed to be the basis of the Hill
treatment, only rapidly equilibrating systems are suitable for the Hill analysis.
However, enzyme systems displaying steady-state kinetic behavior will not satisfy
this requirement; for this reason, one must avoid the use of kinetic data in any
application of the Hill equation to steady-state enzyme systems.

13.3.3 Binding of Oxygen by Hemoglobin and Myoglobin

Let us examine the application of the Hill equation to a well-known example of
equilibrium binding of molecular oxygen by the cell protein myoglobin and by
the blood protein hemoglobin. Myoglobin and hemoglobin are structurally closely
related transport proteins, but myoglobin is a monomeric protein that binds one
molecule of oxygen while hemoglobin is a tetrameric protein that binds four
molecules of oxygen at saturation (Henry et al., 1997; Perutz et al., 1998). Since
oxygen is a gas, its concentration in aqueous solutions may be expressed by its
partial pressure in solution (Fig. 7).

Figure 7A shows the equilibrium binding curve for oxygen with hemoglobin
and myoglobin in solution, with a vertical axis representing the fraction of
myoglobin or hemoglobin molecules saturated with oxygen, or the fractional
saturation of the protein molecule with oxygen (Y value). Both binding curves fit
the simple Hill Eq. (13.20), described above. However, the number of binding
sites calculated for myoglobin isn =1, and for hemoglobin n=2.8. Itis
immediately obvious that, with myoglobin, the Hill equation reduces to the usual
Michaelis—Menten case, while the binding of oxygen to the molecule of hemo-
globin is cooperative (Neet, 1995).

The number of apparent binding sites for oxygen on a molecule of myoglobin
or a molecule of hemoglobin may be determined with the aid of the linear form of
the Hill Eq. (13.23). According to this equation, if log[Y/(1- Y)] is plotted versus
log(pQO.) a straight line is obtained with a slope equal to n, the number of apparent
binding sites per molecule of protein (Fig. 7B).

From the linear form of the Hill equation, one can see that when log [A]
becomes zero (Table 2), then

Y
logKx = —log (1_?17) (13.24)

In initial rate studies, if the initial rate of reaction is equal to half the maximal
velocity, that is, vy = Vmax/2, then nlog[Alys is equal Kx. Thus, Kx may be
calculated from yet another relationship:

[A]o‘5 = ’\]/ITX (13~25)

where [A], 5 is the concentration of a substrate at which the enzyme operates with
a half maximal velocity.

The numerical values of Kx and n for hemoglobin and myoglobin can be
obtained from Fig. 7. The n-values are obtained directly from the slopes of lines
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n
Ky +[A]
0 ; :
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Partial pressure of oxygen, pO; (mmHg)
2
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- Slope =1 ’
= Iog[——] = nlog[A] - logKy
= 1-Y
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-4 "
0 0.5 1 1.5 2
log [pO;]

Figure 7. (A) The equilibrium binding curve for molecular oxygen with hemoglobin and
myoglobin in solution, at pH 7.0; the ordinate represents the fractional saturation of
myoglobin or hemoglobin molecules with oxygen, abscissa is the partial pressure of oxygen
([A] = pOy,). (B) A replot of binding data from above figure according to the linear form of
the Hill equation.

in Fig. 7B. From the data in Fig. 7A, one can calculate that the half-saturation
with oxygen for myoglobin is at 1 mm Hg, and for hemoglobin at 26 mm Hg
pressure; these values correspond to the value of /Kx in Eq. (13.25).

The constants Kx are determined with much more precision from the linear
plot in Fig. 7B; here, the value of Kx for myoglobin is obvious, while the value for
hemoglobin is obtained from log Kx = 3.95, or Kx = 9160.

With hemoglobin, one can see that if the experimental binding data are
analyzed in terms of the Hill equation, the calculated value of n is less than the
actual number of binding sites; the value of n cannot be higher than the number
of binding sites, and it is almost always lower. Thus, the value of n does not
determine the number of binding sites, but it is just a model-independent fitting
parameter.
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13.4 NEGATIVE COOPERATIVITY

In addition to positive cooperativity, negative cooperativity is also possible. In
this case, the binding of each substrate molecule decreases the intrinsic affinities
of the vacant sites. A common reason for apparent negative cooperativity is
the presence of two forms of the enzyme with different Ky values; such a
situation always gives reciprocal plots that are convex upward.

Consider the influence of the substrate concentration on an enzyme with two
identical active sites and an interaction factor «. The Adair Eq. (13.14) for this
case is

] AP
v,  Ka aKZ
Vmae _, 2[A] (AP
1 Tk

When both sites are identical and there is no cooperativity between them, then
= 1. In this case, the above equation reduces to the Michaelis—Menten equation.
Consider three different values for an interaction factor « that will produce
the: (a) positive cooperativity, « = 0.3; (b) no cooperativity, & = 1; and (c) negative
cooperativity, « =5 (Fig. 8).

The double reciprocal plot is linear for the enzyme with no cooperativity
(the middle line in Fig. 8); in the case of positive cooperativity, the plots are
concave up, whereas negative cooperativity gives the plots that are convex
upwards. Thus, the shape of the double reciprocal plot may already detect the

r =5
6 F
5 a=1
4k

E‘C' =03

- 51
2

-1 0 1 2 3 4 5

1A

Figure 8. Double-reciprocal plots showing the positive and negative cooperativity in a
dimeric enzyme. The lines were drawn with the aid of an Adair Eq. (13.14), assuming that
Vmax =Ka=1.
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presence of cooperativity. Kugranov (1982) proposed a simple graphical method
for the estimation of the shape of the cooperative curve; the Kurganov method is
a procedure for estimating the cooperativity of an enzyme by using the initial
rates at only three different concentrations of substrate to estimate the shape of
the curve.

13.5 MONOD, WYMAN, AND CHANGEUX MODEL
MWC MODEL)

In 1965, Monod, Wyman, and Changeux proposed an important unified model for
allosteric proteins (Monod et al., 1963; Monod et al., 1965). They have studied
many examples of cooperative and allosteric effects, and concluded that they were
closely related and that conformational flexibility probably accounted for both
phenomena. They have proposed a structural model for allosteric enzymes and
proteins, which comprises the following postulates:

(1) Allosteric proteins are oligomers composed of protomers which are asso-
ciated in such a way that they all occupy equivalent positions. This implies
that the molecule possesses at least one axis of symmetry.

(2) To each ligand able to form a stereospecific complex with the protein, there
corresponds one, and only one, site on each protomer. In other words, the
symmetry of each set of stereospecific receptors is the same as the symmetry
of the molecule.

(3) Two (at least two) states are reversibly accessible to allosteric oligomers.
These states differ by the distribution and/or energy of inter-protomer
bonds, and therefore also by the conformational constraints imposed upon
the protomers.

(4) The conformation of each protomer is constrained by its association with the
other protomers.

(5) As aresult, the affinity of one (or several) of the stereospecific sites towards
the corresponding ligand is altered when a transition occurs from one to the
other state.

(6) When the protein goes from one state to another state, its molecular
symmetry is conserved.

Let us first analyze the interactions of such a model in a tetrameric protein
with a single ligand (F) endowed with differential affinity towards the two acces-
sible states, T state (tight, tense) and R state (relaxed)(Fig. 9).

The T state represents the conformation with the lower affinity for the ligand,
and the R state represents the conformation with the higher affinity for the ligand
(Fig. 9). In the absence of a ligand, the two states, symbolized as R and T, are
assumed to be in equilibrium; thus L is an equilibrium constant for the Ro—T,
transition. In order to distinguish this constant from the dissociation constants of
the ligand, we shall call it the allosteric constant. Further, let Kg and Ky be the
microscopic dissociation constants of a ligand F bound to a stereospecific site, in
the R and T states, respectively.
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R1 Rz R3 R4

F F F|F
To Ty T, Ta Ta

Figure 9. The concerted-symmetry model of Monod, Wyman, and Changeux. T repre-
sents a low affinity form of enzyme which is in equilibrium with R, which is a high affinity
form of the enzyme.

13.5.1 Derivation of Rate Equations

The distribution of complexes for the tetrameric enzyme (or protein) can be
written in the usual manner from the rapid equilibrium assumptions, taking into
account the number of different ways of arranging the ligand F in any given
complex. Thus, we may write the successive equilibria as follows:

Dissociation constants are Kg ~ Dissociation constants are Kr

R+ F =—=R, To+F—T,
Ri+F——R, T,+F ——— 1T, (13.26)
Ro+F ——=R; T, +F =—— T,
R;+F —— Ry Ts+F ——T,

All equilibria in Eq. (13.26) are endowed with a single intrinsic dissociation
constant Kg for the R-states, and with a single intrinsic dissociation constant Ky
for the T states. The transition

L
Ro —— T, (13.27)

is endowed with the allosteric equilibrium constant L.

Taking into account the probability factors for the dissociation of the Ry, Ry, Ry,
R,, and Ty, Ty, Ty, T, complexes, the concentrations of the 10 forms of protein in
Fig. 9 are related by the following expressions:

4¢[F]
Kr

602[ 6c*[F)*

Rq] = 4[ ] [Ro] 42[Ro) [T,] = ——L[Ro] = 4acL[Ro}

[F]

Ro) = K2 [Ro] = 60*[R,]  [To] = L[R,} = 60*c*L[Ro}
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Ro] = “’13 Ro] = 409[Ro] [Ty] = —4“3[”

L[Ro] = 403¢3L[R]

(13.28)

R, = [F] Rl =R )= °4[F]

[TO] = [RO]

Equations (13.28) are obtained with the aid of the rapid equilibrium assump-
tions, from the distribution of complexes; the dissociation constants Kg and Ky
are disguised as c, the nonexclusive binding coefficient:

= a*ctL[Ry)

Kr

X (13.29)

In addition, « represents the reduced, or normalized concentration of the ligand F:
_IF

Let us now depart from the tetrameric case and take the general case, in order
to define two functions corresponding, respectively, to
(a) the fraction of protein in the R state (R = function of state R):

. [Ro] + [Ry] + [Re] + [Ry] -+ [Ro]
(Ro] + [Rq] + [Re] + [Rg] - -+ + [Ra]) + ([To] + [T] + [T2] + [Tg] - + [Tw})
(13.31)
(b) the fraction of sites actually bound by the ligand (Y = saturation function):
v = — (Ra] +2[Ra] + 3{Rg[ - + #[Rn}) + ([Ti] + 2[To] + 3[Ts} - - + n{T])
n([Ro) + [Ry] + [Ra] + [Rg] -+ + [Rn]) + n([To] + [T1] + [Ta] + [T5] - - - + [T])
(13.32)

Using the equilibrium equations, and Egs. (13.29) and (13.30), we shall obtain
two novel useful functions. The function of state R is

5 (1+a)"

R= Ty rasar (13.33)
and, similarly, the function of state T is

- L1+ ca)"

Lt (13.34)

La+ec)" + (1 +a)"

The ratio of the fraction of protein in the R state to the fraction of protein in the
T state (the “quotient function”) is

ey

A _ R 1+
C=F=1"&r" L(1 + ca)" (13.35)
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Figure 10. Theoretical curves of the saturation function Ys. The curves are drawn
assuming the various values of constants L and ¢, with n = 4.

For an enzyme under rapid equilibrium conditions, the fraction of total sites
occupied by the ligand F is equal to Vo/Vmax- Thus, for the saturation function Yg,
we have

vy Lea(t+ca)" +a(t + )"
Vinax - L(l + coz)“ + (1 + cx)"

Yr (13.36)
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Equation (13.36) may be written in a simplified form

Yo __ % 4_R % \r

Ye = Vmax (1 + ca) (-R)+ (1 + a)R (13.37)
where R has a meaning given by Eq. (13.33). Equation (13.37) is a general rate or
binding expression, that includes several special cases which are described further.

13.5.2 Effects of L and ¢ on Cooperativity

Figure 10 illustrates the effects of L and c on the shape and sigmoidicity of
saturation curves. In this figure, theoretical curves for the Y function have been
drawn, corresponding to different values of the constants L and c. In such graphs,
the cooperative homotropic effect of the ligand, predicted by the symmetry
properties of the model, is expressed by the curvature of the lower part of the
curves. The graphs illustrate the fact that the “cooperativity” of the ligand
depends on the values of L and c¢. The cooperativity is more marked when the
allosteric constant L is large, that is, when the R, < T, equilibrium is strongly in
favor of T,. The cooperativity is also favored when the ratio of microscopic
dissociation constants, ¢, is small.

Thus, one can conclude that the cooperativity of ligand binding depends
heavily on magnitudes of L and c. The saturation curve becomes more sigmoidal
as L increases, that is, as the T state is favored. Also, the saturation curve becomes
more sigmoidal as ¢ decreases, that is, as the affinity of the T state for F decreases
relative to the affinity of the R state for F.

13.6 APPLICATIONS OF THE MWC MODEL TO ENZYMES

The concerted symmetry model is much more versatile than simple sequential
models described by Adair or Hill. This model is endowed by the variable values
of K, L, and ¢, and therefore may provide explanations for many properties of
allosteric enzymes and proteins, including

(a) partial allosteric inhibition,

(b) increased, decreased, or constant substrate cooperativity in the presence of
effectors, and

(c) activation by low concentrations of competitive inhibitors.

In the following discussion, we shall review several applications of the MWC
model, concerning the activation and/or inhibition of allosteric enzymes with
substrates or ligands.

It should be borne in mind that in almost all enzyme systems, the saturation
functions with respect to substrates or effectors cannot be determined directly,
and are only inferred from kinetic measurements. This is not the case with ligand
binding to proteins, such as the binding of oxygen to hemoglobin, where the
saturation of protein with the ligand can be measured directly. We shall, therefore,
discuss only the most characteristic qualitative predictions of the model in its
application to enzymes.
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In any enzyme system, activating or inhibitory effects are measured in terms
of variations of the two kinetic constants, Ky and Vi, as a function of the
concentrations of substrate, A, or effectors, F. Two classes of effects may then be
expected in allosteric enzymes.

(a) “Ksystems” (= binding). Both F and A have differential affinities towards
the T and R states, that is, both A and F are allosteric ligands. Then, evidently
the presence of F will modify the apparent affinity of the enzyme for A, and
conversely.

(b) “Vsystems” (=rate). A has the same affinity for the two states. Then, there
is no effect of F on the binding of A, nor of A on the binding of F. F can exert
an effect on the reaction only if the two conformational states of the enzyme
differ in their catalytic activity. Depending on whether F has maximum
affinity for the active or for the inactive state, it will behave as an activator,
X (positive Vsystem), or as an inhibitor, I, (negative V system).

Furthermore, the MWC model predicts that

(a) In allosteric enzyme systems, an allosteric effector, that is, a specific ligand
endowed with different affinities towards the two states, should always
exhibit cooperative homotropic interactions.

(b) In those systems in which an allostreric effector modifies the apparent
affinity of the substrate, the substrate should also exhibit cooperative homo-
tropic interactions.

(c) In those systems in which the effector does not modify the affinity of the
substrate, the latter should not exhibit homotropic cooperative interactions.

13.6.1 Substrate Binding in the Absence of Effectors

Exclusive ligand binding (Substrate has the affinity only for the R state)

The simplest MWC model assumes that ¢ is very small, that is, the T state has
essentially no affinity for the substrate A. Under this condition,

2 (1+a)"
R o (13.38)
and the velocity equation reduces to
(2] o _ a(1 +a)n—1
¥ Vinax (1 + OC) L+(1+ a)" (13-39)

Equation (13.39) may be expanded, in order to illustrate the binding of substrate
to a four-site enzyme:

A, 3P | 3AP (A
vo K K K K] (13.40)
Vo ;| 4], 6AT +4[A]3+ A 3
KTk TR TR

where Ky = K
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V Systems (Substrate has the same affinity for the R and the T state)

In V systems, T and R states may have the same affinity for A, but different
intrinsic catalytic activities, that is, k&, > kL,. The rate equation for such V
systems is derived from the rapid equilibrium assumption:

_ vo _ a{t+glL)
Yo =g T+ 00tD) (13.41)

where Viax = nkeaEo, and (g) is the ratio of catalytic activities in the T and the R
state, respectively.

In writing Eq. (1341), it is assumed that g < 1, because the R state has the
higher catalytic activity (k& > kL,). The Michaelis plot for such a V system is
hyperbolic, just as would be observed for a mixture of two enzymes with the same
Ky but different V. values (Schuller et al., 1995; Grant et al., 1996).

Mixed K and V systems (Substrate has different affinities for the R and the T State)

If the R and T states have different affinities for the substrate, A, that is, if ¢ # 1,
as well as different catalytic activities, that is, if kR, # kL, or g #1, the rate
equation becomes

1

vo _ Leag(1+ca)"™ + (1+a)"

Yy = =
" Vi La+ca)" +(1+a)"

(13.42)

where Vipax = nkeatEo.

If g < 1and ¢ < 1, the R state has both the higher affinity for A as well as the
higher catalytic activity. Alternatively, it is possible for the higher affinity state to
have the lower catalytic activity (g > 1 and ¢ < 1), a situation leading to substrate
inhibition.

13.6.2 Exclusive Binding of Effectors

Inhibition in exclusive binding K systems (Substrate binds exclusively to the
R state and inhibitor binds exclusively to the T state)

Let us assume that, in the K system, an allosteric inhibitor has a much higher
affinity for the T state than for the R state. As a result, an allosteric inhibitor will
displace the To—R, equilibrium in favor of T,. If we assume that the substrate, A,
binds exclusively to the R state, that is, ¢=0, and inhibitor, I, binds exclusively to
the T state, that is, K}/KT >>1, the velocity equation becomes

R A Y S ¢ )
B Vo ((1 + oc))R TLA+ ) A At a) (13.43)

where

(1+a)"

RzL(1+ﬂ)"+(1+oc)"

(13.44)
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Al [A
_ % _ % (13.45)
g = [% = %] (13.46)

In an expanded form, and for the tetrameric enzyme, Eq. (13.43) becomes

A AP (A
. B, ;(j +3}<£ *Lza
7 Vinax 2
(1o S AP (1o SO 0 )
1 i A

(13.47)

Equation (1347) has no terms containing both [I] and [A], because of the
assumption of exclusive binding of each ligand to only one of the two states.
Equation (1343) predicts that, as the concentration of substrate A increases, the
plot of vo/Vinax versus [I] becomes more sigmoidal (Fig. 11).

The graphical determination of constants Kj and L in this system is possible

with an appropriate transformation of Eq. (13.43). Thus, Eq. (13.43) can be
transformed into a nonlinear form:

Vo 1

(13.48)

Ve — vo L,(1+B)"

0 5 10 0 10 20 30
i a
Figure 11. Inhibition of the tetrameric enzyme in the K system. The curves in figures were

drawn according to Eq. (13.43). As the concentration of substrate A increases (&« = [A]/K,),
the curves are becoming more sigmoidal.
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where

o L
Vr(:lax = Vmax (m) and La = ma—)n

Equation (1348) may be further converted into a linear form:

Thus, if the concentration of substrate is held constant (¢« = [A]/Ka), a double

reciprocal plot of {/(V&,. — Vo)/Vo versus [I], will provide a straight line with
intercepts on abscissa and ordinate equal to K; and /L,, respectively.

(13.49)

Activation in exclusive binding K systems (Substrate binds to both states but an
activator binds preferentially to the R state)

Let us assume that, in the K system, an allosteric activator, X, binds preferentially
to the R state at sites distinct from the substrate binding sites. In this particular
case, K§ /K% <« 1. An activator mimics the substrate by displacing the To— R,
equilibrium in favor of Re. The general form of rate equation for this case is

n-—1
Yr = Vvo = Iof(l +) (13.51)
—-————(1 L +(1+0a)
where
_ Al _ A _X_EK
=5 = R® and y= Kz~ KF (13.52)

Because both A and X can occupy an R subunit independently, there are a large
number of possible complexes of R state with ligands that can be formed. The
velocity equations are now much more complex than in the preceding case. For a
dimeric enzyme, the rate Eq. (13.51) in an expanded form is

(Al AP 21X 2APK] | [AIXE | APXP
yoo Vo _ Ka KZ TKiKx | KiKx | KaKZ T KIK3
Vo 20A] AP 2X] X 4[AlX)  2(APX) | 2AlIX”" | [AX)?
L+1+K—A+—I§+‘E‘(—+K§ + KiKx -+ KﬁKX + KAK)% + KiK)z(
(13.53)
where Viyax = 2kcatEo.
Equation (13.53) can be simplified to
[A] [A] [X])2
S+ 1+ 5
vp =0 = Xa ( KA)z( R (13.54)
Vinax (Al X
L+(1+K> (1+T('}—()
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Equation (13.54) can be further simplified to

Vo a(t+a)(1+y)°

Y = —
"7 Vox L+ 0+ 02 (1+9)

(13.55)

where « and y have the meaning given by equation (13.52). Figure 12 shows the
graphical presentation of the activation in the K system (Eq. (13.51)).

0 5 10
¥ o

Figure 12. Activation of the tetrameric enzyme in the K system. The curves in figures
were drawn according to Eq. (13.51). The concentration of an activator, y, increases
gradually in the presence of different concentrations of a substrate, «, and vice versa.

Determination of L and Kx in this system is similar to the former system. For
this purpose, the general rate equation in the presence of the activator (13.51) can
be transformed into a linear form:

Vo 1 1
\ = X +—= 13.56
Vl%ax _ vo <KX . n(—Lq)[ ] ,,/'“‘La ( 3 5 )
where Vg, and L, have the meaning given by Eq. (1349).

Heterotropic interactions with multiple allosteric ligands

Let us now analyze the properties of the model with respect to heterotropic
interactions between different allosteric ligands. For this purpose, consider a
system involving three stereospecific ligands, each binding at a different site.
Assume that one of these ligands is the substrate (A) and, for the sake of
simplicity, that it has significant affinity only for the sites in one of the two states
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(for example, R). Assume similarly that, of the two other ligands, one (the
inhibitor I) has affinity exclusively for the T state, and the other (the activator X)
for the R state. Let Yr be the fractional saturation of the enzyme with A.

According to the model, heterotropic effects would be due exclusively to
displacement of the equilibrium between the R and T states of the protein. Thus,
the saturation function for substrate in the presence of activator and inhibitor
may be written as

Vg ot(l -+ oc)nyl

Yy = = .
F Viax L'+ (1+a) (13.57)
where L'is an apparent allosteric constant, defined as
n
T
L'= 2o 13.58

where Y o T1 and g Rx stand, respectively, for the sum of the different com-
plexes of the T state with I and of the R state with X. Following the same
derivation as above, it will be seen that

i atp)”

@ty (13.59)

with =[11/K; and y = [X]/Kx, where K; and Kx stand for the microscopic
dissociation constants of inhibitor and activator with the R and T states,
respectively. Substituting the value of L' in Eq. (13.57), we have

1 1
=5
>._Lu_ ﬁ=10 ),:_

L =1000
n=4
a=10

0

0 5 10
7 B

Figure 13. Theoretical curves showing the heterotropic effects of an allosteric activator (y)
or inhibitor {8) upon the shape of the saturation function, drawn according to Eq. (13.60).
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Vo a(l4+a)" !
Yr= = - (13.60)
Vinax Lh(1+ﬁ)n + (14 a)"
(1+7)

This equation expresses the second fundamental property of the MWC model,
namely, that the heterotropic effect of an allosteric ligand upon the saturation
function for another allosteric ligand should be to modify the homotropic
interaction of the latter.

When the substrate itself is an allosteric ligand, the presence of the effector
should, therefore, result in a change of the shape of the substrate saturation
curve, as in Fig. 13.

The model, therefore, accounts for both homotropic and heterotropic inter-
actions and for their interdependence. No particular assumptions has been, or
need be, made about the structure of the specific sites or about the structure
of the protein, except that it is a symmetrically bonded oligomer, the symmetry
of which is conserved when it undergoes a transition from one to another state.

13.6.3 Nonexclusive Substrate and Effector Binding

The MWC model can also account for considerably more complex cases. For
example, Eq. (13.60) becomes much more complicated, although much more
realistic, if the ligands were assumed to have significant affinity for both of the
two states (Monod et al., 1963).

A substrate and an effector bind to both states

For example, if the substrate, A, and effector, F, bind to both the R and T states
and both states are equally active, the complete velocity equation is

Vo _ Lea(1+ c)" 14 ey)" +a(t + ) a4 y)"

Yi = 13.61
P Vi La+ca)"(1+ep)" + (14 )" (1+7)" (13.61)
where
y = gl, the specific effector concentration, and (13.62)
F
K% . .
e= 7T the ratio of effector dissociation constants (13.63)
F

The numerator of Eq. (13.61) now represents the contribution of all possible R
and T complexes containing substrate. If ¢ < 1 and e < 1, the effector is an
activator, while if ¢ < 1 and e > 1, the effector becomes an inhibitor.

A substrate and two effectors bind to both states

Nonexclusive substrate and effector binding may be even more complex; thus, the
binding of substrate, A, can take place in the presence of an inhibitor, I, and an
activator, X. In this case, the rate equation becomes even more complex:
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vo  Lea(1+ca)" " +of1+oa)""

Yr= Vmax  L'(1+co)"+ (@ +a)" (13.64)
This time, an apparent allosteric constant L' is a complex function:
, 1+e) (1 +fB)"
=1 ot 3;51 ﬁ;@ (13.65)
where
S :
e= RT; and f= F] (13.66)

Determination of c¢ in nonexclusive systems

In the course of their study of an allosteric enzyme phosphofructokinase, Blangy
et al. (1968) have developed the method for the estimation of binding constants
KR K} and c, in nonexclusive K systems.

In order to illustrate their method, consider a system in which the substrate has
an appreciable affinity for the T state, although c is still significantly less than
unity (¢ = 0.01). Suppose now that an inhibitor, I, is added and binds almost
exclusively to the T state; if the concentration of an inhibitor becomes high and

1 —
A=y=1000
L=1000
n=4 Inhibitor
c=0.01 saturating

R Control
)tl- 0.5 T Ve il g e et sl e . g
Activator ' i
saturating | |
) | K}
0 o o .
0.01 0.1 1 10 100 1000 10,000

a (log scale)

Figure 14. Nonexclusive binding of effectors. Velocity curves were drawn according to
Egs. (13.68)—(13.70), assuming that the substrate, A, binds preferentially to the T state
(¢ = 0.01), the inhibitor, I, binds almost exclusively to the T state (f = 1000), and the
activator, X, binds exclusively to the R state (e = 0).



Table 3. Examples of allosteric enzymes that obey the MWC model (Monod et al., 1965; Neet, 1995)

Enzymes Substrate + Inhibitor + Activator Inhibitor + Activator ~ References

Pyruvate kinase Phospho- — Fructose-1,6- — Haekel et al., 1968;
(yeast) enolpyruvate bisphosphate Colman 1990
(EC 2.7.1.40) ADP (Fig. 1)

Isocitrate D-Isocitrate - AMP — Hathaway & Atkinson, 1963;
dehydrogenase NAD™ (Eq. (13.51)) Colman 1990.
(Neurospora crassa) (Fig. 12)

(EC 1.1.1.41)

Deoxythimidine Deoxythymidine — dCDP — Okazaki & Kornberg, 1964
kinase ATP (Eq. (13.51))

(Escherichia coli) (Fig. 12)
(EC 2.7.1.21)

Threonine L-Threonine L-Isoleucine L-Norleucine L-Isoleucine Changeux, 1962, 1964
deaminase (Eq. (13.36)) (Eq. (13.43)) (Eq. (13.51)) + L-Norleucine
(Escherichia coli) (Fig. 10) (Fig. 11) (Fig. 12) (Eq. (13.60))

(EC 4.2.1.16) (Fig. 13)

dCMP deaminase dCMP dTTP dCTP dTTP + dCTP Scarano et al., 1963, 1964
(donkey spleen) (Eq. (13.60))

(EC 3.5.4.12) (Fig. 13)

Phosphofructokinase Fructose-6- Phospho- ATP Phosphoenol- Blangy et al., 1968
(Bacillus phosphate enolpyruvate pyruvate + ATP
stearothermophilus) ATP (Eq. (13.64))

(EC 2.7.1.11) (Fig. 14)

0LT

SOLLANIY HINAZNA HAISNHHHIdINOD



ALLOSTERIC ENZYMES 271

saturating, the conformation of the enzyme will be driven almost exclusively to
the T state throughout the whole substrate concentration range used, and the
resulting velocity curve will be hyperbolic, with [A] = K} at half the maximal rate
of reaction.

On the other hand, in the presence of a saturating concentration of an
activator, X, that binds exclusively to the R state, the enzyme will be driven
entirely to the R state. This time [A] is equal K} at half the maximal rate of
reaction. From these two estimations, the nonexclusive binding coefficient, c, is
calculated from

KX
c= A (13.67)

In order to draw the appropriate plots for the graphical estimation of K}
and Kj, the general rate Eq. (13.64) will be transformed into three partial
forms:

(a) Control, in the absence of effectors:

1

vo _ Lea(1+ca)" ™ +a(1+a)"”

Yr= 13.68
F Vinax L(1+Ca)n + (1+Ot)n (13.68)
(b) In the presence of the substrate and the activator, X:
Vo  Lea(t+ca)" (1 +ep)" +a(t+a)" (1 +9)"
Ye = = .6
B Vinax La+ca)"(1+ey)" +(1+a)"(1+7y)" (13.69)
(¢) In the presence of the substrate and inhibitor, I:
Vo _ Lea(1+ca)" (1 +fB)" +a(t+«)" (1 +B)"
Yr= = n n n 7 (13.70)
Vinax La+co)" (1 +FB)" + (1+ )" (1 + )

Figure 14 shows the graphical presentation of Egs. (13.68)—(13.70). From this
figure, one can read the values of binding constants K} and K directly from the
graph, and calculate their ratio (¢ = K} /K} = 1/100 = 0.01).

MWC model is very versatile, compatible with a kinetic behavior of a large
number of allosteric enzymes (Neet, 1995). Table 3 lists examples of allosteric
enzymes, kinetically compatible with most kinetic models described in this
section.

13.7 KOSHLAND, NEMETHY, AND FILMER MODELS (KNF
MODELS)

In 1966, Koshland, Nemethy, and Filmer described several models for oligomeric
proteins or enzymes with different permissible site—site interactions (Koshland
et al., 1966). The KNF models avoid the assumption of symmetry of the MWC
model, but use another simplifying features. They assume that the progress from T
to the ligand-bound R state is a sequential process. The conformation of each
subunit changes in turn as it binds the ligand, and there is no dramatic switch from
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one state to another. While the MWC model uses a quaternary structural change,
the KNF models use a series of tertiary structural changes (Koshland, 1968).

The KNF models were developed in a framework of a protein involving four
subunits, one binding site per subunit, and one type of ligand. Variables that were
investigated included

(a) geometrical relationship of subunits,

(b) the binding constants of ligand to protein,

(c) the strength of interaction between subunits, and
(d) the effect of nonidentical subunits.

In all KNF models, it was assumed that the individual subunits of the protein
can exist in two conformations, A and B, and that only the conformation B binds
the ligand, S, in significant amounts. Upon binding, the ligand induces a confor-
mational change in the subunit to which it is bound. This change may be
transmitted to neighboring vacant subunits via the subunit interfaces.

The substrate (ligand) binding constant, Ks, which represents the intrinsic
affinity of a ligand or a substrate for an individual subunit, is given as

_ [BS]
Ks = [—B—HST (13-71)

The transformation constant, Kz, represents the equilibrium constant for the
conformational change from the subunit in conformation A to the subunit in
conformation B:

[B]
(A]
This constant does not include the effect of changing interactions of subunits.

Thus, the overall binding sequence S + A — BS is, therefore, described by
the product of two equilibrium constants:

Kr = (13.72)

KsKp = [7[&% (13.73)

To represent the interaction between subunits of different conformational
structure, the interaction constants, Ka,, and Kgp will be employed; in this
connection, it will be assumed that Kxp =1. Kxg and Kpp are defined by Eqgs.
(13.74) and (13.75) in which (AB) refers to interacting subunits, whereas (A) and
(B) refer to noninteracting subunits:

[ABJ(A]

A3 = [AA|[B] (13.74)
[BB] [BBJ[A][A]
Kgp = 1AA][B][B] (13.75)

It is to be noted that Egs. (13.74) and (13.75) contain equal stoichiometric amounts
of A and B in numerator and denominator and, therefore, the equilibrium
constants in these expressions relate the changes in the strengths of interaction
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between subunits and do not contain the energy of the conformational change
itself. Thus, these constants represent the increased (K > 1) or decreased (K < 1)
stabilization of some conformations ofthe protein brought about by the interaction
of subunits. For example, Kag > 1 means that the interaction of AB is more
favorable than the interaction of AA and tends to stabilize an AB neighbor with
respect to an AA pair.

13.7.1 The Binding Sequence

Thus, upon binding, the ligand induces a conformational change in the subunit to
which it is bound; the sequence of conformational transitions in KNF models can
be visualized in three ways (Fig. 15):

Kr
D=Ll

K'sK"y
Ks Ks KsK7= K'sK'r = K"sK"r

Kt

Figure 15. Overall conversion of a vacant A subunit to an occupied B subunit as induced
by substrate binding,

(a) The substrate binds to the subunit in the A conformation with a binding
constant Kg and thereby induces a conformational change to the B form:

A+S AS K=K}
AS BS Koy =Kj
Sum: A+ S BS  Keq = KgKp (13.76)

(b) An equilibrium preexists between conformations A and B. The substrate
binds to conformation B and pulls the coupled reactions to the right.

A B Keg=Kr
B+8S BS K =Ks
Sum: A +8 BS  Keq =KsKt (13.77)

(c) The binding and transformation occur simultaneously, that is,

Thus, the overall, combined transformation constant is always KsKr, regardless of
the sequence.
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13.7.2 Dimer Model

In order to illustrate the simplest KNF model, let us consider first a protein
composed of only two subunits. The binding sequence can be represented by
the Fig. 16.

BSA
Aisl

+S
i
ABS B.S;

Aa +S
CD e
+S

Figure 16. The dimer model.

Note that there are two different singly occupied complexes, BSA and ABS, and,
therefore, there are two pathways to obtain a singly occupied complex.

Let us carry over the binding sequence in a dimeric protein in Fig. 16 to a
dimeric enzyme operating under the rapid equilibrium conditions, in order to
express the binding sequences in terms of all three types of constants: the
substrate binding constant, Kg, the transformation constant, K, and the inter-
action constants, Kaa, and Kgg (Eq. (13.79)).

KrKsKag
Kpa Keat
A +8 BSA A+ P
(E) (ES)
+ +
S S
KyKsKag KrKsKas
Kaa, Kpp
(13.79)
KrKsKes
Keat Kaa Keat
Az +P e—— ABS +S = B,S, ABS +P
(SE) (SES)
Keat
BSA+P

The velocity equation for the above enzymatic reaction is obtained in the usual
manner from the rapid equilibrium assumptions:

Vg KrKsKap [S] + K%KSZKBB {5]2

= 8
Vimax 14 2KrKsKas[S] + K2KZKzs[S) (13.80)

whereby Viax = 2kcatlEol.
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From the binding sequences in reaction (13.79), we can see that the general
KNF model takes into account a variety of possible subunit interactions that are
able to affect affinities of vacant sites. Therefore, the general KNF model is far
more versatile than the simple sequential interaction model or, for that matter,
than the MWC model.

13.7.3 Tetramer Model

In this model, several geometric models of subunit interactions will be evaluated.
All interactions will be assumed to occur in a single protein containing four
subunits. For convenience in visualizing the allosteric effects, a geometrical
designation of the subunit interactions will be used, and the various models will
be referred to by three descriptive phrases:

(1) tetrahedral — each subunit can interact with the other three,

(2) linear — two of the subunits can interact with two others, while two of the
subunits can interact with only one other, and

(3) square — each subunit can interact with only two of the other three.
Figure 17 is a schematic illustration of the various modes of binding the

ligand S to the tetrameric enzyme with a concerted mechanism included for

comparison.

E ES ES; ES; ES,

Tetrahedral (Q) > [@) ﬁj > @) > ]

S s IS

Square EB % % =
1100

Linear o000 —>{ — { - { — e
[Heen

concered B[ — B — @ — B — B
Figure 17. Interaction of subunits in KNF models. Conformation A=Q B=0.
The terms “tetrahedral”, “square”, etc., are used to clarify the permissible

subunit interactions and do not necessarily correspond to the actual arrangement
of subunits in three-dimensional space.



276 COMPREHENSIVE ENZYME KINETICS

13.7.4 Derivation of Binding Equations

In order to derive the saturation equations in the KNF models, the symbol Y'is
used to represent the fraction of binding sites occupied on the protein by the
ligand; this value can vary from O to 1.0. The symbol Ns represents the average
number of molecules of ligand bound per molecule of protein, as defined by

i=n
(ligand bound] ,:ZI {[ES]
Ns =n¥ = [total protein]  i=n (13.81)
> [ESi]
1=0

where i represents the number of molecules of S bound to an individual
molecular species and 7 represents the number of subunits per molecular species.
It is clear that both Ng and i can range from 0 to n but i can have only integral
values, whereas Ng can have fractional values.

In dealing with binding equations, we shall generally refer to Y versus [S], or
Ns versus [S] plot as “saturation curves”. For convenience in visualizing the
allosteric effects, a geometrical designation of the subunit interactions will be used,
and the various models will be referred to by three descriptive phrases in Fig. 17.

A tetrahedral arrangement results in four equivalent ways to bind one
molecule of (S), six ways to bind two, four ways to bind three, and one way to
bind four. The number of interacting pairs will be three A—B and three A-A for
the A;BS species; one B-B, four A—B, and one A—A for A,B.S,; three B-B and
three A—B for AB4S,; and six B-B for B,S, . When Kxg # 1 and Kgg # 1, the
average number of molecules of ligand bound per molecule of protein, Ng, is
defined by

_ 4K3 X 4 12K} KppX? + 12K3, K3 X3 + 4K§ X4
S T 1¥ 4K3,X 1 6K25KppX? + 4K35K35X3 + KG X4
where X = KgKr[S].

The square case assumes four subunits in a square pattern in which no inter-
actions across the diagonal occur. The values of Ng are given by equation

_ 4KZX + 4(K3y + 2K35Kee)X? + 12K35 K3 X3 + 4K X4
® 714 4K2,X + (2K2p + 4K2,Kep)X? + 4K2, K3, X3 + KX

(13.82)

(13.83)

In the linear model, the two interior subunits react with each of the two
neighbors, whereas the two terminal subunits react with only one neighbor.
Therefore, the subunits can behave differently even though they may have
identical tertiary structure. The saturation equation is given by

2(Kap + KiB)X +2( KBKBB + 2K2B + KiB + 2KABKBB)X2
_ +6(K§BKBB + KABKEB)X3 -+ 4KgBX4
ST T1+ 2(Kap + K25)X + (K25Kgp + 2K3g + K25 + 2KapKpps) X2
+2(K23Kpp + KapK2)X3 + K3, X4

(13.84)
|
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In the concerted model, the conformation of all subunits changes simul-
taneously. Since the subunit interactions all change simultaneously with the
change of conformation, only one constant, K¢, is needed to encompass the
equilibria previously allocated to Kt, Kag, Kgp, etc. The saturation equation is
now reduced to

Ne= 4Ks[S](1 + K;[S])3
(KTC)—4 + (1 + Ks[S])4

Illustrative saturation curves for the square, tetrahedral, and concerted interac-
tion geometries are shown in Fig. 18.

(13.85)

4
Tetrahedral Michaelis -Menten
3 L
e Linear
==
n 2t
1 Ks K1=100
K35=‘IU
0 i . .
0.0001 0.001 0.01 0.1 1

[S] (log scale)

Figure 18. Examples of saturation curves for the various interaction geometries in KNF
models and comparison with a Michaelis—Menten curve, having the same binding and
transformation constants (Kg and Kr), but no subunit interactions (Kyg= Kgg= 1). Kag= 1
for all curves.

On comparing the curves with similar values for constants Kg and Kt and
moderate interactions between B conformations, that is, Kgg = 10, it can be seen
that the steepness of the curve increases as the total number of subunit
interactions increases, that is, linear < square < tetrahedral. Moreover, the mid-
point of the Ng—log[S] curve shifts to lower S concentrations, that is, for the same
binding and conformation constants, less ligand concentration is required for the
half-saturation of enzyme or a protein. Although the different geometries give
different saturation curves if the same intrinsic constants are chosen, the curves
still can be made to coincide closely by the proper selection of the various
equilibrium constants.

Similarly, we can examine the effect of changing the various equilibrium
constants on the binding curves. Thus, we can examine the effect of changing
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the KgKr, Kap or Kgg, respectively, on the shape of the binding curves; for
examples of this kind, the reader is directed to appropriate literature (Koshland
et al., 1966; Neet, 1980, 1995; Neet & Ainslie, 1980).

13.8 COMPARISON OF VARIOUS MODELS

What are the relative merits of the simple sequential model, the KNF model, and
the MWC model? Let us compare the rate equations for the tetrameric allosteric
enzyme, derived with the aid of each model, and establish the differences (Table 4).

Table 4. Rate equations for a tetrameric enzyme in different allosteric models

[A] | s/AP  3lAP  [A]
Ky aK?  a2bK}  a3b2cK}
Simple interaction model Yr = ot S H A 2‘1 A 5 1“;
(Eq. (13.16)) Vinax 4[A] | 6[A]" | 4[A] [A]
q. (13.1 1+ + i g
Kxn  aK}  a?bK}  a3b2cK}
_ Vo Lea(1+ co)® + a1 +o)?
SACetes (Eq (1336)) Vi Vinax - L(l + cm}4 =+ (1 + oc)“
KNF model (Eq. (13.82)) Ng = 4K X + 12K {5 KppX* + 12K35 Kip X* + 4Kip X

1+ 4K5,X + 6K KeeX? + 4K35Kip X3 + K8 X4

13.8.1 Comparison of the Simple Sequential and the MWC Model

Comparison of the simple interaction model (Eq. (13.16)) with the MWC model
(Eqg. (13.36)) shows that, for any finite values of Kg, L, or ¢, in the latter model,
one can calculate the corresponding Ky, a, b, and c¢ values in the former model.
Thus, Egs. (13.16) and (13.36) will give the same v,/ Vax values if the following
conditions shown by Eqgs. (13.86) are fulfilled:

(1-c¢)p?

_ 1+ L 1_ 2¢
KA”KR(l—%Lc) a 't 1 Le
+—t =

2le 2

(1-¢? (1-¢)?
1 .2 0l _ . 2

R e~ woe - B

alc? 2 2lc3 2

In other words, a sigmoidal substrate saturation curve that fits the velocity equa-
tion of the former model can be shown to fit the velocity equation of the latter
model as well.

The simple sequential interaction model is more general than the concerted-
symmetry model in that there are many combinations of values for a, b, and
¢, for which there are no equivalent values of L and c. Furthermore, the
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concerted-symmetry model explicitly excludes the negative cooperativity, a
property displayed by many allosteric enzymes. Nevertheless, the MWC model
provides a simple explanation for many properties of allosteric enzymes and,
most importantly, provides a simple, easily visualized physical explanation for
all cooperative effects.

13.8.2 Comparison of the MWC Model with the KNF Model

How does the MWC model compare with the KNF model? Comparing Eq. (13.82)
for the KNF model with Eq. (13.36) derived for the MWC model, we find that in
place of the simple dissociation constants L and ¢, we now have the more complex
KKy (combined binding-transformation constants) plus two kinds of interaction
factors, Kag and Kgp.

The MWC model is basically a structural theory. The KNF model avoids the
assumption of symmetry but uses another simplifying feature. It assumes that
the progress from T to the ligand-bound R state is a sequential process. The
conformation of each subunit changes in turn as it binds the ligand, and there is
no dramatic transition from one state to another. Thus, the general KNF model is
far more versatile than the MWC model. The finding of negative cooperativity
excludes the simple MWC theory, but positive cooperativity is consistent with
both models. In the latter case, the analysis of the shape of the binding curve is
usually ambiguous, as the analysis of the shape of the binding curve with the KNF
and MWC models often show similar shapes.

Research workers in areas involving structural properties of enzymes and
proteins usually prefer the MWC model because it is essentially a structural
theory and provides a simple framework for the prediction and interpretation of
data. In theory, measurements of the rates of ligand binding can distinguish
between the two models (Eigen, 1967, Austin & Rothberg, 1994; Mathews &
Olson, 1994).

In practice, very few critical experiments were designed to decide between the
MWC model and the KNF models in specific cases. Definitive ligand-binding
studies were performed with a complex allosteric enzyme aspartate transcarba-
mylase from Escherichia coli by Parmentier et al. (1992). Aspartate transcarba-
mylase is an oligomer, responding to increased concentration of its substrates
in a cooperative fashion. The holoenzyme is composed of six catalytic and six
regulatory subunits; isolated catalytic subunits are catalytically active but devoid
of allosteric properties (Stryer, 1988). Parmentier et al. (1992) have measured the
13C kinetic isotope effects with physiological substrates, carbamyl phosphate and
L-aspartate, for the holoenzyme and the isolated catalytic subunit in the presence
of an allosteric effector, a substrate analog N-(phosphono-acetyl)-L-aspartate.
Because an isotope effect reports back only from the active enzyme, it can dis-
tinguish between a loss of activity due to removal of enzyme from participation in
catalytic turnover (the MWC model, which will not change the isotope effect on
the remaining activity), and a loss due to modulation of rate constants contribut-
ing to catalytic turnover (the KNF model, which will change the intrinsic isotope
effects).
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Comparison of steady-state kinetic data and '3C kinetic isotope effects of the
holoenzyme with the isolated catalytic subunit, in this case, were consistent with
a two-state MWC model for homotropic regulation of the enzyme in which
catalysis occurs only via the R state of the enzyme, and the T state is catalytically
inactive; the data effectively ruled out the KNF model.

13.8.3 The General Model

The MWC concerted-symmetry and KNF sequential interaction models may be
considered as extreme cases of the more general model shown in Fig. 19. A
general model for a four-site allosteric enzyme involves the hybrid oligomers. The
first and the fourth column in Fig. 19 represent the concerted-symmetry model.
The diagonal represents the sequential interaction model. As shown, there are 25
different types of enzyme forms. If the potential nonequivalent complexes are
included (such as, e.g., two different T4RS,), the number raises to 44 possible
enzyme forms (Hammes & Wu, 1971).

T-state Hybrid states R-state
L *
b P ¢S

™~

M=y

mo¥ae

I
%
[

@/@88%

~y

Figure 19. General model] for a four-site allosteric enzyme involving hybrid oligomers.

All the models discussed in this chapter have been essentially equilibrium
models that can be applied to kinetic experiments only by assuming that vo/Viax
is a true measure of Yr. However, cooperativity can also arise for purely kinetic
reasons in mechanisms that would show no cooperativity if binding could be
measured at equilibrium (Ricard et al., 1966, 1974; Ricard & Noat, 1984, 1986).
Examples for such models are rarely described in the literature, and the kinetic
model for hexokinase-D represents an example (Neet, 1995).

13.8.4 Hypotheses for Substrate Binding to Enzymes

There are two conceptual frameworks for interpreting the binding of substrates
to enzymes. The first hypothesis was advanced by Fischer (1894), who proposed
that the rigid substrate fits the rigid active site of enzyme just as the key fits the
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lock (key-and-lock hypothesis). The second theory (induced-fit hypothesis) was
proposed by Koshland (1958, 1960). Koshland’s theory is a conceptual frame-
work for interpreting the action of substrate binding in reorienting otherwise
inactive groups on the enzyme into their catalytically active configuration;
this implies an essential isomerization step. Yeast hexokinase provides a good
example of induced fit, since the enzyme undergoes a dramatic conformational
change upon binding of glucose (Jencks, 1969) (see Fig. 3 of Chapter 1).

It is probable that most enzymes undergo conformational changes upon
binding of substrates. However, if such conformational changes are small, the
substrate binding may be interpreted within the framework of Fischer’s rigid
stereochemical hypothesis.
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Chapter 14

The pH Dependence of Enzyme Catalysis

14.1 INTRODUCTION

Most enzymatic reactions in vivo and in vitro take place in aqueous solutions.
Most enzymes are extremely sensitive to changes in pH of their environ-
ment. Whole-cell extracts, and crude enzyme preparations in general, are well
buffered by enzyme and other polyelectrolyte impurities, but this natural
buffering is lost when an enzyme is purified, and must be replaced by artificial
buffers.

The simplest type of pH effect on enzyme, involving only a single acidic or basic
group, is not different from the general case of inhibition or activation that was
described in Chapters 5—7. Conceptually, the protonation of a basic group on an
enzyme is simply the special case of the binding of a modifier at a specific site.
However, there are several differences between protons and other modifiers that
make it worth examining protons separately. First, virtually all enzymes are
affected by protons, so that the proton is far more important than any other
modifier. Second, the proton concentration can be measured and controlled over
a range that is enormously greater than that available for any other modifier and
therefore one can expect to observe very versatile effects on enzyme kinetics. Also,
finally, protons normally bind to many sites on an enzyme, so that it is often
insufficient to consider binding at one site only.

It is obvious that, in polymers like proteins, the acidic and basic properties are
the consequence of protonation and dissociation of acidic and basic groups in
side chains of polypeptides.

Out of many available definitions of acids and bases, perhaps the best and
most accurate was given by Bronsted (1923): “An acid is a species having a
tendency to lose a proton, and a base is a species having a tendency to add on a
proton.” Accordingly, Table 1 gives the classification of amino acid side chains
in proteins according to their tendency to lose or gain the protons. The values
given in Table 1 are average values for typical environments, however, and
may differ substantially from the pK, values of individual groups in special
environments, such as the active sites of enzymes. A clear-cut example is pro-
vided by lysozyme, which has two catalytically active amino acids in the active
site, Glugs and Asps1; the pK, value of the side chain carboxyl group in the
former amino acid is perturbed to 3.5 and of the latter to 6.5, due to their
microenvironment within the protein. Thus, a pair of amino acid side chains
in the active site of lysozyme, Asp—Glu, serves as a general acid catalyst that
helps to hydrolyze the O-glycosidic linkage of the polysaccharide substrate of
lysozyme (Phillips, 1966).

283
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Table 1. Ionizable groups in proteins

pKa
Bronsted character
Amino acids Types of group at pH 7.0 Small peptides®  Proteins®
C-Terminal Carboxylate Basic 3.6 3.0-3.4
Aspartate Carboxylate Basic 4.0 3.0—-5.0
Glutamate Carboxylate Basic 4.5 3.0-5.0
Histidine Imidazole Mainly basic 6.4 5.5—7.0
N-terminal Ammonium Mainly acidic 7.8 7.5-8.5
Cysteine Thiol Acidic 9.1 8.0-8.5
Tyrosine Phenol Acidic 9.7 9.8-10.5
Lysine Ammonium Acidic 10.4 9.5-10.6
Arginine Guanidinium None ~12 11.6-12.6

#Adopted from the data of Tanford (1962).

PHK, values are based on average values at 25°C for groups in typical environments in proteins
(Steinhardt & Reynolds, 1969).

14.2 DISSOCIATION OF DIBASIC ACIDS

14.2.1 Group Dissociation Constants

The first practical model for the pH dependence of enzyme catalysis was proposed
by Michaelis (Michaelis & Davidsohn, 1911). The pH behavior of many enzymes
can be interpreted as a first approximation in terms of this model, in which only
two ionizable groups are considered.

The active site of an enzyme is represented as a dibasic acid, with two non-
identical acidic groups (Adams, 1916; Michaelis, 1922; Brockelhurst, 1994).

/ \ (14.1)
TSN A

With the dissociation constants defined as shown in this scheme, the concen-
trations of all forms of enzyme can be represented in terms of hydrogen-ion
concentration:

_ _ [HEHIK;
[HEH]K;,
[HE™] = TE (14.3)

- B B, e
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If the total enzyme concentration is Eq = [HEH] + [TEH] + [HE™] + [E7], then:
—_ EO
[HEH] = K. +K, KK, (14.5)
VUET TET
EQK1
g [HY]
["EH] = K +K KK (14.6)
YTET TET
E.K,
- [HY]
[HE™] = K +K, KK (14.7)
TTTET TET
E0K1K2
-1 _ [H?
[E7] = X1k, KK (14.8)
CUTET CTEP
Thermodynamic reasons dictate that
KK, = KK, (14.9)

Dissociation constants Ky, K,, K3, and K,, are termed group dissociation
constants. BExpressions (14.5)—(14.8) show how the concentrations of the four
species vary with [H*], that is, with pH. Figure 1 shows the graphical presentation
of these equations, with arbitrary values assumed for the dissociation constants.

1

“EH + HE
E
B] =
2 HEH E
) "EH
s
[+
5 05|
=
2
I
=
g HE"
=
Q
(6]
0
4 5 7 8 g 10
pH

Figure 1. Relative concentrations of enzyme forms as a function of pH. Graphical presenta-
tion of Egs. (14.5)—(14.8), with the following group dissociation constants: pK; = 6.0,

pK. = 8.0, pK; = 6.8, and pK, = 7.2.
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14.2.2 Molecular Dissociation Constants

Although X, and K| refer to dissociation of a proton from the same group, they
are not in general identical. Usually, K; will be greater than K, because a negative
charge on HE" can help to hold a proton on group HE". The ratio of the
concentrations of the two singly protonated species is given by

[HE"] K,
EH] " K, (14.10)
and this ratio is constant and independent of [H*].
For this reason, there is no way of telling how much of a given pH effect is due

to one of these two species. Therefore, it is more convenient to treat them as a
single species whose concentration is given by

Eo(K, + K3)
(HE"]+ ["EH| = L (14.11)
K] + K3 + K1K2 )
HT  HT
which may be written as follows:
- _ E
[HE"} + [T EH] :ﬁ (14.12)
1
TRt ]
If the new constants are defined as follows:
KK,
Ko =K, +K, and Kp = ,
A 1 ‘|‘ 3 an B Kl + K3 (14 13)

The constants K, and Kp are termed molecular dissociation constants to
distinguish them from the group dissociation constants (K,—K,). Only the
molecular dissociation constants can be measured experimentally, although
evidence can be obtained indirectly on the magnitude of group constants (Dixon,
1976).

14.3 EFFECTS OF pH ON KINETICS OF MONOSUBSTRATE
REACTIONS

From the illustrations shown in Fig. 1, one can easily appreciate the significance
of above theoretical considerations for enzyme kinetics. If the activity of an
enzyme depends on the protonation of a single acidic group in the active site, and
if the HEH species is the only active form, then the profile of enzyme activity
versus pH will show the constant and maximal activity in the acid and gradually
decrease to zero in the alkaline. Similarly, if the E~ species is the only active form,
the pH profile will show the constant and maximal activity in the alkaline
and gradually decrease to zero in the acid. On the other hand, if the single
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protonated species ("EH and HE™) afford the catalytically active enzyme, then
the pH profile will appear as a bell-shaped curve, and the initial rate of enzyme-
catalyzed reaction varies with [H*] according to equation

_ keatEo
CTLEL T e
Ka [©HY

From the arbitrary group dissociation constants given in Fig. 1, one can
calculate the values of molecular dissociation constants, pK, (5.9) and pKz (8.1),
which are, in this case, 2.2 pH units apart. Since only the molecular dissociation
constants can be measured experimentally, they have to be sufficiently apart to be
distinguished from each other from the experimental data.

14.3.1 Free Enzyme and Enzyme—Substrate Complex are Protonated

Let us consider the influence of pH on a monosubstrate reaction of the

Michaelis—Menten type, a case when both forms of enzyme are protonated
(Mahler & Cordes, 1966).

K,
E+A m—== Ep — oo . £

“ ﬂ (14.15)

HE HEA

If V, = keatEo, the steady-state treatment of this mechanism yields the initial
velocity equation:

Vi

1+
Vo = If; (14.16)
1+E

142
K

The three main kinetic functions are affected by pH in the following way:

Ky +A

Ve = VIH (14.17)
1+ ITg
1+ 3
KPP = K, Ilf; (14.18)
14—

K,
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Figure 2. Free enzyme and enzyme—substrate complex are protonated. Dixon-Webb
plots of Egs. (14.17)—(14.19) are drawn assuming that V; = K, = 100.
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Vi
(1—(;—> = | =% (14.19)
1+

1

Figure 2 shows the Dixon—Webb plots of Egs. (14.17)-(14.19).

Figure 2 shows graphically an important property of Eq. (14.16). The pH profile
oflog V,/K, will show the pK, of the free enzyme only, while the pH profile of log
V. will show the pKj, of the enzyme—substrate complex only. On the other hand,
the pH profile of log K, will show both pK, values (Fersht, 1999).

This simple rule is also valid with multisubstrate reactions. If the enzyme is
saturated with all substrates, except one (which is variable), the pH profile of V/K
will always reflect dissociation in the free enzyme and the pH profile of V will
always reflect dissociation in the enzyme—substrate complex.

14.3.2 Free Enzyme and Enzyme—Substrate Complex Are Protonated
Twice

Let us consider a more complex case, when the free enzyme and the enzyme—
substrate complex are each protonated twice (Mahler & Cordes, 1966):

H.E HEA
)
m@ ’%

| Kea

HE + A ~—= HEA———— HE + P (14.20)
Ka|| TK.

N L4

E EA

where K; and K, represent the molecular dissociation constants for the free
enzyme, and K5 and K, those for the enzyme—substrate complex. If the keg is
substituted with V;/E,, the steady-state treatment of this mechanism yields the
following initial velocity equation (Euler et al., 1924; Waley, 1953; Alberty &
Massey, 1954; Brockelhurst, 1994):

4
LEK|
K, H
S A g e
KA __Kl__ﬂ +A
LK
K, H

where V, is the maximal velocity of reaction and K, the Michaelis constant; thus,
V. and K} are the limits to which VAP? and K2*F tend at pH values between the
two relevant pK, values, if these pK, values are sufficiently apart.
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Inspection of Eq. (14.21) shows that the hydrogen ion concentration will affect
both the apparent K, and V, values; thus, hydrogen ion can be regarded as a
noncompetitive effector of the enzyme. The apparent maximum velocity will be
given by

V,
W E R (14:22)
K, H

It will, therefore, depend only on the ionizations of the enzyme—substrate com-

plex. The apparent K, value will be given by

(1 LB 53)

.___KI_I;I._ (14 2 )

(+E.K) -
Ky H

and will, therefore, be affected by ionizations of both the free enzyme and the

enzyme—substrate complex. Combination of Egs. (14.22) and (14.23) gives

AN (RVI)
<KA) = ( % I__<_2_> (14.24)

KL =Ky

1+ IT(; + 75
Equation (14.24) shows that V,/K, varies with pH in a way that depends only on
ionizations of the free enzyme. Figure 3 shows the Dixon—Webb plots of Egs.

(14.22)~(14.24).

14.3.3 More than One Form of Enzyme Can Bind Substrate

Direct interconversion in only one ionization state (Reaction 14.20) is implausible
in the general case, and the lack of recognition of the parallel pathways may lead
to serious errors. It is more realistic to assume that differently protonated forms
of the enzyme combine with substrate to afford differently protonated enzyme—
substrate complexes with, however, only one form of enzyme—substrate complex
being catalytically active (Reaction (14.25)).

H,E =——= H.EA

1

HE =~—= HEA , HE + P (14.25)

J b

E =—= EA

If it is assumed that the rate of breakdown of the HEA complex to yield
products is slow relative to dissociation steps, so that the latter remain at
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Figure 3. Free enzyme and enzyme—substrate complex are protonated twice.
Dixon—-Webb plots of Egs. (14.22)-(14.24) are drawn assuming that V;, = K, = 100.

thermodynamic equilibrium, the situation does not differ from reaction (14.20),
because the addition of a pathway cannot affect an equilibrium, and thus
Eq. (1421) will apply to the mechanism shown in reaction (14.25) (Tipton &
Dixon, 1979; Brockelhurst, 1994).
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14.3.4 More than One Form of Enzyme—Substrate Complex Can Yield
Products

So far it was assumed that the ionizations that affect the breakdown of enzyme—
substrate complex to products completely prevent this reaction. It is, however,
possible that loss or gain of a proton near the active site may just change the rate
of the reaction, without preventing it. So, reaction (14.25) must be modified to
allow for another route to products. In this case, the enzyme has three states of
protonation (E, EH, and EH,), the substrate binds to all of them, while two
enzyme—substrate complexes (EA and HEA) are transformed to products
(Reaction (14.26)).

H-E + A === HEA

Ko Ke®
K K
HE + A =—2= HEA — = L, HE + P (14.26)
Ke Kg
K
E+A =~ EA il E +P

As in Section 14.3.3, we shall deal only with the rapid equilibrium of substrate
and hydrogen-ion binding, because the full steady-state equations are very
complex. Hence, the Michaelis constant represents the true dissociation constant
of respective enzyme-—substrate complexes, and Ky and Ky represent the acid
dissociation constants of amino acids in the free and the bound enzyme,
respectively.

If it is assumed that V; = keatEo and V, = xkeatEo, the resultant rate equation
can be easily derived from the rapid equilibrium assumptions (Tipton & Dixon,

1979).
(Vz + Vs (%)
— A

H Kp
1+I?5+“ﬁ
Vg = — HB KF (14‘27)
1+EE+F
1+Eg+'-l_—f

where V; and V, are the maximal velocities at low and high pH, respectively.
The pH dependence of the apparent Michaelis constant, K4, will give all four
pK. values, in the same way as the preceding model in reaction (14.20) (Eq.

(14.23)),
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- H N Ky

KS'H
KPP — K, I—-FE_JFKE (14.28)
Ky H
The pH dependence of the maximal rate, V*¥, and the specificity constant,
(V/K)"P¥, are now complex expressions:

o)
VAPP H

=TT H K, (14.29)
1+ }(;) + H
K
VAP [V1 + Vs (EB)}
K = ( H KF> (14-30)
Kal14+ <+
F H

Figure 4 shows the pH profiles of the V*** function, if V; > Vs, that is, if the
maximal rate is higher in the acid than in alkaline, and vice versa, if V; < V5. In
each case, two plateaus are seen, each one for V; and V,, because, in this particular
case, the pKj values are well separated by 3 pH units. Again, it is immediately
apparent that the pH profile of the logV**? function shows the pK, on enzyme in
the enzyme—substrate complex, that is, the values of pKy and pKg, respectively.

4
V2=1000
3 B | el £
I
|
" K
" ,. V,=100 V1+Vz[—3)
92 e — - e et VAP _ H
o H K
. | 145+ 2
l ! KB H
: | V,=10
1 . '
I
] 1
| pKe'=4 ' PKa=7
0 | L P
2 3 4 5 6 7 8 9 10 1

Figure 4. The Dixon—Webb plot of Eq. (14.29) is drawn assuming that V; = 100, and
V. = 10, or 1000. Deprotonation increases (V, < V) or decreases (V; > V3) the rate of the
catalyzed reaction.
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14.3.5 Multiple Reactive Sites

The preceding mechanism, shown in reaction (14.26), can be extended to activity
for more than two protonic states in the enzyme—substrate complex. Provided the
pK. values are separated well enough so that plateaus exist, their values can be
determined as above. The rate equations for kinetic mechanisms with multiple
protonic states were developed by Brockelhurst and coworkers (Brockelhurst
et al., 1990; Topham et al., 1991; Brockelhurst, 1996). For models in which there
is multiplicity of reactive protonic species, each of which is considered to provide
products in a single-step, reaction rate equations for reactions in any number of
protonic states may be written down or generated within the computer without
the need for extensive algebraic manipulation; this is achieved by using simple
general expressions developed by Brockelhurst and coworkers.

14.3.6 Change in the Rate-Limiting Step with pH

Under normal circumstances, the pH dependence of k..;/Ka follows the titration
curve of the active site of the free enzyme. However, a special complication arises
when the rate-limiting step changes considerably with pH (Reaction (14.31)).

k\':ﬁ
EA; e 8 ERP

E + A

2

Ke Ka (14.31)

HE + A =—2> HEA

4

In such cases, which are frequent in enzyme kinetics, an anomalous pH
dependence of V/K may take place (Renard & Fersht, 1973). If the binding steps
are fast compared to the chemical step (kca), and k, is much faster than ke,
the specificity constant keni/Kj is then equal keat/(ky/k,), and its pH dependence
follows a titration curve of the ionization constant Ky, the value for the essential
amino acid side chain in the free enzyme.

However, if keat >> ko, then the pH dependence of kc,/Ka may become more
compex.

ket kearlks + Ky (H/Ke)) ik,
Kn =~ (G H K)o T ko + X(H/K)]  Where X = (14.32)

Figure 5 shows the Dixon-Webb plot of Eq. (14.32).

If ky = kg and keat >> ko, then kege/Ka —pH profile is a simple sigmoid curve
with an apparent ionization constant given by KAFF = Kp(1 + ke /k2).

However, if k; # k3 and kcat >> ks, then the keat/Kv —pH profile is a complex
double sigmoid curve defined by two ionization constants; the ionization constant
at lower pH, K***, is equal:

KAPP = Ky [1 + I% (1 + k]%)] (14.33)
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log (k .o 1K)
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pKAF'F'= pKF
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Figure 5. Change in the rate-limiting step with pH. The rate equation (14.32) is drawn
assuming that: Ky = k; = k. = 1; keat = 1000; and pKr = 7. The rate constant k, gradually
decreases from the value of 1.0 to 0.1. The rate-limiting step at high pH is the diffusion-
controlled encounter of the substrate and enzyme (defined by rate constant k,).

The low pH pK, is due to the change in rate limiting step from the chemical step
(kea) to association (k,); the pK, at high pH is approximately equal to pKg, the
real pK, of the free enzyme (Leskovac et al., 1999).

The pH profiles of log V/K function may take the shapes similar to the pH
profiles in Fig. 5, but the profile with a hollow is seen only if the substrate is sticky
(i.e., dissociates more slowly than it reacts to give products) and certain ratios of
rate constants occur; occasionally, the log V/K profile may also show a hump
(Cleland, 1977). The profiles of log V function may also take the similar shapes,
but the profile with a hollow is seen only when both the substrate that dissociates
most rapidly from the central complex and the protons in the protonated central
complex are sticky (Cleland, 1982).

14.4 EFFECTS OF pH ON KINETICS OF BISUBSTRATE
REACTIONS

The theory developed in the preceding sections has, for the sake of simplicity, dealt
with enzyme mechanisms that involve only one substrate. For simple kinetic
models, pH dependent rate equations, such as (14.16), (14.21) and (14.27), may be
derived by simple algebraic manipulation. If, however, steady-state conditions are
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assumed to apply to the mechanism such as shown in reaction (14.26), the
resulting kinetic equation is extremely complicated, usually too complicated to be
of practical use (Alberty & Bloomfield, 1963; Peller & Alberty, 1963; Kaplan &
Laidler, 1967).

For multistep intermediate complex models and those with multiple
substrates, rate equations are most reliably written down by using the method
of Cha (1968). Cha’s method is a modification of the entire King—Altman
schematic method of analysis in which simplification is achieved by treating
some of the steps as quasi-equilibria (Chapter 4). It is particularly useful in the
analysis of pH dependence, because rapid-equilibrium assumptions may be
justified by the high rates of proton-transfer steps in aqueous media (Knowles,
1976).

Although usually high, the proton-transfer steps may become the rate-limiting
steps in catalysis. If the proton movement into and out of the active site is
restricted, the state of protonation of the enzyme—substrate complex is not
equilibrated rapidly with respect to the rate of reaction to give products or the
rate of substrate dissociation (Section 14.6.2); that is why the enzymes have
acid-base catalysis. On the other hand, when the chemical step is exceptionally
fast, the proton-transfer reactions may become the rate-limiting steps in catalysis;
this case is verified in reaction catalyzed by carbonic anhydrase (Silverman &
Tu, 1975).

If the rates of proton-transfer steps are high, in specific cases, the protons can
be introduced into the rate equations for bisubstrate and even trisubstrate
reactions in a straightforward manner, without a need for a complete derivation
of rate equations (Schulz, 1994). If the protons are treated as dead-end inhibitors
of enzymatic reactions, the concentration terms for protons can be introduced
directly into the rate equations via the enzyme distribution equations, alleviating
considerably the derivation procedure. In order to illustrate this type of analysis,
consider the usual Ordered Bi Bi mechanism (Section 9.2).

¥ H*
EM == E"+ A—— EA” ——> EA™
+ +
Q B

(14.34)

H* H*
EQnﬂ =S EQ'+PE=—/]——7 (EAB‘"::EPQ”} :{EAB"“==EPQ’”1)

In order to introduce the concentration terms for protons into the rate equation
in a straightforward manner, certain hypothetical assumptions must be intro-
duced into the kinetic model.

In this case, an assumption is made that the enzyme is distributed among four
forms: (E), (EA), (EQ), and (EAB==EPQ).It is also assumed that each form can
gain or lose a proton from the catalytically active site, but only the unprotonated
dissociation form in each case, (E™), (EA™), (EQ™ and (EAB"==EPQ"), is
catalytically active.
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The rate equation for the Ordered Bi Bi mechanism was derived in Chapter 4
(Section 4.3; Eq. (4.39)). The entire Eq. (4.39) can be divided by V,AB to obtain
an another useful form of the velocity equation:

PQ 1
vifi-i< 1
. ‘(‘ ABKeq)
0_1+I§'A+I&+KMKB+_}Z_+KBKQ£ KiAKBKQi
A B TAB 'Ky KKqoB  KiKq AB
Ka Q  KinKp Q KiaKg PQ  KiaKp PQ
+-KiQA N Kiq AB  KppKpKiq A  KpKiqAB (14:35)

Equation (14.35) is written for consideration of the forward reaction and all Keq
expressions are removed from the denominator with the aid of the Haldane
relationship.

In the mechanism in reaction (14.34), all the rate constants are pH dependent
and change with pH. For any rate constant in this mechanism, the observed pH
dependent rate constant k is equal to

— = +

k:E-¢=E(1+M) (14.36)
K;

where k is the pH independent constant and ¢ is the Michaelis pH function for a

monobasic acid (Section 2.8). Thus, expression (14.35) is the velocity equation

showing the pH dependent kinetic parameters.

It is possible, now, to transform Eq. (14.35) into a rate equation showing the pH
independent kinetic parameters and their dependence on pH. The derivation of
the velocity equation is simplified by treating the steps with protons as quasi-
equilibria, because rapid equilibrium assumptions may be justified by the

Table 2, Numerator terms of enzyme distribution equations for the mechanism in
reaction (14.34). Each numerator term is muitiplied by a corresponding Michaelis pH
function.
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high rates of proton-transfer steps. Thus, in this case, the protons may be treated
simply as dead-end inhibitors, since each form of enzyme is catalytically active
in only one state of ionization and becomes inactivated by the addition of a proton.

In orderto introduce the terms for a dead-end inhibitor into the velocity equation,
each enzyme distribution equation is multiplied by an appropriate Michaelis pH
function. In order to do so, the corresponding distribution equations for the
Ordered Bi Bi mechanism, found in Chapter 9 (Eq. (9.13)), were divided by V5,
followed by a partial elimination of Keq. The entire procedure is shown in Table 2.

Thus, with the aid of enzyme distribution equations, the rate equation with the
pH dependent kinetic parameters (Eq. (14.35)) is transformed into a rate
equation with pH independent kinetic parameters.

R ARRYAS 35
dras t Prq ABK:_eq
b\ Kol dm | KuKsf ¢
Ppap + Prg B \ ¢pap + Prg AB \ ¢pag+¥Prq
twn | KoRKo( ¢u \P KuKiKo( ¢p )P
p \Prast¢nq) KpKig \Peas+¢eq/B  KpK \Peast¢nq/AB

$rat+Prg /A Ko \Pmast9mg)AB
KnKn Pras PQ KinKs $pa + Pras \ PQ
+RT_B?_E?P (‘/’EAB + 4’EQ) A +f5?,, (qu + ¢EQ> AB (14.37)
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A comparison of Eq. (14.35), expressed in terms of pH dependent kinetic
constants, with Eq. (14.37), expressed in terms of pH independent constants,
shows that the following relationships exists between the pH dependent and pH
independent kinetic constants:

Vi
Vi .
ons + P10 (14.38)
- (g3
Ka =Ky <¢EAB + ¢EQ> (14.39)
Z={_ ¢ra
Kg=Kg| —F>— .
T (¢EAB + ¢EQ> (1440}
Kiq = K:@((f—E> (14.41)
EQ
Vi Vi1
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Vi Vi/1
T E= (-) (14.43)
Kp KB ¢EA
ViKia ViR [ 1
- = Vi 14.
Ka z <¢EQ) (14.44)

Vil = Vi () (14.45)
Prap

The Michaelis constants and inhibition constants are now rather complex
relationships of Michaelis pH functions. However, the relationships expressed
by Egs. (14.42)—(14.45) are each a function of a single Michaelis pH function
(Laidler, 1955; Schulz, 1994). Thus, in this particular mechanism, by a prudent
choice of parameters, one can calculate the pK, values of all forms of the
enzyme in reaction (14.34). For example, Eq. (14.42) can be expanded to

obtain
LAY A [H]

Equation (14.46) has the same form as Eq. (14.19) (Fig. 2) and may be analyzed
graphically in the same way.

The foregoing examples show the complexity of the pH dependence of full rate
equations for bisubstrate reactions. Therefore, when dealing with the pH effect on
the kinetics of reaction of two substrates, a high concentration of one of the
substrates is often used, so that the reaction may be treated by equations that
describe the single-substrate case (Tipton & Dixon, 1979).

14.5 pH PROFILES

14.5.1 Plotting of Experimental Data

There are three different ways of plotting the experimental data and finding the
appropriate pK, values by graphical methods:

(1) double reciprocal plots, H* as effector,
(2) plots of kinetic constants (or kinetic parameters) against pH, and
(3) plots of logarithms of kinetic constants against pH (Dixon—Webb plots).

The first graphical method is seldom in use. The first method of plots against
[H*] or 1/[H*] concentrates on a relatively narrow range of [H*] around the
ionization constants and, in such plots, there is little useful information outside
the range of 0.1-10 K, (Ainsworth, 1977, Wang et al., 1999). It has the advantage
that it allows more complete analysis of hydrogen ions as activators and
inhibitors using equations similar to those used in other aspects of kinetic studies
(see Chapters 5-7).



300 COMPREHENSIVE ENZYME KINETICS

The second method is often in use; it is illustrated in Fig. 1.

The third method is by far the most used, and the plots of logarithms of kinetic
constants against pH are usually referred to as Dixon—Webb plots (Dixon &
Webb, 1979); this method is illustrated in Figs. 2-9.

14.5.2 Monobasic Acids

In the practical work with enzymes, a relatively limited number of different types
of titration curves is encountered for monobasic and dibasic acids. Equations
(1447) and (14.48) show the major types of equations for monobasic acids which
are encountered in the technical and scientific literature (Cleland, 1977, 1982;
Grimshaw et al., 1981; Purich & Allison, 2000). Naturally, a rare occurrence of
some rate equations and some pH profiles in the literature is in no correlation
whatsoever with their importance in enzymology. A specific problem in enzyme
kinetics will always raise the need for a specific kinetic model and the correspond-
ing rate equations.

C C

Y=1+£ YZHJ (14.47)
K, H
3 H B K,
Y-C(1+E> Y—C<l+ﬁ> (14.48)

Figure 6 shows the Dixon—Webb plots of Egs. (14.47) and (14.48).

The pH profiles in Fig. 6 may either show a change of a slope of +1 at the pK,, if
the incorrectly protonated form can not bind a molecule of substrate or a
molecule of inhibitor at all. Thus, pH profiles for titration curves of monobasic
acids have some simple properties which should be remembered. Functions
(1447) are decreasing in alkaline or in the acid, with a slope of +1 or -1,
respectively. Functions (14.48) are the mirror images of functions (14.47).

On the other hand, after initially decreasing with +1 slope, the curve may
plateau at a new level if the incorrectly protonated form can bind less strongly.
In this case, the point at which the curve levels out is the pK, in the bound
complex. This leads to another type of equations frequently encountered in
enzymology:

YL+ YH (I&>
H

Y=——p (14.49)

14—

H
The Dixon—Webb plot of Eq. (14.49) displays two plateau values, one in the acid
(YL) and the other in alkaline (YH). The value of log Yin Eq. (14.49) decreases
with increasing pH with a slope of —1, or decreases with decreasing pH in the

same manner, over a single pK, value (Fig. 7).
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Figure 6. pH Profiles for monobasic acids drawn according to Egs. (14.47) and

(14.48).
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Figure 7. pH Profiles for monobasic acids drawn according to Eq. (14.49).

14.5.3 Dibasic Acids

The kinetic models for dibasic acids, which are described in the literature, are
rather numerous; Egs. (14.50)—(14.54) are showing those which are encountered

often in the practical work with enzymes (Cleland, 1977, 1982; Cook & Cleland,
1981; Grimshaw et al., 1981).

C

T=TEE (14:50)
K, H
C C
= 1+ K, + K. T KK, ~ K, K, (14.51)
g H 20 1+ -ﬁ 1+ ﬁ
0(1 + KE)
_ 2
Y—1+ Ll 1+E 482

c(1+5)
Y:

(1 +%) (1 +%) (14.53)




pH DEPENDENCE OF ENZYME CATALYSIS 303

3
Cc=100
2t T S = "
> 1 5
o
h=4 Y=
1+ﬁ_+52_
0 Ky H
-1 4 . .
3 4 5 6 7 8 9
pH
4
C
r Ky Ky KK,
1T+ —+ =4 ——=
H  H?

3
Cc=100
2t s
7 Y
1 ! c 1+—J
s y '. [ K,
[=] i 1 Y=
= o} ' H H
. i ' | A [ e
7 | : K, Ky
-1} l : \
| PK1=5 | pK =T | PKs=9
_2 L L A L L L
3 4 5 6 7 8 9 10 N

Figure 8. pH Profiles for dibasic acids drawn according to Eqgs. (14.50)—(14.52).
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C
Y LH, K (14.54)
K, KK, H
Figure 8 shows the Dixon—Webb plots of Egs. (14.50)—(14.52).
pH profiles for titration curves of dibasic acids are more complex. These
titration curves have, usually, two different shapes: a pH profile has a plateau
value in the acid and then decreases in alkaline, or vice versa, has a plateau
value in alkaline and decreases in the acid. Note that the pH profile for
Eq. (14.51) decreases in alkaline (Fig. 8), but, if we substitute pH with p(OH),
the p(OH) profile will have the opposite shape, that is, a plateau value in alkaline
with a decrease in the acid. On the other hand, the pH profile for Eq. (14.52)
decreases in the acid, and in this case the same inversion is obtained if pH is
substituted with p(OH). It is useful to keep these relationships in mind,
especially when the need for the statistical analysis of data with computers arises
(Cleland, 1979).

14.6 INTERPRETATION OF pH PROFILES

The use of pH studies to determine chemical mechanisms of action of enzyme-
catalyzed reactions is probably their most important application in enzymology
(Knowles, 1976; Cleland, 1982).

Which pH profiles do we look at, if we want to use the pH studies to determine
the chemical mechanism? The pH profiles that will be of the most value will be
(Cleland, 1970, 1982):

(a) log K; or log (1/K3) for competitive inhibitors,
(b) log (V/K) for one or more slow, nonsticky substrates, and
(¢c) log V for these same substrates.

14.6.1 Log K; Profiles for Competitive Inhibitors

The K; values in these profiles represent the equilibrium dissociation constants
from the enzyme form present under the reaction conditions. The pK, values seen
in these profiles are thus the correct ones in either the molecule which combines
with the enzyme, or the enzyme form it combines with. Correct pK, values are
seen, and such profiles are good candidates for temperature variation or solvent
perturbation studies to identify the groups involved.

Profiles of pK; have the virtue of usually having simple shapes. However, they
detect only groups whose protonation state affects binding, a group necessary for
catalysis, but not directly participating in the binding process will not show up,
or will show only small changes in affinity with change in protonation state.

These profiles usually have the following forms:

K .
R * (459
1+ I—(: 1+‘E
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K —K(irg) KT -K(1+) (14.56)

K, H
K,
C (1 + E)

-5

Note that Egs. (14.55) and (14.56) are identical with Eqs. (14.47) and (14.48).

Let us consider the last case, Eq. (14.57) (Eftink & Bystrom, 1986; Leskovac
et al., 1998). A non-ionizable ligand L (inhibitor or a competitive dead-end
inhibitor) binds to an enzyme. The enzyme has two states of protonation (E and
HE) and the ligand can bind to both, although much stronger to the protonated
form; that is, the dissociation constant YH (at high pH) is larger than YL (at low
pH), and K5 is larger than Kp.

KNP = (14.57)

YH
E + L === EL

H'| |Kr H'|| K (14.58)

YL
HE + L ==—= HEL

Thermodynamic equilibrium in reaction (14.58) is characterized by two acid
dissociation constants:

and two ligand dissociation constants:

_ B _ HE}[L]
In addition,
Kr(YL) = Kp(YH) (14.61)

Combination of Egs. (14.60) and (14.61) gives the pH dependence of the apparent
ligand dissociation constant (Y):

(1)
V= o/

&

After substituting Ky with Kg(YH/YL) and rearranging, Eq. (14.62) becomes

(14.62)
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Kg

(%)

Note that Egs. (14.62) and (14.63) are identical. Figure 9 shows the Dixon—Webb
plots of Eq. (14.62). Thus, in Eq. (14.62) (Fig. 9A), the value of the ligand dis-
sociation constant for the enzyme—-ligand complex decreases from the plateau value
in alkaline (YH), over a single pK, (pKg), to a new plateau value in the acid (YL);
here, Kgis the dissociation constant of the acidic group on enzyme in the enzyme-
ligand complex. A dissociation constant of an acidic group in the free enzyme can
be calculated from Eq. (14.61) (shown in Fig. 9A as Kg). An opposite situation
takes place if the enzyme has two states of ionization, the ligand binds to both,
but this time much stronger to the unprotonated form; that is, the ligand dissocia-
tion constant in the acid (YL) is now higher than in alkaline (YH). The pH profile
now has the opposite form, as shown in Fig. 9B, but the same equation applies.

Y= (14.63)

A

logY

pH pH

Figure 9. Binding of a nonionizable ligand: the Dixon—Webb plots of Eq. (14.62).

pH Profiles of K; for competitive inhibitors have the virtue of usually having
simple shapes; most often, they have the shapes shown in Fig. 9, because the
affinity of enzyme for a ligand seldom drops to a zero value, even at extreme pH
values. Sometimes, the pH profiles for K; may have more complex shapes.
Naturally, the situations shown by Egs. (14.55)-(14.57) are valid only for
nonionizable inhibitors. However, the pK’s of the inhibitor will not mask those of
the enzyme, since one usually knows the pKs of the inhibitor and they can be
factored out of the observed profile.

14.6.2 Log (V/K) Profiles

The V/K for a substrate is the apparent first-order rate constant for reaction of
the variable substrate with the enzyme, when the concentration of the variable
substrate is close to zero. V/K is the product of three factors (Cleland, 1982):
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(I) The proportion of the enzyme in the correct form to react. This is pH
dependent when only one protonation state of a group allows binding or
catalysis.

(2) The bimolecular rate constant for the combination of enzyme and substrate.
This will probably be limited by diffusion.

(3) The fraction of the collision complex that reacts to give products, as opposed
to dissociating. This will be pH dependent whenever binding is not pH
dependent, but the catalytic reaction requires one Or more groups on
enzyme to be in a given protonation state.

Thus, if a pK, is seen in both the Vand V/K profiles, the third case is probably
responsible, while if it is seen only in the V/Kprofile, and not in the Vprofile, the
first case is likely to be the cause.

Substrate is not sticky.

If the substrate is not sticky (i.e., dissociates from the collision complex faster
than it reacts to give products), the V/K profile shows the correct pK, values and
the curve has usually a simple algebraic form. Such situations are amply
illustrated in Section 14.3 with several models, and in corresponding Figs. 2—4.

In each case, the pK, values seen in the V/K profiles will show correct pK,
values of dissociating groups on the free enzyme. While pH profiles of K; for
competitive inhibitors show only groups whose protonation state affects binding,
the V/K profiles are showing groups that are responsible for catalysis as well as
binding. The pH profiles for V/K functions may often have simple shapes.
However, in Section 14.3, it was shown that more complicated profiles are often
observed with two or more pK, values on one limb.

Substrate is sticky.

If the substrate is sticky (i.e., dissociates more slowly than it reacts to give
products), the pK, values will not be seen in the correct position on the profile,
but will be displaced outward (ie., to lower pH when protonation decreases
activity, and to higher pH when protonation increases V/K). The amount of
displacement will be log(1 + k5 /k,), where k4 is the net rate constant for reaction
of the collision complex to yield products, and k, is for dissociation. With a sticky
substrate, the displacement can be a pH unit or more, although values of 0.5-1.0
pH unit are more common.

While the displacement of the pKj, is a sufficient problem, a further difficulty
with sticky substrates is the alteration in shape of the pH profile in the vicinity of
pK,, which can occur with certain values of the rate constants. This alteration in
shape can take the form of a hollow, and very infrequently a form of a hump. The
hollow in the pH profile results when proton movement into and out of the active
site is restricted, so that the state of protonation of the enzyme—substrate
complex is not equilibrated rapidly with respect to the rate of reaction to give
products or the rate of substrate dissociation (Section 14.4).
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Substrates are normally sticky in the reaction direction with the higher
maximum velocity, and not always then. In the direction with the lower
maximum velocity, substrates cannot normally be sticky because their release
rates from the enzyme must exceed the more rapid maximum velocity in the
reverse direction. Thus, one needs to use the pH profiles of slow substrates only
in the direction with the fastest maximum velocity; in the reverse direction, one
can use the profiles of the normal substrates for comparison. Further, one should
use the V/K profiles for nonsticky substrates to determine the pK, values. Then,
one should determine the nature of the catalytic groups by solvent perturbation
and temperature variation of the pK, values, and then, by comparison with the
V/K profile of the normal sticky substrate determine the stickiness and, from the
shape of the profile in the vicinity of the pKj,, how rapidly the protonation state of
the group is equilibrated when the substrate is present (Rose et al., 1974; Cleland,
1982).

14.6.3 Log V Profiles

Here again, the profile for the slow nonsticky substrate is likely to be more easily
interpreted. In such cases, the V profile shows the correct pK, values on the
enzyme—substrate complex. Such situations are illustrated in Section 14.3, with
several models (Figs. 2—4). In each case, the pK, values seen in the V profiles will
show correct pK, values of dissociating groups on the enzyme-—substrate
complex, showing only the groups that are responsible for catalysis. Actually,
what we see is the pH variation of whatever unimolecular step or steps are rate-
limiting; this is usually catalysis, but may be a conformational change or product
release. With a fast substrate (and especially in the direction with the faster
maximum velocity), however, the product-release steps are often rate-limiting, or
partly so. This displaces pK, values outward on the pH profile (to higher pH’s)
until the portion of the reaction involving the chemical step does become rate-
limiting.

While V/K profiles usually show total loss of activity when groups are
incorrectly protonated, V profiles may show changes to a new plateau level when
ionization of a group increases the rate of a step that is normally rate-limiting.

Thus, the main cause of perturbation of pK, values in the V profiles is the fact
that the chemical reaction is not rate-limiting. However, when the stickiness of a
substrate does not displace the pK, values in V profiles, it can lead to more
complex shapes than the simple one corresponding in algebraic form to equation
(V/K)APP = (V/K)/(1+ H"/K,), if proton access to the groups involved is
restricted in the central productive complex of enzyme with substrates. When
both the substrate that dissociates most rapidly from the central complex and the
proton on the group in question are sticky, the curve will have a hollow in the
vicinity of the pK,.

14.6.4 Tonization of the Substrate

Many substrates ionize in the pH range used in kinetic experiments. If the
substrate ionization is possible, one ought to consider whether observed pK,
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values refer to the enzyme or to the substrate. Enzymes often bind only one ionic
form of the substrate or, more strictly, binding greatly favors one form. The
theory in such cases is similar to this for enzyme ionizations and the results given
above for enzymes require only slight modifications. The pH dependence of V and
K still refer to the enzyme—substrate complex, but the pH dependence of V/K
may refer either to the free enzyme or to the free substrate, or both.

Amino acids are typical ionizable substrates of enzymes; in aqueous solutions,
they are present predominantly as zwitterions between pH 3 and 9 (Section
2.8.2). Consider an amino acid substrate with pK¢ = 2 for a carboxylic group
and pK, = 10 for the a-amino group, a situation approximately corresponding to
glycine (reaction (14.64)).

HoE + A* == H,EA’

Ko

v

H:E + A = H:EA

K

HE +A ——> HEA—Ffe= 5 e p (14.64)
k.

E +A —— EA

Ka

E +A- == EA

If the enzyme binds only the zwitterionic form of the substrate, the pH profile of
log (V/K) will show the groups on enzyme responsible for catalysis (pK; and pK,)
in the broad pH region 3-9. Thus, if the enzymes were specific for the zwitterion,
the variation of V/K with pH is given by

V\AF 14 H K, H Ka
log (K) = log(K) log (1 +K1 + H) 10g<1 + ré + H) (14.65)
Equation (14.65) assumes that the enzyme binds only the zwitterionic form of
substrate and that catalysis depends on two groups on enzyme with pK, = 5 and
pK. =7.

The Dixon—Webb plot of Eq. (14.65) will show all four pK, values, two for the
amino acid substrate and two for the free enzyme (Fig. 10).

As predicted by Eq. (14.65), the initial slope of the extrapolated line in Fig. 10 is
2, and the second linear segment has a slope of 1, before the pH profile levels out.
Thus, in enzyme catalysis, the slope in excess of 1 usually indicates that the
dissociation of a group on the substrate is involved (Schulz, 1994). However,
the complications of several overlapping protonation ranges are increased by
substrate ionizations, so it is always prudent, if possible, to use another substrates

that do not ionize over the pH range under study (Tipton & Dixon, 1979;
Cornish-Bowden, 1995).
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Figure 10. The Dixon-Webb plot of Eq. (14.65), showing the ionization of the enzyme
and the amino acid substrate. The enzyme is maximally active (V/K = 100) between the
pK’s of two groups on the free enzyme responsible for catalysis (pK, = 5 and pK, = 7).

14.6.5 Reverse Protonation

The bell-shaped pH profiles arise when the free enzyme and enzyme—substrate
complex are protonated twice, but only the middle protonation form is catalytically
active (Sections 14.3.2 and 14.3.3). In interpreting such profiles, one problem
remains that does not arise when only one pK, is seen: which group on the enzyme
must be protonated and which must be ionized for the proper catalytic activity? In
this respect, a very frequent case is the reverse protonation, a situation when the
protonation state of enzyme is different in the forward and reverse reactions.

As an example, consider a dehydration of L-malate catalyzed by fumarase,
affording fumarate as the product of reaction; this reaction is fully reversible.
Kinetic studies suggest a model in which a histidine residue and a carboxyl group
in the active site of enzyme are necessary for catalysis. According to this model,
from the malate side of reaction, the histidine must be protonated and the
carboxyl ionized, while in the reverse direction, the states of ionization are
reversed (Cleland, 1977) (Fig. 11). Note that, in Fig. 11, proton is not a part of the
chemical reaction but, formally, the elements of water (proton and the hydroxyl
ion) are removed from the substrate by the enzyme.

H
- H
00 | PN
H 4. H—N& “NH “ooc H o oHe=R M
H Ny ] e/ ' H——coo" \—/
_ 00~ HOOC
ooc |

Figure 11. Reversible hydration of fumarate or dehydration of L-malate depends on a
protonation state of a histidine residue and a carboxyl group in the active site of fumarase.
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Which pH profiles do we look at, if we want to gain an experimental evidence
for a mechanistic scheme in Fig. 11?7

Obviously, the V profiles for the slow nonsticky substrate are the best choice,
since these V profiles will show the correct pK; values of amino acid side chains
on enzyme in the enzyme—substrate complex that are responsible for catalysis.
The apparent pK,’s of the catalytic groups of fumarase have been measured in
both directions (Brandt et al., 1963). When malate is used as a substrate, V' profile
is bell-shaped showing two pK,’s, 6.4 and 9.0, respectively; temperature variation
of these groups indicates that pK, 6.4 corresponds to dissociation of a carboxyl
and pK, 9.0 to dissociation of a histidine side chain in the active site of enzyme.
Thus, from the malate side of reaction, the enzyme is active if histidine is
protonated and the carboxyl ionized. With fumarate as a substrate, the V profile is
again bell-shaped showing two pK,’s, 7.0 and 4.9, respectively; this time,
however, the temperature variation indicates that pK, 7.0 corresponds to
dissociation of a carboxyl and pK, 4.9 to dissociation of a histidine side chain.
Thus, from the fumarate side of reaction, the enzyme is active if carboxyl is
protonated and histidine is not.

Thus, it is in the Vprofiles that things cross over. This is possible only because
the pK, of imidazole shows a drastic swing, of more than 4 pH units, depending
on which substrate is adsorbed.

The bell-shaped pH profiles, observed with fumarase, are very frequent in
enzymology. However, the neighboring pK, values in bell-shaped Dixon—Webb
plots may be distinguished only if they are sufficiently apart, at least two pH units.
Figure 12 shows an example of bell-shaped pH profiles with a gradually changing
gap between the two pK, values.
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Figure 12. The Dixon—Webb plot of Eq. (14.50). pK; is kept constant at a value of 4, while
pK, gradually increases from the value of 2—7.
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14.6.6 Proton is a Part of the Chemical Reaction

In the preceding example, proton was not a part of the chemical reaction
catalyzed by an enzyme. However, proton is often a part of a chemical reaction,
especially with reactions catalyzed by dehydrogenases and kinases.

Consider an oxidation of ethanol by NAD*, catalyzed by alcohol dehydrogenase:

CH,CH,0H + NAD* ——— CH,CHO + NADH + H*

Proton is a part of this fully reversible reaction, and the equilibrium constant is
equal:
KoH _ [CH,CHO|[NADH|[H"]
*  [CH,CH,OH]|[NAD"]

From the Haldane relationship (Section 9.2), the equilibrium concentration of
reactants is equal:
[CH,CHO|[NADH] _ ViKioKe

K., = =
“ " [CH,CH,OH|[NAD"] ~ V,KisKs

Thus, we are dealing with two types of equilibrium constants, one which is pH
dependent (Keq), and the other which is pH independent (Ké’;{) (Dalziel, 1975).
These two equilibrium constants are related by
pH
Keq = %ﬁ—] and logKeq =log K%' + pH (14.66)

Consequently, a plot of pH versus log Keq Will provide a stralght line with a slope
of one, and an intercept on ordinate will show the value of K&

Relationship (10.66) is typical for reactions catalyzed by NAD(P)—dependent
dehydrogenases, such as the oxidation of alcohols catalyzed by the yeast (Leskovac
et al., 1996) or the horse liver alcohol dehydrogenase (Plapp et al., 1986), and serves
to calculate the K%' and to check the internal consistency of Haldane relationships.

14.7 SUMMARY OF PROCEDURES TO FOLLOW
THE pH STUDIES

Let us summarize what we have said above in terms of the steps one takes to carry
out a pH study of an enzyme mechanism (Cleland, 1970, 1982).

(1) Profiles of pK; for competitive inhibitors will show the required state of
protonation of the inhibitor or of groups on the enzyme for binding. Correct
pK, values are seen, and such profiles are good candidates for temperature
variation or solvent perturbation studies to identify the nature of the groups
involved.

(2) The log (V/K) versus pH profile for a nonsticky substrate shows the correct
pK, values of groups necessary for binding and catalysis. Those pK, values
not present in pK; profiles are groups that act as acid—base catalysts during
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the reaction, or whose protonation state is important for the chemical
reaction, but not for binding. Profiles of V/K for nonsticky substrates can
also be used in temperature variation and solvent perturbation studies to
determine the nature of the groups involved. The V/K profiles for sticky
substrates are not easy to use for the study of the chemical mechanism, but
will indicate the degree of stickiness.

(3) The Vprofile will fail to show the pK, values of groups that allow binding
only when correctly protonated, while conversely, when the pKj, is seen in
the Vprofile, one knows that binding is not totally pH independent, but that
the group must be correctly protonated for catalysis. The displacement of
the pK, from its value in the V/K or pK; profiles carries the information on:
(a) the relative rates of steps in the mechanism and (b) on the environment
in the enzyme—substrate complex.

(4) Profiles must be determined in both directions of the reaction. If the overall
stoichiometry involves a proton, as do many kinases and dehydrogenases,
the V/K profiles will show the pK, of the acid-base catalytic group with
different required protonation states in the two directions, and this pattern
will tell which pK, is that of the acid—base catalyst. When no proton is
involved in the overall reaction, the V/K profiles should have similar shapes
in forward and reverse reactions.

(5) The identity of catalytic groups when pK, values are seen in pH profiles is
established kinetically, by temperature variation and solvent perturbation
studies.

Finally, it should be noted that one can use the NMR studies to determine
directly the individual group pK, values, a method especially practical with
histidines. Or one can use UV studies for groups such as tyrosine, or rates of
reaction with reagents for SH groups (Fersht, 1999).

14.7.1 Types of Acid Dissociation Constants

There are five types of pK,’s which we have encountered in steady-state kinetic
analyses in this chapter: microscopic (or group), macroscopic (or molecular),
titration, transition state, and “mirage” (Brockelhurst, 1996).

Microscopic or group. The value of pK, of an individual group is of interest in
connection with structural and mechanistic studies. Unfortunately, group pK,
values cannot be measured experimentally without making assumptions,
although useful estimates can sometimes be obtained (Dixon, 1976).

Macroscopic. The macroscopic or molecular acid dissociation constants and
their relationship to the group dissociation constants are defined in Section 14.2.
The molecular pKj, are those which are obtained experimentally (Tipton & Dixon,
1979).

Tit)ration. The fact that the titration curve of a multi-site acid is identical to that
of a mixture of hypothetical one-site acids, each of the same concentration as the
multiacid, permits the use of the dissociation constants of these hypothetical
acids; thus, the pH dependence of any property of the multi-acid may be
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represented by the sum of one-site titration curves characterized by the titration
constants (Dixon, 1992).

Transition state. The transition state acid dissociation constant, KI5, may be
obtained from the observed rate constants k, and k, of two similar reactions,
differing only in that a reactant in one case is the conjugate acid (B*H) of the
reactant (B) in another:

k
B + R m—== [B]® —— P

H H* (14.67)

k:
B'H + R =—== [B'H]® —— P

The virtual equilibrium constant, K5, defined in a usual way in terms of the
concentrations of [B1™, [B*H]™, and [H*], may be related to observable
quantities via a thermodynamic cycle. The acidic hydrogen atom of the transition
state serves as a reporter for factors affecting its acidity (Kurz, 1963, 1972;
Thornton & Thornton, 1978).

“Mirage”. The treatments described above assume that the same step is rate-
limiting at all pH values; if this is not the case, a “mirage” pK, value may appear
in pH profiles. This case is treated in Section 14.3.6.
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Chapter 15

Effects of Temperature on Enzyme
Reactions

The thermodynamic treatment for the temperature dependence of simple
chemical reactions, discussed in Chapter 2 (Section 2.6), applies equally well to
enzyme-catalyzed reactions, but in practice several complications arise that must
be properly understood if any useful information is to be obtained from
temperature-dependence studies of enzyme reactions.

First, almost all enzymes become denatured if they are heated much above
physiological temperatures and the conformation of the enzyme is altered, often
irreversibly, with loss of catalytic activity. Exceptions are the thermophylic micro-
organisms, which are capable of working within a much broader range of tempera-
ture. The loss of catalytic activity if often due to denaturation; denaturation is
chemically a very complex process, considering a large molecular size of proteins
and the complexity of their three-dimensional structure.

The second influence of temperature is a usual influence of temperature on the
rate of chemical reactions. The major effect of temperature is often not only on
rates of chemical reaction, but also on the possible conformation changes before
and after the chemical step, since these may have larger standard Gibbs free
energies of activation than the chemical steps. Because of the overlapping influence
on the structure of the protein molecule, straightforward analysis of the influence
of temperature on the rates of enzyme-catalyzed reactions can be often obtained
only within a fairly small range of temperature, usually between 0°C and 50°C.

A special branch of enzymology, cryoenzymology, deals with enzyme reactions
in mixed solvents at subzero temperatures (Douzou, 1977; Fink & Greeves, 1979).

15.1 FREE ENERGY PROFILES

The energetics of an enzyme-catalyzed reaction is usually discussed in terms of a
free energy profile; this is a diagram showing the relative free energy levels of all
enzyme—reactant complexes and the transition states for conversion between
them, at some chosen set of standard conditions (Lumry, 1959,1995).

Figure 1 shows such a profile for an uncatalyzed and enzyme-catalyzed uni-
molecular chemical reaction. Free energy profiles are commonly shown as points
representing the relative free energy changes, connected by a smooth curve.
However, it should be pointed out that experimental observations typically can
only provide information for the maxima and minima of these profiles and not on
points in between (Thornton & Thornton, 1978; Purich & Allison, 2000).

317
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Gibbs free energy
Gibbs free energy

E+P

Reaction coordinate Reaction coordinate

Figure 1. Free energy profile for an uncatalyzed (left) and enzyme-catalyzed (right)
unimolecular reaction. In an uncatalyzed reaction, concentrations of A and P are at
equilibrium; .in the catalyzed reaction, their concentrations are also at equilibrium, and
the off rate constants for A and P are the same.

For an uncatalyzed reaction, A P in Fig. 1 (left), x is the free energy of
activation in the forward direction, and (x + y) is the free energy of activation in
the reverse direction; Keq is the equilibrium constant for reaction. Since A and P
are at equilibrium, the change in the free energy between substrate and product,
v, is equal —RT In K.

The free energy profile for an enzyme-catalyzed reaction is shown in Fig. 1
(right), when A and P are in equilibrium; the equilibrium constant, Keq, is the same
for both reactions. Here, the enzyme and substrate combine to form a Michaelis
complex EA, which transforms into EP, followed by dissociation of P to give free
enzyme again. The numerical value of y is equal—RT In K.q, and is the same for
both reactions. On the other hand, the value of z is now the Gibbs free energy of
activation for conversion of EA to EP, which is less than x, a Gibbs free energy
of activation for the uncatalyzed reaction. The value of y for an enzymatic reac-
tion is equal —RT In K,q only if the reactants are at equilibrium.

According to the transition-state theory, the activation energies, AG}, are
related to rate constants in forward and reverse directions by equation:

k= (E';II) e AG/RT (15.1)

Equation (15.1) can be rearranged:

(%) <a(18) - (49) 152
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Equation (15.2) is a nearly linear relationship over a moderate range of tem-
perature; however, Eq. (15.2) can be used to obtain AG* from the rate constant at
any temperature (Chapter 2; Section 2.6).

The calculation of the rate enhancement resulting from enzymatic catalysis for
a unimolecular reaction is simple.

(X~2)/RTn10

Rate enhancement = 10 (15.3)

Thus, if the difference in Gibbs free energy between x and z is 13.6 kcal/mol,
the rate enhancement, kcat/kuncar, Will be 10'°, because RT In 10 is equal
1.36 kcal/mol at 25°C.

The rate enhancement in this case is not the same thing as the actual catalytic
proficiency of an enzyme. Catalytic proficiency of the enzyme is a quantitative
measure of enzyme’s ability to lower the activation barrier for the reaction of a
substrate, equal (kcat/Kn)/(kuncat) (Radzicka & Wolfenden, 1995; Northrop, 1998).

15.1.1 Standard States

The problems with construction of free energy profiles for enzyme-catalyzed
reactions is the choice of standard states (Cleland & Northrop, 1999). The
standard states are, in general, unit concentrations, using whatever unit is being
used to evaluate rate constants. For this reason, the concentration terms are
usually omitted from thermodynamic equations (Purich & Allison, 2000).

In enzyme reactions, however, the standard states must be accounted for. In a
monomolecular enzyme reaction in Fig. 1, because the combination of E and A to
give EA is a bimolecular step, the relative energy levels of (E + A) and EA depend
on the concentration of A; the same applies to the dissociation of EP to give
(E + P). The difference in energy levels of (E + A) and (E + P) must always equal
—RT In K., regardless of what standard state is chosen if one is representing an
equilibrium free energy profile. If A and P are not at equilibrium, the energy levels
of (E+A) and (E + P) will not differ by —RT In Keq. Thus, the problem with
profiles such as those in Fig. 1 is the choice of standard states.

Figure 2 shows the free energy profile when Keq = 0.1 and the concentration of
A equal to its dissociation constant from EA. If the concentration of A is equal P,
the level of (E + P) lies 1.36 kcal/mol higher then the level of (E + A); however, if
the concentration of P is equal 0.01 A, the level of (E + P) lies 1.36 kcal/mol below
(E + A). Remember that RT In 10 is equal 1.36 kcal/mol at 25°C.

This situation can cause problems with extrapolated limits. Enzymatic reac-
tions are analyzed in terms of effects on V (substrate concentration extrapolated
to infinity) and V/K (substrate concentration extrapolated to near zero). There-
fore, one can envisage two simple limits for a unireactant enzyme reaction
(Albery & Knowles, 1986):

When [A] =0 vo/[A] =kcat/KAEo G(()E-)-A) = —00 (15.4)
When [A] = o Vo = keatEo G?E+A) =00 (15.5)

A further complication arises when the affinities of substrate and product for the
enzyme are not the same, which is usually the case (Cleland & Northrop, 1999).
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Figure 2. Free energy profile showing the influence of product concentration on the

energy level of (E + P), assuming that [A] is equal to its dissociation constant from EA and
that Keq = 0.1.

15.1.2 Unimolecular and Bimolecular Steps in Free Energy Profiles

Consider again a monosubstrate enzyme-catalyzed reaction with two central
complexes in more detail. Such a reaction will proceed via three transition states
if it proceeds from A to P, or similarly in the reverse direction:

E+A > (EA)" EA (EA...EP)" — EP —— (EP)" — E+P
(15.6)

Figure 3 shows the free energy diagram for this reaction.

As long as the levels of A and P chosen for the profile are kept at equilibrium,
the energy change A1 is equal —RT In Ko, where K4 is the dimensionless
equilibrium constant for the overall reaction: E+A —— P+ E. The overall
reaction consists of a series of unimolecular and bimolecular steps. Bimolecular
steps are characterized by free energy changes A3 and (A7+ A6), and
unimolecular steps by free energy changes (A2 + A3), A4, (A4 — A5), and A6.

As already pointed above, the bimolecular steps depend on the standard state
chosen for substrate concentrations. Temperature analysis can be applied to uni-
molecular steps, provided the rates of these steps can be measured; this is often
not easy, because many elementary steps in enzymatic reactions are very fast and
rapid mixing techniques are usually needed to measure the rates of rapid
reactions.

The equilibrium between intermediates EA and EP, EA —— EP, is charac-
terized by the free energy change As in Fig. 3, corresponding to —RT In(Kp1);
Kpr is the dimensioneless internal equilibrium constant (i.e., Kforward/Kreverse)
(Birnbaum et al., 1989). The simplest way to determine the internal equilibrium
constant would be to incubate a low level of substrate with increasing amounts
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Gibbs free energy

Reaction coordinate

Figure 3. Energy profile for the overall reaction sequence:
E+AC EA EP P+ E

of enzyme and denature each sample with cold acid. Then, the product/substrate
ratio is measured and extrapolated to infinite concentration of enzyme.
Sometimes, one can use the NMR methods and obtain the result with great
simplification.

Thus, the main problems in constructing the free energy profiles is the
knowledge of individual rate constants in the mechanism. With two substrates
and two products, the problem of bimolecular steps is even greater. In this case,
the energy levels of (E+A+B), (EA+B), and EAB will depend on the
concentration of A and B, and the same is true for (E + P + Q), (EQ +P), and
EPQ (Northrop, 1999).

15.2 SEPARATION AND ESTIMATION OF RATE CONSTANTS

As outlined above, temperature analysis may be successfully performed if the
unimolecular and bimolecular rate constants are known; if the rate constants are
known, and if we choose a standard state, a free energy profile can be drawn.
Thus, the above thermodynamic analysis for a monosubstrate reaction shows
that the meaningful application of In(k/T) against 1/7 plots requires that the
individual uni- and bimolecular “microscopic” rate constants be separated.

A number of procedures have been used to separate rate constants in enzyme
mechanisms. We shall mention only briefly: (a) rapid mixing techniques that can
separate and measure almost all individual rate constants, (b) studies with alter-
native substrates that can provide information about the relative magnitude of
some rate constants, and (c) work with alternative nucleophiles that can help to
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separate some rate constants. Our main concern, however, is the steady-state
kinetic methods as a means for the separation of individual rate constants.

15.2.1 Monosubstrate Reactions
Consider a simple Michaelis—Menten mechanism:
k k
E+A—EA_ P+E
ko
The limiting rate at low substrate concentrations is

vo = ko[EollA] = (5 A (15.7)

The second-order rate constant k, is a composite value and the plot of In(k,/T)
against 1/T will not necessarily apply to this constant directly. There are,
however, two special cases under which this composite constant will obey the
normal temperature behavior, as follows:

(a) When k3 >>k,. In this case, the k, may be neglected in comparison with
ks, and k, is equal to k,. This means that the rate constant for the overall
reaction at low substrate concentrations is simply that for the first step, the
formation of the complex. If that is so, the plot of In(k/T) against 1/T should
apply to ko, and the corresponding free energy of activation will be that for the
initial complex formation.

(b) When k, >>ks. In this case, the constant k, is now equal to ksk,/k,. The
ratio of ky/k, is simply the equilibrium constant for the complex formation:

ky
E+A — EA
k,

Its variation with temperature is given by

k, Xe~AGi/RT AAGH ksT

Y oAAGHRT = B2

% CAGURT where X A (15.8)

and AAG' is the increase in Gibbs free energy per mole for the change from
(E+A)to EA.
Since k5 varies exponentially with temperature according to

ky = XeAC3/RT (15.9)
it follows that
(AAG'+AGY)
k;ck?’ =Xe KT (15.10)
2

In other words, the plot of In(k/T) against 1/T should apply to this composite
constant k;ks/k,, but the free energy of activation does not correspond to a
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single elementary step; it is the sum of the free energy of activation for the
second step (EA — E + P) and the total energy for the first step (E + A « EA).

When the situation corresponds to neither of these special cases the plots of
In (k/T) against 1/T will not necessarily be linear.

15.2.2 Bisubstrate Reactions

Free energy diagrams, such as the diagram shown in Fig. 3, are important tools
for analyzing the structure and energy relationships that describe a reaction
mechanism.

Very few complete thermodynamic analyses have been performed with enzymic
reactions involving more than one substrate. This is understandable, considering
the usual complexities of kinetic constants in bisubstrate and trisubstrate
reactions. Kinetic constants in such reactions are usually composed of several
individual rate constants, each of which may have its own dependence on
temperature. In such cases, the separation of rate constants is usually a very
difficult task. However, there are cases that allow a meaningful separation of
rate constants.

In all rapid equilibrium systems, all Michaelis constants are always true disso-
ciation constants of the complexes that dissociate. In all trisubstrate mechanisms,
all inhibition constants are also always true dissociation constants of the corres-
ponding complexes. The temperature dependence of the equilibrium constants
can be treated as described in Section 152.1 for a monosubstrate reaction.

In some steady-state mechanisms, such as an Ordered Bi Bi mechanism, all or
some of the rate constants can be calculated directly from the kinetic constants.
Quantities like ke and Ky will not necessarily show the normal temperature
behavior, since they are usually combinations of several rate constants, but if
certain rate constants predominate, normal temperature behavior may be obeyed.
This is often the case with bimolecular rate constants k..:/Ks and k.;/Kg in
bisubstrate reactions.

A detailed thermodynamic analysis was performed with lactate dehydrogenase,
in the lactate — pyruvate direction, by means of steady-state kinetics and
presteady-state kinetic methods, by Laidler and Peterman (1979). A particularly
detailed kinetic studies of the energetics of two multistep enzymes, triose-
phosphate isomerase and proline racemase, has been described by the research
team of Albery and Knowles (Albery & Knowles, 1976, 1986; Knowles, 1991).
Apart from these examples, very few complete thermodynamic analyses have
been performed with reactions involving more than one substrate or more than
one intermediate in reaction.

15.3 HEAT OF IONIZATION OF AMINO ACID SIDE CHAINS
IN ENZYMES

Most thermodynamic studies in enzyme kinetics have been performed by mea-
suring the initial rates of reactions at a constant pH value and at several different
temperatures, then proceeding with a construction of an In(k/7T) versus 1/T
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graph from the data. From such plots, one can calculate the thermodynamic para-
meters: enthalpy, entropy, and the Gibbs free energy of activation (Section 2.6).

Enzymatic reactions display wide variations in their thermodynamic properties,
but less variations than the non-enzymatic reactions. Comparison of kinetic and
thermodynamic properties of enzymatic reactions and, especially, the comparison
between different substrates may provide valuable information about the proper-
ties and structure of various enzyme—substrate complexes. However, the amount of
information, especially in structural terms, that is extracted from a thermo-
dynamic study at a constant pH value, is usually limited to qualitative description of
the various states of enzyme conformation, binding energies of substrates or
the neutralization of enzyme with a substrate upon binding. Much more useful
information can be obtained with thermodynamic studies at different pH values.

Amino acid side chains in enzymes that are taking part in catalysis can be
identified kinetically from appropriate pH profiles of various kinetic constants,
various groups of kinetic constants, or individual rate constants (Chapter 14).
Usually, such amino acid side chains can be identified from their pK, values,
although the ranges of amino acid pK,’s overlap considerably (Table 1). A tem-
perature change can have an effect on the degree of ionization of various groups
on a protein as well as on substrates and effectors. Since proton dissociation
constants are thermodynamic parameters, a change in temperature can result in a
significant alteration of the pH—activity curve (Tipton & Dixon, 1979). Knowles
(1976) has pointed out that factors that are sufficient to perturb a pK, value in a
protein can also affect changes in enthalpy and entropy. Ellis and Morrison
(1982) have discussed the practical pK, values under chosen experimental
conditions and presented the programs for calculating pK, values at different
temperatures and ionic strengths.

Table 1 Heats of ionization of amino acid side chains in enzymes

AHionizmion
Amino acid side chain pK.* (kcal/mol) (kJ/mol)
a-Carboxyl (end of 2-3 1.5 6.3
polypeptide chain)
- or y-Carboxyl (aspartate 3-5 1.5 6.3
or glutamate)
Imidazolium (histidine) 4-8 6.9-7.5 28.9-31.4
o-Amino (end of 7.5-8.5 10-15 41.9-54.5
polypeptide chain)
Sulfhydryl (cysteine) 4-10° 6.5-7.0 27.2-20.3
e-Amino (lysine) 6-10.5 10—-15 41.9-54.5
Phenolic hydroxyl (tyrosine) 9-10.5 6 25.1
Guanidinium (arginine) 11.6-12.6 12-15 50.3-54.5

?The range of pK, values observed in enzymes.
b Low values in ion pair with protonated histidine.
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An exceptionally useful means for further identification of a given amino acid,
participating in catalysis, is provided by a thermodynamic analysis, particularly
the estimation of the heat of ionization.

The best way to understand the estimation of the heat of ionization of a parti-
cular amino acid side chain in the active site of enzyme is in relation to a specific
example. Consider a reaction catalyzed by equine liver alcohol dehydrogenase
(Maret & Makinen, 1991):

Propan-2-ol + NAD™ Acetone + NADH + H* (15.11)

In this enzymatic reaction, the catalytic constant, kg, is the rate-limiting step in
the propan-2-ol — acetone direction; a plot of log k..t versus pH has a shape of a
titration curve for a monobasic acid with pK, value of 7.0, suggesting that a
histidine residue is involved in catalysis in the ternary complex enzyme—NAD*—
alcohol (Maret & Makinen, 1991). However, this assignment is not unambiguous,
since carboxyl groups are known to have pK,s as high as 8, and lysines to have
pK,’s as low as 6.

Figure 4 shows the temperature dependence of the heat of ionization of the
amino acid side chain in the active site of alcohol dehydrogenase, calculated from
the catalytic constants for the above example.

20

AH' (keal/mol)
T

-
(=]

pH

Figure 4. Thermodynamic profile for the heat of ionization of a histidine side chain in
the active site of alcohol dehydrogenase, calculated from the catalytic constant (Maret &
Makinen, 1991).

The pH profile in Fig. 4 shows a correct value of pK,, the same value that is
obtained from kinetic measurements. A difference in activation energies between
the low and the high pH, AAH*, shows the heat of ionization of the amino acid
side chain in question, which is in this case 8.0 kcal/mol. This value further
suggests that the histidine residue is responsible for catalysis (Table 1).

However, this heat of ionization is also consistent with a carboxyl if a
conformational change accompanies the ionization, that is, if the pK, isdifferent
in the two conformations; this is not a rare phenomenon. Therefore, a further



326 COMPREHENSIVE ENZYME KINETICS

means are necessary to confirm the identity of the amino acid side chain in
question. In this particular case, a solvent perturbation is the method of choice.

154 SOLVENT PERTURBATION

The solvent perturbation method depends on the different behavior of neutral
and cationic acids when organic solvents are added to aqueous buffers, as indica-
ted by the following examples:

R-COOH —— R-COO~ + H*
Ry NHY —— Ry-N+H*

A neutral acid has no charge when protonated and generates a new negative and
positive charge, while a cationic acid has a positive charge both before and after
ionization. In the presence of an organic solvent, such as dimethylformamide,
dioxane, formamide, etc., the charge separation involved in ionization of a neutral
acid is suppressed and the pK, is elevated, while there is little or no effect on ion-
ization of a cationic acid. Addition of organic solvents, usually 15-25%, changes
the pK, of the buffer; in addition, the neutral acid buffers and the cationic acid
buffers will have a different influence on the results of the solvent perturbation.

Therefore, the experimental protocol must include the comparison of the
behavior of the pK, in both neutral acid and cationic acid buffers in the presence
and absence of solvent. One must run all four experiments, because there are some
variations in the behavior of different neutral acid buffers (such as diethylamonate
and phenolsulfonate) and cationic acid buffers (such as Tris and glycine) which
must be corrected by control experiments. Table 2 shows the expected changes in
apparent pK, as a result of solvent perturbation (Cleland, 1977).

Table 2 Change in apparent pK, as the result of solvent
perturbation (Cleland, 1977)

Nature of catalytic group

Buffer Neutral acid Cationic acid
Neutral acid No change pK. lowered
Cationic acid PK, elevated No change

In the particular case of alcohol dehydrogenase, outlined in Section 15.3, the
combination of temperature studies with solvent perturbation will separate
the neutral amino acids from the cationic ones, provided the group is exposed to
the solvent. Thus, by combining the knowledge of pK, and the heat of ionization
for a given amino acid side chain with a solvent perturbation method, a fairly
accurate identification of an amino acid can be achieved.

The solvent perturbation method is a hazardous one, since one must always
take care that the denaturation, or a time-dependent denaturation of enzyme,



EFFECTS OF TEMPERATURE 327

does not take place in the presence of elevated concentrations of organic solvents
at room temperature.
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Chapter 16

Isotope Exchange

16.1 PRINCIPLES OF ISOTOPE EXCHANGE

Study of the initial rates of bisubstrate and trisubstrate reactions in both
directions, and in the presence and absence of products, will usually eliminate
many possible reaction pathways and give a reasonably good idea of the main
features of the mechanism, but it will not usually reveal the existence of minor
alternative pathways. Even if a clear mechanism does emerge from the initial rate
and product inhibition studies, it is valuable to confirm its validity independently.
The important technique of isotope exchange can often satisfy these requirements.

This technique was initially developed by Boyer (1959) and subsequently
considerably extended to involve rate measurement of loss, or exchange, of
essentially all possible atoms or functional groups, the determination of kinetic
isotope effects, the definition of stereochemical processes, and investigation of
activators and inhibitors (Wedler & Shalango, 1982; Wedler, 1995; Purich &
Allison, 2000).

All of the studies described in earlier chapters were concerned with the
observed net velocity of a chemical reaction. In the steady state, the net velocity is
a difference between the absolute forward and reverse velocity of any step. The
unidirectional velocity of a step may be considerably faster than the observed net
velocity. Isotope exchange is based on the simple fact that, in a chemical reaction,
even if it is at equilibrium, when its net rate is zero by definition, the
unidirectional rates through steps or groups of steps can be measured by means
of isotopic tracers. Therefore, the isotope exchange studies provide a way of
measuring the unidirectional rates of individual steps within a reaction sequence.

The introduction of a labeled substrate or product may be utilized to trace the
course of the reaction quantitatively. Depending upon the position of the isotopic
atom(s) in the labeled substrate or product, various exchanges may be possible.
Various types of exchanges may be illustrated by considering a bisubstrate
reaction in the following form:

A-X+B-Y A-Y +B—X (16.1)

One might expect that there are a number of exchange reactions to be examined.
However, not all hypothetical exchanges are possible in practice, instead only a
limited number of exchanges is involved. Exchange can be measured between any
substrate—product pair that shares a common part. For example, in the
hexokinase reaction, it is possible to observe exchange reactions between glucose
and glucose-6-phosphate, ADP and ATP, ADP and glucose-6-phosphate, but not

329
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Table 1. Isotopes that may be used in kinetic exchange studies

Radioactive isotopes Stable isotopes

Atomic Natural
Isotope Half-life Isotope weight abundance (%)
*H 12.3 years “H 2.016 0.016
M 5730 years = 13.008 1.1
**Na 2.6 years 5N 15.005 0.38
s2p 14.3 days 70 17.005 0.04
358 88 days 80 18.004 0.20
K 12.4 hours 338 32.982 0.74
450a 163 days 348 33.980 4.2
2%Fe 46 days 35C] 34.981 75.4
1251 60 days 37Cl 36.978 24.6
iR 47 days

glucose and ADP. Likewise, NAD(P)-dependent dehydrogenases will never
undergo exchange between the oxidized substrate and the oxidized coenzyme.

In the isotope exchange studies, virtually all stable and radioisotopically labeled
atoms may be used (Table 1).

In principle, all isotopes listed in Table 1 may be used in isotope exchange
studies. In practice, however, the only isotopes usually used are deuterium
(monitored with NMR techniques), tritium, and **C, while a number of others are
commonly used to measure kinetic isotope effects (*3C, N, *80), but are not
routinely used to measure isotope exchange.

16.2 ISOTOPIC EXCHANGE AT CHEMICAL EQUILIBRIUM
IN SEQUENTIAL MECHANISMS

Most isotopic exchange experiments where the mechanism is sequential are
conducted under equilibrium conditions, and most of the formal treatments have
dealt with the equilibrium (Boyer, 1959; Morales et al., 1962; Boyer & Silverstein,
1963, 1964; Allison et al., 1977, Purich & Allison, 1980). However, some treat-
ments have dealt with isotopic exchange in the steady state (Alberty ef al., 1962;
Cleland, 1967; Boyer, 1978; Purich & Allison, 2000).

Let us consider an isotopic exchange under equilibrium conditions. The
equilibrium constant of an enzymatic reaction is given by

Q- -
Keg=r7— 16.2
€q [ A} [B] . ( )
In order to obtain equilibrium, attention must be given to the mass—action ratio,
which is the product of each reaction product concentration divided by the
product of each substrate concentration.
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In isotope exchange studies, the usual approach is to treat the reaction system
in terms of substrate—product pairs (such as a = [P]/[A] or g = [Q]/[B]). In a
typical experiment, one substrate—product pair is held constant with respect to
the absolute concentrations of each component; the other substrate—product pair
may be adjusted to a variety of absolute levels. This pair is maintained at a
constant ratio, so that the system remains at equilibrium. Then, the enzyme is
added to fully equilibrate the system. Since the experimenter usually has a good
estimate of Keq, the composition of the system will not change much from the
starting conditions. Then, a small aliquot of labeled reactant (substrate or
product) is added, and the progress is followed by periodical sampling.

A better method is to make up the reaction mixture with the labeled reactant
present and at equilibrium and add the enzyme to start the reaction; in this way,
the time of exchange is shortened and denaturation of enzyme is prevented. In
this case, the system must truly be at equilibrium.

Although the progress curve for the exchange is always first order, the
magnitude of the exchange rate depends on the absolute concentrations of all
reactants, level of enzyme, and the kinetic mechanism. The derivation of exchange-
rate laws is based on the following assumptions (Boyer, 1959; Cleland, 1967;
Fromm, 1975; Huang, 1979):

(1) The total enzyme concentration is much less than the concentration of any
substrate or modifier.

(2) All unlabeled species are present at their equilibrium concentrations prior to
the addition of the labeled species; this condition applies to the first method
but not to the second method outlined above.

(3) Kinetic isotope effects, if any, are negligible; this condition is not required as
lone as the label is a tracer.

16.2.1 Derivation of Rate Equations for an Ordered Bi Bi Mechanism

Isotope exchange is most easily understood in relation to a specific example.
Consider the phosphorylation of fructose-6-P by ATP, a reaction catalyzed by
Lactobacillus plantarum phosphofructokinase, which proceeds via an Ordered Bi
Bi mechanism at neutral pH (Simon & Hoffer, 1978). If the coenzyme ATP,
labeled in the y-position with 3*P, is used for the equilibrium exchange studies,
the terminal radioactive phosphate group will be transferred from ATP to
fructose-6-P:

ADPP + fructose-6-P ——— ADP + fructose-1, 6-PP (16.3)
(A) (B) Q) (P) '

In this case, we shall have the transfer of a radioactive atom (represented by bold
letters) from substrate A to product P. If the nucleotide in the adenine, or the
ribose portion of ATP, is labeled with **C, we shall have the transfer of a
radioactive atom from A to product Q. On the other hand, if the **C label is in the
fructose part of fructose-6-P or 3*P label in the 6-phosphate of fructose-6-P, we
shall have the transfer of a radioactive atom from B to product P. Most isotope
exchange studies are conducted between A and Q, or B and P.
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There are several efficient methods for deriving steady-state rate equations for
isotope exchange, all of which are described in Chapter 4. One has to be proficient
at only one of them since, for a given reaction scheme, they all lead to the same
equation.

Let us consider the Ordered Bi Bi mechanism in reaction (16.3) and derive
the initial rate equation for the A—Q isotope exchange with the aid of the
King—Altman method. The basic King—Altman figure for this case is shown in
Fig. 1.

Ki[A]
E =2 EA
k2
ke || kel Q] Ka || kslB]
Ke[P
EQ oL .
ks EPQ

Figure 1. The basic King—Altman figure for an A-Q isotope exchange in an Ordered Bi Bi
mechanism,

In the King—Altman figure, all enzyme forms are labeled and, therefore, there
are four three-lined King—Altman patterns necessary to obtain the denominator
term of the velocity equation.

S L

kokskeP] kkski[B] koksks Kakoks

(a) (b) (c) (d)

The A—Q exchange in the Ordered Bi Bi system is given by

k;Numeratorgq

0= k =
va-q = k;[EQ] Denominator

The value of the numerator is given by

Numeratorgg = k,k3ks[A][B][E] (16.5)



ISOTOPE EXCHANGE 333

and denominator is equal:

Denominator = kk, (k4 + ks) + kgksk;[B] + kok,ke[P] (16.6)
Therefore,
_ kiksksk;[A][B][E]
PA-Q = o Ky + K) + Kykghy[B] + Krkyko[P) 16.7)

Before Eq. (16.7) can be used, we need an expression for [E]. If the experiment is
done with the unlabeled reaction in the steady state, the expression for [E] becomes
complicated, but, if the reaction rates are studied at equilibrium, the rate equations
are less complicated. If the unlabeled reaction is at chemical equilibrium, the
concentration of free enzyme in the Ordered Bi Bi mechanism is as follows:

_ (Eo]
= KA KkAB_ kAR (16.8)
ko kok, kok, ke P

Equation (16.8) is derived in Section 16.2.2. Substituting Eq. (16.8) into Eq. (16.7),
we obtain

kiksksk,[A](B][E,]

kA _KkiksAB _kikksAB
{k2k7(k4+k5)+k3k5k7[B]+k2k4k6[P]}(1+ R S

(16.9)

UA-Q=

In order to transform Eq. (16.9) from the rate constant form into a kinetic
constant form, we shall divide the numerator and denominator with k,k;(ks+k),
which is equal to CoefAB in Eq. (9.8) (Chapter 9); then, we shall transform
the groups of rate constants into kinetic constants by using the appropriate
definitions of kinetic constants from Eq. (9.9) (Chapter 9). The resulting rate
equation for the A—Q exchange is

V.AB

Va-Q= KnKsK. A AB
, iskpKo A Q
(quKB R p) (1 e T )

In Eq. (16.10), K.p represents the dissociation constant of substrate B from the
central complex EAB; it is an equilibrium constant equal k,/k; in Fig. 1, and
should not be confused with Kig. The relationship between the two kinetic

constants is
_ Ka V,
Kep = Kip (K—m) <—V1> (16.11)

K.g will appear in all isotope exchange rate expressions for an Ordered Bi Bi
mechanism (Table 2).

(16.10)




Table 2. Isotope exchange-rate expressions for sequential mechanisms (Purich & Allison, 1980, 2000).

1. Uni Uni 2. Ordered Bi Uni
3 ViA . V.AB o V.B
AP = AP = BsP =
A P A P Kin KipP
Kal1l+—+— KipnKg +KaB)[ 1+ —+— Kpl1+—+—+
A( +KiA+-KiP) (KiaKs + Ka )( +KiA+KiP) B( +A+KiPA)
3. Rapid Equilibrium Random Bi Uni 4. Rapid Equilibirum Random Bi Bi with dead-end EBQ
v V;_ v V1
all = all =
Ka Kp  (KiaKp P Ky  Kp , KipKp r 0O PQ Ka\Q
kT o W s A y G Wz e G e
1+A+B+(AB Y % TATET AR \'TRe TRy KoKs) KoA
;. :)r_a‘e:'e:f L_h' I%i ___________________________ G.Hw;elf—_cgﬂnce B_I Bi o
vA Q i VlAB i _ KAB
s e KinKsKq ) [ A ( B ) Q] AR ( K, A Q
KipKp + KaB +—p—o=SP | 14— (14— )+ KmKB+KAB+—’QP)(1+—+—)
KIQKP Kia Kep K; Keq Kia KiQ
g V,AB v V.AB
AP = AP =
A B Q A Q
KzKp + KaB — e A K B —_— =
AER )[1+(K1A)(1+K63)+Ki(1] S )(1+KiA+KiQ)
5 ViB v V.B
B—P = BoP =
Kin . B | KiQ Kia | KiaQ
Kgl1i+—+——+—— K; —_ =
B(+A+KeB+KiQA BI+A+KiQA

vx .y denotes the rate of exchange between the two reactants expressed in units of concentration/time.
In mechanism 4, K.q is equal the dissociation constant of Q from the EBQ complex.
In mechanism 5, K.g is equal the dissociation constant of B from the EAB complex.

1433
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16.2.2 Distribution Equations at Chemical Equilibrium

Distribution equations for bisubstrate reactions in the steady state are often very
complex expressions (Chapter 9). However, in the chemical equilibrium, the
distribution equations for all enzyme forms are usually less complex. Consider an
Ordered Bi Bi mechanism in reaction (16.12) with a single central complex:
kA kyB ks k,
E EA (EAB = = EPQ) EQ E (16.12)
k. kq ksP ksQ

At chemical equilibrium, there is no net reaction and the concentration of all
enzyme forms is constant. Therefore,

[EJA]_k. [EAIB]_k,
[EA] Kk [EAB] Ky
16.13
EQIP]_ks [EIQI_Ks (16.13)
[EPQ] ks [EQ] ks
Now, one can eliminate stepwise each form of the enzyme simply by a stepwise
substitution going from left to right and obtain directly the relationship

kiksksk, PQ

Keq =tk Keks 4B (16:14)
Similarly, one can obtain the distribution equations in equilibrium,
EE +A: +ABIIZI;3 ABk':‘k':skk;, (16.15)
B P PR A L 1616
B s R o7
Eo ks 1koky ks (16.18)

EAB™ " " Bk,  ABkiky ' keP

The four terms in Eqgs. (16.15)—(16.18) refer to the four enzyme species E, EA,
EQ, and (EAB + EPQ), and each is in the appropriate equilibrium ratio to the
preceding one, thatis [EA]/[E] = k,A/k., and so on. The equations do not contain
0, because, if equilibrium is to be maintained, only three of the four reactant
concentrations can be chosen at will. Any one of A, B, and P can be replaced with
QO by means of equality (16.14).

With the aid of the King—Altman method, one can derive the rate equations for
the other two types of isotope exchange in the Ordered Bi Bi mechanism, in the
same manner:
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B V,B
UB—P—K (1 +& £+KiAQ> (16.19)
\"TA "Ks  KigA
V,AB
va-p= lA 3 o (16.20)
(KiaKp + KaB) [1 + (K) (1 + KeB) + f]

16.2.3 Survey of Rate Equations for Sequential Mechanisms

The equations for any other exchange reaction, and indeed for any other
mechanism, can be derived similarly. However, in most cases, the rate equations
for isotope exchange are derived by the method of King and Altman and various
extensions of the same; also, the rate equations may be derived efficiently by the
net rate constant method (Chapter 4). In most cases, the rate equations for
isotope exchange are far too complicated to permit the determination of the usual
kinetic constants. Nevertheless, there are a number of simplifying assumptions
which will permit the derivation of manageable rate equations in specific cases
(Boyer, 1959; Fromm et al., 1964; Darvey, 1973).

Table 2 summarizes the isotope exchange rate expressions for selected common
sequential mechanisms, in addition to the Ordered Bi Bi mechanism outlined
above. Since there is no such mechanism as Rapid Equilibrium Random Bi Bi
without a dead-end complex, at least a dead-end complex EBQ must form
(mechanism 4). If both dead-end complexes, EBQ and EAP, are formed, an extra
KgP/K.pBterm is added in the denominator of rate equation for mechanism 4; Kep
represents the dissociation constant of P from the EAP complex.

16.2.4 Estimation of the Rates of Isotope Exchange in Equilibrium

The first task is to estimate the rates of isotope exchange. The estimation of
exchange rates may be accomplished by adding an isotopically labeled substrate
(or product) to a fully equilibrated reaction system containing enzyme and by
subsequently determining the extent of interconversion to labeled product (or
substrate) by periodic sampling. The basic equation for relating the rate of
isotopic exchange (Vex) to the concentrations of two reactants, X and Y,
undergoing exchange, is given by

o XI¥)in( - F)
RGN

where t is the time period elapsed between initiating and sampling the
exchange process, and F is the fractional attainment of isotopic equilibrium
(Frost & Pearson, 1961).

If the labeled species are designated as X and Y, the label will be distributed at
isotopic equilibrium according to

(16.21)



ISOTOPE EXCHANGE 337

X _ X
Y] [Yg
Using the subscripts T and E to indicate [X] and [Y] at their time-dependent and

equilibrium values, respectively, F' may be expressed as the dimensionless
number, as follows:

(16.22)

F Xlr_ Ve (16.23)

Xle (Yl

In practice, [X]}r and [X]g may be expressed in any units that are proportional
to their concentration or abundance. For radioactive determinations, either
total activity or specific activity may be used; for stable isotopes, mole fraction
may be employed. The expression given above for vec indicates that the ex-
change process is always of first order, and it will remain so provided tracer
quantities are employed. In practice, it means that the plot of log(1-F) versus
time will be a straight line, with a slope proportional to the exchange velocity,
Vex (Purich & Allison, 1980).

The above method is practical when one has to determine the rate of exchange
after a considerable approach to equilibrium. Another approach is to measure the
initial rate of exchange directly by sampling the first 10% of the reaction, which is
then reasonably linear. Then, for analysis, one plots the amount of labeled
product formed against time, and the slope of the line is equal to the initial
velocity.

16.2.5 Determination of Equilibrium Constants

In order to establish accurate concentrations for estimating an isotope exchange
rate, one must have an accurate value for the reaction equilibrium constant.

AlP]

20 25 30 35 40
[PIIQVIAI(B]

Figure 2. Determination of an equilibrium constant for a two-substrates, two-products
reaction.



338 COMPREHENSIVE ENZYME KINETICS

This is necessary not only for estimating [X]g and [Y]g in Eq. (16.23), but also for
manipulating the experimental conditions. Various methods for precise estimation
of equilibrium constants are described in the literature (Allison & Purich, 1979;
Purich & Allison, 1980; Alberty, 1994).

A rapid method for the estimation of K.q is to set up reaction mixtures
containing known concentrations of all reactants at some ratio close to Keq, and
thus bracket the equilibrium position by varying the concentration of one reactant.
After the addition of enzyme to each mixture, the change in concentration of one
reactant is measured, and the change is plotted against the [product]/[reactant]
ratio. The change in concentration of a chosen reactant can be positive or negative
and where the line in the plot crosses zero, the [product]/[reactant] ratio equals
Kq (Fig. 2).

16.2.6 Graphical Presentation of Rate Equations
A—Q exchange in an Ordered Bi Bi mechanism

The rate equation for the A—Q exchange in an Ordered Bi Bi mechanism is given
by Eq. (16.10). As the numerator of this equation is proportional to B, whereas the
denominator is a quadratic in B, it is a rational polynomial of the order 1:2 in B.
Provided A and Q are kept constant, Eq. (16.10) can be written in the following
form:

_ constant, B
~ constant, + constantsB + constant, B>

VA Q (16.24)

On the other hand, if B and P are kept constant, Eq. (16.10) is a rational
polynomial of the order 1:1 in 4, and can be written in the form:

0.4

[BY[P] = constant ratio
[A] = constant
[Q] = constant

Vag=—"—
AR B+B?

Initial rate of A—Q exchange
o
N

0 10 20 30
(B]

Figure 3. A—Q exchange in an Ordered Bi Bi system. Initial rate of A—Q exchange is
drawn according to Eq. (16.24) assuming that all the constants are equal to unity.
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_ constant;A
~ constantg + constant,A

Va-Q (1625)
Let us first examine the effect of increasing B and P in constant ratio at some

given values of A and Q. As B and P are increased from zero to saturation, the rate

of exchange increases to a maximum and then decreases back to zero (Fig. 3).

This is an expected result, since Eq. (16,24) has the same form as the equation
for the simple substrate inhibition (Chapter 11).

On the other hand, when the concentration of a substrate pair A/Q is increased
in a constant ratio, keeping B and P constant, the rate of A—Q exchange increases
in a hyperbolic fashion (Fig. 4). This is understandable, since Eq. (16.25) has a
form of a usual hyperbola.

1
[11]
()]
c
[u]
=
(5]
p4
[:}]
e
i A
% 05 } [A)/[Q] = constant ratio Vag=——
: [B] = constant A
© [P] = constant
=
E

0

0 5 10

(A]

Figure 4. A-Q exchange in an Ordered Bi Bi system. Initial rate of A—Q exchange is
drawn according to Eq. (16.25) assuming that all the constants are equal unity.

A-P exchange in an Ordered Bi Bi mechanism

From Table 2, the rate equation for the A—P exchange in an Ordered Bi Bi
mechanism 1is

V.AB
VA-p= A B 9] (16.26)
(KxAKB + KAB) [1 + (K) (1 + KeB> + T(T-:‘

This time, we shall represent the velocity equation in the form of double
reciprocal plots when either the reactant pair A—Q or the reactant pair B—P is
varied in constant ratio. If the concentration of the B—P pair is constant, and the
concentration of the A—Q pair is varied, the double reciprocal plot is linear; on
the other hand, if the concentration of the A—Q pair is constant, and B—P pair
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is varied, the double reciprocal plot has a shape typical for substrate inhibition
(Fig. 5).

o

15

[A)[Q]=constant ratio
| [B]=constant
| [P]=constant

! i
2 2
5 5
[B)[P]=constant ratio
[A]=constant
[Q]=constant 1
0 s 0
0 5 10 0 5 10
18 1A

Figure 5. Double reciprocal plots for the A-P isotope exchange in an Ordered Bi Bi
mechanism. The data points are drawn according to Eq. (16.26) assuming that all the
constants are equal unity.

16.2.7 Types of Exchange-Rate Profiles

Equations given in Table 2 are relatively long and complex by comparison to initial-
rate expressions. It is generally cumbersome, if not completely impractical, to
obtain kinetic constants for each step from isotope exchange data; instead, one
deals with the equations to obtain qualitative patterns of rate behavior.

The most frequently used method deals with the effect of raising the concen-
tration of a particular substrate pair and then observing the effect on the rate of
isotopic exchange. One can inspect the direct plots, as in Figs. 3 and 4, or can
inspect the double reciprocal plots as in Fig. 5. In each case, we are looking for
the shape of the exchange-rate profiles, and for the limiting values of functions at
infinitely high concentration of variable reactants.

Usually, one can see by inspection which equations will have the various
shapes. In complex cases, one may invoke the ancient I’Hopital’s rule to
determine the limits (de I’Hopital, 1696). Hospital’s rule states that the limiting
value of the quotient is equal to the limiting value of its first derivative; for
example, for Eq. (16.24)

i T ® _ o LB) 1y
Uﬁ;\ging B-P B_Elolo (B) - I;EI‘}"Q’(B) - IEI_IEO(E) =0 (16.27)
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In isotope exchange studies, if we are plotting ve, versus a substrate—product
pair, we can encounter a number of types of exchange rate profiles, including
hyperbolic (H), or sigmoidal (S) plots with no, partial or complete depression of

the exchange rate (Fig. 6).
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Figure 6. Types of exchange-rate profiles. Hyperbolic (H); hyperbolic with complete
depression (HCD); hyperbolic with partial depression (HPD); sigmoidal (S); sigmoidal
with complete depression (SCD); sigmoidal with partial depression (SPD).

Most isotopic exchange studies are done between A and Q, or B and P, and not
with A and P; they usually afford exchange-rate profiles that are hyperbolic or
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hyperbolic with complete depression. By definition, exchanges between B and Q
are not possible.

Sigmoidal profiles are rarely encountered in practice. Such profiles are
obtained only if the concentrations of all substrates and products are changed
simultaneously in a constant ratio; such experimental protocols are rarely
employed in practice (Wedler & Boyer, 1972).

The expected exchange-rate profiles for the sequential systems defined in
Table 2 are explicitly described in Table 3. These do not take into account abortive
complex effects, which are described later.

Table 3. Exchange profiles for sequential kinetic mechanisms

Varied substrate—complex pair

Mechanisms Exchange A-P B-P A-Q B-Q

Uni Uni A-P H — — —

Ordered Bi Bi A-P H HCD H HCD
B-P H H H H
A-Q HCD HCD H HCD

Rapid Equilibrium Random Bi Bi Any H H H HCD

with dead-end complex EBQ

Rapid Equilibrium Random Bi Bi Any HCD H H HCD

with a dead-end EBQ and EAP

Random Bi Bi Any H H H H

Random on — Ordered off Bi Bi A-P H H H H
B-P H H H H
A-Q HCD HCD H H

Types of exchange-rate profiles: H = hyperbolic; HCD = hyperbolic with complete depression.

16.3 SPECIFIC EXAMPLES OF SEQUENTIAL MECHANISMS

One problem with isotope exchange studies is that there are very few general
rules about isotope exchange, so that one has the impression of an avalanche of
arbitrarily chosen special cases. Therefore, it is useful to survey the most common
cases in a qualitative fashion.

16.3.1 Qualitative Difference Between an Ordered Bi Bi and a Random
Bi Bi Mechanism

The most common application of exchange experiments is the determination of
the order of substrate binding. Let us examine the usual Bi Bi mechanism, which
can proceed via an ordered or a random pathway.
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/ ) \E (16.28)
N

The A « Q exchange velocity, as a function of the absolute levels of the [B]/[P]
pair, is the diagnostic for an ordered mechanism, where one substrate, A, must
precede the other’s binding and one product, P, must precede the other product’s
release.

As the [B]/[P] pair is raised, the central complexes become the favored enzyme
species, and the uncomplexed enzyme form becomes scarce. Since the
uncomplexed enzyme form is required for A (a labeled substrate) to be converted
to Q (a labeled product), and vice versa, the A — Q exchange will increase as we
go from low to moderate levels of the [B]/[P] pair, but the A < Q exchange will
be depressed at high [B]/[P] absolute levels. The A <« Q exchange will not be
depressed at high [A]/[Q] absolute levels since increasing [A] and [Q] concen-
trations favor the binding of A or Q. Thus, raising the [A]/[Q] or [B]/[P] pair will
result in an increased B < P exchange in a hyperbolic fashion, consistent with the
rate saturation kinetics. In summary, the depression of the A « Q exchange at
high [B]/[P] serves to identify the ordered mechanism.

On the other hand, in the random mechanism, we have alternative routes for
exchange processes, and no exchange will be inhibited by high levels of any
substrate—product pair. This is true, since A may bind to E and EB, and raising
the [B]/[P] pair will not inhibit the combination of A to the EB species. Because
the mechanism is fully symmetrical, a similar statement is true for all exchanges.

EA
E / \ EAB  =—= EPQ
\EB /

16.3.2 Ordered Bi Bi Mechanism

In an Ordered Bi Bi mechanism, we can examine the A — Q, B — P, or the
A — P exchange.

In an A — Q exchange, as the concentrations of B and P are raised, the
exchange velocity increases at first simply because B is needed for the reaction in
which part of A becomes part of Q. The EA that is formed must react with B in
order to pass thorough the central complexes and form EQ, which liberates the
labeled product. However, after a certain point, a further increase in [B] and [P]
causes the exchange velocity to decrease. The reason for this substrate inhibition
is as follows. The rate at which labeled Q appears depends on the level of EQ,
that is, v, = kx[EQ]; consequently, and since the system is at equilibrium, as [P]
increases, the level of EQ decreases. At saturating [P], the level of EQ is zero and
total substrate inhibition is observed. Similarly, saturating [B] drives all the E
and EA into the central complexes. If no E is present, there is nothing for A to
react with, and we observe again a total substrate inhibition.

Although varying [A] and [Q] together and [B] and [P] together gives all the
information required to determine the reaction sequence, varying [A] and [P]
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together and [B] and [Q] together can be used to confirm the presence or absence
of possible dead-end complexes.

Cleland (1970) has formulated a simple rule by which one can predict whether
substrate inhibition will be obtained in reactions with no alternate sequences:
“Total substrate inhibition is observed if either of the varied reactants (of a pair)
adds between the points of combination of the exchange reactants, and both
varied reactants do not add to the same stable enzyme form”.

16.3.3 Random Bi Bi

One of the major uses of isotope exchange studies is in discriminating between
Ordered Bi Bi and Random Bi Bi mechanisms. In a Random Bi Bi sequence, with
no preferred pathway, the A — Q or Q — A exchange increases in a hyperbolic
fashion as [B] and [P] are increased. Similarly, B — P and P — B exchange
shows normal hyperbolic kinetics. Saturating [B] and [P], in reaction (16.28),
simply forces all the A—Q flux through the lower pathway, and saturating [A] and
[Q] forces all the flux through the upper pathway. Thus, the exchange pair
become the inner pair of an Ordered Bi Bi system when the concentrations of the
varied pair are infinitely high.

Isotope exchange is the only way to determine whether a random system is
a rapid equilibrium one. If the conversion of the central complexes is the sole
rate-limiting step, then all exchanges in a given direction must proceed at the same
rate at any given set of reactant concentrations. Therefore, va_q = Va_p = Vp_p,
and vq-a = Vp-a = vp_p. The equality of exchange rates holds even if dead-end
complexes form.

Isotope exchange can also be useful in detecting partially random segments in
what otherwise appears to be an ordered sequence; this situation appears
frequently in enzyme kinetics. For example, if increasing [B] and [P] in an
Ordered Bi Bi mechanism yields significant substrate inhibition, but the
exchange velocity cannot be driven to zero, that is, the plot intersects the 1/v,-
axis at a finite value, then we may suspect that some degree of randomness is
present.

16.4 SEQUENTIAL MECHANISMS AWAY FROM
EQUILIBRIUM

Although most exchange studies have been designed for processes at equilibrium,
the back exchange of labeled product while the reaction is proceeding in the
forward direction can provide valuable information about catalysis. Under
favorable conditions, investigators may utilize such isotope exchange data to
learn about the order of product release and presence of covalent enzyme—
substrate compounds. However, the derivation of rate equations for isotope
exchange in such cases are rather complex, and usually not of practical utility
(Hass & Byrne, 1960; Purich & Allison, 1980, 2000; Nordlie, 1982).

The derivation of rate equations for isotope exchange away from equilibrium
may be understood in terms of Eq. (16.7) for the Ordered Bi Bi mechanism
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(Section 16.2.1). Equation (16.7) contains rate constants, the concentration of
labeled reactant, the concentration of unlabeled substrates, and the enzyme form
the labeled reactant reacts with. The concentration of this enzyme form must be
expressed in terms of rate constants and the concentration of reactants. In
chemical equilibrium, this expression is relatively simple (Eq. (16.8)). Under the
steady-state conditions, when the concentration of reactants is away from
equilibrium, this enzyme form must be replaced from the steady-state
distribution equation, which is usually more complex (Eq. (9.13)). Therefore,
the resulting velocity equations for isotope exchange away from equilibrium are
usually more complex and, consequently, their practical application becomes
cumbersome.

Nevertheless, isotopic exchange under nonequilibrium conditions were
employed to establish the order of product release or the order of substrate
addition in sequential mechanisms.

For example, consider an Ordered Bi Bi system:

A B

L Pl

EA (EAB == EPQ) EQ

Label from P can appear in the corresponding substrate even in the absence of
Q. All that is needed is the presence of a sufficient level of EQ in the steady state.
The exchange of label from Q into a substrate will not occur unless a significant
concentration of P is present. Thus, one can test both products separately at levels
at or above their inhibition constants, and establish the order of product release.
Thus, the order of product release can be established: the first product released is
that which exchanges with a substrate in the absence of the another product, and
the second product released is that which does not. If both products show
exchange, than their release must be random.

If the reaction is freely reversible, one can test in the same way the order of
addition of substrates on the substrate side of reaction. One of the first systems to
be characterized in this way was glucose-6-phosphatase (Hass & Byrne, 1960).

A more complex case was described by Nandi (1978). §-Aminolevulinic
acid synthase from Rhodopseudomonas spheroides is a pyridoxal phosphate-
dependent enzyme that catalyzes the formation of §-aminolevulinic acid from
glycine and succinyl coenzyme A; in this case, the release of products is random
and more than one product can exchange back into substrate.

16.5 ISOTOPE EXCHANGE IN PING PONG MECHANISMS
16.5.1 Rate Equations for Ping Pong Mechanisms

Equations for the initial rate of isotope exchange in Ping Pong mechanisms may
be derived by one of the methods described in Chapter 4; the usual procedure
will be to apply the King—Altman method or the net rate constant method
(Cleland, 1975) (Table 4).
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Table 4. Isotope exchange-rate expressions in Ping Pong mechanisms

Ping Pong Bi Bi mechanism
V.AB

VanQ =
Ki\KgP A Q KpA
(K**“ K )( " Ka Ko T KunP
VA

Ua—p =
A KpA Q
Ka (1 ) Kis v Kz P + KiQ)

V.B

UB..Q =
B P KgB
A (1 L Kg  Kp ) KiBQ)

Bi Bi Uni Uni Ping Pong Ter Ter mechanism
(Rate equation in the absence of C and R)

§ V.AB
AeQ =
KinKgKqoP A AB  ABKp | ABKiPKiQ)
(K‘AKB + ek KpKig ) (1 i Kia e KipKip  KiaKipP  KianKipPQ

The last equation in Table 4 for the Bi Bi Uni Uni Ping Pong mechanism (in the
absence of C and R) is relatively long and complex. The right-hand portion of
the denominator in this equation represents the reciprocal concentration of free
enzyme in chemical equilibrium multiplied by [E]. If the products C and R
are present, the distribution equation for [E]/[E,] would be more complex
(Eq. (12.73)); consequently, the resulting full rate equation for the A — Q isotope

exchange becomes rather cumbersome.

Table 5. Exchange profiles for Ping Pong kinetic mechanisms

Varied substrate—complex pair

Mechanisms Exchange A-P B-P A-Q B-Q

Ping Pong Bi Bi A-P H H - HCD
B-Q HCD H H H

A-Q HCD H H HCD

Bi Bi Uni Uni Ping Pong Ter Ter A-P H HCD H HCD
(in the absence of C and R) B-P H H H H

A-Q HCD HCD H HCD

Types of exchange profiles: H = hyperbolic; HCD = hyperbolic with complete depression.
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Thus, due to the complexity of rate equations, the most frequently used method
for measuring exchange rates deals with the effect of raising the concentration of
a particular substrate pair and then observing the effect on rate exchange. In each
case, we are looking for the shape of the exchange-rate profiles, and for the
limiting values of functions at infinitely high concentration of variable reactants.
Usually, one can see by inspection which equations will have the various shapes
(Table 5).

16.5.2 Partial Ping Pong Mechanism

Isotope exchange is a powerful method for probing Ping Pong systems, because
isolated portions or the partial reactions of the overall reaction sequence can be
studied. For example, in a Ping Pong Bi Bi system, the A —-Pand P — A
exchange can be measured in the absence of B and Q:

A P

k’ﬂkz "3&“ (16.29)
E F

(EA === FP)

Almost immediately after mixing E, A, and P, the system will come to
equilibrium at essentially the established [P]/[A] ratio. If no exchange takes place
between the suspected A and P pair unless all reactants are present, then the
system is sequential.

The exchange velocity equations for an isolated portion of a Ping Pong Bi Bi
system are relatively simple. Thus, the initial rate of isotope exchange, v, for an
A — P exchange is given by

_ VmaxA—P - AP
Yo = KipP + KippA + AP (16.30)

where

_ VlKiA _ VzKiP _ k2k3
Vmax a-p = K~ Ko kit ks (16.31)

Similarly, when E, B, and Q are mixed, in the absence of A and P, the other partial
reaction is automatically established at chemical equilibrium:

B

Q
) ko k’uk" (16.32)
E

(FB ~—== EQ)

Again, if no exchange takes place between the A—P and B—Q pairs unless all
reactants are present, then the system is probably sequential.
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The initial rate of isotope exchange, v, for an B—Q exchange is given by

Vmax B-Q* BQ

= 16.
Yo = X2Q + KgB + BQ (16.33)
where
_ VlKiB _ V2K1Q _ k6k7
Vimax B-Q = Kz = Ko = ks + k7 (16.34)

The critical test for the Ping Pong mechanism is the relationship between the
maximum chemical velocities and the maximum exchange velocities:

o= (16.35)
Vmax A-P Vmax B-Q Vl V2 ‘

Equation (16.35) is derived from expressions for maximal chemical velocities
(Eq. (9.9)) and from Egs. (16.31) and (16.34); thus, Eq. (16.35) can be written in
the rate constant form:

katky kotky _ks+ky kstko
k2k3 k6k7 - k3 k7 k2 k6

(16.36)

Equation (16.35) is the critical test for this mechanism and it must hold for the
mechanism to be Ping Pong.

16.5.3 Determination of the Order of Addition of Reactants in Ter Ter
Ping Pong Mechanisms

One of the most useful applications of isotope exchange studies comes in
determining the order of addition of substrates in trisubstrate Ping Pong
mechanisms. The best way to understand this problem is in relation to a specific
example. Consider, for example, the reaction catalyzed by a large number of
synthetases (Walsh, 1998):

o)
Z
ATP + RCOOH === RC” + PP,
™ (AMP)

where R - COOH is a carboxylic or an amino acid, and a true substrate is Mg - ATP.
The reaction sequence can be depicted as follows:

Mg-ATP (A) Acid (B) Mg-PP (P)

T

E-acyl-AMP

This reaction sequence is a Bi Uni segment of the trisubstrate Ping Pong
mechanism, the Bi Uni Uni Bi Ping Pong Ter Ter mechanism. The kinetic
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Third

Fourth
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question is whether Mg - ATP and acid add in a random or in a sequential order,
and in the latter case whether Mg - ATP adds first or the second (Cleland, 1977).

In this case, one can easily measure the PP;—ATP exchange; if one varies the
concentration of Mg - ATP at different fixed levels of acid, and with PP; held
constant, there are four patterns that can be observed (Table 6). Thus by
measuring the exchange of product P with its corresponding substrate, one can
tell whether the pattern is random or ordered, and, if ordered, whether P picks up
label from substrate A or B. This method was applied initially in asparagine
synthetase reaction (Cedar & Schwartz, 1969) and the corresponding equations
were written in detail (Santi et al., 1974).

The above analysis can also be applied to the Bi Bi segment of a trisubstrate
Ping Pong mechanism, the Bi Bi Uni Uni Ping Pong Ter Ter mechanism:

B P

. 1 l T T - (16.39)

EA (EAB FPQ) FQ

In the same way, as in the preceding case, one can identify the order of addition of
substrates and the identity of substrates A and B, respectively (Segel, 1975).

16.6 ABORTIVE COMPLEX FORMATION

A number of enzymes may form abortive complexes that are nonproductive forms
of the enzyme. Such complexes appear as a result of the adsorption of ligands
under conditions where the enzyme may not carry out its usual chemistry. For
example, the binding of NAD" and acetaldehyde to alcohol dehydrogenase leads
to the formation of an enzyme—NAD"acetaldehyde complex, which cannot allow
for hydrogen transfer because both ligands are already in their oxidized states.

To detect the presence of abortive ternary complexes, the kineticist may raise
the concentration of dissimilar substrate—product pairs (such as glucose—ADP
and ATP—glucose-6-P in the hexokinase reaction, or acetaldehyde—NADand
ethanol-NADH in alcohol dehydrogenase reaction). This will lead to the
inhibition of all exchanges irrespective of the kinetic mechanism, and provide
useful information about the abortive complex formation (Wong & Hanes, 1964;
Wedler & Boyer, 1972; Purich & Allison, 1980, 2000). Nevertheless, product
inhibition is still unrivaled as the means for detecting abortive complex
formation.
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Chapter 17

Kinetic Isotope Effects

Kinetic studies of reactions in which isotopic substitutions have been made in the
reacting molecules can provide insight into the molecular details of the reaction
mechanism. The most important property of a chemical bond that is being broken
in a chemical reaction for kinetic isotope effects is the mass of the two atoms
joined together covalently and the force constant that defines it. Therefore,
substitution of deuterium (*H) or tritium (®*H) for protium (*H) produces much
larger rate changes than isotopic substitution of heavier elements, which is why
hydrogen isotopes have been primarily used in kinetic studies. The heavy isotopes
(*3C, N, and **0) can be very useful, however, for analysis of kinetic and chemical
mechanisms, since the precision of mass-spectrometric isotope ratios is very high.

Isotope effects can be divided into three categories: primary, secondary, and
solvent. Primary isotope effects are ones where bonds to the isotopic atom are
made or broken during reaction. Secondary ones involve isotopic atoms where
bonding changes during reaction, but no bonds are made or broken to them.
Isotope effects can be normal or inverse; normal isotope effects are ones where
the rate is slower with the heavy isotope and inverse ones show faster rates with
the heavier atom. Solvent isotope effects result from running reactions in heavy
water; solvent isotope effects may also be primary and secondary.

17.1 ORIGIN OF ISOTOPE EFFECTS
17.1.1 Kinetic Isotope Effects of Deuterium

Primary isotope rate effects are due to the fact that bonds involving deuterium
have smaller zero-point energy than the analogous bonds involving hydrogen. A
rigorous theoretical explanation of kinetic isotope effects is a complex and
difficult task, as discussed by Melander & Saunders (1980); a less rigorous
treatment is given by other authors (Jencks, 1969; O’Leary & Kleutz, 1972;
Cleland, 1977; Klinman, 1978; Moore & Pearson, 1981; Atkins & de Paula, 2002).
Here, we shall limit ourselves to an oversimplification that seems to have
practical and productive utility; this simplification is the argument that
(qualitatively and quantitatively) the most important contribution to kinetic
isotope effects is the difference in vibrational zero-point energies of bonds to
hydrogen versus bonds to deuterium.

Consider, for example, the vibrational energy levels for a C—H bond. They are,
of course, quantized, and the lowest level (zero-point) has a nonzero energy
E = (1/2)hv, where v 1s the frequency of the C—H vibration. If we further assume
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this bond to be represented by a simple harmonic osc111at0r then we can envision
Hooke’s law relationship for v, such that v = (1/2)(K/M )2, where K is a simple
force constant, and M is the reduced mass of the system (here, the isolated C—H
bond). The infrared stretching frequencies of C—H and C-D bonds in many
compounds cluster at 2,900 and 2,100 em™*. These values convert to zero-point
energies of 4.15 kcal/mol for a C-H and 3.0 kcal/mol for a C—D bond. Thus, the
zero-point energy for the C—D bond is 1.15 kcal/mol lower, just estimating for one
vibrational stretch.

Consider a chemical reaction in which the C—H or C-D bond is broken in the
transition state, that is, where this stretching vibrational frequency becomes the
reaction coordinate motion and has an imaginary frequency in the transition
state. In this case, the same transition state is reached for the C—H or for the C-D
molecule. However, because C—D bond is at lower zero-point energy, deeper in
the potential well than the C—H bond, more energy will be required to bring C-D
to the transition state than for C—H, a difference of 1.15 kcal/mol due just to the
change in zero-point energy alone (Fig. 1).

At room temperature, we can calculate that this energy difference will show up
as a 7-fold rate difference in favor of C—H (Westeheimer, 1961; Jencks, 1969). In
other words, for this effect

ku
o 7 (17.1)

Strictly speaking, one must worry about the smaller mass of C—H than of C-D
(or N-H, O-H, or S—H than N-D, O-D, or S-D) combinations. However, the
masses of C, N, O, and S are so much greater than the masses of either H or D,
that the heavier atom remain essentially fixed in the vibration, the force constants
are about the same, and so the mass difference between H and D is paramount in

C - - - H Transition

C---D state
E* S
Eacn

)
=
]
=
w . +——— Eacp)

Zero point energy

C-H‘\

c-D \-__.-/

Reaction coordinate

Figure 1. Schematic representation of a primary isotope effect for C—-H and C-D bonds,
where E, is the activation energy.
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determining the frequency of such vibrations. In an analogous calculation, one
can show that O—H versus O-D differences in zero-point energies should
correspond to a 10-fold rate enhancement for O—H versus O—D reacting at room
temperature (Jencks, 1969).

Isotopic substitution in reacting positions in molecules may affect the rates of
reactions, but they can also affect the equilibrium of reactions.

17.1.2 The Theory of Equilibrium Isotope Effect

Isotope effects on equilibrium constants can be understood on the basis of
statistical thermodynamics (Stihnel & Schowen, 1991). If the hydrogen is
substituted by deuterium, the overall equilibria are

K K
C+AH——BH C+AD~——BD (17.2)

The isotope effect expressed as the ratio of equilibrium constants, Ky/Kp, is a
ratio of molecular partition functions for reactants and products:

H
Ky (Qproduct/ anctant)
Ko ( Il))roduct/ Ql%actant)

The molecular partition functions, Q, can be related to molecular properties of
reactants and products. The partition function expresses the probability of
encountering a molecule, so that the ratio of partition functions for the products
versus the reactants of a chemical reaction expresses the relative probability of
encountering products versus reactants and, therefore, the equilibrium constant.
The partition function can be written as a product of independent factors at the
level of various approximations, each of which is related to the molecular mass, the
principal moments of inertia, the normal vibration frequency, and the electronic
energy levels, respectively. When the ratio of isotopic partition function is
calculated, the electronic part of the partition function cancels, at the level of the
Born—Oppenheimer approximation, an approximation stating that the motion of
nuclei in ordinary molecular vibrations is slow relative to the motions of electrons.

‘What remains, can be expressed in terms of equilibrium isotope effect:

Ku _ (Qsn/Qan) _
Kp  (Qsp/Qap)

Without engaging in detailed derivation and development of Eq. (17.4), we can
state that the symbols on the right-hand side of equation represent the isotopic
ratios of the following functions: MMI is the “mass-moments of inertia”, which
express the contribution of the isotope effect on the translational and rotational
energies; ZPE is the “zero-point energy”’, which expresses the contribution of the
isotope effect on the zero-point energies; and EXC is the “excited vibrational
states”, which expresses the contribution of the isotope effect on the population of
excited vibrational states. Thus, the quantities MMI, ZPE, and EXC, are determined

(17.3)

(MMI)(ZPE)(EXC) (17.4)



356 COMPREHENSIVE ENZYME KINETICS

by the masses of atoms, the position of the atoms in space, and the force field of the
molecule (Melander, 1960; Melander & Saunders, 1980; Siihnel & Schowen, 1991).

It is the vibrational effect of isotopic substitution, and for hydrogen isotopes the
effect on vibrational zero-point energy that is the predominant source of
equilibrium isotope effects. Equilibrium isotope effects can, therefore, be
considered to be vibrational effects to give structural information that is closely
related to that obtainable by vibrational spectroscopy (Siihnel & Schowen, 1991).
Thus, an equilibrium isotope effect, whether primary or secondary, measures the
difference in stiffness of bonding of an atom in the reactant and product. That is
why the heavier atom enriches in the more stiffly bonded position.

Equilibrium isotope effects are readily measured and can also be calculated if
suitable force field is available from vibrational spectroscopy, such as infrared or
Raman frequencies.

Like other vibrational properties, isotope effects are local properties reaching
out only one or two bond distances. Thus, introduction of deuterium into a C—H
bond of an sp® carbon center in a steroid molecule, for example, will give the
same molecular partition—function ratio as for substitution of deuterium at a
similar carbon in nearly all other organic molecules. Therefore, tabulations of
partition—function ratios have been constructed in the literature, as values
relative to a chosen standard; the standards are usually: water for hydrogen and
oxygen, CO, for carbon; and ammonia in aqueous solution for nitrogen. These
values are generally known as isotopic fractionation factors, ¢, usually defined as
the ratio heavy/light, and they can be used to calculate equilibrium isotope effects
for reactions (Cleland, 1980; Schowen & Schowen, 1982).

The utility of fractionation factors is that the standard-molecule contribution
cancels from a ratio of fractionation factors and the calculation is independent of
the arbitrary standard molecule chosen for comparison.

For example, for reaction in which a molecule bearing an isotope label in a site
of type X (say, an sp® C—H bond) is transferred into a molecule with the label now
located in a site Y (say, an sp> C—H bond), the equilibrium isotope effect is

Ki _ (Qu/Qb) _y
Ko  (Qu,/Qp,) ¢y (17.5)

An equilibrium isotope effect can be either normal or inverse. Equilibrium
isotope effects in the forward and reverse reactions are inversely related; thus, the
isotope effect for the forward reaction is the reciprocal of the isotope effect in the
reverse reaction. Equilibrium isotope effects are temperature dependent and go
to unity at infinite temperature.

17.1.3 The Transition-State Theory of Kinetic Isotope Effects

Isotope effects on rate constants of reaction can also be understood on the basis
of statistical thermodynamics (Stihnel & Schowen, 1991). The basic concept is
that a molecular configuration corresponding to the point of maximum energy
separating the reactant from the product state can be identified; this
configuration can be thought of as a molecular species.
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A + B [T}=—> D + E

reactant state transition state product state (17.6)

The concentration of T is expressed in terms of a thermodynamic equilibrium
constant, K*, for conversion of the reactant-state molecule to the transition-state
molecule. According to the transition-state theory (Eyring, 1935), for most cases
the rate of chemical reaction is equal:

kgT
ki = (BT) Kj (17.7)

where the subscript L stands for H or D. The kinetic isotope effect, in this case,
can be again related to molecular properties of reactants and the transition state,
as the transition state can be thought of as a molecular species.

3
ka _ K _ ovmnyzee)(EXC) (17.8)
kp Kp

The symbol MMI has exactly the same meaning as in expression for the
equilibrium isotope effect (Eq. (17.4)), but the symbols ZPE and EXC are different.
Without engaging in detailed derivation and development of Eq. (17.8), we can
state that the contribution of ZPE and EXC are different in the transition state
compared to product state, because the transition-state quantity contains con-
tributions from only 3N-7 stable vibrations of the transition-state and not from the
single unstable (barrier-crossing) quasi-vibration (Siihnel & Schowen, 1991).

In the transition state, taking into account the thermodynamic formalism, one
can again express the isotope effects in terms of fractionation factors. Since, most
commonly, a single site is isotopically substituted in both reactant and transition
states, the isotope effect is simply the ratio of reactant state to the transition-state
fractionation factor.

kH . ¢reactant

= (17.9
kD ¢transition )

Thus, the kinetic isotope effects reflect the difference in fractionation factor
between reactant and transition states.

Part of the isotope effect is temperature dependent, but for the primary isotope
effect the reaction coordinate motion effect, which is always normal, is
temperature independent. The primary isotope effects are almost always normal.
Secondary isotope effects can be either normal or inverse.

Kinetic isotope effects, ku/kp, ranging from 2 to 15 are observed in reactions
where other evidence suggests that hydrogen transfer occurs in the transition
state (Leskovac & Trivi¢, 1988). Low isotope effect ratios around 2 or less (above
15) may mean that the proton-transfer step is only partially rate-limiting
(Cleland, 1977). Larger values are seen in some chemical reactions, although an
increasing number of enzymatic reactions give large isotope effects; for example,
lypoxigenase from soybean gives an isotope effect of 80 (Glickman et al., 1994). If
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the ratio ky/kp =1 is observed, this observation is diagnostic, indicating that
bond breakage is one of the slow steps in the overall reaction.

17.1.4 Hydrogen Tunneling

Largervalues (ku/kp = 25—30) are seen in some chemical (Jencks, 1969; Siihnel
& Schowen, 1991) and some enzymatic reactions (Glickman et al., 1994). These
large ratios may reflect quantum-mechanical tunneling through potential
barriers, occurring selectively for the light isotope of hydrogen.

Semi-classical mechanical treatments of primary kinetic isotope effects require
the reactants to surmount an energy barrier in order for them to form products.
By contrast, quantum mechanics allows for the phenomenon of tunneling,
whereby reactants of insufficient energy to pass over the top of the energy barrier
can still be converted to product, provided that the width of the barrier is small.
Only particles having de Broglie wavelengths (4 = h/mv) that are on the same
scale as the barrier thickness can “penetrate” the barrier by quantum-mechanical
tunneling. Proton and hydride ions have 1-2 A de Broglie wavelength, and
several enzymatic reactions have been demonstrated to exhibit tunneling. In fact,
hydrogen probably always tunnels, especially in enzymatic reactions (Klinman,
1991; Bahnson & Klinman, 1995). Tunneling is favored by high, thin potential
energy barriers, by low temperature, and by steric hindrance which appears to
influence solvent exclusion.

17.2 TRITIUM VERSUS DEUTERIUM KINETIC ISOTOPE
EFFECTS

If substitution of deuterium for protium in a chemical reaction produces a
detectable kinetic isotope effect, substitution of tritium will produce an even
larger kinetic isotope effect (ky/kt), because of the larger mass of tritium and
the resultant lower zero-point vibrational energy of a C—T relative to C—D and
C-H bond. In a number of chemical and enzymatic reactions, a simple

logarithmic proportionality is observed, known as a Swain—-Schaad relationship
(Swain et al., 1958):

log (’;—:) = 1.44log (%) or log <%) = 0.69log (17({—;1) (17.10)

There is an important experimental distinction between °H and 3H kinetic
isotope experiments. Deuterium isotope effects are usually measured by
comparing reciprocal plots from separate experiments with deuterium-labeled
reactants and with unlabeled reactants, which allows determination of the V
isotope effect from the ratio of intercepts and the V/K one from the ratio of
slopes. In contrast to that, tritium isotope effects are measured by the internal
competition method, that is, by changes in specific activity in product or residual
substrate, and thus provide only the isotope effect on V/K. The kinetic isotope
effects on V with tritium can be measured only with the aid of carrier-free
tritiated molecules.



KINETIC ISOTOPE EFFECTS 359

Breakdown of the Swain—Schaad relationship leads to different exponentials
in Eq. (17.10) and represents a sign that the rate of the chemical reaction is
partially influenced by the quantum mechanical tunneling (Bell, 1980; Devault,
1984; Klinman, 1991; Bahnson & Klinman, 1995; Bruice & Benkovic, 2000;
Knapp & Klinman, 2002).

17.3 KINETIC ISOTOPE EFFECTS ON Vax AND Viay /Ky
IN ENZYMATIC REACTIONS

The two independent kinetic parameters of the Michaelis—Menten equation are
Vmax and Vmax/Kym. Many enzymologists who have analyzed for isotopic effects
have looked for rate reductions in Viax, because Vinax, for most enzymes, contains
arate term for the chemical step involving the covalent change being analyzed. In
probing with a deuterated substrate, for instance, if Vinaxe)/Vimax)> 1, then Viax
rates may be controlled totally or in part by a slow catalytic step involving C—H
(C-D) fission. The magnitude of Vi difference observed for substrate-
deuterium kinetic isotope effects varies widely in enzymatic reactions.

For example, the oxidation of L-[2-*H]-lactate by a hydroxyacid oxidase from
rat kidney shows a Vi, isotope effect of 8, suggesting that C—D cleavage is
probably fully rate-determining (Cromartie & Walsh, 1975). Such a large isotope
effect on Vinax is relatively rare. In many cases, observedVimax isotopeeffects may
be in the range 2.0-3.0, and interpretation can be complex (Leskovac et al.,
2002). One possible interpretation of the small isotope effects is that the Viax of
the enzymatic reaction is rarely determined by a single step involving chemical
change. Rather, the enzyme as catalyst may permit a reaction path where a single
high energy barrier is replaced by several smaller barriers of about equivalent
heights. That is, multiple steps may occur at similar rates, with each step being
partly rate-limiting. A low value for an isotope effect may reflect such a behavior.
Cleland (1975) argues that conformational changes in the proteins leading to
release of products often place limits on Viayx; such slow steps could completely
suppress expression in Vi, of the isotope effect from the chemical step.

17.3.1 Monosubstrate Reaction

Let us start the derivation of rate equations for kinetic isotope effects with
analysis of a simple monosubstrate enzyme reaction:
kA k k

EA~——EP ——FE (17.11)
ko ky keP

E

The chemical step in the forward direction is k5, and this step will experience the
isotope effect, such as in the C—H cleavage; we may safely assume that other steps
are unaffected by the isotope exchange, because they only reflect the binding of
substrate (Walsh, 1998).
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Under initial velocity conditions, when keP is insignificant, and under the
steady-state assumption, we obtain the following form of the velocity equation,
the simple Michaelis—Menten equation:

(kaky + Kaks + kaks) + Ky(ks + Ky + K5 )A 7

Suppose that the exchange of deuterium for protium in the chemically reactive
position in the substrate reduces the magnitude of the rate constant k5 fivefold,
without affecting the other rate constants (Fig. 2).

How will a kinetic isotope effect on k; be expressed in vo,? The kinetic
expression for observed isotope effect is the ratio of both entire rate equations
describing the disappearance of hydrogen and deuterium substrates.

One can see from Fig. 2 that the ratio of intercepts, D versus H, in the
double reciprocal plot is equal t0 Vinaxq)/Vmaxm)- On the other hand, the ratio
of slopes is equal to (Viax)/Kmxy)/ (Vmax(p)/Km(p)). Although an isotope effect
on v, may not be easily interpretable, one can see from Fig. 2, that, as [A]
becomes saturating, the isotope effect tends to the value of Viax(ry/Vmaxmys
contrary to that, as [A] tends to zero, the isotope effect tends to the value of
(Vinaxy/Kmcny) / (Vimaxo)/Kmp) )-

Vg =

30 F

v,

20

104

e +]
w

-0.5 0 0.5 1 0 10 20 30 40
1/A A

Figure 2. Kinetic isotope effect for a monosubstrate reaction depicted in reaction 17.11.
The substrate concentration-dependence of initial rates of reaction were drawn for a
hydrogen substrate (v]!) and a deuterated substrate (vD) according to Eq. (17.12),
assuming that k,=k,=k;=E,=1, k,=5, and that k,un=1 is reduced by isotope exchange
fivefold to kypy=0.2.
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How will a kinetic isotope effect on kg be expressed in Vipax and in Vipay/Ky?
The expressions for the basic kinetic constants, derived from Eq. (17.12), have the
following forms:

__ ksksBo
Vinax = (kg + k4 + ks) (17.13)
Vinax _ kiksksEo
Ka  (kokg + kokg + ksks) (17.14)

The extent to which the intrinsic isotope effect is expressed in Vi,ay depends on
the ratio of k4 to ks, the ratio of the rate constant for the chemical step to the rate
constant for product release. When kg/ks is small, that is less than 1, then the
observed isotope effect on Vimax approaches the true isotope effect; when ky/ks is
large (>1), product release is rate-limiting and the isotope effect tends to be
suppressed when Vi« is measured.

kg ks (Ke«um) ky

(Vmax(H)) _ kyo) ks \Keqw)/ ks (17.15)
Vmax(D) 1+ I_Cﬁ + _k_4
ki ks

Thus, it is clear that the value of Vinax(y/ Vmax(py Will tend to 1, when kg > ks, and
will tend to kgay/kspy, when kg >> k.

On the other hand, the expression for the intrinsic isotope effect in Viax/Ka
depends on a different ratio: the ratio of k5 to k,. Thus, we obtain

@Jfa%@)ﬁ

(V/IK)y  |ksm) ke \Keqmy/ ks
VB, = - l‘é +& (17.16)
k: Tk

It can be seen that the apparent isotope effect on V/K varies inversely with the
ratio ky/k,, between values of 1 and the true intrinsic isotope effect. When
ks > ks, the effect is suppressed; when kg < ko, the effect is fully expressed:

(V/K)y | tends to 1,when k3 >k,
(V/K)p | tends to kyu)/kyn), when k3 < k,. (17.17)

In other words, an isotope effect does not show up specifically in V/K when the
enzyme—substrate complex breaks down to enzyme-product complex many
times for each time it reverts to E + A. This situation is often called a “high
commitment to catalysis”. Conversely, when dissociation of A from EA occurs
much more readily than covalent change to form EP, then the “commitment to
catalysis is low”, and the isotope effect show up in V/K, but not in Vipay. Note
that the isotope effects on Vand V/K are also influenced by the ratio k,/ksg; if this
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ratio is high, both isotope effects will tend to the value of (Keqer)/Keqp))- The
commitment factors, and their calculation, is described in the following sections.

17.3.2 Nomenclature of Isotope Effects in Bisubstrate Reactions

In bisubstrate enzyme reactions, an effort must be made to reduce the complexity
of kinetic expression. Therefore, and according to the nomenclature of Northrop
(1977), we shall write the conventional expression for an isotopeeffect, ky/kp, as
Pk; similarly, the deuterium isotope effect on Vinax/Ku [i.e., (Vii/Ku)/(Vp/Kp)]
will be written as P(V/K), and so forth.

Let us take the Ordered Bi Bi mechanism depicted in Fig. 3; this time, we refer
to an enzymatic reaction in which the isomerization of both central complexes,
EAB and EPQ, takes place. The family of deuterium isotope effects on a chemical
reaction following this mechanism is illustrated in Fig. 3.

The diagram shown in this figure illustrates that one may link an observed
kinetic isotope effect to a certain segment of an enzyme-catalyzed reaction. This
description should be regarded as an idealized situation, because the magnitude
of the isotope effect can be greatly influenced by the relative magnitude of the rate
constants in certain steps.

For the sake of clarity, the terminology of Northrop (1977, 1982) will be
introduced, in which a distinction is made among following types of isotope
effects:

— observed

— apparent

— limiting

— internal

— intrinsic

— diminished isotope effects

— 1isotope effect on equilibrium constant.

(a) What one measures directly is an “observed” isotope effect,”v,, depictinga
single data point for one set of reaction conditions, and as such it depends
upon the entire steady-state distribution of enzyme forms. The kinetic exp-
ression for an observed isotope effect is the ratio ofboth entire rate equations
describing the disappearance of the hydrogen and deuterium substrate.

(b) P(V/E)app and PVapp are “apparent” isotope effects extrapolated from
observed effects to very low and very high substrate concentrations,
respectively, and termed apparent because the cosubstrate is fixed at an
arbitrary level.

(¢) P(V/K) and PV are “limiting” isotope effects at low and high substrate
concentrations, respectively, and represent the true kinetic constants
describing the steady-state expression of the isotope effect.

(d) The limiting isotope effects share a portion of the reaction sequence in
common. The “internal” isotope effect, Dk, isthe effect on this common
portion, representing all steps of the catalytic sequence following substrate
binding and leading up to and including the first irreversible step.
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(e) The “intrinsic” isotope effect,”k, expresses the full effect imposed on the
chemical step, which is analogous to isotope effects in uncatalyzed chemical
reactions.

(f)  Comparisons between isotope effects in this family requires a zero point of
reference. By the convention of expressing isotope effects as a ratio, the
absence of an effect has a value of 1. Correction to a zero point of reference
is, therefore, accomplished by subtracting 1 from the value of isotope effect;
an isotope effect diminished by one is, therefore, referred to as a
“diminished” isotope effect. Thus, the diminished isotope effect is equal
(isotope effect —1).

(g) Kinetic isotope effect on equilibrium constant, "Keq, is expressed by
Eq. (17.30) (Wolfsberg, 1972; IUPAC, 1979).

17.3.3 Ordered Bi Bi Mechanism

Bisubstrate enzyme reactions are among the most common in nature, and we
must leave the monosubstrate and turn to bisubstrate reactions if we are to
understand real enzymes (Northrop, 1975, 1981, 1982, 1995; Cleland et al., 1977;
Blanchard & Wong, 1991).

Consider a familiar Ordered Bi Bi mechanism shown in Fig. 3.

klA k'iB ks * k7* * k9 kn kx:;
E EA EAB EAB —— EPQ —— EPQ — EQ — E(17.18)
ks k, ke ks ko

This time, we refer to an enzymatic reaction in which the isomerization of both
central complexes, EAB and EPQ, takes place.

As already pointed out in Chapter 9, the steady-state expressions for the
catalytic constant, V;, and for the specificity constant, V;/Kg, for bisubstrate
mechanisms are rather complex. For the ordered mechanism in reaction (17.18),
as we have already pointed out in Section 9.2.2, even if we leave out the
isomerizations, that is, the complexes *EAB and *EPQ, expressions for V,/Ky and
V, are rather complex. If we include the isomerization complexes, *EAB and
*EPQ, the rate equations for the catalytic constant, Vi, and for the specificity
constant, V;/Kg, appear quite formidable compared to equations for the
monosubstrate reaction (Egs. (17.13) and (17.14)). Further, if we remember that
the kinetic expression for isotope effects is the ratio of both entire rate equations
describing the disappearance of hydrogen and deuterium substrates (or other
isotopes), than the rate equations for isotope effects may appear awesome.

Surprisingly, however, the isotopic expressions for complex steady-state
bisubstrate mechanisms have a common and highly specific form that, once
understood, enables complex mechanisms to be treated practically.

Isotope Effect on (V/K)

In an Ordered Bi Bi mechanism shown in reaction (17.18), it is possible to
rearrange the rate equation for the specificity constant, V/K, into the following
simple form (Northrop, 1975, 1977, 1981, 1991):
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(K) kO G (17.19)

K (1+Cr +Cr)

where Cf is the “forward commitment to catalysis”, Cr the “reverse commit-
ment to catalysis”, and Pk is the “intrinsic isotope effect”.

This equation is written here for deuterium isotope effects, but applies for any
other isotope equally well. In Eq. (17.19), Cr represents the tendency of the
enzyme complex poised for chemical reaction to continue forward through
catalysis, as opposed to its tendency to partition back to free enzyme and an
unbound substrate. Similarly, Cg is the tendency for the first enzyme complex
following the chemical step to undergo reverse reaction, as opposed to
partitioning forward through the first irreversible step leading to unbound
product.

For the ordered mechanism shown in reaction (17.18) expressions for the
“commitment to catalysis” have the form of a series of ratios of rate constants
from adjacent steps. For example, at low concentrations of substrate A and fixed
levels of substrate B, the commitment factor Cr, iS:

K kk kB KT k[ k
K Kl KKK K K ks
O = s T ks T Teakgks ~ Ko [‘ (1+k2 )]

+ k,
where asterisk shows the isotope sensitive step.

A forward commitment for a given reactant is defined as the ratio of the rate
constant for the isotope-sensitive step to the net rate constant for release of that
reactant from the enzyme, where a net rate constant corresponds to the net flux
through a series of steps.

In this expression, those partition ratios that involve intermediates other than
the initial collision complex make up what are called the internal commitment,
while the term containing the partition ratio for the collision complex is the
external portion of the commitment, the total of the external and internal
commitment is the total commitment. Thus, the internal commitment for A, and
the external commitment for A, in mechanism (17.18) are, respectively,

K, ksky ksksk;B
(Eg+k4k6) and (——k2k4k6> (17.21)
For P(V/K), the reverse commitment, Cg, is for the first irreversible step
following the isotope sensitive step:

kS ( k10>
Cr =+ o .
R, 1 (17.22)

Thus, equations for commitments are easily derived from the mechanism, and
consist of combinations of partition ratios for intermediates.

Commitment factors vary in different experiments; this is an important
distinction between deuterated substrates where the noncompetive method is

(17.20)
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used, and the tritiated substrates where the competitive method is used. Thus for
both competitive and noncompetitive experiments, the reverse commitment
includes steps through the first irreversible step and is the same. The forward
commitment for a competitive experiment, however, is for the labeled substrate.
Thus with lactate dehydrogenase, which obeys the Ordered Bi Bi mechanism, if
we are using tritiated NADH (substrate A), it is necessary to keep pyruvate
(substrate B) as low as possible in order to minimize the external commitment
and to determine isotope effects on (V/Kpyruvate) rather than ones on (V/Knapw)-
In a noncompetitive experiment, the commitment is for the varied substrate.
Thus, we can vary pyruvate with either unlabeled or deuterated NADH and we
shall be always looking at (V/Kpyruyate), for which the commitment is minimized
(Cleland, 1982). This is an important distinction when comparing V/K values in
Northrop’s method.

Isotope Effect on 'V

For the ordered mechanism in reaction (17.18), at high concentration of both
substrates, isotope effects on maximal velocities can be expressed as
D + Rp/Er + Cr DKeq _ Dk + Rvr + Cr DKeq

D
V = =
1+ Rg/Ep + Cr 1+ Ryr + CRr

(17.23)

where Cris the reverse commitment to catalysis as defined by Eq. (17.22). The
new terms Ry and Ep are the “ratio ofcatalysis” and the “equilibration preceding
catalysis”, respectively (Northrop, 1982).

Ry consists of the arithmetic sum of ratios of the rate constant for the chemical
step to net rate constants, one for each ofthe other forward steps contributing to the
maximal velocity, leading towards and away from the isotopically sensitive step.

For reaction (17.18), at saturating [A], it is

k, k k k k
RF:TC7Z+k'7+k’7+k’ +Ei (17.24)
with net rate constants equal:
Bksk;  ksksB

K =35 _ 3% '

3 kg4 k. Ky + ks (17.25)
kok

k/ — Q11 .
> = oo + i (17.26)
k’5 = k5 k’ll = ku kll3 = k13 (17.27)

For calculations involving V, [B] is saturating and, therefore, the first term in
Eq. (17.24) is zero.

Er is the “equilibrium preceding catalysis” and consists of the sum of
equilibrium constants; for reaction (17.18), it is

k

_ 6 kike ke k4
Ep 1+k5+k3k53 1+k5< +k3B (17.28)
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The quotient of the ratio of catalysis to the equilibration preceding catalysis, at
saturating [A], is, now, a rather complex expression:

J (1+k4)+k7+k7 (1+k )+ﬁ+k

Rw=1§ P A k5k %, i k) TEn TR (17.29)
F 1+ 6( 135
k \'Ti.B

Again, for calculations involving V, [B] is saturating and, therefore, the terms
containing B in denominators of Egs. (17.28) and (17.29) will drop out.

Intrinsic isotope effects are usually different in forward and reverse chemical
reactions, since their ratio is the equilibrium isotope effect, given by

D
D kforward
K=

kreverse (17‘30)
which is often easier to measure than to calculate. A frequent case is also that
PKeq is not equal to unity (Cleland, 1982).

17.3.4 Random Bi Bi Mechanism

For the Random Bi Bi mechanism, expressions for commitment factors are
more complex due to the branch points: the expression forward through the
common sequence is divided by the net rate constant away through the separate
branches.

kA

ks || ks ks (| kB ' (17.31)

kA k k
EB = EAB ==——= *EAB———>

(] k1o

For example, in the random segment in reaction (17.31), the net rate constant
for the release of A is
kok,

kot = kg + m (17.32)
The forward commitment to catalysis at low [A] is, therefore,
ks ky
" = o [‘ " e + (k) /(R + k33>] 17:33)

Similarly, in the random segment in reaction (17.31), the net rate constant for the
release of B is

_ keks
kot = k4 + m (17.34)

Therefore, the forward commitment of catalysis at low [B] is
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ki [ ky ]
Ces=7+—11 17.
™ = o |1 T+ (oks)/ (ke - T0A) (17.35)
Examination of Eqs. (17.33) and (17.35) reveals that the isotope effects at low
concentrations of one substrate should be determined at low concentrations of
the other, in which case both equations reduce to

ki ( ky >
Ceap =— |1+ .36
FAB Koo k, + ks (17.36)

If either substrate is rapidly released from the ternary complex, that is, either
k, or kg is large, the forward commitment factor simplifies to

k
Cr = k—n (17.37)
10

Equality (17.37) is usually referred to as an “internal” commitment to catalysis for
the mechanism in reaction (17.31) (Northrop, 1982).

17.3.5 Ping Pong Mechanism
Consider the following reaction scheme for the Ping Pong mechanism:

kA ks ksB k
E———FA % F——FB_%  E (17.38)
ko ke

In a Ping Pong mechanism, usually only one of the two half-reactions is
sensitive to isotopic substitution. Suppose that only the rate constant kj is
sensitive to isotopic substitution. In mechanism (17.38), rate constants k4 and k.,
are not simple microscopic rate constants, but are the net rate constants for
conversion of EA to F and FB to E, respectively, and contain contributions from
conformational changes, the bond-breaking steps, and release of products.

Reaction (17.38) is sufficient for consideration of such Ping Pong mechanisms
since ks will not depend on the concentration of substrates (Cook, 1991). The
expressions for V, V/Ka, and V/Kg are given by equations

14 ksk, 1% kiks 14 ksk,

Eo (ky+hky) KaBo katks KoEo ket (17.39)

The expressions for the isotope effects are given by equations

(17.40)

() () 1,
py_\ " k) (_>=___2 (—):1
o) ()
k; ks

The isotope effect on V/Kg, °(V/Kg), is equal to 1 due to lack of an isotope-sensitive
step in the second half-reaction. Ifit is not known whether the kinetic mechanism
is sequential or Ping Pong, the isotope effects on the V/K, and V/Kg values will not
distinguish between a Steady-State Ordered and Ping Pong mechanisms.
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17.4 DETERMINATION OF KINETIC ISOTOPE EFFECTS

17.4.1 Measurement of Kinetic Isotope Effects in Bisubstrate Reactions

The kinetic expression for observed isotope effects is the ratio of both entire rate
equations describing the disappearance of hydrogen and deuterium substrates.
The isotopically sensitive step appears in multiple terms and cannot be factored
out. In order to achieve factoring and subsequent simplification to useful kinetic
equations, it is necessary to examine the limits of rate equations at low and high
substrate concentrations, where enzyme reactions approach first-order and zero-
order kinetics, respectively. To understand this, we must consider how isotope
effects in bisubstrate reactions are measured.

Consider an Ordered Bi Bi reaction depicted in Fig. 3. For deuterium effects,
and if the exchangeable position is completely or nearly completely substituted by
deuterium, one simply runs reciprocal plots with deuterated and hydrogen-
containing molecules and takes the ratio of slopes as the V/K effect, and the ratio
of the intercepts as the V effect. The computation of limiting isotope effects
from apparent values requires extrapolation as a function of the cosubstrate con-
centration (Fig. 4).

0 1 2
1/[B]

Figure 4. Measurement of kinetic constants in an Ordered Bi Bi mechanism, Data points
are drawn according Eq. (9.15), assuming that V;=K,=K;,=Kg=1.

Extrapolations must be made prior to computing the isotope effects, using
several point patterns at low and high concentrations of the substrate B; then, the
plots obtained with a hydrogen-containing substrate are repeated with the
deuterium-containing substrate.
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The ratios of (V/Kg)y versus(V/Kg)p, at different constant values of [A], are
calculated from the slopes in Fig. 4, and the ratios of (V)y versus (V)p, atdifferent
constant values of [A], are calculated from the intercepts in Fig. 4. Thus, in an
Ordered Bi Bi mechanism, the simplest way to determine V/Kjy is to vary [B]. In
this way, we obtain V/Kjp directly, regardless of the [A] level, and this minimizes
the commitments; this works regardless of which substrate carries the label.

There are two principal methods for obtaining the isotope effects: noncompe-
titive and competitive. The noncompetitive method with full substitution for
obtaining the rate data is commonly used for deuterium isotope effects. A
competitive method is usually associated with tritium or **C, because itis difficult
to obtain chemically a full isotopic substitution with these isotopes. In a
competitive method, with less then total substitution of reactants with isotopes,
the fraction of label is unimportant; tritium or *3C are always used as trace labels.
What we do have to correct for in the competitive method is the level of the non-
labeled substrate if it adds after the labeled one (Northrop, 1982). From
competitive experiments only the ®(V/K) values are obtained.

17.4.2 Determination of the Limiting Isotope Effects on V/K

The theory of kinetic isotope effect outlined in Section 17.3.3 is essential because
it provides an insight into how a change in one step of kinetic mechanism is
expressed in kinetic parameters that can be measured. Consider an ordered
bisubstrate mechanism depicted in Fig. 3:

kA kyB ks ks ky k k
E —— EA —— EAB EAB EPQ EPQ_" ,EQ_" L E
ks k, ks ks ko

It is important to note that commitment factors may depend on the level of
other reactants present, and this variation can be used to determine the kinetic
mechanism. For an ordered bisubstrate mechanism, the commitment of B (the
second substrate to add) is independent of A (the first substrate to add), and
depends only on how fast B is released from the enzyme relative to the forward
rate constant for the bond-breaking step. Conversely, the commitment for A
varies from infinity at saturating B to the value for B at near zero B, and thus the
actual rate constant for release of A from the EA complex does not affect the
commitment of B, even if it is quite small.

At low substrate concentrations, the observed isotope effect approaches
P(V/K), as the limiting isotope effect at zero substrate concentration. However,
one can see from Eq. (17.19) that, if the reverse commitment to catalysis becomes
large, the reaction step containing the bond-breaking reaction nears a chemical
equilibrium, and the isotope effect expressed on V/K approaches the value of
PKeqs the equilibrium isotope effect. Obviously, the lower the commitments to
catalysis, the more fully the kinetic isotope effect will be expressed on V/K.

For the Ordered Bi Bi mechanism in Fig. 3, substitution of Cr (Eq. (17.20)) and
Cr (Eq. (17.22)) into Eq. (17.19) reveals that the apparent isotope effect on V/Kis
dependent on the concentration of B.
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k, ks k k kio
D 3 8 %10\ p
D<_V_) _ Y4 ke [ (1 "k k- B)] ko ( * kn) Keq __ constant, + B
APP

v [1+k4 (e + 2 ()

(17.41)

At very high [B], the commitment of A becomes large and the isotope effect is
abolished (Fig. 5).

4

O(VIK a)app
138

001 01 1 10 100 1000 10,000
[B] (log scale)

Figure 5. Dependence of the isotope effect, °(V/K4) spp, on the concentration of B. The data
points are calculated according to Eq. (17.41), assuming that all the rate constants in
commitment factors Crs and Cr are equal to unity, except that °k,=5, and PKe,="k,/ ke=5.

At very low [B], the expression approaches the limiting isotope effect on V/K,
that is, tends to P(V/Kg), where the forward commitment factor reduces to

Cpp = :Z (1 + :i) (17.42)
Hence, Eq. (17.41), describing the limiting isotope effect on V/K, is independent
of the concentration of A. In practice, what we do is to vary [B] at different levels
of labeled or unlabeled [A] and determine °(V/Kg) from the slope ratio; this
minimizes any external commitment factors.

A special case occurs ifthe system in Fig. 3 is a rapid equilibrium ordered one. In
this case, k, is very large and, therefore, Eq. (17.20) approximates the expression:

k; k
Crg = % (1 + ki) (17.43)

In this case, the limiting V/K isotope effect is obtained at either low [A] or low
(B].
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17.4.3 Determination of the Limiting Isotope Effects on V

At high substrate concentrations, measured isotope effects approach PV,
governed by Eq. (17.23). For the Ordered Bi Bi mechanism in Fig. 3, a quotient
of R (Eq. (17.24)) and Er (Eq. (17.28)) becomes a complex expression
(Eq. (17.29)) which can be substituted into Eq. (17.23); the resulting equation
then becomes far too complex for a practical use (Northrop, 1982). For practical
purposes, the extrapolation of apparent values of PV obtained at saturating
concentrations of A, to saturating concentrations of B, will afford the limiting
isotope effect on V.

Isotope effects on V cannot be determined when tritium or a heavy atom is
used as a trace label; in such cases, only the V/K isotope effects are obtained.

17.4.4 Determination of Internal Isotope Effects

Internal isotope effects cannot be obtained by raising or lowering of substrate
concentrations, but may be approached by studying limiting isotope effects as a
function of some other variable, such as pH dependence, temperature, or
substrate structure. For example, to enhance observed isotope effects and obtain
more useful information on the degree of rate limitation of the bond-breaking
step, and the location of other rate-limiting steps along the reaction path, the pH
can be raised or lowered so that the chemical reaction or the pH dependent
pathway including the chemical reaction becomes rate limiting (Northrop, 1982).

Consider the simple model shown in reaction 17.44, where kx includes the
bond-breaking step and is thus isotope dependent.

ksA
EH ? EAH

kbt g kol g, (17.44)

k\A kx kg

E P EA EP E
2

Lowering the pH draws the enzyme away from EA and the catalytic sequence,
thus, lowering the external commitment to catalysis:

= —————~k Kokl (17.45)

Thus, at low pH (high [H]), ®(V/K) approaches the limit:

bry Pkx +Cor  p (k2 + kx) (ke + k7)
(I_<> -Tres P | (when pH<pK, = koks ) (17.46)

Similarly, for the limiting isotope effect on V, atlow pH, PV approaches the limit:

Crr
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(ke/k7) + (kx/Ko) Rgr

"k | (ks F1]/ky) J e
(LI e
1+ (ks[H]/k,) Ex

°(W) =

— |Pky| (whenpH <pK,)

(17.47)
The pK,value in this equation is a very complex function (Cleland, 2001).

17.4.5 Determination of Intrinsic Isotope Effect

The term Pk in Egs. (17.19) and (17.23) is the intrinsic isotope effect in the
forward direction, the value we need to interpret the structure of the transition
state in enzyme-catalyzed reactions and the effectiveness of enzyme catalysis
(Cleland, 1982, 1995; Northrop, 1982, 1991; Northrop & Duggleby, 1990).

The determination of the intrinsic isotope effect is based on the Swain-Schaad
relationship (Eq. (17.2)). For diminished isotope effects, a fixed relationship
between deuterium and tritium is maintained,

T —1=P k4 1 (17.48)

In the absence of an equilibrium isotope effect, that is, if DKeq =1, the general
expression for diminished V/K isotope effect becomes a simpler function of the
diminished intrinsic effect:

DK __1—_1.)1.{_:1— (1 )
k) 'TixGrrCr 7-49

The commitment factors do not contain isotopic steps; therefore, the parallel
trittum expression for Eq. (1749) has the same denominator, leading to a
cancellation of commitment factors in the ratio

P(V/K)-1_Pk-1
T(V/K)-1 Tk-1 (17.50)

Substitution in the Swain—Schaad relationship gives

DV/K)-1 DPk-1
T(V/K) -1 = D144 _ 4 (17-51)

Consequently, one can calculate Pk from the values of °(V/K) and T(V/K).

If the equilibrium isotope effect, °Keq="kg/ kg, is present, the expression for
diminished isotope effects is not cleared of commitment factors, but takes the
form (Cleland, 1977)

D Dj.. _ D _
(V)_1= ke — 1+ Cr(PKeg — 1) (17.52)

E 1+ Cp + Cr
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Similar treatment of equation for the tritium effect gives

<E) 1= 1+ Cr+ Cr (17.53)
By taking the ratio of both equations, we obtain
P(V/K)—1  Pk—1+Cr(PKeq —1) (17.54)

T(V/K) -1 (Pk)***-1+ Cr(PKeg* —1)

If DKeq=1, or Cr=0, this equation reduces to Eq. (17.51).

When Cgis finite and Keqis different from unity, solutions of Eq. (17.49) give
only an apparent value of Pk. With twounknowns (Pk and Cg), an exact solution
is not possible, but at DKeq >1, limits can be set for the intrinsic isotope effect
because

Df
PReq = (D_k‘z) e (17.55)
oy - \DkR/ CALC \~7 oy

Therefore, it follows that the intrinsic isotope effect lies between the calculated
limits:

PKeq(*kr) carc="kr = (Pkr) care (17.56)
To obtain the upper limit, (Pkr)carc can be calculated from data in the forward

direction by first multiplying the limiting isotope effect by the equilibrium isotope
effect, because

Diy/K
T ‘_’E—V%?;f (17.57)
Therefore,
PV/K)e N MY
( PKeq 1) - (K)R ’ - P (kr)carc — 1 (17.58)
V/Ke ) (V). Pke)cilc-1
_DKelléf" Ki

17.4.6 Stickiness of Substrates

The stickiness of substrate is determined by the ratio of the net rate constant for
reaction of the first collision complex through the first irreversible step, to the rate
constant for dissociation of the collision complex. This ratio can be expressed as

CF—extemal
(1 + CF»internal + CR)

(17.59)
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For the mechanism in reaction (17.18), the stickiness of substrate is expressed by

<k3k5k7B)
[1 + (’_CZ + k_51CZ> + (lcﬁ n ksklo)] (17.60)
k6 k4k5 k9 k9k11

Thus, it is possible for a substrate to have a finite external commitment and still
notbe sticky, if C is larger than the external forward commitment (Cleland, 1977).

17.5 KINETIC MECHANISM FROM THE VARIATION OF
SUBSTRATES AND PRODUCTS

17.5.1 Substrate Dependence of Isotope Effects

Kinetic isotope effects are sensitive to changing concentrations of substrates,

products of reactions, and allosteric effectors (Cook, 1991). This sensitivity of

isotope effects may be profitably applied to analyze kinetic mechanisms.
Consider the following reaction scheme for a bisubstrate reaction:

k|A
k2
ksBH"’ ka (| kB (1761)
KA ke Kt
EB EAB EQ E

Ks

The kinetic isotope effects in bisubstrate reactions are measured by placing an
isotope label in one of the substrates, followed by a complete kinetic analysis with
a pair of unlabeled substrates, and then by a complete analysis with a pair of
labeled and unlabeled substrate. In this way, the kinetic isotope effect on the
maximal velocity, ®V, and the isotope effects on V/K for both substrates, °(V/K,)
and P(V/Kg), are obtained. Table 1 gives typical examples from the literature.

Generally, the following can be stated qualitatively concerning the dependence
of isotope effects on Vand V/K.

One of the °(V/K) values is equal to unity

In a sequential mechanism, an isotope effect equal to or close to one on one of the
two substrate V/K values suggests a Steady-State Ordered mechanism. The V/K
for the first substrate bound will have the isotope effect of unity. The isotope
effect of one may also apply to the second substrate in a Ping Pong mechanism,
but a distinctive, initial velocity pattern with parallel lines is obtained in this case.

In Table 1 such examples are alcohol dehydrogenase, dihydrofolate reductase
and dopamine g-hydroxylase; in the former cases, the nucleotide coenzyme adds
first and in the latter case it is dopamine that adds first. In the case of alcohol
dehydrogenase, the intrinsic isotope effect is 6 (Cook & Cleland, 1981), while in
the case of dopamine f-hydroxylase it is 10 (Ahn & Klinman, 1983), clearly
showing that the isotope-sensitive step is not completely rate-limiting.
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Table 1. Substrate dependence of deuterium isotope effects

Substrate Isotope
Enzyme pair Parameter effect pH Reference
One of the °(V/K) values is unity
Liver alcohol Cyclohexanol-1-(H,D) V 1.10 8.0 Cook &
dehydrogenase NAD* V/Kyap 0.85 Cleland, 1981

VJ'{Kalcoho'l 3.14

Dihydrofolate NADP(H,D) v 1.90 7.8 Morrison &
reductase (E. coli) Dihydrofolate V/Kyappy  1.10 Stone, 1988
Vf’ Kpur 2.80

Bovine dopamine Dopamine-2,2,-(H,D), V 2.3 4.5 Ahn &
B-hydroxylase Oxygen V/Kaopamine 1.0 Klinman,
V/Koxygen 4.8 1983

D(V/K) Values are finite but not equal

Yeast alcohol Ethanol-(H,D); Vv 1.8 7.3 Ganzorn &
dehydrogenase NAD™ V/Kxap 1.8 Plapp, 1988
Va"{ Kaicohn] 3.2

NAD" Vv 2.20 7.0 Trivi¢ &
2-Propanol-dg V/Knap 3.23 Leskovac,
V)"{Kalcuhol 2.54 1994
Liver glutamate  L-Norvaline-2-(H,D) v 2.46 8.0 Rife &
dehydrogenase NADP* V/Knapp 4.68 Cleland, 1980

V:‘!Knurvaline 1.49

P(V/K) Values are finite and equal

Malic enzyme L-malate-(H,D) % 1.45 7.5 Kiick et al.,

(Ascaris suum) NAD* V/Kyuap 1.49 1986
Vmealate 1.45

Ping pong mechanism

Glucose oxidase  D-glucose-(H,D) v 7.8 5.0 Bright &
(Aspergillus niger) Oxygen V/Kglucose 3.8 Gibson, 1967
V/Koxygen 1.0
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For alcohol dehydrogenase, Dy is close to unity, indicating that the overall rate
is probably completely limited by the off-rate of NADH, the rate constant k,, in
reaction (17.61); in other words, this enzyme has a Theorell-Chance mechanism.

D(V/K) Values are finite but not equal

Finite but unequal isotope effects on the two substrate V/K values suggests a
Steady-State Random kinetic mechanism. The smaller of the V/K isotope effects
reflects the stickier substrate. In reaction (17.61), it means that the rate constant
k; is substantial, and that the central complex is able to dissociate back to EA as
well as to EB.

From the data in Table 1, one can say the following qualitatively: (a) a finite
isotope effect on all three kinetic parameters indicates that the isotopic-sensitive
step is partially rate-limiting under all conditions, (b) the lower value of PV
relative to one of the ®(V/K) values suggests that a step after the first irreversible
step limits the reaction, and (c) the substrate released fastest from the Michaelis
complex has the larger isotope effect. Thus, with yeast alcohol dehydrogenase
operating with 2-propanol and with glutamate dehydrogenase operating with
L-norvaline, coenzyme is released faster than the other substrate.

D(V/K) Values are finite and equal

Equal isotope effect on the two V/K values suggests one of several possibilities,
including an Equilibrium Ordered mechanism with or without a dead-end EB
complex, a Rapid Equilibrium Random mechanism, or a Steady-State Random
mechanism in which the rates of release of A and B from the central complex are
equal.

Ifthe value of k, is very fast with respect to k3B at any concentration of B used,
the mechanism approximates rapid equilibrium order addition of A. Under these
conditions, the isotope effect will be constant, that is, P(V/K)=P(V/Kg),
whatever substrate is varied at any concentration of the fixed substrate.

Based on isotope effects only, it is not possible to distinguish the Rapid
Equilibrium Ordered from the Rapid Equilibrium Random mechanism. However,
the first mechanism gives a distinctive initial velocity pattern that intersects on
the ordinate with B as the varied substrate. To tell the difference between the
Rapid Equilibrium Random and the Steady-State Random mechanism will
require other methods, such as the isotope trapping method (Rose et al., 1974), or
isotopic exchange.

Ping Pong mechanism
The reaction scheme for the Ping Pong mechanism of glucose oxidase is given by
reaction (17.38):

kA ksB
E——FEA_& F—2FB_¥
kq ke

where A is D-glucose and B is oxygen.



378 COMPREHENSIVE ENZYME KINETICS

P(V/Koxygen) is equal to 1, due to the lack of isotope-sensitive step in the
oxidative half-reaction. A value of PV larger than D(V/th,c(,se) suggests that
glucose is sticky, that is, k; is slower or is not much greater than k5 (Blanchard &
Wong, 1991). An inverse situation, when PV is smaller than ®(V/Kgcose) Would
suggest a partial limitation by the oxidative half-reaction, whereas complete
limitation will give a value of unity for V.

17.5.2 Product Dependence of Isotope Effects

Isotope effects will also depend on the concentration of products present in the
reaction mixture and this effect will be mechanism dependent. A theoretical basis
for this type of isotope effects was developed (Cook, 1991), but very few
experiments were carried out to date (Cook et al., 1993).

17.5.3 Dependence of Isotope Effects on Allosteric Effectors

These effects have been characterized theoretically (Cleland, 1991), but practically
they have found only a limited application (Parmentier et al., 1992).

17.6 KINETIC MECHANISM FROM THE VARIATION
OF KINETIC ISOTOPE EFFECTS WITH pH

Isotope effects on enzyme-catalyzed reactions are only rarely fully expressed,
since bond-breaking steps are often faster than other steps such as release of
reactants. In order to enhance observed isotope effects and obtain information on
the degree of rate limitation of the bond-breaking step, and the location of other
rate-limiting steps along the reaction path, the pH can be raised or lowered so
that the chemical reaction becomes rate-limiting (Cook & Cleland, 1981; Cook,
1991). Further, the variations of kinetic isotope effects with pH may be used in a
profitable way to distinguish between different reaction mechanisms.
Consider a simple model shown in reaction (17.62).

k7A

KyH Ky/H (17.62)

kA Ko LTl

E P EA EP E+P
2

From this model, one can derive four different and independent kinetic models,
simply by omitting some reaction pathways (Fig. 6).

Table 2 shows the variation of the rate constant composition of Vand V/K with
pH, for the four kinetic models in Fig. 6.

Fig. 7 shows the variants of the mechanisms shown in Fig. 6, together with the
form of expected plots of isotope effects as a function of pH. In reaction (17.62),
only the chemical step, depicted by the rate constant k, is sensitive to deuterium
for protium isotope exchange in the substrate.
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Case 1 Case 2

EH«——EAH EH«——EAH

E«——EA —EP — E+P E+——EA —EP —E+P
Case 3 Case 4

EH EAH EH

E«——»EA —EP —E+P E«—EA —EP —E+P

Figure 6. Four kinetic models derived from reaction 17.62.

Table 2. Limiting expressions for isotope effects at low and high pH for kinetic models
shown in Fig. 6

1+ kg/k, 1+ ko /k, 1+ ky/k2 1+ ky/k,

Parameter : Case 1 Case 2 Case 3 Case 4
} Low pHﬂ i Dkg Dkg + kg/k2 Dkg Dkg + kg/kn
ll I 1+k9/k2 1+k9/k11
DV | !
I
| High pH* | Pky + ko/kyy Dko+ko/ky Pko+ko/ks Pk + ko/ky
: ' At kgfkn  1+kgfkn A+ kglkn A+ kg/ky
'. '.
' Low pH® | Pk, Dky+ko/ka Phko+ko/ka Pko+ ko/ks
: || 1+ ko/ko 1+ ko/ko 1+ kg /k,
P(V/K) | !
| High pH II ko +ko/ka  Pkg+ko/ka  Pkg+ko/ka  Pky +ko/ks
I
I |
] |
1 |

“High pH means at least a pH unit below the apparent pK, which represents the pH where the isotope effect is the
average of those at low and high pH.

For Case 1, when the entire mechanism is used, the full isotope effect (Dkg)
on V and V/K will be observed below the pKs seen in the V or V/K profiles, but
not above the pKs in the profiles unless k, > kq (for V/K) or ki > kq (for V).
In any event, the V and V/K effects become equal as the pH is lowered.
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Log ®(V) Log 2(V/K)

a a

M
| Case 1

pH pH

—e Case 2
c
[+

pH pH

M
i Case 3

pH pH

Case 4

pH pH

c D
a:log(Dkg) > b=|ﬂg[m > c=log ks thy/ Ky
T+ kg / Kyy 1+ kg / K,

Figure 7. Variation of kinetic isotope effects with pH for the mechanisms shown in Fig, 6.
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For Case 2, the V/K isotope effect will be pH independent and will not be the
full effect on k. The V/K isotope effect is also pH independent for Case 3, but
again is not the full effect on kg. For Case 4, both V and V/K effects are pH
independent, and are not the full effect on kg (Cook & Cleland, 1991).

While only the last variant may be readily distinguished from the other three by
the usual pH kinetics, the additional use of the isotope effect may distinguish
among all four. This example clearly illustrates the power of the pH variation of
kinetic isotope effects, a method that can considerably extend the usefulness of pH
studies to detect the subtle variations in kinetic mechanisms (Northrop, 1982).

17.6.1 Principal Use of Substrate Isotope Effects

The principal uses of substrate isotope effects for the enzymologist are listed
below (Cleland, 1977,1995; Northrop & Rebholz, 1997; Northrop & Simson, 1998;
Northrop, 2001):

(a) The absolute values for bond-breaking steps give clues about the chemical
mechanism and the nature of the transition step.

(b) The degree to which the absolute value expresses in V or V/K tells where the
rate-limiting steps are in the mechanism.

(c) One of the major application of isotope effects in random mechanisms is to
detect a degree of randomization, such as it is in a random or partially
random bisubstrate mechanisms.

Examination of the general equation for the kinetic isotope effect on V/K (Eq.
(17.19)) shows that one must lower the commitment factors to obtain a reliable
estimate of the intrinsic isotopeeffect, k. The value of commitment factors can
be lowered in two ways.

The external commitment can usually be eliminated by changing the pH,
because the internal commitment is usually independent of pH. Internal
commitments may be lowered by a proper choice of slow substrates. Thus, for
a serious isotope effect studies, one should try all possible substrates for an
enzyme and use those with the lowest commitments; then, one should try to
change the pH in order to lower the commitments further.

In an ordered bisubstrate mechanism one must vary the second substrate, B,
and determine V/Kp, regardless of whether the label is in A or B, since V/Kj will
not show an isotope effect. For a random mechanism one must vary both A and B,
since one may see different isotope effects on V/Kg and V/Kj, a distinction that
may help to characterize the mechanism. The effects onV/Kg and V/K, shouldbe
different when one or both substrates are sticky, that is, dissociate more slowly
from the enzyme than they react to give products. The substrate with the lower
V/K is the sticky one. Larger effects on V than on either V/K show that both
substrates are sticky; smaller ones show that a slow step follows release of the first
product. A rapid equilibrium random mechanism will show equal isotope effects
onV, V/Kg, and V/Kj,, all larger than unity.

Comparison between the diminished form of isotope effects can be employed to
determine the relative steady-state contribution of different components to the
limiting values of kinetic parameters. For example, comparing diminished
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intrinsic to diminished V/K isotope effect provides a measure of the sum of
commitment factors, as shown by the following rearrangement of Eq. (17.49):

Cr+Cr = It T 1 (17.63)
F R — D (V / K) _ 1 7' 3
Similarly, comparing diminished internal to diminished limiting isotope effects
provides a measure of the "stickiness" of substrates (Eqs. (17.36) and (17.37)).

17.7 ISOTOPE TRAPPING

The method of isotope trapping allows one to determine the stickiness of all
substrates but the last to combine in an ordered mechanism and of all substrates
in a random mechanism (Rose et al., 1974; Rose; 1995). This method was
developed initially by Rose for the yeast hexokinase reaction, and it is essentially a
single turnover experiment in which one determines analytically the proportion
of an enzyme—substrate complex that reacts to give products, as opposed to
dissociating.
An experimental protocol is depicted in Fig. 8.

E
Equilibration { +
A
Kia
B VIE,
EA EAB E+P+Q
ki kzl
E+ A EB +A
Dilution { 5 )
A A

Figure 8. Isotope trapping experiment.

An experimental protocol in Fig. 8 is shown for an ordered bisubstrate
mechanism. A small volume of enzyme is incubated with sufficient labeled
substrate, A, to convert most or all of the enzyme into a binary complex, EA. This
solution is then diluted into a large volume containing the unlabeled substrate, A,
plus variable amounts of cosubstrate, B. After several seconds, acid is added to
stop the enzymatic reaction, and labeled product, Q, is determined analytically. A
blank is then run with the labeled reactant already diluted in the large solution,
plus only the enzyme present in the small volume. The experiment is then
repeated at different levels of the second substrate B, and a reciprocal plot is
made of the amount of labeled product, Q, as a function of the reciprocal of the
substrate B concentration; thus, by extrapolation, the maximum amount of
labeled product formed, Qmax, is obtained.
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The initial EA complex can dissociate into E and A, which is immediately diluted
by the excess of unlabeled A. Also the EA complex can add B and either dissociate
into EB and A, which again results in dilution, or reaction to give products.

Because of the large dilution factor and a short incubation time, the only
reversible step in Fig. 8 is addition of B, and thus one can easily determine the
partitioning of the EA complex between products and dissociation.

After introducing appropriate corrections for blank reactions, the rate
equations involved are

E,
k, = v Qm“’f -1 (17.64)
Eo |, K
Afree
E,
APP e APP
K KX skl\lj_ ___Q_LUEX__l 5__ (1765)
E; \ Kp o Kia Ks
1+—
Afree

where Agee 1S the concentration of free labeled substrate, A, present in the
original solution, K*F¥ is the apparent trapping constant from the reciprocal plot,
Kp is the Michaelis constant of B in the chemical reaction. In Eq. (17.64), if the
second product release limits V, the ratio V/E, increases and becomes larger than
the true value of V/E,. Equations (17.64) and (17.65) allow calculation of the
values of k, and k. relative to V/E,.

The isotope trapping method clearly distinguishes the Ping Pong from the
sequential mechanisms, in cases when the initial velocity patterns do not provide
an unambiguous answer; in a Ping Pong mechanism, the amount of trapped label
will not depend on the concentration of B (Cleland, 1977).

17.8 HEAVY-ATOM KINETIC ISOTOPE EFFECTS

To this point, our discussion has concentrated only on substitution with isotopes of
hydrogen. We can also look at rate effects that occur on substitution with isotopes of
heavier atoms, including the stable isotopes *Cfor *2C, *5N for *N, and 0 for 0.
Studies have been performed on heavy-atom isotope effects, both in chemical
reactions (Jencks, 1969) and in enzyme-catalyzed reactions (Cleland, 1977; O’Leary
& Kleutz, 1972; O’Leary, 1980; Huskey, 1991). One immediate problem is that the
expected rate differences in heavy-atom isotope effects are much smaller because of
the much smaller percentage change in atomic mass on isotopic substitution.

For example, *H is twice as heavy as 'H, but *3C is only 8% heavier than **C, and
the zero-point vibrational energy levels for the carbon isotopes are much closer.
Maximal observed isotope effects for **C/**C are about 1.06, those for N/*N
about 1.04, and those for **0/*°0 about 1.06. Enzymologists who study secondary
or heavy-atom isotope effects often refer to them in percentage terms. For example,
an effect of 1.06 is frequently referred to as an “isotope effect of six percent”.
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To obtain credible distinction, great experimental precision is required in
measurements of these small differences in rates. One technique for detection of
heavy-atom isotope effects has been to measure isotopic composition of products
early in the reaction and again at 100% completion with high-precision ratio mass
spectrometers (O’Leary & Kleutz, 1972). Another approach is a sensitive equili-
brium-perturbation method for enzymatic experiments, where freely reversible
reactions are studied (Schimerlik ez al, 1975; Cleland, 1980).

17.9 SECONDARY ISOTOPE EFFECTS

The primary isotope effects discussed so far take place when the isotopic
substitution occurs at the bond broken in the reaction in question, and we have
pointed out that, for kg > kp, the C—H or C-D bond breakage is significantly
advanced in the rate-limiting transition state. Numerous studies have also been
made on the effect of isotopic substitution of deuterium or tritium at a bond
adjacent to the reacting bond, such that the C—D or C-T bond is not itself broken
during the reaction. Isotopic substitution at such positions can lead to either
slower or faster rates, leading to secondary kinetic isotope effects (Dahlquist et al.,
1968; Jencks, 1969; Smith ef al., 1973; Melander & Saunders, 1980; Cook, 1991).

Consider the hydride-transfer reaction catalyzed by alcohol dehydrogenase,
shown in Fig. 9.

Hs

H
Hac—%‘,—OH H3C—t|::0 + H
Hr
He H
= CONH, CONH,
A [ ]
N N
k &

Figure 9. Alcohol dehydrogenase-catalyzed oxidation of ethanol with NAD™.

In this reaction, we can distinguish the following isotope effects:

Primary Arises from the deuterium substitution of the Hgproton at Ciof ethanol,
13C substitution at C1 of ethanol,
80 substitution in ethanol, or
13C substitution at C4 of the nicotinamide ring of NAD*
«-Secondary  Arises from the deuterium substitution of the Hg proton at C1 of
ethanol, or
at 4-position of the nicotinamide ring of NAD*
B-Secondary  Arises from the substitution in the methyl group of ethanol
Remote Arises from the '®°N substitution at N1 of the nicotinamide ring of NAD*
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Remote substitution usually gives no appreciable isotope effect, but '°N
substitution at N1 of the nicotinamide ring of NAD™ gives small secondary isotope
effects because of the bonding change at the nitrogen during reaction (Rothberg
& Cleland, 1991). Primary and secondary isotope effects are often treated as
separate phenomena, since with deuterium the primary ones tend to be much
larger than the secondary ones. With heavier atoms such as *3C, >N, and *®0, the
primary and secondary isotope effects are of the similar size. However, both
effects have the same cause, namely a difference in the fractionation factor of the
reactant and transition state, and with both effects the same equations apply.

17.10 SOLVENT ISOTOPE EFFECTS

The introduction of deuterium in place of proton in water, and its consequent
exchange into some positions of enzymes and substrates, produces solvent iso-
tope effect on the kinetic and equilibrium constants associated with the enzymatic
reactions. These effects, usually expressed as ratios of the appropriate constants
in two isotopic solvents HOH and DOD, are useful in the study of reaction
mechanisms (Gandour & Schowen, 1978; Cook, 1991; Quinn & Sutton, 1991).
At this point, we may note that the most immediate characteristic of an overall
solvent isotope effect on steady-state kinetic parameters, kuon/kpops Vaown/
Voops or (V/K)uou/(V/K)pop, is its direction. The customary nomenclature
attributes a normal solvent isotope effect when the kinetic parameters are larger
in HOH, and an inverse solvent isotope effect when the kinetic parameters are
larger in DOD. Solvent isotope effects can also be primary and secondary.

17.10.1 Nomenclature

The nomenclature of solvent isotope effects is the same as the Northrop’s
nomenclature for kinetic isotope effects described in preceding sections (Cook,
1991). Consider a simple monosubstrate reaction,

kA ks

E EA EP_5 E
k, ky

Under initial velocity conditions and the steady-state assumption, we obtain the
following form of kinetic constants for Vand V/K, respectively:

Eoksks
= oels 66
Vina (ky + k4 + k) (17.66)
Vinax _ Eok ksks (17.67)

The corresponding solvent isotope effects on V and V/K are given by equations

M T D0 1+ Cyr + Cr

max
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Vmax HQO
D20 (Vmax) _ < KA ) . D20k3 + CF + ngoKeq
Ky ) Vinax D0~ 1+ Cr + Cr
< Ka )
In Egs. (17.68) and (17.69), the forward commitment factors are Cg=ks/k, and

Cvr=ks/ks, respectively, and the reverse commitment factor is Cr=k,/ks. The
equilibrium isotope effect is for the chemical step in the forward direction,

(17.69)

D,0 POk,
*"Keq = D.0F, (17:70)

D:0. is the intrinsic solvent isotope effect for the chemical step in the forward
direction and equals the ratio of k, values in HOH and DOD; similarly, P:0k, is
the intrinsic solvent isotope effect for the chemical step in the reverse direction
and equals the ratio of k, values in HOH and DOD.

Equations (17.67)—(17.69) are based on the assumption that only the rate
constants of the chemical step are subject to a kinetic solvent isotope effect. This
assumption simplifies the derivation of rate equations, but one must always keep
in mind that, although the substrate binding and product release are usually
solvent isotope-insensitive, the entire mechanism may contain more than a single
isotope sensitive step.

The rate equation for solvent isotope effects with more complex bisubstrate
mechanisms may be derived in the same way as was described in Section 17.3.3
for the kinetic isotope effects, using the corresponding nomenclature.

17.10.2 Proton Inventory

Solvent isotope effects, since they refer to rate or equilibrium constants, have to
do with the effect of the isotopic solvent on both initial (reactant) states and
final (transition or product) states. We shall make an attempt to dissect these
effects and to deal with the effects on the individual states (Quinn & Sutton,
1991).

Sil)nply by measuring the rate of reaction in HOH and DOD reveals almost
nothing about the mechanism, but measuring the rate as a function of the mole
fraction of DOD in isotopic mixtures of various composition can be much more
informative. Thus, kinetic studies of solvent isotope effects in a series of HOH and
DOD can, in some cases, allow the dissection of the isotope effect into its
component contributions from different sites in the reactant and transition states.
In this way, one can construct a list of the contributing hydrogenic or protonic sites
and the magnitude of the isotope effect for each; this is called a proton inventory.

The conduct of proton inventory consists of determining the kinetic parameters
of interest in a number of isotopic water mixtures of deuterium atom fraction n,
so that the data set comprises values of k, (n). The data are then fit, by an
appropriate statistical procedure, to a corresponding theoretical equation, and
contributing effects are calculated from this.
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The simplest model is when a single site determines the entire solvent isotope
effect. Consider a mixture of HOH and DOD in which the mole fraction of DOD
is n, so that DOD/HOH ratio is n/(1-n). For an exchangeable hydrogen in a
reactant molecule AH, the deuterium/protium ratio will also be [ADJ/[AH] = n/
(1-n) if the equilibrium constants for protons and deuterons are the same at
that position. There will be normally some selection, so that the actual ratio is
¢rn/(1—n), where ¢r is the fractionation factor for that exchangeable reactant
position. Such exchanges of hydrogen can take place not only in the reactant
molecule itself but also in the transition state of reaction in which it
participates. In this transition state, there is a similar deuterium/protium ratio
¢n/(1—n), where ¢ is the fractionation factor for the same exchangeable
position in the transition state. The total rate of reaction is now the sum of the
rates for the protonated and deuterated species, and so the rate of reaction is
proportional to

¢rn
(1-n)|  (1-n+¢m)
$rn | (1—n+ dgpn)
(1-n)

1+

(17.71)
1+

From Equations (17.71), it follows that the observed rate constant k, at mole
fraction n of DOD may be expressed as a function of n and the normal rate
constant k, in pure HOH as follows:

K = ko (ﬂ) (17.72)

1—n+ ¢gn

In the simplest cases, the reactant and the transition state will have only one and
the same exchangeable position for hydrogen or deuterium. In such cases, the
shape of the curve obtained from Eq. (17.72) provides a way of calculating the
fractionation factors in the reactant and the transition state of reaction, directly
from the experimental data (Gandour & Schowen, 1978).

Consider an example from the literature, a proton inventory for the equine liver
alcohol dehydrogenase-catalyzed oxidation of ethanol with NAD* (Chandra
Sekhar & Plapp, 1990) (Fig. 10).

In this case, mechanistic information suggests that the reactant and the
transition state have one and the same exchangeable position for hydrogen or
deuterium, which is a hydroxyl group in ethanol (Fig. 9). The rate of
reaction was faster in DOD, and an inverse solvent effect on kea of 2.0 was
observed; the data in Fig. 10 were fitted with Eq. (17.72), assuming one protonic
site having different fractionation factors in reactant and transition states.

The low fractionation factor of 0.37 suggests that the reactant state is an
enzyme-bound alkoxide with a low barrier hydrogen bond between it and Ser-48
in the primary structure of enzyme. This proton transfers to Ser-48 during
hydride transfer, so that its fractionation factor approaches unity. The value of
0.73 for the transition state fractionation factor shows that the hydrogen bond is
weakening as the proton is transferred during the reaction.
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300
o
= 200 1-n+4gn
< Ky = ko| ———
= 1-n+¢gn
L
100

0 0.2 0.4 0.6 0.8 1
Mole fraction of DOD

Figure 10. Proton inventory for alcohol dehydrogenase-catalyzed oxidation of ethanol
with NAD™. The data points are the measured kcat-values (ky) and the curve was drawn
according to Eq. (17.72), assuming that k,=150 s}, ¢r=0.37, and ¢1=0.73 (Chandra
Sekhar & Plapp, 1990).

17.10.3 Kresge (Gross—Butler) Equation

To this point, we have considered just one hydrogen, but a typical enzyme
molecule contains a large number of exchangeable hydrogens, each of which may
or may not contribute to the solvent isotope effect. If all hydrogens exchange
independently, the effects of all the different hydrogens are multiplicative and Eq.
(17.72) can be generalized into the equation:

ﬁ 1-n+ng;)
kn = ko | -—— (17.73)
[Ma-n+ net)

Equation (17.73) is the Kresge equation that describes the functional dependence
of ky on the isotopic composition, n, of the solvent (Kresge, 1964; Kresge et al.,
1987). A conduct of a full proton inventory from the Kresge equation is never
practical. However, if some simplifying assumptions are introduced into the
Kresge equation, useful information may be obtained under special circum-
stances. For example, if we assume that ¢r is equal to unity, Eq. (17.73) reduces
to a polynomial function of n:

X
"k = P20k [H 1-n+ ndff)] (17.74)
i
Therefore, if a single transition-state proton contributes to the solvent isotope
effect,"k will be linear function of »; if two protons contribute, the dependence
will be quadratic; if three protons contribute, cubic, etc. In practice, even the
most carefully collected data in the proton inventory experiments can distinguish
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only between one and two protons in the transition state. When x is greater than
3, proton inventories cannot be interpreted. Moreover, if the solvent isotope
effect is 2.0 or less, the distinction between one and two exchangeable sites
becomes difficult, and the distinction between two or more sites almost im-
possible (Schowen & Schowen, 1982; Quinn & Sutton, 1991).

The proton inventory analysis is further complicated by the fact that, in
enzymatic reactions, the reactant state fractionation factor is often not unity, as
described for the alcohol dehydrogenase case above.
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Chapter 18

Statistical Analysis of Initial Rate
and Binding Data

The first task in enzyme kinetics is a proper measurement and collection of initial
rate data, binding data, or other kinetic data. Thus, the most important part of
enzyme kinetics is a correct choice of kinetic data to be measured and the
technically correct estimation of the same. The second important part of enzyme
kinetics is an appropriate statistical analysis of experimental data.

18.1 STATISTICS

18.1.1 Statistical Parameters

At this point, it is appropriate to introduce the definitions of basic statistical
parameters which are extensively covered in textbooks on biochemical statistics
(Mandelhall et al., 1981; Ratkowsky, 1983; Wiener et al., 1991; Cornish-Bowden,
1995; Daniel, 1995; Rosner, 1996; Zar, 1996; Punch & Allison, 2000) and applied
here to enzyme kinetics.

The first statistic is the arithmetic mean or average. One may measure the
initial rate of a reaction, repeat the same measurement several times, and observe
several slightly different values. If the sum of the several values were designated
2Y; and n were the number of values, the average initial rate would be

— Y,
vo2Yi (18.1)
n
The arithmetic mean does not give any indication of the amount of scatter in the
observations. The variance is defined as the sum of the squares of the deviations
from the mean divided by the number of degrees of freedom. If only one
parameter is measured, the degrees of freedom are given by n—1. Therefore, the
expression for the sample variance is
_2(Y-Y)

sample variance = §* = (18.2)
n-1

Thus, the standard deviation is defined as the square root of the variance:

(Zy)’

‘ -
standard deviation = \J M (18.3)

n—-1
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The standard deviation is an error of a given value expressed in the units of this
value. The standard deviation is a statistic which measures the variability or
dispersion of the set of data.

Standard error is the standard deviation of the sampling distribution of a
statistic. As such, it measures the precision of the statistic as an estimate of a
population parameter. A commonly computed standard error is the standard
error of the sample.

The coefficient of variation, or the relative standard deviation of the mean, is
defined as follows:

. - variance standard deviation
coefficient of variation = —y  X1w0= v X 100 (18.4)

Coefficient of variation is the error of a given value expressed as a percentage.

18.1.2 Linear Regression by a Least Squares Method

Before the advent of computer technology and the computerized statistical
methods for data analysis, a procedure that was employed extensively in the
analysis of enzyme kinetic data was linear regression. It is important to point out
that linear regression performed by the least squares method should not be used
unless the values are weighted. If it is used without proper weighting one can get
bad results.

In general terms, the assumption of a linear relationship implies that a
dependent variable 7, is a linear function of an independent variable X. In the
case of the linear Lineweaver—-Burk plot, 1/v, is the dependent variable while 1/A
is the independent variable. In the case of the linear Hanes plot, A/v, is the
dependent and A is the independent variable. The linear regression, as presented
here, is based on four assumptions:

(1) It is assumed that the independent variable, X, is measured without error.
(2) The expected value of the dependent variable for a given value of the
independent variable is

¥=A+BX (18.5)

(3) For any given value of X, the observed Y values are distributed indepen-
dently and normally. This is represented by

Yi=A+BX; +¢ (18.6)

where & 1s the error in the estimate, or the measurement error.
(4) It is assumed that the variance around the regression line is constant and,
therefore, independent of the magnitude of X or Y.

The aim of the linear regression is to calculate the values A and B in Eq. (18.5)
such that the dependent variable Y can be estimated for any given value of the
independent variable X. Thus, the difference between the observed values of Y;
and the values estimated from the regression line would be
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ri'—‘?i—Yi (187)

where r; is the residual and lr}i is the estimated value of ¥;.
The solutions for A and B are (Johansen & Lumry, 1961):

(EXEY -3 X5 XY)

XY -3 X5 XY n

A= 2 7 2 (18.8)
nyXE— (LX) s xe - (%)
_yx(Y
B="EXY_EXEY=ZXY EX( i ) (18.9)
ny x2-(LX)* , (ZX)°
X 7

The variance about the regression line is estimated as

o LY -A-BX)' T Y -AYY-BYXY (18.10)

n—2 n—2

The degrees of freedom in this equation are equal to (n—2) because both A
and B are estimated from the observed data. The standard error on the esti-
mate of A is

standard error, = \/ s2 (n 5 Xg:_X:E X)2) (18.11)

In the same manner, the standard error for the estimation of B, the regression
coefficient, is

standard errorB=\/ 2 (n ZX: (EX)2> (18.12)

The quantities that are required for the estimation of A and B and their standard
errors are n, XY, LY?, X, £X? and IXY.

18.1.3 Weighting

Statistical methods commonly give little attention to the possibility that the
experimental values analyzed may not all be equally reliable. Although it
may sometimes be true that the primary observations, a set of v, values, for
example, have uniform variance, we must transform them before analysis into
secondary values, such as 1/v, or A/v,, that are certainly not of uniform var-
iance (Cleland, 1979; DiCera, 1992; Cornish-Bowden, 1995).

Suppose that in a set of n values of b; each has a known population variance, 6?.
The sample variance, s*, (defined by Eq. (18.2)) is actually an unbiased estimate
of the population variance, ¢2, which is defined as

population variance = ¢°(b;) = r!grolo %Z (bi — B)* (18.13)
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where b; is a measured quantity and f is an ideal, true value of b. We should
expect that in estimating 8 one should allow for this variation of variances by
calculating a weighted mean:

b= ZZV:,?‘ (18.14)

in which the values of the weights wj are larger for the more reliable observations.
Now, we must calculate how much larger they should be. If the individual b;
values are independent, the variance of b follows from the definition of variance
in Eq. (18.14):

o*(B) = =%

(2 wi)

and, after the partial differentiation with respect to any individual weight w;, we
can show that the partial derivative is zero if

_ 2 wiat
C a3 (Lw)

It is only possible for all such partial derivatives to be simultaneously zero if every
weight is inversely proportional to the corresponding variance, that is, if

(18.15)

Wj (18.16)

Wi =— (18.17)

In enzyme kinetics, one usually measures the initial rate v, at substrate
concentration A, but transforms it into 1/v, or 4/v, before plotting. It can be
shown that the variance of 1/v, and A/v, must be as follows:

o (i):(-é) 2 (vo) (18.18)

o? (%) = (%) 6% (Vo) (18.19)

where 6(v,) is the variance of v, and the concentration of A is assumed to be
known without error. Since the weights for v, are usually not known, in practice,
two hypotheses for the appropriate weights for v, are commonly applied:

(a) Hypothesis that the v, values are of uniform variance, so that
w(1/ve) = v} (18.20)
w(1/v,) = v} /A? (18.21)

(b) Hypothesis that the v, values have uniform coefficient of variation, so that
their variances are proportional to the squares of the true v, values, in
which case

w(1/ve) = V2 (18.22)
w(4/ve) = v3/A* (18.23)
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1/A

Figure 1. Envelopes of expected error for fitting the reciprocal plot, with K and V equal to
unity. {—), standard error of v, assumed to be constant at +0.05V; (---), standard error
of v, assumed to he proportional to v, at +5%.

All of the expressions in Egs. (18.20)—(18.23) are approximate, because they are
derived from approximate expressions for the variances.

For practical purposes, one can choose the first weighting assumption, that is, a
constant variance, if the measured values span less than a factor of 5. If the
measured values span more than a factor of 10, the coefficient of variation is
constant, and one chooses the second assumption (Cleland, 1979).

The necessity of using weighted fits can be seen visually from Fig. 1, which
shows envelopes of probable error for data obeying the linear Lineweaver—Burk
equation, for the cases where the initial rates have either equal standard errors or
the standard errors proportional to initial rates of reaction. When the standard
error is proportional to v,, the variance is proportional to vZ and the estimation
of kinetic parameters by linear regression becomes more reliable (Fig. 1).

In fitting pH profiles for Vor V/K, the parameters vary by a factor 10 per pH
unit above or below the pK, which causes loss of activity. In such cases, it is better
to assume that the variance of the initial rates is proportional to the square of the
initial velocity. This corresponds to a constant percent error (i.e, 1 + 0.1 and
10 + 1), and requires v* weights in reciprocal plots.

18.1.4 Polynomial Regression

Polynomial regression analysis proceeds in a manner similar to linear regres-
sion (Carnahan et al., 1969). As an example, we shall analyze the second-order
polynomial regression; the regression for the second-order polynomial is

Y=by + b, X + b, X?+¢ (18.24)



396 COMPREHENSIVE ENZYME KINETICS

The aim of regression is to obtain estimates of parameters b,, b,, and b, which
describe a regression line which fits the experimental data best. The assumptions
listed in Section 18.13 for the linear regression will apply in this treatment of reg-
ression analysis of a second-order polynomial. For any value of the independent
variable, the observed value of the dependent varjable will deviate from the
regression line by a residual equal to ¥ Y where ¥ is the expected value from
the regression equation. The procedure of regression analysis is to obtain esti-
mates of the parameters which will minimize the sum of the squared residuals:

> =3 (Y - bo — biX — b.X?)? (18.25)

The expansion of the right-hand side of this equation, followed by differentiation
with respect to each of the parameters gives

ddeor* =-2) Y+2nb,+2b Y X+2b )y X* (18.26)
dgilr ~2) XV +2b,Y X+2b Y X*+2b,y X3 (18.27)
d(%): _ _22X2Y+2b0 ZX2+2b12X3+2b22X4 (18.28)

Minimization of the sum of the squared residuals with respect to the parameters
is achieved by setting each of the foregoing three equations equal to zero and
solving the system of equations for the parameters. Thus, the following equations
are obtained:

D Y=nbo+b Y X+b» X* (18.29)
D XY =boYy X+b Y X*+b» X° (18.30)
D XY =boy X*+b Yy X3+b Y X* (18.31)

The terms that must be obtained from the experimental data are n, £X, ZX?, £X3,
X4 XY, TY?, TXY, and ZX?Y.
The variance for a second-order polynomial is given by

2 LYP—b Y Y —b Y XY -b> XY
= —
The standard error of the estimates of the parameters is given by equation:

[standard error(b;_,) — /5% - ¢;i; where i=1,2,3,...,m (18.33)

where the correction factor, “c;”, may be estimated independently (Schultz,
1999).

Polynomial regression is especially useful in substrate inhibition systems
which give rise to rate equations which are a 1: 2 function of substrate con-
centration (Chapter 11). It is important to emphasize that the present type of

S

(18.32)
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analysis is not applicable to rational polynomials of the order 2:2 or higher.
Further application of the polynomial regression is in the analysis of reaction
progress curves (Section 184.3).

18.1.5 Nonlinear Regression

When good preliminary estimates of kinetic constants are available, either from
properly weighted fits to the equation in reciprocal form, or from graphical
analysis, the kinetic data are best analyzed by fitting a curve using nonlinear
regression (Ratkowsky, 1983). Nonlinear regression is a procedure for fitting
data to any selected equation. As with linear regression, nonlinear regression
procedures determine values of the parameters that minimize the sum of the
squares of the distances of the data points from the curve. Unlike linear or
polynomial regression, a nonlinear regression problem cannot be solved in one
step. The computer programs that perform these calculations are readily
available (Cleland, 1979; Watts, 1994; Cornish-Bowden, 1995; Duggleby, 1995)
(Section 18.2.4).

Several methods for the nonlinear least squares fitting are known, but we shall
describe only the Gauss—Newton method (Cornish-Bowden, 1995). The nonlinear
regression method, based on an iterative fitting by the Gauss—Newton method,
was initially proposed by Wilkinson for the estimation of the steady-state enzyme
kinetic parameters (Wilkinson, 1961). The Gauss—Newton method of iteration
converges rapidly and allows simple calculation of standard errors of the fitted
constants. Nonlinear regression requires a preliminary estimate of the par-
ameters, and these are obtained by linear regression similar to that described in
Section 18.14. It should be noted that, in his original work, Wilkinson employed a
weighted linear regression of A/v, versus A. The following expressions provide
for the preliminary estimates of the parameters:

B 3\ U3 U3 VS
ID| =" v} ZE_ ZX A (18.34)
v3 vd
(zvs%-Tusy)
KA = IDI (18'35)
vd vd\?
[z wTp- (£%)

The nonlinear aspect of Wilkinson method is based on the assumption that if a
function is nonlinear in a parameter, c, the following linear approximation may
be used:

foe=fue +(c=c®) fyeo (18.37)

where ¢°is a provisional estimation of cand f’is the first derivative of f with
respect to c¢.In terms of enzyme kinetics, Eq. (18.37) becomes
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Vmax VO

max

Vou LKS+A

A VoA

Ky - Kp) -2 18.38
To initiate the calculations, the preliminary estimates of K, and Vi, from linear
regression are used as the provisional estimates of the parameters. The following
calculations lead to updated estimates of the parameters.

f — Vr(r)laxA

Vo=

K2 +A (18.39)
’ Va
= —(KO :—x::)z (18.40)
A

D= 1> - (fo’)z (18.41)
by — (S22 vof — 2 M X vof')

D] (18.42)
O ED NS ¥ oy w540
Ka = K} +Z—j (18.44)

Vinax = Vlgaxbl (1845)

The updated estimate of Kj is tested against the provisional estimate. If the two
are sufficiently close, for example, if abs(Kj — K3) is =<0.005, the updated
parameters are accepted as the best estimate.

If, on the other hand, the updated K, does not pass the test, the provisional
estimates of the parameters are replaced by the updated estimates and the
calculations embodied in Egs. (18.39)—(18.45) are repeated. It should be under-
stood that, as K approaches the best estimate, the value of b, approaches unity
and b, approaches zero. After the best estimates have been obtained, the variance
can be calculated as

s _ SV~ b, vef ~ by S vof!

s — (18.46)
The standard error for K, is
2
standard errorg, = i] s2 (Z]:I;] ) (18.47)
while the standard error for V., 18
12
standard errory,,, = Vinaxy/$2 (Zlgi ) (18.48)

The Wilkinson procedure converges rapidly on the best estimate of K, if
Eq. (18.38) is appropriate. If a computer program is written to execute the
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Wilkinson procedure, it is advisable to count the number of iterations required
for convergence. If more than 4 or 5 iterations are required, one would be
well advised to question whether Eq. (1838) is appropriate for the enzyme
involved.

In fitting pH profiles for Vor V/K, the parameters vary by a factor 10 per pH
unit above or below the pK, which causes loss of activity. In such cases, it is better
to assume that the variance of the initial rates is proportional to the square of the
initial velocity. This corresponds to a constant percent error (that is 1 + 0.1 and
10 £ 1), and calls for v3 weights in reciprocal plots. The final iterative fit may then
be unweighted if the equation is expressed in the logarithmic form, since the
variance oflog vy, is the variance of v, divided by v3, and the variance of v, in this
case is proportional to v.

Iterative fitting by the Gauss—Newton method may be applied to equa-
tions that are nonlinear in two or more constants, simply by expanding
Eq. (18.37).

vo =fo + (a— ao) (gia’)o+<b ~bo)(5p) (18.49)

where there are as many terms containing partial derivatives as there are
non-linear constants in the rate equation. The constants ag,bo,... are the
preliminary estimates of the constants a,b,..., and F, is the function
calculated using these preliminary values @o,bo,... More detailed information
about the statistical complexities involved in fitting complex kinetic data are
found in the review by Garfinkel er al. (1977) and the textbook of Ratkowsky

(1983).

18.2 ANALYSIS OF INITIAL RATE DATA

In the analysis of initial rate data it is imperative to keep the time elapsed
between data acquisition and data analysis as short as possible.

The first task is a proper choice of the substrate concentration range for kinetic
measurements. For one-substrate systems, choice of the substrate concentration
range is not particularly a problem. In preliminary trials, one chooses the widest
range about the Michaelis constant with due care to avoid substrate inhibition.
A rough value of Ky may thus be obtained, and the range can be refined. Since
the greatest velocity change occurs in the region around Ky, it is frequently
satisfactory to vary the concentration from about 0.2 to 5.0 times this constant.
This changes the fractional attainment of maximal velocity from 0.14 to 0.84, and
reasonable estimates of Ky can be made (Fromm, 1975; Endrenyi, 1981; Davis,
1992).

Once the range of substrate concentrations to be used is chosen, the
intermediate levels must be decided upon. If substrate concentrations are spaced
in an arithmetic series, too many of the points will be in the high concentration
range. A geometric series is better, but the best procedure is probably to space the
points evenly on a reciprocal plot.
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Figure 2. Envelopes of expected errors for data fitting to the linear forms of the
Michaelis—Menten equation, with K and V equal to unity, and a constant standard error in
v, of +0.03V (dotted lines).
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18.2.1 Linear Plots

If one fits the data in the form of one of the reciprocal graphs, a linear plot is
always obtained. Under no circumstances should one attempt to fit data in
reciprocal form for statistical evaluations of kinetic constants, since this requires
weighted fits using v weights (when equal variance in velocities is assumed) or
v3 weights (if the error is proportional).

Dowd & Riggs (1965) performed a statistical analysis of the three linear
forms of the Michaelis—Menten equation, using the least-squares analysis. Their
conclusion was that the Lineweaver—Burk is the least reliable and that, on
balance, the Hanes plot is the most reliable for the graphical visualization of data.
Figure 2 shows the distribution of expected errors in three linear plots, indicating
that the errors are best distributed in the Hanes plot over a widest range of
substrate concentrations. In the Lineweaver—Burk plot, the errors are highest at
the lowest substrate concentrations and lowest at high substrate concentrations.
The advantage of the Lineweaver—Burk plot is that it separates the variables.

The three linear plots in Fig. 2 show that the choice of substrate concentrations
above or well above the Ky will afford a relatively precise estimation of the
maximal velocity, Vinax, but a very poor estimation of the specificity constant,
Viax/Ku. On the other hand, a choice of substrate concentrations below or well
below the Ky will afford a good estimate of the specificity constant, Vimax/Kn, but
a very poor estimate of the maximal velocity, Vinax-

18.2.2 Analysis of Bisubstrate Reactions

For two-substrate and three-substrate enzymatic systems, the problems of data
gathering become more cumbersome (Allison & Purich, 1979); a consultation of
the more rigorous statistical treatment of the rate data may be necessary in these
cases (Cleland, 1967, 1979; Fromm, 1975; Mannervik, 1982; Wiener et al., 1991;
Duggleby, 1995).

The problems of the statistical analysis of kinetic data are most easily under-
stood in relation to a specific example. Therefore, let us consider a bisubstrate
reaction that proceeds in an ordered fashion: the leading substrate A is added
first, followed by substrate B, and the initial velocity equation is

_ V,:AB
° 7 KiaKg + KA + KxB + AB

Let us calculate the initial rates of reaction with several increasing concentrations
of a variable substrate A, in the presence of a fixed concentration of substrate B,
and then repeat this procedure with several different concentrations of a constant
substrate B (Table 1).

The first task is a proper choice of substrate concentrations. One could use the
data points where no two concentrations are the same. However, it is much better
to run a grid of points, because, in this way the pattern can be plotted with either
substrate as the variable one. The best procedure is to space the points evenly on
reciprocal plot; the spacing of lines should be picked so that the optimal replots

v

(18.50)
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Table 1. Initial rates of reaction calculated according to Eq. (18.50), assuming that
V,=Ks=Kg=1, and Kjy = 0.3

A B

0.25 0.40 0.70 1.50 4.00
0.25 0.0725 0.0952 0.1228 0.1546 0.1802
0.7 0.1228 0.1667 0.2237 0.2958 0.3590
1.5 0.1546 0.2143 0.2958 0.4054 0.5085
4.0 0.1802 0.2540 0.3590 0.5085 0.6584

are obtained. Figure 3 shows an approximately optimal choice of substrate
concentrations for a bisubstrate reaction, both in A as well as in B.

0.8

e B=saturating

B=4KB

B=1.50Kg

B=0.70Kg

B=0.40Kg

B=0.25K

2
A

Figuer 3. Ordered bisubstrate reaction. Data points are drawn according to numerical
values in Table 1.

Sometimes, a need may arise to measure the initial velocities at very low or
at very high substrate concentrations. For example, the latter case arises
when substrate inhibition takes place at high concentrations of one of the
substrates.

After a correct choice of substrate concentrations, the initial reaction rate is
measured with each chosen pair of substrates. It is necessary to repeat each
measurement at least once. Running duplicates or even triplicates is very useful,
since it gives a rough measure of the precision of measurement and provides an
insurance against exceptionally bad measurements. The number of data points is
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arbitrary; it is obvious that 30 data points are better than 20, and 20 are better
than 10, but the choice of the number of data points depends on many factors and
must be decided upon for each specific case.

The analysis of initial rate data is performed graphically and statistically.

18.2.3 Graphical Analysis

Although graphical analysis is a quick and useful way to visualize enzyme kinetic
data, for any definitive work, the data must be subjected to statistical analysis so
that the precision of the kinetic constants can be evaluated. However, there are
good reasons why plotting methods are essential. The human eye is much less
easily deceived than any computer program and is capable of detecting
unexpected behavior even if nothing currently available is found in the literature.

Figure 4 shows a plot of initial rate data in the linear form, in the Lineweaver—
Burk and the Hanes fashion, replotted from the data in Table 1.

In the graphical analysis of initial rate data, it is prudent to use all three plots
shown in Figs. 3 and 4. The direct plot of v, versus [A] will show directly the
influence of substrate concentration on initial rate of reaction. The two linear
plots should be used together, because the Lineweaver—Burk plot serves to
visualize the influence of low concentrations whereas the Hanes plot serves to
visualize the influence of high concentrations of substrates. The third plot, the
Eadie-Hofstee plot, is useful in detecting exceptionally bad measurements
(Section3.11).

Figure 5 shows the secondary graphs, the replots of intercept and slope
function from the Lineweaver—Burk plot in Fig. 4. The spacing of lines in the
primary plot is important for obtaining good replots.

18.2.4 Statistical Analysis

After a kinetic experiment has been carried out, the initial velocities should be
plotted for preliminary examination, so that one can tell which rate equation or
equations to use in fitting the data. With the rapid advent of computer technology
and personal computers, computer programs for the statistical analysis of kinetic
data are now the main instrument for statistical analysis.

The problems of parameter estimation and model discrimination by statistical
analysis are most easily understood in relation to a specific example. Let us
consider a bisubstrate reaction that obeys the rate Eq. (18.50). The initial rate
data from Table 1 are presented graphically in Figs. 3 and 4. The reciprocal plot of
1/v, versus 1/A is a family of straight lines which, in this case, may look either
parallel or intersecting due to the fact that the crossover point is distant from the
vertical axis, because Kijp<Ka. If K;4 is much smaller than Ka, it would be
impossible to distinguish between the parallel and the intersecting pattern in the
double reciprocal plot. Thus, especially with a normal scatter of experimental
measurements, both linear plots shown in Fig. 4 may indicate either a parallel or
an intersecting pattern, that is, either a Ping Pong or a sequential bisubstrate
mechanism (Chapter 9). Our task is to distinguish these two mechanisms by
computer analysis.
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Figure 4. Ordered bisubstrate reaction. The initial rate data from Table 1 are presented in
the linear form, according to Lineweaver—Burk (top) or Hanes (bottom).
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Figure 5. Replot of the intercept and the slope function from the Lineweavar—Burk plot
in Fig. 4.

How to distinguish a sequential from a Ping Pong bisubstrate mechanism

In order to analyze a set of experimental data for this reaction, 20 data points
are collected in Table 1, calculated with the aid of Eq. (18.50); the numerical values
of data points are listed again in Table 2, showing the concentrations of each
substrate pair (entries 2 and 3) and the corresponding initial velocities (entry 4). In
order to perform a meaningful statistical analysis, let us produce from the data in
Table 2 a set of data that are slightly biased in favor of the sequential mechanism.
For this purpose, let us scramble the theoretical rate data (entry 4 in Table 2) by
using the random-number generator to give the data a proper noise (entry 5, shown
as “Input vy”); programs for random-number generators are available in every
modern statistical computer program. Thus, an average error of 5% was introduced
into the calculated or “ideal” data; this is a typical random error one may expect in
initial rate measurements in enzyme Kinetics.

Then, let us fit the scrambled data from Table 2, shown in column 5 as
“Input v, ”, to a rate equation for two suspected mechanisms: an ordered
bisubstrate mechanism (18.50) and a Ping Pong bisubstrate mechanism:

V.AB

Yo = KpA + KrB + AB (18.51)

The analysis of data is performed by a computer program, and thus the choice of
an appropriate program must be made.

The choice of computer programs

There are numerous academic and commercial computer programs that have
been developed for the purpose of statistical analysis of initial rate and binding



Table 2. Statistical analysis of initial rate data for the bisubstrate reaction

Calculated by a computer program

Theoretical data from Table 1 Ordered Ping Pong

No. A B Vo Input v, Calculated Difference Calculated Difference
1 2 3 4 5 6 5-6 7 5-7
1 0.25 0.25 0.0725 0.062 0.07494 —0.01294 0.09732 —0.03532
2 0.70 0.25 0.1228 0.139 0.12443 0.01457 0.13710 0.01900
3 1.50 0.25 0.1546 0.144 0.15470 —0.01070 0.15599 —0.01199
4 4.00 0.25 0.1802 0.193 0.17844 0.01456 0.16870 0.02430
5 0.25 0.40 0.0952 0.100 0.09810 0.00190 0.11751 —0.01751
6 0.70 0.40 0.1667 0.162 0.16860 —0.00660 0.18090 —0.01890
7 1.50 0.40 0.2143 0.212 0.21421 —0.00221 0.21530 —0.00330
8 4.00 0.40 0.254 0.239 0.25140 —0.01240 0.24030 —0.00130
9 0.25 0.70 0.1228 0.141 0.12588 0.01512 0.13797 0.00303
10 0.70 0.70 0.2237 0.228 0.22585 0.00215 0.23438 —0.00638
11 1.50 0.70 0.2958 0.286 0.29535 —0.00935 0.29558 —0.00958
12 4.00 0.70 0.3590 0.371 0.35511 0.01589 0.34482 0.02618
13 0.25 1.50 0.1546 0.164 0.15762 0.00638 0.15745 0.00655
14 0.70 1.50 0.2958 0.298 0.29776 0.00024 0.29677 0.00123
15 1.50 1.50 0.4054 0.397 0.40425 —0.00725 0.40223 —0.00523
16 4.00 1.50 0.5085 0.499 0.50254 —0.00354 0.49925 —0.00025
17 0.25 4.00 0.1802 0.189 0.18283 0.00617 0.17063 0.01837
18 0.70 4.00 0.3590 0.358 0.36053 —0.00253 0.34734 0.01066
19 1.50 4.00 0.5085 0.498 0.50635 —0.00835 0.50111 —0.00311
20 4.00 4.00 0.6584 0.658 0.65015 0.00785 0.66119 —0.00319

Ka 1.0 0.96+0.08 (149) 1.25+0.11 (87)

Kia 0.3 0.27+0.08 (176) -

Kg 1.0 0.99+0.08 (170) 1.2740.10 (104)

A 1.0 0.984+0.03 (877) 1.07+0.05 (422)

SIGMA 0.0105 0.0154

VARIANCE 0.000110 0.000237

Data in parentheses are the weighting factors.
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data (Purich & Allison, 2000). We shall list some of the common and most used
programs.

Academic programs

FORTRAN (Cleland, 1979)
LEONORA (Cornish-Bowden, 1995)

Commercial software packages

CURVE FIT (GraphPad Software Inc.)

ENZFITTER (Sigma-Aldrich)

FIT-REGRESSION ANALYSIS (Sigma-Aldrich)

GRAFIT (Sigma-Aldrich)

INSTAT (Sigma-Aldrich)

KELL (Sigma-Aldrich)

MATHEMATICA (Wolfram Research)

MATLAB (The Math Works Inc.)

MATHCAD (Mathsoft Engineering & Educatian Inc., Cambridge, Massachusetts)
ORIGIN (OriginLab, Massachusetts)

PRISM (GraphPad Software, San Diego, California)

SAS (SAS Institute Inc., SAS Campus Drive, Cary, North Carolina)
SIGMA PLOT (SPSS Science, Chicago, Illinois)

SIGMA STAT (SPSS Inc., Chicago, Illinois)

SPSS (SPSS Inc., Chicago, Illinois)

STATISTICA (StatSoft Inc., Tulsa, Oklahoma).

TABLECURVE 2D and 3D (Sigma-Aldrich)

ULTRAFIT (Sigma-Aldrich)

XPLORE (MD. Tech. Method and Data Technologies)

Computer analysis of data

Out of many available computer programs for statistical evaluation of initial
rate data, we shall apply the first program from the above list, which is based on
the iterative fitting by the Gauss—Newton method, due to its simplicity and
reliability.

This computer program will be applied for analysis of rate data in Table 2, in
order to decide between the two mechanisms. Remember that the computer
program will fit the equation to the data, and not the data to an equation. From
the given set of initial rate data, the computer program will calculate the kinetic
parameters with a standard error, the SIGMA value and the VARIANCE, for both
mechanisms and the weighted mean for each kinetic constant. The data
calculated by computer are given in Table 2 in columns (6) and (7).

Once one has fitted the given rate equation to the data or, as in this case two
rate equations, one has to evaluate the results and draw proper conclusions. The
following criteria are used in picking the best equation (Mannervik, 1982).
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Table 3. F-test for the data in Table 2 (Ordered Bi Bi is the true model)

Sum of Degrees of

squares freedom Mean square
Ordered Bi Bi 0.080554 16
Ping Pong 0.214497 17 0.0126174 F=10.6
Difference 0.133943 1 0.133943 P=o0.001

M
(@)

3)

“)

®)

A good model is expected to give a rapid convergence in the regression
analysis.

VARIANCE, the residual sum of squares, or SIGMA, its square root. Adding
extra terms to a rate equation will lower SIGMA only when the fit is really
improved; thus, the fit with the lowest SIGMA is usually the best.

F-Test. F-Test is the analysis of variance for comparing models, which is
performed by comparison of the experimental data for both models with the
aid of F-test. For the application of this test, it is necessary to calculate the
sum of squares, SS, for each model,

SESY (% - 1)2 (18.52)

where vand ¥ are the observed and calculated value for each data point. For
a specific example in Table 2, we shall obtain the following (Table 3).
Degrees of freedom are equal to the number of data points minus the
number of estimated parameters; mean square is the quotient of the sum of
squares and degrees of freedom. When the mean square value for the
difference is divided by the mean square value for the tested Ping Pong model,
a F-value of 10.6 is obtained. The answers about the significance of F-values
can be found in the tables of F-statistics (Winer et al., 1991). In the above case,
one can find in such tables that the level of significance, for this particular case,
is P = 0.001, which indicates a highly significant difference between the two
models; conventionally, we take 5% as the dividing line between “significant”
and “not significant”, and so we conclude that the improvement due to
introduction of parameter Kjy is statistically significant.
Standard errors of the constants. When the standard errors are less than
20% of the values, one can consider the values to be well determined, and
thus the term containing this constant definitely present. On the other hand,
values such as 2 + 2 or —1 + 1 show complete lack of significance, and
suggest that the term may be absent. The meaning of this is that the data do
not detect the presence of the term.
Randomness of the residuals (Straume & Johnson, 1992; Cornish-Bowden,
1995). If the observed rates truly have uniform coefficient of variation, the
difference should tend to increase in absolute magnitude as the calculated
rate increases. On the other hand, if the observed rates really have constant
standard deviations, the simple differences should be scattered in a parallel
band about zero, as in Fig. 6.
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Figure 6. Residual plots for assessing the correctness of a weighting scheme.

In Table 2, the calculated values of the weighted mean (W) are shown for each
kinetic constant, respectively; the Wi-values are larger for more reliable observa-
tions (Section 18.1.4). In this case, the W-values were computed from the
simplified relationship, W; = 1/(standard deviation)*® = 1/variance.

Ifthe statistical parameters in Table 2 are compared, the equation for an ordered
mechanism fits the data better than equation for a Ping Pong mechanism by all
criteria. The standard error of all kinetic constants are lower, the SIGMA value 1s
substantially lower, and the residual plots are better with the ordered compared to
the Ping Pong mechanism, since the spread of data in Fig. 6 is larger for the latter
mechanism. F-test also shows that the sequential mechanism is the correct one.

18.2.5 Least Squares Surfaces

The common academic and commercial computer programs using the iterative
fitting by the Gauss—Newton method will handle most well-measured data with
little difficulty, but in some cases where the data are bad, where preliminary
estimates cannot be obtained by fitting in reciprocal form, or where the equation
is simply a difficult one to fit, the program may fail to converge to a position of
minimum residual sum of squares. In such cases, it is useful to examine the actual
shape of the least squares surface.

In order to construct the least squares surfaces, consider the Michaelis—Menten
equation with only two constants:

VA

T K+A
In this case, the surface is simply a contour map of residual least square as a

function of Vand K; the residual least square is the sum of differences between

experimental value of v, and the value of v, calculated with the assumed values of
V and K.

Vo (18.53)
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The construction of such a least square surface is very simple; one simply
progresses through a grid of Vand K values and calculates

Z [Ui - K‘Tj‘lir (18.54)

If the results are printed out in a grid form, one can then draw contours directly
on the printed sheet; this can be done with the aid of simple computer programs.

Contour of equal residual £S* for a set of an arbitrary chosen set of data is
shown in Fig. 7. The elongated diagonal shape of contours result from V being in
the numerator and K in denominator, and shows that V and K can be raised or
lowered together with much smaller effect on residual sum of squares than if one
is raised and the other is lowered.

Examination of the least squares surfaces is useful in telling whether any
minimum really exists. When no minimum is found, the contours of residual least
square are of an irregular shape, forming a long shallow valley with one end
closed and the another end opened. This shows that one of the constants cannot
be properly estimated. The commercial statistical programs will plot the least
square surfaces automatically and thus simplify the analysis.

] g | 4
1-3
>3

1.05 F

1 /

Ku /
095 F o
1-3

0.9 /

0.95 1 1.05

Vmax

Figure 7. Contours of equal residual least square for a set of arbitrary set of data (nine
data points ranging from o0.25 to 10 Ky) obeying the Michaelis—Menten equation.
Contours are calculated with the aid of Eq. (18.54) and the limits are given by numerical
values (multiplied by 1000).
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18.3 MODEL DISCRIMINATION

The main objective in data analysis in not only the parameter estimation but also
model discrimination.

Graphical analysis must always precede the statistical analysis. It is imperative
to keep short the time elapsed between data acquisition and data analysis, and in
most cases, it is advisable to perform the graphical analysis even while the
experiment is still in progress. When the data clearly define the nature of the rate
or binding equation, statistical analysis is not needed to do this. Nevertheless, for
a definitive work, statistical methods are necessary for parameter estimation as
well as for model discrimination (Senear & Bolen, 1992). Computer programs are
now available for even the most sophisticated problems in enzyme Kinetics (see
Section 18.2.4).

The proper combination of graphical and statistical analysis will usually
provide definitive answers for most problems in model discrimination. Several
specific examples are given below.

Linear Inhibition (Chapter 5). In linear inhibition, it is particularly important
to distinguish between competitive and noncompetitive types of inhibition, that
is, to decide between Egs. (18.55) and (18.56):

V,A

T (18.55)
Ky (1 + I?) +A

Ug =

V]A

I I
KA(l-l-E‘) +A<1+E)

In competitive inhibition, the (1+I/Kj) term is missing in denominator, and
consequently there is no intercept effect on the vertical axis in the 1/v, versus 1/4
plot, at different constant concentrations of I. The presence of the missing term
may be detected graphically, but if Kj is very large, the pattern may appear
competitive; in such cases, statistical analysis may be able to detect the presence
of the missing term.

Nonlinear inhibition (Chapter 6). In nonlinear inhibition, the replots of slope
or intercept function from the primary plot of 1/v, versus 1/A plot, at different
constant concentrations of I, are not linear. The replots may be curved
parabolically or hyperbolically, according to equations:

Vo = (18.56)

y=a+bX +cX? (18.57)
1+

y=a K (18.58)
14+

Kslope
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In this case, the statistical problem is to detect the curvature of replots, that is, to
distinguish by statistical methods between the nonlinear equations given above
and the equation of a straight line, given by y = a + bX.

Bisubstrate reactions (Chapters 8 and 9). In bisubstrate reactions, a frequent
case is a need to distinguish between the Steady-State Ordered, Ping Pong, and
Equilibrium Ordered mechanism; the rate equations involved are

Vo = V:AB (18.59)
KinKy + KaB + KzgA + AB
~ V.AB
Yo = KaB+ KpA + AB (18.60)
V.AB
Yo = RuKs + KpA + AB (18.61)

In the Ping Pong mechanism, the constant term is missing and in an Equilibrium
Ordered, the KaB term is missing relative to the Steady-State Ordered
mechanism. Steady-State Ordered may not be easily distinguished graphically
from the Ping Pong mechanism if Kjy <<Kj; also it cannot be easily distinguished
from the Equilibrium Ordered mechanism if Ky >> K. A statistical analysis by
computer must detect the presence or the absence of the given term (as described
in Section 18.2).

Substrate Inhibition (Chapter 11). A general rate equation for substrate
inhibition in monosubstrate and bisubstrate reactions (when the concentration of
a noninhibitory substrate is held constant), is

VA

Yo = it A1 A2/K,

(18.62)

In such cases, it is important that the data cover both high and low con-
centrations of substrate so that the initial velocities fall within several orders of
magnitude. In substrate inhibition, graphical analysis precedes statistical
analysis, and data are usually plotted in the form of v, versus log [A] (Fig. 7);
from such plots, the initial estimate of K; can be obtained by graphical methods
(Section 11.2.7).

Trisubstrate reactions (Chapter 12). In trisubstrate reactions, initially, one is
trying to detect the absence of particular term(s) from the general rate equation
for trisubstrate mechanisms by graphical methods, simply by trying the proper
combinations of all three substrates in double reciprocal plots (Section 12.1).
When the kinetic mechanism is established in this way, the rate data are fitted to
an appropriate rate equation by computer.

pH studies (Chapter 14). In pH studies, one is usually dealing with an
enormous span of hydrogen ion concentrations and, therefore, all plots are
always presented in a logarithmic form, both in graphical and in statistical
analysis. In pH studies, one of the typical problems is to distinguish between
the pH plot for a monobasic from the pH plot for a dibasic acid, depicted by
equations:
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C
K,
c(i+g)
Y = ———2_—- Where Kl > K2 > K3 (1864)

R .
K3 Kl

Equation (18.63) has a form of a titration curve of a monobasic acid with a
plateau in alkaline which is decreasing in the acid over a single pK, value (Fig. 6).
Equation (18.64) has a form of a titration curve of a dibasic which is also
decreasing in the acid, but this time over two pKj, values, pK, and pK, (Fig. 8). In
this case, if pK5 and pK; are not sufficiently apart, separated by at least two pH
units, the titration curve may resemble that for the monobasic acid, with a single
pKa value, and Eq. (18.64) is reduced to Eq. (18.63); in such cases, even the
statistical analysis can fail to detect the presence of two dissociating groups in
the enzyme.

18.4 INTEGRATED MICHAELIS-MENTEN EQUATION

A kinetic equation can be written in two distinct forms, either as an expression that
shows how the concentration of reactants change with time, or as one that shows
how the rate of reaction varies with the concentrations of the reactants. The
enzymologist normally considers the second of these to be the usual form, whereas
to the chemist the first is the usual form. Chemists have continued to prefer
integrated rate equations, which have the merit to express what is actually
measured. Michaelis and Menten (1913) showed that the behavior of enzymes could
be studied much more simply by measuring initial rates, when the complicating
effects of product accumulation and substrate depletion did not interfere.

Nevertheless, in spite of various problems which arise when the progress curves
of enzyme reactions are studied, there is no doubt that the analysis of progress
curves forms a very valuable part of enzyme kinetics, provided that it is carried
out cautiously (Strayton & Fromm, 1979; Duggleby, 1995).

18.4.1 Irreversible Reaction

Consider an irreversible monosubstrate reaction, according to Michaelis and
Menten:

E+A——EA—-E+P

Before the Michaelis—Menten equation can be integrated, it is necessary to
introduce into it some relationship that exists between the reactant concen-
trations. Therefore, let us write vy as —dA/df¢, and substitute it into the
Michaelis—Menten equation to form:
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U():"

dA VinaxA _ (KA +A> aa

Integrating between any two times (i.e., zero-time, t,, and any other time, ¢) and
the corresponding substrate concentrations A, and A:

t A
Vinwr | dt = — / (KA;A>dA (18.66)

to Ao

Separating the terms in the right-hand expression,

t A A
Ve | dt = —Ka / d4_ [Maa (18.67)
to o A Ja,
A
Vmaxt = —-KA an— - (A ““AO) (1868)
0O

Equation (18.68) is the integrated form of the Michaelis—-Menten equation.

Rearranging, we obtain
Ao ;‘A = Vinax — Ka [}B_(_éf_/_é)_;] (18,69)

where {A,—A)1is the concentration of substrate utilized by time z.
Equation (18.69) resembles the Hanes plot in the initial rate case. Similarly,

Eq. (18.69) can be transformed in various ways in order to permit plotting as a
straight line:

t _ 1 AO _A KA
(Ag/A) ~ Vo [In(Ao /A)} AT (18.70)
t Ky 1 o 1
A ATV [(Ao —A)ji ln<—A—> +—————Vmax (18.71)

Thus, a reaction progress curve may be analyzed along the entire course of
reaction.

18.4.2 Product Inhibition in an Irreversible Reaction

Equations (18.69)—(18.71) were derived with an assumption that the overall
reaction is irreversible, and that the product inhibition is insignificant. However,
it is safer to assume that it does occur and to calculate the product inhibition
constant as a part of the analytical procedure. Thus, in an irreversible reaction,
with a competitive product inhibition, we obtain

%_gg_ Vmax(Ao"'P)

UO e fed
P
e dt g, <1 +R_> + (40 — P)

(18.72)

P
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Equation (18.72) is obtained from Eq. (18.65) by substituting A with (4,—P) and
multiplying the Michaelis constant K, with a factor (1+P/Kp), because a com-
petitive inhibition with P is assumed.

Equation (18.72) can be integrated in the same way as Eq. (18.65) to obtain

Ka

A, A
Vinaxt = <1 - E) (AO “'A) -+ KA (1 + I?;) 11’1:":)' (1873)

This equation can also be written in three linear forms, as was shown for
Eq. (18.68).

Equation (18.73) has found only a limited use, because it is impossible to
distinguish in a single run between the slowing down that results from depletion
of substrate and slowing down that results from competitive inhibition by the
accumulating product; thus, Eq. (18.73) is not providing the means of calculating
the inhibition constant Kp, and the kinetic parameters Viax and Viya./Ka.

18.4.3 Estimation of Initial Rates of Reaction

A correct estimation of initial rates of reaction is an important part of analytical
procedures in enzyme kinetics. The methods for the estimation of initial rates of
reaction are most easily understood in relation to a specific example. Thus, for
example, consider an oxidation of NADH by acetaldehyde, catalyzed by yeast
alcohol dehydrogenase (Leskovac, 2000):

Acetaldehyde + NADH + H™ ——— Ethanol + NAD"
(B) (A) (P) Q)

Figure 8A shows the entire course of this reversible reaction.

Reaction was started with a saturating concentration of acetaldehyde
(20.3 mM), nonsaturating concentration of NADH (30.5 pM), and enzyme
(0.2 nM), at pH 7.0, 25°C; the reaction progress curve shows the appearance of
product, the NAD™. It is obvious from Fig. 8A that the rate of reaction decreases
with time with depletion of substrate and that the initial rate is a tangent to the
reaction progress curve going through the origin.

In order to estimate the initial rate, the entire course of this reversible reaction
was integrated according to Eq. (18.73), and redrawn in a linear form in Fig. 8B.
Since the reaction was started with a saturating concentration of one of the
substrates and, in this case, Kp>>K, and [Bo]>>[Ao], it is admissible to treat
reaction (18.74) as an irreversible monosubstrate reaction and fit the entire
reaction progress curve to Eq. (18.73). From the linear plot, one can calculate
the maximal velocity V (equal to a reciprocal intercept on ordinate) and V/K
(equal to a reciprocal slope).

Thus, from Fig. 8B, one can calculate the numerical values of kinetic con-
stants:

(18.74)

keat = Vi/Eo = 0.42 uM 571/0.0002 pM = 2100 s7*
V/K = V,/KsE, = 0.0052 uM? s7/0.0002 M = 2600 M s™*
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Figure 8. (A) Reaction progress curve for the yeast alcohol dehydrogenase-catalyzed
oxidation of NADH with acetaldehyde and (B) the replot of the data from the progress
curve according to the linear transformation of the rate equation (18.73) (Leskovac, 2000).

Note that the data points in Fig. 8B are converging to 1/v, (9 s uM ™ on ordinate)
and to 1/4, (0.033 pM ™" on abscissa), as the time tends to zero. Thus, the main
advantage of the integrated forms of the Michaelis—-Menten equation is the
possibility to obtain an accurate estimate of the initial rate of reaction, v,.

In cases when it is not convenient to use the integrated rate equation, it is still
possible to use progress curve data advantageously: instead of fitting the data to
the true equation, they can be fitted to an equation of the form

[P] = Bo + Bt + Bot® + o3 + - - (18.75)

which defines any single-values continuous function. The coefficients Bq, B1, B2,
B3, and so on, can be estimated by the method of least squares, preferably by a
computer program, and then the initial velocity can be estimated from
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as v, tends to f, when t tends to zero. In principle, the more terms are included in
an equation, the better the fit becomes. However, in practice, with enzymatic
progress curves, almost all of the useful information is contained in the first three
terms of Eq. (18.75) and the values of i, and higher terms are determined largely
by random error.

The initial rate of reaction, in the above example with alcohol dehydrogenase,
was calculated from the reaction progress curve with the aid of the polynomial
(18.75) (Table 4). The value of the initial rate of reaction, v, is found in the first
t-term in Table 4. Consequently, it is not advisable to go beyond the term 3 and
for many purposes the term in #* will define the curvature accurately enough
(Knowles, 1965).

Table 4. Fit of Eq. (18.75) to experimental data points from the Fig. 6A

Order of the

polynomial * t s + t R

2 -0.0001 0.0979  0.9954
3 8x10® —0.0002 01138  0.9999
4 —7x1072  gx10 8 —0.0002  0.1143 0.9999
5 -3x10 4x10 " 8x10° % —0.0002  0.1139 0.9999

The estimation of v, by fitting the progress curve to a power series in t has the
advantage when compared with the use of integrated equations. It can be done
regardless of whether the correct rate equation is known or not, and is not affected
by complications such as progressive denaturation of enzyme during assay.

18.4.4 Computer Analysis of Reaction Progress Curves

The determination of kinetic parameters is normally made by using initial vel-
ocities. However, initial velocities are not useful, or at least become more difficult
to deal with, under a variety of conditions, including when the enzyme
concentration is equal to or higher than the substrate concentration, when there
is a strong product inhibition or a strongly reversible reaction, when dealing with
single turnover reactions, and so on. Under such conditions, it is better to simply
analyze the complete time-course of the reaction. Unfortunately, expressions
describing the substrate depletion as a function of time, that is, an integrated rate
equation, are complex and difficult to obtain (Foster & Niemann, 1953; Orsi &
Tipton, 1979; Rebholz & Northrop, 1995).

Advances in computer technology have allowed investigators to develop
computer programs that will numerically integrate differential equations, even
for complex equations. Several of such programs have been described in the
literature and are currently in use; one of these is a KINSIM/FITSIM computer
software package for numerical integration of rate equations developed by Frieden
(Barshop et al., 1983; Zimmerle & Frieden, 1989; Frieden, 1994). The application
of such computer programs to complex kinetic mechanisms that contain several
enzyme forms and a number of rate constants, usually requires a preliminary
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estimate of most rate constants. Once the numerical values of the majority of rate
constants are already known, an appropriate computer program may be able to
estimate the values of the remaining rate constants and refine the values of all rate
constants in the given mechanism by a variety of fitting procedures. The most
powerful kinetic analysis of an enzyme mechanism assigns rate constants to each
step, and with transient kinetics and simulations, such mechanisms can be
described in full (Chandra Sekhar & Plapp, 1990; Plapp, 1995).
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Monosubstrate enzyme reactions, 31
with one central complex, 3637
with two central complexes, 37-38
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isotope exchange away from
equilibrium, 344-345
isotope exchange profiles,
341-342
qualitative isotope exchange
patterns, 342, 346
rate equations for isotope exchange
at chemical equilibrium, 334,
346
Ordered Bi Bi mechanism, kinetic
isotope effects, 364-367
determination of isotope effects on
(V/K), 364-366
determination of isotope effects on
V, 366-370
measurement of isotope effects,
369-370
Oxygen,
binding by hemoglobin and
myoglobin, 254-255



432

SUBJECT INDEX

Parabolic inhibition,
in monosubstrate reactions, 105
parabolic competitive,
106-107
S-linear, I-parabolic
noncompetitive, 107-108
S-parabolic, I -linear
noncompetitive, 106
S-parabolic, I-parabolic
noncompetitive, 106
in bisubstrate reactions, 203-205
S-linear, [-parabolic
noncompetitive, 204
S-parabolic, I-linear
noncompetitive, 204
Partial inhibition, 96-97
partial competitive inhibition,
99-102
partial noncompetitive inhibition,
99-102
Partial Ping Pong mechanism,
347-348
Partial Rapid Equilibrium Ordered Bi
system, 185
examples of, 187188
Partial Rapid Equilibrium Ping Pong Bi
Bi system, 186
Partition functions in kinetic isotope
effects, 355-356
Pepsin,
action on synthetic substrates, 45
Peptide bond, 2
pH,
definition of, 25
pH Effects on enzyme catalysis, 283
effects on kinetics of
monosubstrate reactions, 286
free enzyme and
enzyme-substrate
complex are protonated
once, 287-289
free enzyme and
enzyme-substrate complex
are protonated twice, 297-290
more than one form of enzyme
can bind substrate, 290-291

more than one form of
enzyme-substrate complex
can yield products, 292-293
multiple reactive sites, 294
rate-limiting step changes
with pH, 294-295
effects on kinetics of bisubstrate
reactions, 295-299
summary of, 312-314
pH Influence on kinetic isotope effects,
378-381
pH Profiles, 299
interpretation of, 304
for the ionization of substrates,
308-310
log K; profiles of competitive
inhibitors, 304-306
log (V/K) profiles, 306-308
log V profiles, 308
statistical analysis of, 412-413
Phosphofructo kinase from
Lactobacillus amagasakiense, 331
Ping Pong Bi Bi mechanism
(see: Steady-State Ping Pong Bi Bi
mechanism)
Ping Pong Bi Bi mechanism, isotope
exhange, 345
rate equation for isotope exchange,
346
isotope exchange profiles, 346
isotope exchange in partial Ping
Pong mechanisms, 347-348
Ping Pong Bi Bi mechanism, kinetic
isotope effects, 368, 377-378
Planck’s constant, 22, 29
B-Pleated sheet, 4, 6
Plot of v, versus [substrate], 402
Plot of v, versus log [substrate]
(Michaelis plot), 47, 201
Polybasic acids, 26
dissociation of, 26-27
Polynomial regression, 395-397
Polynomials, 191
in regression analysis, 395-397
in the estimation of initial rates of
reaction by, 416-417
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Positive cooperatively, 250, 256
Primary double reciprocal plot,
118-119, 404
(see also: double reciprocal plot)
Primary kinetic isotope effects, 353, 384
Product inhibition in,
hybrid Theorell-Chance Ping Pong
systems, 187
Ordered Uni Bi, 159
Ordered Bi Uni, 160
Ping Pong Bi Bi, 166
Rapid Equilibrium Ordered Bi Bi,
124-128
Rapid Equilibrium Random Bi Bi,
128-129
Rapid Equilibrium Random Bi Bi
with a dead-end EBQ complex,
129-133
Rapid Equilibrium Random Bi Bi
with dead-end complexes EBQ
and EAP, 135
Steady-State Ordered Bi Bi,
147-152
Theorell-Chance, 156-157
trisubstrate mechanisms, 237-239
why product inhibition occurs, 124
Product inhibition analyzed
by an integrated Michaelis-Menten
equation, 414-415
Product inhibition patterns in
bisubstrate reactions,
for bisubstrate mechanisms, 180
in rapid equilibrium bisubstrate
mechanisms, 137
in rapid equilibrium systems in the
presence of products, 135-137
Product inhibition patterns in
trisubstrate reactions, 239
Proline racemase,
thermodynamic analysis of
reaction, 323
Proteins,
ionizable groups in, 284
Protein structure,
primary, 2
secondary, 4, 6

tertiary, 6
quaternary, 6-7
Proton,
as a part of a chemical reaction, 312
Proton inventory, 386388
Proton transfer in aqueous solutions,
296
Pseudo-first order reactions, 13
Pseudo-first order rate constant, 13
determination from Guggenheim
plot, 15-16
Pyridoxal phosphate, 9
Pyruvate kinase from yeast,
cooperative effects in, 244-246

Quantum mechanical tunneling, 17-6,
177

Random Bi Bi mechanism,
difference in isotope exchange
relative to Ordered Bi Bi
mechanism, 342-343
examples of, 187-188
isotope exchange profiles, 341
kinetic isotope effects, 367-368
qualitative isotope exchange
patterns, 342
Random Bi Ordered Bi system, 187
Random Ter Ter mechanism,
examples of, 240
Random-on Ordered-of Bi Bi
mechanism,
isotope exchange profiles in, 342
Randomness of residuals (residual
plots), 408409
Rapid Equilibrium bisubstrate systems,
derivation of rate equation, 51
diagnostics of, 135-138
kinetic isotope effect in, 377
Ordered bisubstrate, 119-122
Random bisubstrate, 122-124
Random Bi Bi with dead-end EBQ
complex, 129-133
Random Bi Bi with dead-end EBQ
and EAP complexes, 134-135
substrate inhibition in, 192-195
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Rapid Equilibrium Ordered Bi Bi
mechanism, 124
product inhibition in, 124-128
Rapid Equilibrium Ordered bisubstrate
mechanism, 119
inhibition by an uncompetitive
inhibitor, 79-81
Rapid Equilibrium Random Bi Bi
mechanism, 128129
Rapid Equilibrium Random Bi Bi
mechanism with dead-end EBQ
complex, 129-133, 177-178 10-8,
10-10
rate equation for isotope exchange
at equilibrium, 334
isotope exchange profiles,
342
Rapid Equilibrium Random Bi Bi
mechanism with dead-end EBQ and
EAP complexes, 134-135, 177-178
rate equation for isotope exchange
at equilibrium, 334,336
isotope exchange profiles, 342
Rapid Equilibrium Random
bisubstrate mechanism,
inhibition by a noncompetitive
inhibitor, 7678
Rapid Equilibrium Random
bisubstrate mechanism with BEB
complex, 192-195
Rapid Equilibrium Random Bi Uni
mechanism
rate equation for isotope exchange
at equilibrium, 334
Rapid Equilibrium Random Ter Ter
mechanism, 217-218
Rapid equilibrium trisubstrate
systems, 218
Ordered A, Random A-C, 219
Random A-B, Ordered C, 219
Random A-C, Ordered B, 219
strictly Ordered, 218-219
Rate law in chemical reactions, 11
Rate constants of chemical reactions,
12-14
determination of, 14-15

Rate constants of enzymatic reactions,
separation of, 321-323
Rate-limiting step, 19
Ratio of catalysis (Rg), 366-367
Reaction progress curves,
for monomolecular chemical
reaction, 18
for monosubstrate enzyme
reaction, 35
statistical analysis of, 415418
Regulatory enzymes, 243
Remote isotope effects, 384
Reverse protonation, 310-311
Reverse commitment to catalysis
in kinetic isotope effects, 365-366
in solvent isotope effects, 386
Reversible chemical reactions, 16-17
rate law for, 17
R-State in the MWC model, 257-258

Saturation function (Yr) in the MWC
model, 260-261
Saturation of binding sites by ligands,
measurement of, 248-250
measurement by differential
method, 250
Scatchard analysis, 247248
Scatchard plot, 248
Secondary plots, 119, 405
Second-order reactions, 13
rate law for, 13
Second-order rate constants, 13, 15
determination of, 15
Secondary kinetic isotope effects, 353,
384-385
Separation of rate constants, 321
in monosubstrate reactions,
322-323
in bisubstrate reactions, 323
Shorthand notation of Cleland, 118
Sigma value,
in bisubstrate reactions, 406, 408
SI system of units, 28
Solvent perturbation, 326-327
Solvent isotope effects, 385-389
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normal, 385
inverse, 385
Specificity constant, 43-45
Special relationships between kinetic
constants, 181-182
Square KNF model, 275-277
Standard states in free energy profiles,
319-320
Standard deviation, 391-392
Standard error, 392
in linear regression, 393
in nonlinear regression, 398
in polynomial regression, 396
in statistical analysis of bisubstrate
reactions, 408
Statistical analysis,
of bisubstrate reactions, 401-409,
412
of initial rate and binding data, 391
model discrimination by,
411413
Statistical parameters, 391-392
Steady-State,
in consecutive chemical reactions,
19
in monosubstrate enzyme
reactions, 34-36
Steady-State Bi Bi Uni Uni Ping Pong
Ter Ter mechanism,
full rate equation, 227-231
isotope exchange in, 346
isotope exchange profiles for, 346
rate equations for isotopic
exchange, 346
rate equations in the absence of
products, 221
Steady-State Bi Uni Uni Bi Ping Pong
Ter Ter mechanism,
examples of, 240
full rate equation, 227-231
isotope exchange in, 348-350
rate equations in the absence of
products, 221
Steady-State Bi Uni Uni Uni Ping Pong
Ter Bi mechanism,
full rate equation, 222-224

rate equations in the absence of
products, 221
Steady-State Hexa Uni Ping Pong Ter
Ter mechanism,
examples of, 240
full rate equation, 227-231
rate equations in the absence of
products, 221
Steady-State Ordered Bi Bi system,
141-152, 177-178
calculation of intersection points,
153-154
derivation of rate equation by the
King-Altman method, 5662
derivation of rate equations at
chemical equilibrium, 332-333
distribution equations at chemical
equilibrium, 333-334, 336
effect of pH on the form of rate
equation, 296-299
examples of, 187
full rate equation with a single
central complex, 141, 177-178
product inhibition, 180
rate equation with two central
complexes, 144
rate equations in the absence of
products, 144
reduction to Rapid Equilibrium
Ordered Bi Bi system, 183-184
reduction to Theorell-Chance, 184
with alternative substrates, 67—69
with dead-end EB complex,
195-198
with dead-end EAP complex,
203-205
with dead-end EBQ complex,
198-199
Steady-State Ordered Bi Bi mechanism
with rapid equilibrium segments,
65-67
Steady-State Ordered bisubstrate
mechanism,
kinetic isotope effects in, 364-367
Steady-State Ordered Bi Uni
mechanism, 157-160
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derivation of rate equation, 54-55
examples of, 187
full rate equation, 157-158
rate equation for isotope exchange
at equilibrium, 334
Steady-State Ordered Ter Bi
mechanism,
examples of, 240
full rate equation, 222-224
rate equations in the absence of
products, 220
Steady-State Ordered Ter Ter
mechanism,
examples of, 240
full rate equation, 227-231
rate equations in the absence of
products, 209, 221-222
product inhibition patterns, 239
Steady-State Ordered Uni Bi
mechanism, 159
Steady-State Ping Pong Bi Bi
mechanism,
examples of, 188
full rate equation, 161, 177-178
hybrid Theorell-Chance Ping Pong
systems, 186-187
mixed dead-end and substrate
inhibition with EP complex, 205
partial rapid equilibrium Ping
Pong Bi Bi system, 186
product inhibition, 164-166, 205
rate equations in the absence of
products, 162
statistical analysis of, 405409
substrate inhibition in, 200
Steady-State Random Bi Bi
mechanism,
product inhibition in, 180
Steady-State Random bisubstrate
mechanism,
kinetic isotope effect in,
367-368
Steady-State Random Bi Uni
mechanism, 166-167
Steady-State Ter Bi Ping Pong system
full rate equation, 222-224

rate equation in the absence of
products, 221
Steady-State Uni Uni mechanism,
34-38
Sticky substrates,
effects on the shape of pH profiles,
307-308
Stickiness of substrates
determination of, 374-375,
381-382
determination by isotope trapping,
382-383
Substrates,
choice of concentrations for analy-
sis of initial rate data, 401-403
constant, 118-119
variable, 118-119
Substrate activation, 114
Substrate binding constants (Ks) in
KNF models, 272-273
Substrate inhibition, 192
analysis of substrate inhibition
plots, 200-202
in monosubstrate reactions, 192
in bisubstrate reactions, 192
in Rapid Equilibrium Random
bisubstrate system with BEB
complex, 192-195
in Steady-State Ordered Bi Bi with
a dead-end EB complex,
195-198
in Steady-State Ordered Bi Bi with
a dead-end EBQ complex,
198-199
in Ping Pong Bi Bi, 200
summary of inhibition types, 206
Substrate inhibition and mixed
dead-end and product inhibition, 191
Substrate isotope effects, 375-378
Sucrose,
hydrolysis by invertase, 31-32
Synthetases,
reactions catalyzed by, 348-350
Systematic approach for the derivation
of rate equations, 67-69
Swain-Schaad relationship, 358, 373
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Temperature effects,
on chemical reactions, 19-23
on enzyme reactions, 317-326
Ter Bi mechanisms,
full rate equations, 222-224
rate equations in the absence of
products, 220-221
Termolecular chemical reactions, 11
Ter Ter mechanisms,
full rate equations, 227-231
rate equations in the absence of
products, 221-222
Ordered Ter Ter, 227
Bi Uni Uni Bi Ping Pong Ter Ter,
228
Bi Bi Uni Uni Ping Pong Ter Ter,
228
Hexa Uni Ping Pong Ter Ter, 228
Ter Ter Ping Pong mechanisms,
determination of the order of
addition of reactants by isotope
exchange, 348-350
Tetramer arrangements in KNF
models, 275
tetrahedral, 275-277
square, 275-277
linear, 275-277
Tetrahedral KNF model, 275277
Tetrahydrofolic acid, 9
Theorell-Chance mechanism, 155
full rate equation, 155, 177-178
product inhibition in, 180
rate equation in the absence of
products, 156
rate equation for isotope exchange
in equilibrium in, 334
hybrid Theorell-Chance Ping Pong
systems, 186—187
Thermodynamic analysis,
of chemical reactions, 19-23
of enzymatic reactions, 317-326
Thermodynamic cycle, 305, 314
Thiamine pyrophosphate, 9
Third-order reactions, 13—-14
Titration dissociation constants,

313-314

Transaminases,
reactions catalyzed by, 160
Transformation constant (Kt) in KNF
models, 272-273
Transition state,
dissociation constant of, 21-22
Transition-state theory, 21-23
Transition state theory of kinetic
isotope effects, 356358
Transition state dissociation constants,
314
Transitory complexes, 117
Trisubstrate mechanisms, 209
examples of, 240
graphical analysis of initial rate
data, 211-216
overview of sequential trisubstrate
mechanisms, 212-214
product inhibition patterns, 239
Tritium kinetic isotope effects, 330,
358-359
Tritium versus deuterium kinetic
isotope effects, 358-359
T-State in the MWC model, 257-258
Turnover number, 4345

Uncompetitive inhibition,
in Rapid Equilibrium Ordered
bisubstrate reaction, 79-81
hyperbolic uncompetitive, 99-101
Unimolecular chemical reactions, 11
Uni Bi mechanism (see: Steady-State
Bi Uni mechanism)
Uni Uni mechanism, 34-38
derivation of rate equations,
by net rate constant method,
52-54
by steady-state method, 34—38
by King-Altman method,
56-58
isotope exchange profiles, 342
rate equation for isotope exchange
at equilibrium, 334

Van der Waals forces, 3—4
Van’t Hoff law, 19
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Variance,
in bisubstrate reactions, 408
in linear regression, 393
in nonlinear regression, 398
in polynomial regression, 396
population, 393
sample, 391

V systems in the MWC model, 262

Water,
properties of, 23-24
self-dissociation constant of, 24
Wedler-Boyer isotope exchange
protocol, 342

Weighted means in bisubstrate
reactions, 393-394

Weighted experimental data, 393-394,
406, 409

Wilkinson procedure for nonlinear
regression, 397-399

Yonetani-Theorell plot, 93

Zero-order reactions, 14
Zero-point energy (ZPE), 353-354
in equilibrium isotope effects,
355-356
in kinetic isotope effects, 357
Zwitterion, 27.
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