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2.0 Developing Industrial Catalysts j

J. F. LEPAGE

Once an active species and perhaps its support have
been selected, the task is to construct from precursors
of these active species a catalytic structure whose prop-
erties and characteristics will meet the demands of an
industrial user. One must avoid creating a structure
that is only a laboratory curiosity which for technical
or economic reasons can not be manufactured on in-
dustrial scale.

2.0.1 Properties and Characteristics of
Industrial Catalysts

In addition to the fundamental properties that come
from the very definition of a catalyst, i.e., activity, se-
lectivity, and stability, industrial applications require
that a catalyst be regenerable, reproducible, mechan-
ically and thermally stable, original, economical, and
possess suitable morphological characteristics.

x) Reprinted with permission from J. F. Le Page, Applied Hetero-
geneous Catalysis - Design, Manufacture, Use of Solid Catalysts,
Editions Technip, Paris, 1987.

2.0.1.1 Activity

A high activity will be reflected either in high pro-
ductivity from relatively small reactors and catalyst
volumes or in mild operating conditions, particularly
temperature, that enhance selectivity and stability if the
thermodynamics is more favorable.

2.0.1.2 Selectivity

High selectivity produces high yields of a desired
product while suppressing undesirable competitive and
consecutive reactions. This means that the texture of
the catalyst (in particular pore volume and pore dis-
tribution) should be improved toward reducing limi-
tations by internal diffusion, which in the case of con-
secutive reactions rapidly reduces selectivity.

2.0.1.3 Stability

A catalyst with good stability will change only very
slowly over the course of time under conditions of
use and regeneration. Indeed, it is only in theory that
a catalyst remains unaltered during reaction. Actual
practice is far from this ideal. Some of the things that
lead to a progressive loss of activity or selectivity or
mechanical strength are as follows:

(a) Coke forms on some catalysts through the inter-
vention of parasitic reactions of hydrogenolysis,
polymerization, cyclization, and hydrogen transfer.

(b) Reactants, products or poisons may attack active
agents or the support.

(c) Volatile agents, such as chlorine, may be lost dur-
ing reactions such as reforming.

(d) The crystals of a deposited metal may become
enlarged or regrouped. A change in the crystalline
structure of the support can cause a loss of me-
chanical strength.

(e) Progressive adsorption of trace poisons in the feed
or products may reduce activity. It has been
pointed out that industrial feedstocks are rarely
pure products, but mixtures containing portions of
impurities that must sometimes be eliminated be-
forehand so that the catalyst can be used.

References see page 53
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2.0.1.4 Morphology

The external morphological characteristics of a cata-
lyst, i.e. its form and grain size, must be suited to the
corresponding process. For moving or boiling bed re-
actors the spherical form is recommended for reducing
problems of attrition and abrasion. In a fluid bed, a
spherical powder is preferred for limiting attrition, and
its grains should have well determined size distributions
for obtaining good fluidization. In a fixed bed, beads,
rings, pellets, extrudates, or flakes can be used; but
their form and dimensions will have an influence on
the pressure drop through the bed. Thus for a given
equivalent diameter, catalysts can be classified accord-
ing to the relative pressure drops they cause, as follows:

Rings < beads < pellets < extrudates < crushed

This pressure drop must be high enough to ensure an
even distribution of the reaction fluid across the cata-
lytic bed, but it must not be so high as to cause an
increase in the cost of compressing and recycling any
gases.

Let us point out again that the grain density and
especially the filling density are properties that greatly
preoccupy the user; and these depend on the morphol-
ogy in terms of pore volume. The catalyst is bought by
weight with the purpose of filling a given reactor, and
the cost of the catalyst charge will depend on its filling
density. Finally, with respect to morphology, we point
out that catalysts in the form of beads lend themselves
better to handling, filling and emptying reactors, as
well as any sieving that may appear necessary for
eliminating fines after a number of regenerations.

2.0.1.5 Mechanical Strength

The mechanical strength of a catalyst is demonstrated
by its resistance to crushing, which enables the catalyst
to pass undamaged through all the strains, both fore-
seen and accidental, that occur within the catalyst
bed. Mechanical strength is also demonstrated by the
resistance of the grains to attrition through rubbing,
which produces fines and can cause an increase in the
pressure drop in a catalytic bed. In the case of pow-
dered catalysts destined for fluid or boiling beds, a re-
sistance to abrasion on the walls or to erosion by the
fluids is also required.

2.0.1.6 Thermal Characteristics

For certain catalysts thermal conductivity and specific
heat require consideration. High thermal conductivity

of the catalytic mass leads to reduced temperature gra-
dients within the grain, as well as in the catalytic bed,
for endothermic or exothermic reactions, by improving
heat transfer. For other catalysts, the specific heat as-
sumes more importance; a high specific heat permits a
catalytic cracking catalyst to carry a large thermal load
from the combustion of coke back to the endothermic
cracking reaction, where it is usefully consumed. Ry
contrast, catalysts in catalytic mufflers are more effi-
cient when they are quickly carried to a high temper-
ature by the combustion gases, and a low specific heat
can be advantageous.

2.0.1.7 Regenerability

As we have pointed out in relation to stability, it is only
in theory that the catalyst is found intact at the end of
the reaction. All catalysts age; and when their activities
or their selectivities have become insufficient, they must
be regenerated through a treatment that will return
part or all of their catalytic properties. The most com-
mon treatment is burning off of carbon, but scrubbing
with suitable gases is also frequently done to desorb
certain reversible poisons; hydrogcnolysis of hydro-
carbon compounds may be done when the catalyst
permits it, as well as an injection of chemical com-
pounds. When the treatment does not include burning
off carbon deposits, it is often called rejuvenation.

The shorter the cycle of operating time between two
regenerations, the more important the regeneration. It
becomes apparent that it is not enough for the catalyst
to recover its activity and selectivity, it must also
preserve its mechanical strength during successive re-
generations or rejuvenations.

2.0.1.8 Reproducibility

Reproducibility characterizes the preparation of a cat-
alyst as much as the catalyst itself; it is of concern to
industrial users who want to be assured of the quality
of successive charges of catalyst; and it also pre-
occupies the various engineers responsible for develop-
ing the catalyst from the laboratory on to industrial
manufacture. Indeed, the preparation of a catalyst
generally takes place in several rather complex stages
dependent on a large number of variables difficult to
control simultaneously. The result is that it is indis-
pensable to rapidly verify that the reproducibility of the
preparation is feasible, as well as to keep in mind that
the formula developed in the laboratory should be
capable of extrapolation to pilot scale and to industrial
scale under acceptable economic conditions.
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2.0.1.9 Originality

It is also important that the catalyst and the process in
which it will be used can be exploited legally through
licenses. This is only possible either if the catalyst is
original, which is rare, or if it belongs to the public
domain, which is more frequent. In the first case, it can
be protected by fundamental patents; in the second
case, the possible patents can apply only to improve-
ments. The greater the originality, the higher the
potential royalties associated with the catalyst or with
the process for which it is the controlling part.

2.0.1.10 Cost

Even when a catalyst possesses all the properties and
characteristics just enumerated, there remains one last
requirement: it must withstand comparison with com-
petitive catalysts or processes with equivalent functions
from the point of view of cost; or at least its cost should
not place too heavy a burden on the economics of the
process for which it will be used.

2.0.2 The Ideal Catalyst and the Optimum
Catalyst

All of the above properties and characteristics are not
independent; when one among them is changed with a
view to improvement, the others are also modified, and
not necessarily in the direction of an overall improve-
ment. As a result, industrial catalysts are never ideal.
Fortunately, however, the ideal is not altogether indis-
pensable. Certain properties, such as activity and re-
producibility, are always necessary, but selectivity, for
example, has hardly any meaning in reactions like am-
monia synthesis; and the same holds true for thermal
conductivity in an isothermal reaction. Stability is
always of interest but becomes less important in pro-
cesses that include continuous catalyst regeneration,
when it is regenerability that must be optimized. Fur-
thermore, originality can be of secondary importance
for certain manufacturing situations such as those rel-
evant to national defense.

The goal, therefore, is not an ideal catalyst but the
optimum, which may be defined by economic feasi-
bility studies concerning not only the catalyst but also
the rest of the process. And when the catalytic process
is established and the catalyst in question must com-
pete as a replacement, the replacement catalyst's cost
and method of manufacture predominate in arriving at
the optimum formula.

Depending on the use and the economic compe-
tition, therefore, the optimization studies establish an
hierarchy among the properties and characteristics of a
catalyst; and knowledge of this hierarchy helps to bet-
ter orient the efforts of the research team responsible
for creating and developing the catalyst and its process.
Even when the hierarchy is not fixed at the start, it can
evolve in the course of developing the catalyst, some-
times even after industrialization.

2.0.3 Catalyst Development

A real-life solid catalyst is something entirely different
to its user, its manufacturer, or its creator.

The user considers the catalyst within the framework
of its function of promoting a chemical reaction, and
its properties.

The engineer responsible for manufacturing the cat-
alyst considers it from a different point of view,
although still recognizing the needs of the user. For this
engineer, the catalyst is primarily a chemical product
characterized by its composition and its method of
preparation, from the nature of its precursor salts of
the active agents, through the conditions of various
unit operations used for constructing the catalytic
solid. All these operations, precipitation, ripening,
filtration, washing, forming, drying, impregnation, cal-
cination and activation, need to be meticulously con-
trolled so that at the end of the manufacturing process
the catalyst fits the range of specifications guaranteed
to the user.

Finally, although the physical chemist who designs a
solid catalyst will be interested in the two preceding
points of view, he or she will concentrate on defining it
in intrinsic physicochemical terms, such as its texture
(pore distribution, specific surface of the overall solid,
surface of the deposited active agents, structural den-
sity and grain density), its crystallographic charac-
teristics (X-ray or electron diffraction examination to
precisely determine the presence of a definite com-
pound, a solid solution, or an alloy), its electronic
properties (energy levels of the electrons, valence state
of certain elements, or the d character for other ele-
ments or metallic alloys), and especially its surface
properties either isolated or preferably in its reaction
atmosphere (the thcrmodynamic characteristics of
chemisorption, the chemical and electronic modifica-
tions of the catalytic surface, state of surface oxidation
or reduction, acidity or basicity, and nature of the
bonds in the adsorbed phase).

These various aspects of the catalyst are related
through cause and effect. The properties sought in the
industrial catalyst by the user flow from its intrinsic
physico-chemical characteristics; and both industrial

References see page 53
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properties and physicochemical properties closely de-
pend on the method of preparation. Therefore, it is
essential that the research team and the engineers in
charge of developing a catalyst and its corresponding
process be trained for and given the tools for following
the development of the catalyst through all its various
aspects, economic and legal ones included. Considering
this complexity, the approach to an optimum catalyst
can only be an experimental procedure advancing step-
by-step through trial and error.

2.0.3.1 Devising the First Catalytic Formulas

An initial hierarchy of required qualities arises out of
the detailed analysis of the chemical transformation
plus the data from exploratory tests to select the cata-
lytic species. This hierarchy depends on general laws
of kinetics and chemical engineering, as well as obser-
vations of industrial operations that are more or less
analogous. The steps of its articulation are as follows:

• Starting with the selected active species in the labo-
ratory, one prepares a family of catalysts that are
related through variations in the manufacturing
process, such as sequence of the unit operations, of
which certain ones are considered a priori critical by
reason of their influence on the catalyst properties.
The catalysts of this initial family are not chosen at
random, but on the basis of general knowledge of
inorganic chemistry and chemistry of the solid, plus
the know-how acquired from analogous catalysts
that seem closest to the fixed objective.

• Subsequently one prepares a list of physicochemical
characteristics to be determined for the various cata-
lysts of the family. These characteristics will be those
most likely to produce meaningful results from cor-
relations with mechanical and catalytic properties or
with the conditions of preparation.

The catalysts of this initial family arc then submitted
to experiments whose results should permit:

(a) A good estimation of the predicted performances,
the preferred conditions of preparation, and the
physicochemical characteristics.

(b) An identification of critical properties for the cata-
lyst (i.e., those properties most difficult to obtain),
as well as the key unit operations (i.e., those essen-
tial to the performance of the catalyst), and the
physicochemical characteristics on which the per-
formance of the catalyst depends.

Next, a second series of tests is carried out for the
purpose of clarifying points shown to be most impor-
tant at the end of the first series of tests, both in the

preparation of the catalysts and in determination of the
performance and physicochemical characteristics.

At the end of this second series, and possibly a third,
the results should be good enough for the following
three partial objectives:

(a) To establish some correlations between the prop-
erties of the catalyst, the intrinsic characteristics of
the solid, and the conditions of preparation, as il-
lustrated in Fig. 1. These correlations will provide
a basis for perfecting the catalyst, and they can
be ultimately used for defining the control tests
during industrial manufacture.

(b) To make an initial selection of some acceptable
catalysts to be studied more thoroughly.

(c) To start using one of the acceptable catalysts for a
practical study of the problems of the chemical re-
action process. It would be indeed illogical to delay
studying the problems of the overall process for
formulation of the optimum catalyst, since accord-
ing to the economic criteria the idea of an optimum
catalyst has meaning only within the framework of
the total problems posed by the unit. Thus it is
necessary to begin the study of these problems on a
catalyst that is judged acceptable, in order to de-
duce those elements that will orient optimization of
the industrial catalyst.

At this stage it is time for a few practical remarks:

(a) Although the study of catalytic properties can
sometimes be made on model molecules for the in-
itial preparation, it is generally preferable to oper-
ate with industrially representative feedstocks, and
under industrially representative conditions, as
early as possible.

(b) For the initial catalysts, one sometimes omits the
study of stability, a property that essentially de-
mands a great deal of time for evaluation. Gen-
erally, stability is studied only with formulas
that are already acceptable and often after having
developed a test for accelerated aging.

(c) For a catalyst to be regarded as acceptable, a study
of its manufacturing process should have been
started and advanced to the pilot scale for judging
its production feasibility. Indeed, from this point
on, experimenting becomes costly, and it is neces-
sary to make sure that the catalyst is not just a
laboratory curiosity.

(d) As soon as the first results from the study of the
process are obtained with the initial acceptable
formula, an economic analysis and possibly a le-
gal review should be undertaken for judging
more accurately the industrial viability of the pro-
posed process. If the results that one can expect
from these reviews deviate too far from commercial
requirements, the research project should be aban-
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Nature of the catalyst's components
Conditions of preparation

3 J Physico-chemical characteristics

IntrinsicH
Under reaction conditions •

Catalytic solid

Reactants
Under conditions
of catalysis

Correlations

Figure 1. The different aspects of catalysis and their interrelations (adopted from ref [I])

doned If the proposed process is shown to be eco-
nomically viable, one continues on to the opti-
mization of the catalyst, taking into account the
problems to be encountered in the course of its use
in the proposed process.

2.0.3.2 Optimization of a Typical Catalytic Formula

This optimization is achieved by exploiting to the
utmost the correlations established during definition of
the initial catalytic formulas It should not only take
into account the problems raised by the study of use
but also the need for a simple and economical prepa-
ration that can be expanded to industrial scale There-
fore, the problems of extrapolating to industrial scale
the various unit operations perfected in the laboratory
have to be resolved in the pilot plant This study con-
sists of

(a) Pilot preparation of a certain number of samples
whose performances must be tested Examination
of the results makes it possible to specify the oper-
ating conditions for each stage of the future in-
dustrial operation

(b) Forecasting a price for the industrial catalyst
(c) Establishing a manufacturing process using exist-

ing equipment as far as possible

(d) Production of enough catalyst by the manufactur-
ing process for the catalyst to be representative of
industrial production

One must remember that a catalyst optimized in this
way represents only a transitory optimum, experience
has shown that hardly is any catalyst industrialized
before it is subject to improvements, either for correct-
ing deficiencies revealed through the industrial experi-
ence or for improving a competitive position Some-
times it happens that a change occurs in the very nature
of the catalytic agent, and at that point it is a veritable
matter of catalyst renovation, involving a procedure
identical to that which has just been descnbed for the
genesis of the initial formula

Perfecting an industrial catalyst is thus the culmina-
tion of a long and complicated process that requires a
knowledge as broad as possible of the methods relative
to the preparation of catalysts, to the study of catalytic
and mechanical properties, and to the determination of
the physicochemical characteristics
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2.1 Bulk Catalysts and Supports

2.1.1 Fused Catalysts

R.SCHLOGL

2.1.1.1 Introduction

A small number of heterogeneous catalysts is prepared
by fusion of various precursors. The obvious group of
compounds are metal alloy catalysts which are applied
in unsupported form like noble metal gauze for the
ammonia oxidation to nitric oxide. Melting of the ele-
ments in the appropriate composition is the only way
to produce bulk amounts of a chemical mixture of
the constituent atoms. The process is well-described
by thermodynamics and a large database of phase dia-
grams and detailed structural studies is available. Met-
allurgy provides the technologies for preparation and
characterization of the products [1]. This enables the
synthesis of a large number of bulk alloys with well-
defined properties. An interesting development in the
use of such bulk-phase metallic alloy catalysts is the
application of bulk metallic glasses in the form of rib-
bons with macroscopic dimensions [2-5]. In this class
of materials the atomic dispersion in the liquid alloy is
preserved in the solid state as a single phase, although
the material may be metastable in its composition.
This allows the preparation of unique alloy composi-
tions which are inaccessible by equilibrium synthesis.
The solidification process by rapid cooling (cooling
rates above 104Ks"1) creates "glassy" materials with
well-defined short range order but without long range
order. The difference in free energy between composi-
tional equilibration and crystallization, stored in the
metallic glass, can be used to transform the material in
an initial activation step from a glassy state into a
nanocrystalline agglomerate with a large internal sur-
face interface between crystallites. This still metastable
state is the active phase in catalysis and the final trans-
formation into the stable solid phase mix with equilib-
rium composition terminates the life of such a catalyst.
Application of metallic glasses as model systems is also
treated in Section A.4.4.

In oxide materials [2] which are fused for catalytic
applications, two additional factors contribute to the
unique features of this preparation route. Many oxides
in their liquid states are thcrmodynamically unstable
with respect to the oxygen partial pressure present in
ambient air, i.e. they decompose into lowcr-valcnt ox-
ides and release molecular oxygen into the gas phase.
This process can be fast on the time-scale of the fusion
process, such as with vanadium pentoxide or man-

ganese oxides, or may be slow, as with iron oxides.
The existence of such decomposition reactions and
the control of their kinetics [6] can create a unique
quenched solid which is thermodynamically metastable
at ambient conditions with respect to its oxygen con-
tent. In addition, by controlling the phase nucleation,
a local anisotropy of phases, i.e. a mixture of particles
of different oxide forms interdispersed with each other,
can be obtained. Such oxides exhibit a complex and
reactive internal interface structure which may be use-
full either for direct catalytic application in oxidation
reactions or in predetermining the micromorphology of
resulting catalytic material when the fused oxide is used
as precursor.

The application of the fusion process can lead to a
control over structure-sensitive reactions for unsup-
ported catalysts. The prototype example for such a cata-
lyst is the multiply-promoted iron oxide precursor used
for ammonia synthesis. In Section B.2.1.1 a detailed
description is given of the necessity for oxide fusion
and the consequences of the metastable oxide mixture
for the catalytic action of the final metal catalyst.

Another feature of fused catalytic compounds can
be the generation of a melt during catalytic action.
Such supported liquid phase (SLP) catalysts consist
of an inert solid support on which a mixture of oxides
is precipitated which transform into a homogeneous
melt at reaction conditions. These systems provide,
in contrast to the case described before, a chemically
and structurally homogeneous reaction environment.
The standard example for this type of catalyst is the
vanadium oxide contact used for oxidation of SO2 to
SO3.

2.1.1.2 Concept of Fused Catalysts

The preparation of non-supported catalysts by fusion is
an expensive and very energy-consuming high-temper-
ature process. It has to compete with the concept of
wet chemical preparation by the mixing-precipitating-
calcining process which can be used in oxidativc and
reductive modes to obtain oxides and metals. Sol-gel
preparation or flame hydrolysis are derivatives of the
general approach. Another unconventional alterna-
tive to this important route of catalyst preparation is
offered by tribochemical procedures; however, these arc
still in an early stage of research.

This enumeration shows that the term "fused cata-
lyst" is not synonymous with "unsupported catalyst",
but designates a small subgroup of unsupported cata-
lytic materials. Fused catalysts have passed through the
molten state at least once during their preparation. In
this respect fused catalyst arc fundamentally different
from other catalysts prepared at high temperatures,
such as carbons which arc produced by gas-solid re-
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Figure 1. Principal pathways to generate unsupported catalytic materials. The methods indicated in the centre of the scheme are discussed
in other sections of this book. The methods of fusion and precipitation will be discussed more in detail to illustrate the consequences of the
different reaction environments on the structural properties of the final products. The dashed line separates solution methods (bottom) from
high-temperature reactions (top).

Table 1. Main reaction steps in precipitation and fusion of catalytic solids.

Step Wet chemical Fusion

Mixing of atoms
Prefonmation of compounds

Compositional modification

Solidification

Calcination

Formulation

in solution
frequently, with solvent ligands

frequently, by ligand exchange and
incorporation of solvent

precipitation, difficult to control,
very fine particles with molecular
homogeneity

required for ligand removal, complex
reaction, difficult to control

pressing, extrudation precipitation
onto supports

in melt
possible for alloys (E-L-TM), always for

compounds (oxides)
possible with volatiles, frequently with

compounds by thermochemical reduction
cooling, very important to control, affects

chemical structure (exsolution) and long-
range ordering

not required

crushing, sieving, production of wires and
gauze

action processes with substantially kinetic differences
compared to melt-solidification reactions.

Figure 1 summarizes the main differences and ob-
jectives between the major preparation strategies. A
collection of the major individual reaction steps for
the synthesis of unsupported catalysts can be found
in Table 1. One fundamental insight from this rather
schematic comparison is that differences in the reaction
kinetics of the synthesis of a given material will lead to
different mesoscopic and macroscopic structures which
considerably affect the catalytic performance. It is nec-
essary to control these analytically difficult-to-describc
parameters with much the same precision as the atomic
arrangement or the local electronic structure. Whereas
these latter parameters influence the nature of the ac-
tive site, it is the meso/macrostructure which controls
the distribution and abundance of active sites on a
given material. It is necessary in certain cases to apply
the costly method of fusion as there is no other way to

obtain the desired (and in most cases unknown) opti-
mal meso/macrostructure of the final catalyst.

Details of the chemistry in the precipitation process
can be found in other sections of this handbook. This
section focuses on fused catalysts. The reader may
contrast the following discussion with the contents of
Table 1.

Fused catalysts allow the combination of com-
pounds and elements in atomic dispersions which do
not mix either in solution (e.g. oxides) or in the solid
state. Melting provides the necessary means to generate
an intimate, eventually atomically disperse distribu-
tion; a carefully controlled solidification can preserve
the metastable situation in the melt down to operation
temperature. In the melt the preformation of "mole-
cules" such as oxo complexes or alloy clusters can
occur. The final short-range order of the catalyst is
predetermined. Examples are alloys of noble metals
with elements located in the main group sections or in

References see page 63
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the early transition metal groups of the periodic table
(E-L TM alloys). In the case of oxides the partial
pressure of oxygen has the chance to equilibrate be-
tween the gas phase environment of the melting fur-
nace and the liquid oxide. With compounds in high
formal oxidation states this can lead to thermochemical
reduction, as for iron oxide (reduction of hematite to
magnetite and wustite), or for silver oxide which re-
duces to the metal. Compounds in low oxidation states,
such as MnO, Sb2O3 or VO2, will oxidize to higher
oxidation states and thus also change the chemical
structure.

The kinetics to reach the equilibrium situation can
be quite slow, so that the holding time and mechanical
mixing of the melt will crucially arTect the extent of the
chemical conversion. Early termination of the holding
time will lead to metastable situations for the melt
with local heterogeneity in the chemical composition of
the final product. This can be desirable, as in the case
of the iron oxide precursor for ammonia synthesis, or it
can be unwanted as in most intermetallic compounds.
Also, the dissolution of, for example, one oxide into
another, can be a prolonged process and early cooling
will lead to a complex situation of disperse binary
compounds coexisting with ternary phases. Examples
are alumina and calcium oxide promoters in iron oxide
melts where ternary spinel compounds can be formed,
provided that sufficient trivalent iron is present. This
requires the addition of activated forms of the binary
oxides in order to dissolve some of the ions before the
thermochemical reduction has removed the trivalent
iron in excess of that required for the formation of the
matrix spinel of magnetite. These examples illustrate
that both the starting compounds, their purity and
physical form, and the heating program will severely
affect the composition and heterogeneity of the result-
ing material. Scaling-up of such fusion processes is a
major problem as heat and ion transport determine, to
a significant extent, the properties of the material. Also
the gas phase over the melt and its control are of high
importance as its chemical potential will determine the
phase inventory of the resulting compound.

Besides the complex cases of mixed oxides, there
exist more simple problems of oxide and scale forma-
tion in alloy production. The detrimental effect of oxide
shells around metal particles preventing intermixing is
well known. The compositional changes resulting from
preferential oxidation of one component have also to be
taken into account. Instability of the product and/or
drastic changes in the thermochemical properties of
the material after shell formation (such as massive in-
creases in the required fusion temperature in noble metal
eutectic mixtures) are common, in particular in small-
scale preparations. These effects still set limits to the
availability of catalytically desired alloys for practical
purposes (e.g. for compounds with Zr, Si, alkali, Mg).

In addition to these more practical problems of cat-
alyst preparation, there are also severe theoretical
problems associated with the prediction of the chem-
istry in the fluid state of a compound. The motion of all
structural elements (atoms, ions, molecules) is con-
trolled by a statistical contribution from Brownian
motion, by gradients of the respective chemical poten-
tials (those of the structural elements and those of a]]
species such as oxygen or water in the gas phase which
can react with the structural elements and thus modify
the local concentration), and by external mechanical
forces such as stirring and gas evolution. In electric
fields (as in an arc melting furnace), field effects will
further contribute to nonisotropic motion and thus to
the creation of concentration gradients. An exhaustive
treatment of these problems can be found in a textbook
[6] and in the references therein.

The second step in the process is the cooling of the
melt. Slow cooling will result in equilibration of the
mix according to the thermodynamic situation. Only in
simple cases will this yield the desired compound. In
most cases the mixture of structural elements stable
in the melt will be metastable at ambient conditions.
Techniques of supercooling are applied to maintain the
desired composition [7]. Rapid solidification with tem-
perature gradients up to about 100Ks~' are required
to generate metastable crystalline solids. Local hetero-
geneity (such as concentration gradients or undissolved
particles) will disturb the equilibrium formation [8] of
crystals and lead to unusual geometries of the grain
structure. The crystallite size is also affected by the
cooling rate, in particular at temperatures near the
solidus point where the abundance of (homogeneous)
nuclei is determined. Rapid cooling limits the growth
of large crystals as the activation energies for diffusion
and dissolution of smaller crystallites is only available
for a short time. Annealing of the solid after initial
solidification can be used to modify the crystallite size,
provided that no unwanted phase transition occurs in
the phase diagram at or below the annealing temper-
ature. Knowledge of the complete phase diagram for
the possible multicomponent reaction mixture is man-
datory for the design of a temperature-time profile for
a catalyst fusion experiment. In many cases these phase
diagrams are not available or not known with sufficient
accuracy, so that a series of experiments is required to
adjust this most critical step in the whole process. Fre-
quently, empirical relationships between characteris-
tic temperatures in the phase diagram and the critical
temperatures for stable-to-metastable phase transfor-
mations (e.g. the ratio between an eutectic temperature
and the crystallization temperature of a binary system)
are used to predict compositions of stable amorphous
compounds of metals and metalloids [8, 9].

Cooling rates between 100 and lOOOOKs ' can lead
to a modification of the long-range order of the mate-
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rial. Under such rapid solidification conditions the time
at which the activation energy for motion of structural
elements is overcome is so short that the mean free
pathlength reaches the dimension of the structural unit.
Then the random orientation of the units in the melt is
preserved and the glassy state is obtained. Such solids
are X-ray amorphous and contain no grain boundary
network and exhibit no exsolution phenomena. They
are chemically and structurally isotropic [6]. These
solids preserve, however, the energy of crystallization
as potential energy in the solid state. It is possible to
transform these glasses into cascades of crystalline
states, some of which may be also metastable at the
crystallization condition as the activation energy, for
falling into the state of equilibrium, is not high enough.
Glassy materials are thus interesting precursors for the
formation of metastable compositions and/or meta-
stable grain boundary structures which are inaccessible
by precipitation and calcination. The critical glass-
forming temperatures vary widely for different mate-
rials, with alkali silicates requiring low cooling rates of
several 100 Ks"1 and transition metal oxides and E-L
TM alloys rates above 1000Ks~!. Pure elements can-
not be transformed into the glassy state. By utilizing
these differences, composite materials with a glassy
phase coexisting with a crystalline phase can be ob-
tained. Examples are amorphous oxide promoter spe-
cies dispersed between the iron oxides of the ammonia
synthesis catalyst precursor.

The third step in the catalyst preparation process is
the thermal treatment known as calcination, which is
essential in all wet chemical processes. It leads to sol-
vent-free materials and causes chemical reactions be-
tween components with the oxidation states of all ele-
ments reaching their desired values. All this is already
accomplished during preparation of the fluid phase and
during precipitation of the fused catalyst, and hence
such a step is rarely required for these catalysts. This
feature significantly reduces the difference in energy
input to the final catalyst, between fusion and precip-
itation. The fact that the conditioning of the catalytic
material occurs in the fluid state for a fused catalyst
and in the solid state for the precipitated catalyst has
two important consequences. First, the temperature
levels of conditioning are different and so is the com-
position of the resulting material in particular with re-
spect to volatile components. Secondly, the calcination
reaction occurs as solid-solid state reaction with dif-
fusion limitations and eventual topochemical reaction
control, both giving rise to spatial heterogeneity in
large dimensions relative to the particle size. In fused
systems the fluid slate allows very intimate mixing and
hence isotropic chemical reactivity, provided that the
composition is cither stable during cooling or quenched
so rapidly that no demixing occurs. Chemical hetero-
geneity at any dimensional level can be created or oc-

curs unintentionally with no gradients between particle
boundaries if the cooling process is suitably adjusted to
allow partial equilibration of the system.

The last step of catalyst preparation is the activation
which is required for both types of materials. In this
step, which often occurs in the initial stages of catalytic
operation, (in situ conditioning) the catalyst is trans-
formed into the working state which is frequently
chemically and/or structurally different from the as-
synthesized state. It is desirable to store free energy in
the catalyst precursor which can be used to overcome
the activation barriers into the active state in order to
initiate the solid state transformations required for a
rapid and facile activation. These barriers can be quite
high for solid-solid reactions and can thus inhibit the
activation of a catalyst.

A special case is catalysts which are metastable in
their active state with respect to the catalytic reaction
conditions. In this case a suitable lifetime is only
reached if the active phase is regenerated by solid state
reaction occurring in parallel to the substrate-to-prod-
uct conversion. In this case it is of special relevance to
store free energy in the catalyst precursor as insufficient
solid state reaction rates will interfere with the sub-
strate-to-product reaction cycle. A class of catalyst in
which this effect is of relevance are oxide materials used
for selective oxidation reactions.

2.1.1.3 Thermodynamic and Kinetic Considerations

The following general considerations are intended to
illustrate the potential and complications when a fused
catalyst material is prepared. The necessary precon-
dition is that the starting state is a homogeneous phase
(the fluid).

Figure 2 shows a general free energy versus com-
position diagram [10] for a fused catalyst system.
The composition coordinate may be a projection [11]
through a multemary phase diagram. The melt will
solidify in the phase (1) with little compositional vari-
ation, if the melt is cooled slowly. This path leads to a
stable solid with little problems in its preparation and
identification. If the melt is cooled suitably to follow
the solidus curve further down in free energy it reaches
the eutectic point (2) and can then be rapidly quenched
without any compositional variation. This creates a
metastable solid with a large amount of free energy
stored in the solid state. The resulting material is a
characteristic fused catalyst (or precursor). If the cool-
ing is slowed down, the composition will split in a pri-
mary crystallization [11] of the supersaturated solution.
The melt is then enriched in one component according
to the tangent line (2) and the solid is depleted until it
reaches the composition of the metastable solid (3).
The enriched melt can either crystallize in (1) or react

References see page 63
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Composition

Figure 2. The thermodynamic situation upon solidification of a
multemary system. The vertical lines designate principal reaction
pathways, the dashed tangent lines illustrate the compositional
changes arising from an equilibrium solidification at the respective
pathways (interrupt lines on the vertical arrows). The narrow
areas of existence designate stable phases with a finite phase
width, the area designated metastable indicates the existence of a
single phase solid which is unstable at ambient conditions.

along pathway 3 provided that enough energy of crys-
tallization is released and the cooling conditions [12]
are still adequate. The metastable solid (3) may either
be quenched and form a further metastable component
of the phase mix or it can undergo equilibration in the
same way as system (2) along the tangent line (3). The
cooling conditions and eventual annealing intervals
will decide over the branching ratio. A further possi-
bility is the formation (4) of a supersaturated solid
solution (the metastable solid in Figure 2) directly from
the melt followed by either quench cooling to ambient
temperature leading to another metastable phase in the
mix or by equilibration according pathway (3).

The solidification kinetics and compositional fluctu-
ations in the melt will decide over the crystallization
pathway which can be followed by all of the melt. If
local gradients in temperature or composition exist in
the system the crystallization pathway can be locally
inhomogeneous and create different metastable solids
at different locations in the macroscopic solidified
blocks.

This simple consideration shows that a wide variety
of stable and metastable solids can be produced from a
homogeneous melt if the solidification conditions are
suitably chosen. In this way a complex solid phase mix
can be obtained which is inaccessible by the wet chem-
ical preparation route. The metastable phase mix may
either contain an active phase or may be used to gen-
erate it by a suitable activation procedure at relatively
low temperatures. A stable phase which is catalytically
useful should be accessible by other less complex and
costly ways and is thus not be considered here.

m
Q.

liquid
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Figure 3. Kinetics of solidification illustrating how various cool-
ing programmes (pathways I to 3) can affect the final inventory of
phases which differ in their respective crystallization kinetics. The
characteristic times are in the microsecond regime for metallic
alloys but extend into the time-scales of days for compounds such
as oxides.

The kinetic situation is generalized in Figure 3. For a
fused catalyst system a liquid phase is assumed to co-
exist with a metastable solid solution. Additional solid
phases crystallize with retarded kinetics and form
lenses in the time-temperature diagram of Figure 3.
Three characteristic cooling profiles are sketched.
Rapid quenching (1) leads to only the solid solution
without compositional changes and without meso-
scopic heterogeneity. Intermediate quenching (2) passes
through the solid 1 area and leads to a branching of the
solid products between solid 1 and the solid solution
with a modified composition (primary crystallization,
path 2 in Figure 2). Cooling with a holding sequence
(3) allows preformation of structural units in the melt
and leads to the formation of three solids with different
compositions. Moving the holding temperature further
down into the ranges occupied by the solid phases
provides control over the branching of the solid prod-
ucts. It can be seen that rapid cooling of the fused melt
leads to a clear situation with respect to the solid as all
free energy is transferred into the solid phase and li-
berated only in solid-solid reactions. If the cooling rate
is intermediate or if the cooling rate is not isokinetic in
the whole melt, then we obtain complex situations with
wide variations in chemical and local compositions of
the final solids.

The reduced fused iron oxide for ammonia synthesis
is a perfect example illustrating in its textural and
structural complexity the merit of this preparation
strategy which allows to create a metastable porous
form of the element iron. The necessary kinetic stabili-
zation of the metastable solid is achieved by the ex-
solution of irreducible oxide phases of structural pro-
moters. Some of them precipitate during solidification.
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whereas others are liberated from the matrix during
activation. A pre-requisite for the very important sec-
ondary ex-solution species is the intimate phase mix-
ture of ternary iron earth alkali oxides, which cannot
be achieved by wet chemical precipitation techniques
due to the extremely different coordination chemistry
of the various cations in solvent media.

2.1.1.4 Sulfuric Acid Catalyst

The reaction of gaseous SO2 with molecular oxygen in
the contact process seems to proceed over two inde-
pendent mechanisms [13] one of which is the direct ox-
idation of a vanadium pentoxide-sulfur dioxide adduct
by oxygen and the other proceedings via a redox cycle
involving V4+ and V3+ intermediate species [13-15].

The technical catalyst is a supported liquid phase
system of vanadium pentoxide in potassium pyro-
sulfate [16, 17]. Other alkali ions influence the activity
[18] at the low-temperature end of the operation range,
with Cs exhibiting a particular beneficial effect [13].

It is necessary to work at the lowest possible tem-
perature in order to achieve complete conversion. Only
at temperatures below 573 K is the equilibrium con-
version of SO2 practically complete, with about 99.5%
conversion. The binary phase diagram vanadium-oxy-
gen shows the lowest eutectic for a mixture of pent-
oxide and the phase V3O7 at 910 K. All binary oxides
are stable phases from their crystallization down to
ambient temperature. The pyrosulfate promoter is thus
an essential ingredient rather than a beneficial additive
to the system. Compositions of 33% alkali (equals
to 16.5% pyrosulfate) solidify at around 590 K. This
temperature is still too high as at around 595 K the
activation energy increases sharply, even although the
system is still liquid. The liquid state is thought to be
essential for the facile diffusion [13, 19] of oxygen to
the active sites [13].

The small mismatch between required and achieved
minimum operation temperature has the severe con-
sequence that a special preabsorption stage has to be
included in the reactor set-up in order to achieve the
essential complete conversion. In this manner the
partial pressure of the SO3 product is lowered before
the last stage of conversion, rendering acceptable in-
complete conversion of the overheated catalyst. If the
reason why the catalyst does not operate efficiently
down to its solidification point could be eliminated one
may circumvent the intermediate absorption stage and
thus facilitate the reactor design considerably.

Catalyst fusion is essential to bring and keep the py-
rosulfatc-vanadium oxide system into a homogeneous
state which is the basis for operating the system at the
eutectic in the ternary phase diagram. The reaction
mechanism and the fact that the operation point of the

catalyst is at the absolute minimum in the V5+-O2
section of the phase diagram point to the existence of
a supersaturated solution of partly reduced vanadium
oxides in the melt. The point at which the activation
energy for SO2 oxidation changes over to a lower
(transport-controlled) value marks thus the stage at
which crystallization of the supersaturated solution be-
gins under catalytic conditions. This hypothesis could
be verified in pioneering studies by Fehrmann and co-
workers using electric conductivity measurements and
preparative isolation techniques [16, 17]. They isolated
crystals of a variety of V4+ and V3+ ternary alkali sul-
fates. These precipitates can be redissolved in a re-
generation procedure of the catalyst involving a heat
treatment to 800 K under oxidizing conditions [17]. In
a rather elegant in situ electron paramagnetic reso-
nance (EPR) study the deactivation mechanism was
experimentally confirmed on an industrial supported
catalyst in which the phase K4(VO)3(SO4)s was identi-
fied as V4+ deactivating species which could also be
redissolved by a high temperature treatment. [20]

The accurate analysis of the problem is complicated
as, under reaction conditions (presence of oxygen), all
redox equilibria between V5+ and the lower oxidation
states are shifted towards the pentavalent state. The
generation of realistic model systems in which, for ex-
ample, conductivity experiments can be performed,
thus requires the exact control of the gas phase in con-
tact with the melt.

The real pseudobinary phase diagram [16] of V2O5/
S2O7M2 with M = K or Na is rather complex in the
interesting range around the eutectic which is displayed
in Figure 4. The formation of a complex salt with the
composition 3M2S2O7 • xV2Os interferes with the eu-
tectic and gives rise to two eutectic points with fusion
temperatures of 587 K and of 599 K. It is interesting
to note that the chemistry of vanadium pentoxide in
molten alkai sulfates is different from the present case
with pyrosulfatcs where no vanadium oxo oligomers
are formed. This is an indication of a complex for-
mation between pyrosulfate and vanadium oxide in
the sense of preformed molecules in the fused melt. The
dashed lines in Figure 4 indicate the estimated contin-
uation of the phase boundaries which are inaccessible
experimentally as in this regime glassy oxides with un-
known compositions are formed.

These observations on the sulfuric acid catalyst arc
full in line with the general thcrmodynamic behaviour
of fused catalyst systems. The mctastable solid in
Figure 2 has to be replaced in this case by a cascade
of the partly reduced vanadium ternary sulfates. The
processes sketched above occur under thcrmodynamic
control in a quaternary phase diagram, vanadium-
oxygen-sulfur-alkali, as illustrated by the reversibility
of the cxsolution of the partly reduced vanadium com-
pounds under suitable partial pressures of oxygen
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Figure 4. Section of the pseudobinary phase diagram of the sul-
furic acid SLP catalytic material. The data were taken from Ref.
16. The data points were derived from anomalies of the con-
ductivity versus temperature curves of the respective mixtures. At
the high compositional resolution and in the range of the global
eutectic, the formation of a vanadate-sulfato complex causes the
local maximum in the solidus curve. It is noted that extreme pre-
cision in the experimental procedures was necessary to derive this
result illustrating the characteristic of fused systems that com-
pound formation can well occur in the molten state.

within the melt. This partial pressure is adjusted by
the operating temperature. The desired low operation
temperature increases the viscosity of the melt and
hence increases the diffusion barrier of the gas in the
liquid. This in turn facilitates the exsolution of reduced
vanadium sulfates which further inhibit the oxygen
diffusion.

2.1.1.5 Metallic Glasses

Amorphous metals can be prepared in a wide variety of
stable and metastable compositions with all catalyti-
cally relevant elements. This synthetic flexibility and
the isotropic nature of the amorphous state with no
defined surface orientations and no defect structure (as
no long-range ordering exists) provoked the search for
their application in catalysis [21]. The drastic effect of
an average statistical mixture of a second metal com-
ponent to a catalytically active base metal was illus-
trated in a model experiment of CO chemisorption
on polycrystalline Ni which was alloyed by Zr as a
crystalline phase and in the amorphous state. As CO

chemisorbs as a molecule on Ni and dissociates on Zr,
it was observed that on the crystalline alloy a com-
bination of molecular and dissociative chemisorption
in the ratio of the surface abundance occurred. This
additive behavior was replaced by a synergistic effect
of the Zr in the amorphous state where molecular ad-
sorption with a modified electronic structure of the
adsorbate was observed [22]. This experiment led to the
conclusion that with amorphous metals a novel class of
catalytic materials with tuneable electronic properties
might be at our disposal.

First attempts to check this hypothesis [23] revealed
a superior catalytic activity of iron in amorphous iron-
zirconium alloys in ammonia synthesis compared to
the same iron surface exposed in crystalline conven-
tional catalysts. A detailed analysis of the effect subse-
quently revealed that the alloy, under catalytic condi-
tions, was not amorphous but crystallized into platelets
of metastable epsilon-iron supported on Zr-oxide [24,
25].

This was the first proven example of the operation of
the principle that free energy stored in the metastable
amorphous alloy can be used to create a catalytically
active species which is still metastable against phase
separation and recrystallization, but which is low
enough in residual free energy to maintain the cataly-
tically active state for useful lifetimes.

In Pd-Zr alloys a different principle of usage for the
excess free energy can be found. Amorphous alloys of
the composition PdZr2 were activated in several pro-
cedures and compared to a Pd on ZrC>2-supported cat-
alyst for the activity in CO oxidation applications [26,
27]. In situ activation of the amorphous alloy caused
crystallization into small nanocrystalline Pd + O solid
solution particles and larger pure Pd particles, which
are both embedded into a high interface area of zir-
conia being present as poorly crystalline phase mix of
monoclinic and tetragonal polymorphs. This phase mix
is still metastable against formation of large particles
of pure Pd and well crystallized large particles of zir-
conia with little common interface area as it is obtained
from conventional impregnation techniques. A detailed
analysis of the surface chemistry of the in situ activated
amorphous alloy, which is metastable against segrega-
tion of a thick layer of zirconia in air, revealed that
only under crystallization in the reaction mixture is the
intimate phase mix between zirconia and Pd present at
the outer surface of the material. It was concluded
from kinetic data [26] that the intimate contact between
zirconia and Pd should facilitate the spillover of oxy-
gen from the oxide to the metal.

Figure 5 illustrates schematically the advantages of
the metastable structure of the active surface. It re-
mains speculative as to whether the beneficial effect is
really spillover of oxygen from the oxide through the
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Palladium Zirconia

Figure 5. Schematic arrangement of the surface of a partly
crystallized E-L TM amorphous alloy such as Pd-Zr. A matrix of
zirconia consisting of the two polymorphs holds particles of the L
transition metal (Pd) which are structured in a skin of solid solu-
tion with oxygen (white) and a nucleus of pure metal (black). The
arrows indicate transport pathways for activated oxygen either
through bulk diffusion or via the top surface. An intimate contact
with a large metal-to-oxide interface volume with ill-defined de-
fective crystal structures (shaded area) is essential for the good
catalytic performance. The figure is compiled from the ex-
perimental data in the literature [26, 27].

surface and/or bulk diffusion [26], or whether the
structural stabilization of the known [27] oxygen stor-
age phase in the Pd (the solid solution) by the defective
zirconia matrix is the reason for the superior catalytic
performance.

Most relevant for the oxygen transport should be the
defective crystal structure of both catalyst components.
The defective structure and the intimate contact of
crystallites of the various phases are direct conse-
quences of the fusion of the catalyst precursor and are
features which are inaccessible by conventional wet
chemical methods of preparation. Possible alternative
strategies for the controlled synthesis of such designed
interfaces may be provided by modern chemical vapor
deposition (CVD) methods with, however, consider-
ably more chemical control than is required for the
fusion of an amorphous alloy.

The metastable character of amorphous alloys under
catalytic conditions is illustrated in Figure 6. Ther-
mogravimetric and differential thermal analysis (TG/
DTA) responses are shown for the treatment of a Pd-
Zr alloy in reducing and oxidizing atmospheres. In
pure hydrogen the formation of hydride intercalation
compounds are revealed by the small reversible weight
changes in the temperature range between 300 K and
600 K. It is interesting to note that the low-temperature
intercalation is an cndothcrmal process (formation of a
paladium hydride), whereas the high-temperature in-
tercalation causes no thermal response (formation of a
zirconium hydrogen solid solution). All this does not
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Figure 6. Compilation of TG/DTA responses for the crystal-
lization of the amorphous alloy Pd33Zr67 which was prepared by
the melt-spinning technique. The red data were obtained in hy-
drogen, the blue data in oxygen. The responses in hydrogen are
enlarged by a factor of 10, the enlarged weight curve by a factor
of 100 relative top the ordinate scales. A SEIKO instrument was
used and gas flows of lOOmlmin"1 were adjusted for sample
masses of ca. 4 mg.

affect the amorphous character of the alloy which
crystallizes in a single exothermic step at 663 K. The
concomitant weight gain indicates the extreme reac-
tivity of the fresh zirconium metal surface formed by
the segregation and crystal growth leading to a getter-
ing effect of impurities present in the hydrogen gas
stream. Their transportation into the bulk of the alloy
is reflected by the increasing weight above 680 K. In
oxygen the crystallization temperature is the same as in
hydrogen, indicating the absence of drastic chemically
induced segregation phenomena as cause for the bulk
crystallization. The oxidation of Zr metal is a highly
exothermic process occurring after the alloy has trans-
formed into a crystalline phase mix. This stepwise
conversion with surface and bulk reactivity is reflected
in the stepped weight increase. The thermal signal is
overloaded by the heat evolution caused by the Zr ox-
idation so that little structure is seen in the DTA sig-
nals. The data show that the amorphous alloy is passi-
vated at room temperature and can be used in oxygen
up to the crystallization temperature which breaks
the passivation layer due to formation of a new meso-
structure causing mechanical stress and strain on the
protective coating. However, hydrogen, can penetrate
the passivation layer and form hydrides in the amor-
phous metallic subsurface regions. The shape of the
TG signals indicates transport limitations arising from
the nonisothermal experiment. The interaction of the
hydrogen with the alloy was not strong enough to
overcome the activation barrier for crystallization.
Such a diluted palladium catalyst may thus be used up

References see page 63
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to temperatures of 623 K. The lifetime of the system is
not derived by this type of experiment which is too in-
sensitive to detect surface crystallization which would
induce slow bulk reactions at lower temperatures than
seen in the TG/DTA experiments.

In a study of the application of Pd-Si amorphous
alloys as selective hydrogenation catalysts [3] it was
found that in situ activation provides a route to ac-
tive and selective catalysts, whereas ex situ activation
caused the crystallization of the system into the ther-
modynamically stable Pd + SiC>2 system, which is in-
distinguishable in its activity and poor selectivity from
conventional catalysts of the same composition. In
this study it was possible to show conclusively that all
amorphous alloys are not amorphous on their surfaces
as they undergo, in reaction gas atmospheres, chemi-
cally-induced phase segregation which starts the crys-
tallization process according to Figure 2 (pathway 2).

The function of the fused amorphous alloys is thus
to serve as a precursor material for the formation of a
metastable active phase characterized by an intimate
mixture of phases with different functions. This mixture
is preformed during preparation of the metallic melt
and preserved by rapid solidification. The micromor-
phology consists of quenched droplets allowing sub-
sequent segregation into platelets. In situ activation is
the method to prevent crystallization in the structure
with the global free energy minimum. This activation
allows the transformation of the supersaturated solu-
tion from the fusion process to only crystallize until the
metastable state of the tangent line (2) in Figure 2 is
reached. At this stage of transformation the catalyti-
cally active state is present. This principle of applica-
tion of amorphous alloys is also highlighted in review
articles [3-5] on the subject which describe a variety
of other catalytic applications of this class of fused
materials.

50 nm

50 nm

Figure 7. High-resolution SEM images of the activated fused
iron catalyst for ammonia synthesis. The anisotropic meso-
structure and the high internal surface area are visible. The small
probe size of a 200keV electron beam in a JEOL CX 200 instru-
ment was used for backscattenng detection of the scanning image
from very thin objects.

100 nm

1 pm

Figure 8. SEM surface images of partly crystallized sections of
an activated Fe9|Zr<> alloy used for ammonia synthesis [23, 24]
The main image reveals the formation of a stepped iron metal
structure with a porous zirconium oxide spacer structure An al-
most ideal transport system for gases into the interior of the cat-
alyst is created with a large metal-oxide interface which provides
high thermal and chemical stability of this structure The edge
contrast in the 200 keV backscattered raw data image arises from
the large difference in emissivity between metal and oxide It is
evident that only fusion and segregation-crystallization can cre-
ate such an interface structure.
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2.1.1.6 Mesostructure of Fused Catalyst Materials

The aim of fusion and controlled solidification of
a catalytic material is the generation of a metastable
catalytic material. The thermodynamic instability can
be caused by a nonequilibrium composition, by a non-
equilibrium morphology, or by a combination of both.
In the case of the SLP catalysts the desired effect is to
avoid the formation of solidification in order to main-
tain a structureless state of the active material.

The detection of metastable phases by spectroscopic
and local structure-sensitive methods has been de-
scribed in case studies [3, 28-31]. The detection of
nonequilibrium mesostructures is rather difficult and
less frequently carried out due to the fact that the rele-
vant size range is between local atomic microstructural
motives and macroscopic crystal morphologies. For
this reason conventional scanning electron microscopy
as well as transmission electron microscopy (which
reveals only two-dimensional projections) are not ide-
ally suited to the study of such mesostructures. High-
resolution scanning electron microscopy (SEM) with
high-voltage probes and field emission instruments or
scanning probe microscopies [25] are suitable tech-
niques to retrieve the information about the metastable
mesostructure This information is of significant cata-
lytic relevance as many reactions are structure-sensitive
and thus exhibit different kinetics on different surface
orientations. The generation of nonisotropic particles
with the consequence of preferred abundancies of se-
lected orientations (i.e. basal planes of platelets) or
with large interfaces between different phases in the
catalysts arc key issues in the process of improving or
even tailoring catalytic performance.

Fused materials provide a viable route to bulk
amounts of nonisotropic particles prepared in a con-
trolled yet complex procedure. This is illustrated in the
micrographs of Figures 7 and 8 which show metallic
iron in noncquihbnum mesostructures generated by
fusion processes. Figure 7 shows sections of the acti-
vated technical ammonia synthesis catalyst. In the
top image the perimeter of an isotropic iron crystallite
(a cube) can be seen. The high resolution image reveals,
however, that the iron cube is of a spongy structure
The close-up images reveal stacks of platelets with a
quite irregular basal plane shape. This irregular shape
provides the opportunity to form stacks with irregular
edges forming a pore system with a size range of about
lOnm This pore system is suitable to bring gaseous
rcactants in the interior of the iron crystal Only the
fusion process of the oxide precursor is responsible
for this clearly nonequilibrium mesostructure of a bec
metallic clement (sec also Section B 2.1.1).

In Figure 8 typical perspectives of an activated lron-
zirconium metallic glass (FcoiZri?) also used for am-

monia synthesis [24, 32] can be seen. The top view in
the large image shows the formation of a large-area
interface between the metallic iron islands and the me-
andering system of exsoluted zirconium oxide. The
shape of the pattern is reminiscent of a spilled liquid
and is the consequence of the supercooled liquid state
of the amorphous precursor. The side views of the two
components reveals clearly the different organization of
the crystallites in the metallic part, with regular steps of
pnsm faces from platelets for the iron metal, and the
spongy porous structure of the zirconia, imaged here
in a location with a large oxide patch allowing suit-
able orientation of the specimen. A similar organiza-
tion was also shown to be characteristic of the Pd-Zr
system used for CO oxidation [27]. The images of
Figure 8 illustrate one view of the schematic structure
given in Figure 5 for partly crystallized amorphous
metals.
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2.1.2 Skeletal Metal Catalysts

M. S. WAINWRIGHT

"It is in the preparation of catalysts that the Chemist is
most likely to revert to type and to employ alchemical
methods. From all evidence, it seems the work should
be approached with humility and supplication, and the
production of a good catalyst received with rejoicing
and thanksgiving" [1].

2.1.2.1 Introduction

Murray Raney graduated as a Mechanical Engineer
from the University of Kentucky in 1909 and in 1915
he joined the Lookout Oil and Refining Company in
Tennessee with responsibility for installation of elec-
trolytic cells for the production of hydrogen which was
used in the hydrogenation of vegetable oils. At the time
the industry used a nickel catalyst that was prepared by
hydrogen reduction of supported nickel oxide. Raney
believed that better catalysts could be produced and in
1921 he formed his own research company. In 1924 he
produced a 50% nickel-silicon alloy which he treated
with aqueous sodium hydroxide to produce a greyish
metallic solid which was tested by hydrogenation of
cottonseed oil. He found the activity of his catalyst to
be five times greater than the best catalyst then in use
and he therefore applied for a patent which was issued
on December 1, 1925 [2].

Subsequently Raney produced a nickel catalyst by
leaching a 50wt% Ni-Al alloy in aqueous sodium hy-
droxide and that catalyst was even more active and a
patent application was filed in 1926 [3]. This class of

materials is generically called "skeletal" or "sponge"
metal catalysts. The choice of an alloy containing
50wt% Ni and 50wt% AJ was fortuitous and without
scientific basis, and is part of the alchemy referred to
above. However, it is of interest to note that it is the
preferred alloy composition for production of skeletal
nickel catalysts currently in use. In 1963 Murray Raney
sold his business to the W. R. Grace and Company
whose Davison Division produces and markets a wide
range of these catalysts. Because Raney® catalysts are
protected by registered trademark, only those products
produced by Grace Davison are properly called "Raney
Ni", "Raney Cu" etc. Alternatively the more generic
"skeletal" is used to refer to catalysts in the follow-
ing. In addition, "Ni-Al" or "Cu-Al" etc. rather than
"Raney alloy" is used to refer generically to the pre-
cursor to the catalyst.

Following the development of sponge-metal nickel
catalysts by alkali leaching of Ni-Al alloys by Raney,
other alloy systems were considered. These include iron
[4], cobalt [5], copper [6], platinum [7], ruthenium [8],
and palladium [9]. Small amounts of a third metal such
as chromium [10], molybdenum [11], or zinc [12] have
been added to the binary alloy to promote catalyst ac-
tivity. The two most common skeletal metal catalysts
currently in use are nickel and copper in unpromoted
or promoted forms. Skeletal copper is less active and
more selective than skeletal nickel in hydrogenation
reactions. It also finds use in the selective hydrolysis of
nitriles [13]. This chapter is therefore mainly concerned
with the preparation, properties and applications of
promoted and unpromoted skeletal nickel and skeletal
copper catalysts which are produced by the selective
leaching of aluminum from binary or ternary alloys.

2.1.2.2 General Aspects

A Alloy Preparation
Alloys are prepared commercially and in the labora-
tory by melting the active metal and aluminum in a
crucible and quenching the resultant melt which is then
crushed and screened to the particle size range required
for a particular application. The alloy composition is
very important as different phases leach quite differ-
ently leading to markedly different porosities and crys-
tallite sizes of the active metal. Mondolfo [14] provides
an excellent compilation of the binary and ternary
phase diagrams for aluminum alloys including those
used for the preparation of skeletal metal catalysts.
Alloys of a number of compositions are available
commercially for activation in the laboratory or plant.
They include alloys of aluminum with nickel, copper,
cobalt, chromium-nickel, molybdenum-nickel, cobalt-
nickel, and iron-nickel.
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B Activation Using Alkali Leaching
Skeletal catalysts are generally prepared by the selec-
tive removal of aluminum from alloy particles using
aqueous sodium hydroxide. The leaching reaction is
given by

2M - Al(s) + 2OH(-aq) + 6H2O(1)

2M (s)+2Al(OH)4- (aq) (1)

The dissolution of aluminum in aqueous sodium hy-
droxide may be represented more simply by

2A1 + 2NaOH + 2H2O — 2NaAlO2 + 3H2 (2)

The formation of sodium aluminate (NaAlO2) requires
that high concentrations (20-40 wt %) of excess sodium
hydroxide are used in order to avoid the formation of
aluminum hydroxide which precipitates as bayerite:

2NaAlO2 + 4H2O — A12O3 • 3H2O + 2NaOH (3)

and causes blocking of pores and surface site cover-
age in the sponge metals formed during leaching. The
bayerite deposition leads to loss of surface area and
hence catalyst activity. Care must be taken during ac-
tivation of the alloys to vent the large quantities of hy-
drogen that are produced by reaction in order to pre-
vent explosions and fires.

The temperature used to leach the alloy has a
marked effect on the pore structure and surface area of
the catalyst. The surface areas of skeletal catalysts de-
crease with increasing temperature of leaching due to
structural rearrangements leading to increases in crys-
tallite size analogous to sintering [15]. Leaching of
aluminum from certain alloys can be extremely slow at
low temperatures and hence a compromise in the tem-
perature of leaching must be reached in order to pro-
duce a catalyst with an appropriate surface area in a
reasonable period of time.

A convenient method to produce powdered skeletal
catalysts is to use the procedure described by Freel and
co-workers [16] for Raney nickel. The same relative
proportions of alloy and leachant can be used to
maintain the leach reaction relatively isothermal when
larger quantities of catalyst are desired. In their method
an aqueous solution containing 40wt% NaOH is
added stepwise to 30 g of alloy powder and 150 ml of
distilled water in a vessel at 313 K. Alkali additions arc
made at approximately 2-min intervals. For the first
20-min period the volume of alkali added is 2 ml, and
5-ml additions are made thereafter. A reaction time of
around 3 h is sufficient to fully leach 500-^m particles
of aluminium-nickel or aluminium-copper alloys at
313 K. After extraction the catalysts are washed with
distilled water at ambient temperature, first by decan-
tation and then by water flow in a vessel until the pH is
lowered to around 9. The samples can then be stored in

a closed vessel under deaerated distilled water to pre-
vent oxidation prior to use.

Activated skeletal catalysts including nickel, copper,
cobalt and molybdenum or chromium-promoted nickel
are available commercially.

C Storage and Handling
Skeletal metal catalysts are extremely pyrophoric due
to the small sizes of the metal crystallites that form
during the leaching process. If the catalysts are allowed
to dry in air the metal particles rapidly oxidize gen-
erating large amounts of heat such that the particles
glow red. The heat may cause ignition of combustible
materials in the vicinity. It is therefore important that
after preparation, the catalysts be properly stored in a
liquid. In general, water is used as the storage medium.
However, there is the possibility that hydrolysis of
any residual sodium aluminate will occur according to
Equation 3 leading to the formation of hydrated alu-
mina resulting in catalyst deactivation by surface and
pore blocking. For this reason storage under slightly
alkaline conditions (pH 9 to 11) is preferred. Studies
of storage of catalysts using aliphatic alcohols sug-
gest that isopropanol is a better storage medium than
water. However, this does not have significant practical
importance.

D Advantages of Skeletal Metal Catalysts
The principal advantage of skeletal catalysts is that
they can be stored in the form of the active metal and
therefore require no prereduction prior to use as do
conventional catalysts which are in the form of the
oxide of the active metal supported on a carrier.
These catalysts can also be prepared on demand by
a simple caustic leaching procedure. They have very
high activity since the BET surface area (typically
up to 100 m2g"' for skeletal nickel and 30m2g~' for
skeletal copper) is essentially the metal surface area.
Skeletal catalysts are low in initial cost per unit mass of
metal and therefore provide the lowest ultimate cost
per unit mass of active catalyst. The high metal content
provides good resistance to catalytic poisoning.

Because alloy composition and leaching conditions
can be carefully controlled, skeletal catalysts exhibit
excellent batch to batch uniformity. The particle size of
the catalyst can be easily controlled through crushing
and screening. Thus ultrafinc powders can be produced
for use in slurry-phase reactors whilst large granules
can be produced for use in fixed-bed applications. The
relatively high densities of skeletal catalysts (particu-
larly nickel) provide excellent settling characteristics
compared with supported catalysts when used in
slurry-phase reactors. The high thermal conductivity of
the all-metal skeletal catalyst is a further advantage.

References see page 72
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Figure 1. Al-Ni phase diagram.

2.1.2.3 Skeletal Nickel Catalysts

A Skeletal Nickel Catalysts - Alloy Preparation
Skeletal nickel catalysts used industrially are produced
from alloys that typically contain 40-50 wt% nickel,
with the 50% composition being most commonly used.
The alloys are produced by adding molten aluminum
to nickel which dissolves by a highly exothermic re-
action. For laboratory preparations the use of an in-
duction furnace and graphite crucibles provides a very
convenient method of preparation. The melt is rapidly
quenched in water leading to alloys with quenched
structures consisting of the intermetallics Ni2Ab,
NiAl3, and some frozen eutectic. It has been found
[17] that the eutectic material leaches more rapidly
than NiAb which leaches much more rapidly than
Ni2Al3.

The phase diagram for the Al-Ni system is shown
in Figure 1. An alloy of composition 42 wt % nickel
corresponds to NiA^ whilst M2AI3 contains approx-
imately 60wt% nickel. A study of the selective leaching
of essentially pure NiA^ and Ni2Al3 intermetallics [17]
showed that NiAh readily leached in 20wt% aqueous
NaOH at temperatures from 274 to 323 K produc-
ing porous nickel which was friable and readily dis-
integrated. On the other hand, at those temperatures
NijA^ was unreactive, requiring temperatures from
343 to 380 K to produce significant extents of leaching.
The reaction between Ni2Al3 and the NaOH solution
proceeded in two steps. At first a two-phase mixture of
Ni2Al3 plus Ni was produced and at longer times,
nickel alone. It is apparent that the 50wt% Ni alloy
that is commonly used industrially represents a com-
position that is a compromise between the readily
leached NiAl3 which produces mechanically weak cat-

alysts and NJ2A13 which is more difficult to leach but
which forms a strong residual material.

It is not only composition of the melt but also the
rate of cooling that determines the metallography of
the resulting alloy. In order to produce essentially pure
phases it is necessary to undertake very controlled an-
nealing procedures [17]. Freel et al. [16] used metallo-
graphic techniques to determine the phase compositions
of two commercial aluminium-nickel alloys containing
50wt% Ni and 42wt% Ni, respectively. They found
that the 50wt% Ni alloy contained 58vol% Ni2Al3

40vol% NiAl3, and 2% eutectic, whereas the 42wt%
Ni alloy contained 30 vol% Ni2Al3, 45 vol% Ni2Al3

and 25 vol % eutectic.

B Skeletal Nickel Catalysts - Properties
Skeletal nickel catalysts have BET surface areas typi-
cally in the range 50 to 100m2g~'. The theoretical
pore volumes for fully leached NiA^ and NiiAl3 are
0.48 cm3 g"1 and 0.17cm3g~I, respectively. The large
pore volume for the material prepared from NiAl3
accounts for its low mechanical strength. Table 1 pre-
sents typical characteristics of Raney nickel catalysts
produced by leaching a 50wt% Ni alloy using an
NaOH: Al molar ratio of approximately 1.8:1. The
results in Table 1 show that increased temperature of
leaching leads to increased pore diameter, increased
crystallite size, and lower total surface area.

A remarkable property of skeletal nickel is its ability
to store hydrogen that is produced during the leaching
process. It has been shown that the amount of hydro-
gen present in a freshly prepared sample of skeletal
nickel can exceed by an order of magnitude the amount
of hydrogen that could be chemisorbed on the surface
nickel atoms. There have been a large number of ex-
planations for this phenomenon. Suffice to say, the
ability to store hydrogen accounts for the high activity
of Raney nickel in a wide range of hydrogenation
reactions.

C Skeletal Nickel Catalysts - Uses
Raney nickel catalysts are used in a wide range of or-
ganic synthesis reactions including:

• hydrogenation of nitro compounds
• hydrogenation of alkenes
• hydrogenation of carbonyl compounds
• hydrogenation of nitriles
• ammonolysis of alcohols
• hydrogenation of alkynes
• hydrogenation of aromatic compounds
• reductive alkylation
• methanation.

Table 2 lists some typical industrial applications.
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380
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Surface properties of skeletal nickel catalysts
from refs. 16, 18 and 19).

BET surface Pore volume
area (m2 g~') (cm3 g~')

100 0.064
86 0.125
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Average
Diametei

2.6
5.8

Industrial applications of skeletal nickel catalysts.

Reactant
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2.1
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3.6
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aqueous sodium hydroxide solution

Surface as
Ni (%)

59
75

Hydrogenation of nitro compounds

Hydrogenation of alkenes
Hydrogenation of carbonyl compounds

Hydrogenation of nitriles

Ammonolysis of alcohols
Hydrogenation of alkynes
Hydrogenation of aromatics

Reductive alkylation
Methanation

2,4-dinitrotoluene
2-nitropropane
sulfolene
dextrose
2-ethylhexanal
stearonitrile
adiponitrile
1,6-hexanediol
1,4-butynediol
benzene
phenol
dodecylamine + formaldehyde
synthesis gas (CO/CO2/H2)

2,4-toluenediamine
isopropylamine
sulfolane
sorbitol
2-ethylhexanol
stearylamine
hexamethy lened iami ne
hexamethylenediamine
1,4-butanediol
cyclohexane
cyclohexanol
Af,Af-dimethyldodecylamine
methane

2.1.2.4 Promoted Skeletal Nickel Catalysts

The addition of a second component in metal catalysts
is widely used in order to enhance activity and/or se-
lectivity. In the case of skeletal nickel catalysts it is a
simple procedure to add small amounts of a second
metal during the alloy preparation stage. Although
other metals have been used in laboratory studies, the
most common metals used to promote skeletal nickel
catalysts employed industrially are Co, Cr, Cu, Fe, and
Mo.

Montgomery [11] has made a detailed study of the
functional group activity of promoted Raney nickel
catalysts. He prepared catalysts by leaching alloy
powders of the type Al (58wt%)/Ni (37-42 wt%)/M
(0-5 wt%), where M = Co, Cr, Cu, Fe, and Mo, in
aqueous sodium hydroxide (NaOH/Al (molar) = 1.80)
at 323 K. The activities of the catalysts were measured
by the rates of hydrogenation of various organic com-
pounds including an alkene, a carbonyl compound, a
nitro compound and a nitrile compound. Of the metals
tested molybdenum was found to be the most effective
promoter. All the metals tested were found to increase
the activity of Rancy nickel in the hydrogenation of
a nitrile compound. It was found that the optimum
level of promoter present in the precursor alloy
was Cr=1.5wt%, Mo = 2.2wt%, Co = 2.5-6.0wt%,
Cu = 4.0wt%, and Fe = 6.5wt%. The effect of pro-
moters was most apparent for the hydrogenation of a
nitrile compound. Table 3 summarizes the results of

Montgomery [11] showing the catalysts with optimum
activity.

2.1.2.5 Skeletal Cobalt Catalysts

Cobalt catalysts have activities in hydrogenation reac-
tions between those of nickel and copper. For example,
nickel catalyzes methanation, cobalt catalyzes higher
alcohol and low molecular weight hydrocarbon syn-
thesis, whilst copper catalyzes methanol synthesis.
Skeletal Co has less activity but greater selectivity than
skeletal Ni and is effective in converting nitriles to pri-
mary amines in the absence of ammonia. Skeletal cobalt
can be readily prepared from a nominal 50wt% Co
alloy. For example, when particles of a 48.8 wt% Co,
51.3 wt% Al alloy were leached in a 40% aqueous so-
dium hydroxide solution, 97.5% of the Al was leached
resulting in porous cobalt with a BET surface area of
26.7m2g"' and a bimodal pore size distribution with
pore diameter maxima of 4.8 nm and 20 nm [20]. The
crystallite size of the extracted catalyst was 4.7 nm. There
appears to be scope for considerably more studies of
and practical applications for skeletal cobalt catalysts.

2.1.2.6 Skeletal Copper Catalysts

A Skeletal Copper Catalysts - Alloy Preparation
The earliest study of copper catalysts prepared by the
skeletal method was that of Fauconnau [6] who used

References see page 72
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Table 3. Effect of metallic promotors in the hydrogenation of organic compounds using Raney® nickel (compiled from Ref. 11).

Promotor
(M)

Alloy composition
M x 100

Organic compound Relative activity'3'
r(M + Ni)

Mo
Cr
Fe
Cu
Co
Mo
Cu
Co
Cr
Fe
Fe
Mo
Cr
Cu
Mo

Ni + M + Al

2.2
1.5
6.5
4.0
6.0
2.2
4.0
2.5
1.5
6.5
6.5
1.5
1.5
4.0
2.2

butyronitrile <
ti

rr

II

acetone '.
fi

II

II

II

sodium /7-nitrophenolate
II

I!

II

sodium itaconate

r(Ni)

3.5
5.8
».3
>.9
2.0
>.9
.7

1.6
.5

1.3
2.1
1.7
1.6
1.3
1.2

(a) Ratio of reaction rate for promoted catalyst to reaction rate over unpromoted Raney® nickel

Devarda's alloy (45wt% Cu, 50wt% Al, and 5wt%
Zn) and aluminum bronze (90wt% Cu and 10wt%
Al). A later study by Stanfield and Robins [21] inves-
tigated the influence of the composition of the pre-
cursor Cu-Al alloy along with leaching conditions.
They found that a catalyst prepared from a 40wt%
Cu, 60wt% Al alloy was the most active in hydro-
genation reactions. The most commonly used alloy has
a nominal composition of 50wt% Cu and 50wt% Al
which corresponds to an almost pure CuAl2 phase with
a small amount of AI-O1AI2 eutectic.

B Skeletal Copper Catalysts - Properties
The temperature and time of leaching has a marked
effect on the surface area of skeletal copper catalysts.
The surface area decreases with increasing temperature
of leaching whilst prolonged contact with caustic sol-
utions leads to structural rearrangements causing sig-
nificant reductions in surface area [15]. Skeletal copper
consists of rods as shown in Figure 2. Leaching of Al
takes place at the alloy interface and rods of copper
form through the transformation of the parent phase
into a highly ordered structure as shown. The products
of the leaching process are the copper rods and the so-
dium aluminate which fills the newly created pores.
The spacing S is the sum of the diameter of the copper
rod and the intervening pore.

Table 4 shows the surface properties of skeletal cop-
per catalysts produced by leaching a 50wt% Cu alloy
in aqueous sodium hydroxide solution at 293 K. It
shows that the surface area decreases with increas-
ing particle size of the alloy. Table 5 shows the effect
of temperature of extraction on the surface area and
pore structures of completely leached 1000-1180 fim
particles of the 50wt% Cu alloy. The results show

Figure 2. Schematic representation of a CuAl2-Cu grain and the
alloy-reaction product interface.

that increased temperature of leaching from 275 to
363 K leads to a steady decrease in surface area from
25.4 m2g-' to 1 2 . 7 m V .

C Skeletal Copper Catalysts - Uses
Skeletal copper catalysts are used in a range of selective
hydrogenation and dehydrogenation reactions. For ex-
ample, they are highly specific for the hydrogenation
of the 4-nitro group in 2,4-dinitro-l-alkyl-benzene to
the corresponding 4-amino derivative. They are used
for hydrogenation of aldehydes to the corresponding
alcohols, dehydrogenation of alcohols to aldehydes or
ketones, hydrogenation of esters to alcohols, dehydro-
genation of mcthanol to produce methyl formate, and
steam reforming of methanol. Thus skeletal copper
catalysts can be used in a wide range of gas-phase and
liquid-phase hydrogenation and dehydrogenation pro-
cesses.

A major industrial process that uses skeletal copper
catalysts is the liquid-phase hydrolysis of nitriles to



Table 4.

Particle

Surface

size

and pore

SBET
(mV)

structure data for particles

Pore diameter
2rp (nm)

of CuAl2 alloy

Pore volume
(cmV)

that are fully leached

Crystallite size
(nm)
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at 293 K (Ref. 22).

Copper rod
diameter (nm)
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105-180
353-420
710-850

1000-1180
1400-1676
2000-2360

31.4
25.3
23.5
24.0
23.9
21.4

23.6
31.6
34.2
33.8
34.2
38.2

0.214
0.203
0.197
0.197
0.197
0.195

8.7
8.2
8.7
8.5
8.5
8.2

20.6
28.5
31.5
31.1
31.5
35.4

Table 5. The effect of the temperature of extraction on the surface area and pore structure of completely leached 100-1180 nm particles of
CuAl2 alloy (Ref. 22).

Extraction
temperature (K)

•SBET
V

Pore diameter
2rp (nm)

Crystallite
size (nm)

Copper rod
diameter (nm)

275
293
308
323
343
363

25.4
24.0
22.6
18.5
16.9
12.7

30.2
33.8
55.0
61.0
75.0

107.6

7.5
8.5

11.2
12.0
13.7
14.6

27.5
30.8
50.1
55.6
68.3
98.0

produce the corresponding amides. The most impor-
tant of these reactions is the hydrolysis of acrylonitrile
to produce acrylamide [13] according to:

(4)

This process is conducted in the liquid phase using
fixed beds of skeletal copper catalysts and temperatures
from 300 to 400 K. Higher temperatures lead to cata-
lyst fouling by polymerization of the product acryl-
amide. This dcactivation can be reversed by washing
the catalyst with caustic soda solution. This regenera-
tion is a positive advantage of skeletal copper over
other forms of copper catalysts used in this industrial
process.

2.1.2.7 Promoted Skeletal Copper Catalysts

The addition of other metals to promote skeletal cata-
lysts has been the subject of a number of investigations
including the use of V, Cr, Mn, and Cd for hydro-
genation of nitro compounds [23], Cd in the hydro-
genation of unsaturatcd esters to unsaturated alcohols
[24], and Ni and Zn for the dehydrogenation of cyclo-
hcxanol to cyclohcxanonc. The use of Cr as a promoter
is particularly attractive as copper chromitc catalysts
arc used in a wide range of industrial applications.
Lainc and co-workers [25] have made a detailed study
of the structure of chromium promoted skeletal copper
catalysts.

2.1.2.8 Skeletal Copper-Zinc Catalysts

A Skeletal Copper-Zinc Catalysts - Alloy Preparation
Skeletal Cu-Zn catalysts show great potential as alter-
natives to coprecipitated CuO-ZnO-A^Oj catalysis
used commercially for low temperature methanol syn-
thesis and water gas shift (WGS) reactions. They can
also be used for other reactions such as steam reform-
ing of methanol, methyl formate production by dehy-
drogenation of methanol, and hydrogenolysis of alkyl
formates to produce alcohols. In all these reactions zinc
oxide-promoted skeletal copper catalysts have been
found to have high activity and selectivity.

Fauconnau [6] was the first to use a skeletal copper
catalyst containing zinc. He prepared his catalysts from
Devarda' s alloy which contained 45wt% Cu, 50wt%
Al, and 5wt% Zn. Marsden and co-workers [12] were
the first to use skeletal catalysts prepared from Cu-
Zn-Al alloys for methanol synthesis. Alloys containing
50wt% Al and 0-50 wt% Cu with the balance Zn were
employed. Optimum activity for low temperature
methanol synthesis was found for catalysts prepared by
leaching alloys containing 50wt% Al, 33-43 wt% Cu
and 7-17 wt% Zn. Fricdrich et al. [26] showed that
catalysts prepared from alloys containing approx-
imately 50wt% Al, 30-36 wt% Cu and 14-20wt% Zn
had greatest activity for methanol synthesis. Bridge-
water and co-workers [27] made a systematic study to
optimize alloy composition and catalyst preparation.
The catalysts prepared from alloys containing approx-
imately 38wt% Cu, 48wt% Al, and 14wt% Zn (alloy

References see page 72
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Al 10 WtXZn 90 Zn
Figure 3. Al-Cu-Zn phase diagram, liquidus projection (Ref.
14): (+) alloys investigated by Friedrich et al. [26]; (•) alloys in-
vestigated by Bridgewater et al. [27].

D in Figure 3) and 47wt% Cu, 39wt% Al, and
14wt% Zn (alloy E in Figure 3) had the highest activ-
ities of those tested.

Recently Andreev and co-workers [28] and Mellor
[29] have made extensive studies of skeletal Cu-Zn
catalysts for the water gas shift reaction. Andreev et al.
used an alloy of composition 42.2 wt% Cu, 43.5 wt%
Al, and 14.3wt% Zn, whilst Mellor used alloys con-
taining 10-50wt% Cu, 50wt% Al, and 0-40 wt% Zn,
and 43 wt % Cu, 39 wt % Al, and 18 wt % Zn.

Figure 3 shows the composition of the Cu-Zn-Al
alloys used by a number of investigators plotted on the
liquidus projection of the Al-Cu-Zn phase diagram
[14]. The alloys used by Friedrich et al. [26] are shown
by the 4- symbols in this figure. The primary precipitate
for alloys containing 0-17 wt% Zn is Cu(Zn)Al2 which
is CuAl2 containing dissolved Zn. As the Zn content of
the melt is increased the Zn content of the Cu(Zn)Al2

phase increases. For melts containing more than 17
wt% Zn the primary precipitate is an aluminum-based
solution. Bridgewater et al. [27] showed that alloys
containing greater than 39wt% Cu (compositions D
and E in Figure 3) were in the ternary phase region of
the liquidus projection and large amounts of this dif-
ficult to leach phase were detected in the quenched
alloy.

Alloys of Cu-Zn-Al are readily prepared in carbon
crucibles heated in an induction furnace as described
by Marsdcn et al. [12]. Copper, having the highest
melting point, is melted and then aluminum is added.
After vigorous stirring with a carbon rod the melt is
cooled to below the boiling point of zinc before zinc is

added to the melt with stirring. The melt is then rapidly
quenched by pouring into cold water or onto a chilled
plate. The resulting alloy is then crushed and screened.
It has been shown that quenched structures are more
readily leached and produce higher surface area cata-
lysts with resultant higher activities.

B Skeletal Copper-Zinc Catalysts - Leaching Studies
The incorporation of the Zn in Cu-Al alloys compli-
cates the leaching process since the Zn is readily
leached by aqueous caustic solutions according to Re-
action 5.

Zn + 2OH" + 2H2O H2 (5)

If NaOH is the alkali used in the leaching step the dis-
solution of zinc is given by

Zn + 2NaOH + 2H2O ?± Na2Zn(OH)4 + H2 (6)

When the concentration of NaOH is low the sodium
zincate (Na2Zn(OH)4) precipitates as zinc hydroxide
according to

Na2Zn(OH)4 ?± Zn(OH2) + 2NaOH (7)

It is the reprecipitation of Zn(OH)2 in the porous
skeletal copper which provides promotion in methanol
synthesis, water gas shift, and other reactions. The
highly dispersed reprecipitated Zn(OH)2 decomposes
at around 400 K to form ZnO which is an active pro-
moter of copper catalysts.

When leaching aluminum alloys it is generally desir-
able to use high concentrations of sodium hydroxide
in order to remove the Al as NaAlO2 and avoid rep-
recipitation of Al as bayerite (Al2Oj 3H2O). In the
case of leaching of Cu-Zn-Al alloys this is particularly
important since bayerite decomposes at around 600 K
to form y-Al2O3 which catalyzes methanol dehydration
to form dimethyl ether as a byproduct in methanol
synthesis. For this reason a large excess of 40wt%
aqueous NaOH is generally used. Under these con-
ditions much of the Al is washed from the resultant
catalyst but sufficient Zn(OH)2 remains precipitated on
the surface of the porous copper.

More recently Curry-Hyde et al. [30] have improved
the activity of skeletal Cu-Zn catalysts for methanol
synthesis by adding sodium zincate to the sodium hy-
droxide leach liquor in order to achieve reprecipitation
of greater amounts of Zn(OH)2 on the surface of the
copper. Alloys containing 53wt% Cu and 47wt% Al,
and 43.2 wt% Cu, 17.7 wt% Zn and 39wt% Al were
leached in 6.1 M aqueous NaOH containing 0.62 M
sodium zincate at 274 K and 303 K. They found that
the addition of sodium zincate slows the rate of leach-
ing of both alloys leading to increased surface areas.
Electron microprobc analysis of the catalysts produced
from the Cu-Zn-Al alloy leached in pure 6.1 M
NaOH and a solution containing 0.62 M sodium zin-
cate revealed that the ZnO concentration profile was
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fable 6. Properties of skeletal copper-zinc catalysts produced by leaching Cu-Al-Zn alloys in aqueous sodium hydroxide solution at
i23K(Ref. 26).

Sample

1
2
3
4
5
6
7

Alloy

Cu

50.6
44.6
39.3
36.2
33.5
30.5
24.6

composition

Zn

0
5.3
9.8

13.6
17.1
20.6
26.0

(wt%)(a)

Al

50.2
50.7
50.3
51.2
49.7
50.2
49.8

Catalyst

Cu

98.7
98.0
97.5
96.9
97.1
94.5
90.0

composition (wt%)(a)

Zn

0
0.8
1.4
2.1
2.8
4.4
8.7

Al

1.6
1.1
1.3
1.5
1.6
2.1
2.0

SBET

\i\\ g )

17.0
18.6
21.9
24.5
26.8
29.4
30.6

Pore volume

(cm g )

0.385
0.242
0.241
0.239
0.238
0.233
0.238

Pore diameter

2rp (nm)

45.8
35.4
33.8
32.0
28.4
27.2
23.0

Copper

crystallite
diameter
(nm)

11.2
11.2
10.4
—
10.4
—
7.0

M Compositions of alloys and catalysts were determined by chemical analysis of acid-digested samples. The values in the table have not
been normalized.

far superior when sodium zincate was added to the
leach liquor. Furthermore, when sodium zincate was
present in the leachant for the Cu-Al alloy containing
no Zn, significant amounts of ZnO were present in the
leached catalyst. Mellor [29] has successfully used so-
dium zincate in the sodium hydroxide leach solution
when preparing catalysts from Cu-Zn-Al alloys for
the water gas shift reaction.

C Skeletal Copper-Zinc Catalysts - Properties
The properties of skeletal Cu-Zn catalysts depend on
the composition of the precursor alloy, the composition
of the leach solution, and the temperature and time of
leaching. Table 6 shows the properties of catalysts used
by Friedrich et al. [26]. The leaching conditions used to
prepare the catalysts were 323 K, 40wt% NaOH, and
sufficient time for complete reaction of the Zn and Al
with the NaOH. Thus, the catalysts were fully leached.
Table 6 shows that by replacing copper by zinc in the
precursor alloy catalysts with increased BET surface
areas, decreased pore volumes, decreased pore diame-
ters, and decreased copper crystallite sizes are pro-
duced. It also shows the effect of the precursor alloy
composition on the surface and pore properties of the
catalysts.

As stated earlier, lower leaching temperatures result
in increased surface areas of skeletal catalysts. Fur-
thermore, slowing the leaching process by the addition
of sodium zincate to the leach solution leads to higher
surface areas. Thus leaching of CuA^ in 6.1 M NaOH
containing 0.62 M sodium zincate at 274 K leads to a
catalyst of surface area of 58.1 m2 g ' compared with a

g
present.

Table 7. Methanol yields at 493 K and 4.5 MPa for skeletal cat-
alysts (produced using different leaching conditions) compared to
coprecipitated catalysts tested under the same conditions (Ref.
30).

surface area of 28.0 m2 g ' when no sodium zincate is

D Skeletal Copper-Zinc Catalysts - Methanol
Synthesis

Skeletal Cu-Zn catalysts have activities and sclcctiv-
ities comparable to the best commercially available
coprecipitated CuO-ZnO-Al^Oj catalysts. Table 7
shows the comparative performance of skeletal Cu-Zn

Catalyst (a)

I
I
Ila
lib
III
IV
IV
V

Space velocity
(h-1)

36000
15000
36000
36000
12000
36000
15000
15000

Methanol yield
(kg/l/h)

1.12
0.80
0.64
0.61
0.60
0.60
0.44
0.45

(a) I: Cu-Al-Zn leached in 6.1 M NaOH/0.62M Na zincate, at
303 K. II: Cu-Al, leached in 6.1 M NaOH/0.62 M Na zincate, (a)
274 K (b) 303 K. Ill: Cu-Al-Zn leaching 6.1 M NaOH, at 274 K.
IV and V: Commercial coprecipitated catalysts.

and commercial catalysts. The skeletal catalysts clearly
have great potential for use as methanol synthesis cat-
alysts. One particular application is in liquid-phase
methanol synthesis in which very finely divided powder
catalysts are used. This is analagous to the use of finely
divided skeletal nickel and skeletal copper in liquid-
phase organic syntheses.

E Skeletal Copper-Zinc Catalysts - Water Gas Shift
Reaction

Andreev and co-workers [28] and Mellor [29] have
prepared catalysts by leaching Cu-Zn-Al in aqueous
sodium hydroxide solutions. Their studies have shown
that skeletal Cu-Zn catalysts have significantly greater
activities than commercial WGS catalysts when oper-
ated at temperatures below 573 K.
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2.1.3.1 Introduction

The preparation of catalysts and supports by precip-
itation or coprecipitation is technically very important
[1] However, precipitation is usually more demanding
than several other preparation techniques, due to the
necessity of product separation after precipitation and
the large volumes of salt-containing solutions generated
in precipitation processes Techniques for catalyst man-
ufacture thus have to produce catalysts with better per-
formance in order to compensate for the higher cost of
production in comparison, for instance, to solid-state
reactions for catalyst preparation

Nevertheless, for several catalytically relevant mate-
rials, especially for support materials, precipitation is
the most frequently applied method of pieparation
These materials include mainly aluminum and silicon
oxides In other systems precipitation techniques are
also used, for instance in the production of iron oxides,
titanium oxides or zirconias The main advantages of
precipitation for the preparation of such materials is the
possibility of creating very pure materials and the flexi-
bility of the process with respect to final product quality

Other catalysts, based on more than one component,
can be prepared by coprecipitation According to IU-
PAC nomenclature [2]. coprecipitation is the simulta-
neous precipitation of a normally soluble component
with a macrocomponcnt from the same solution by
formation of mixed crystals, by adsorption, occlusion
or mechanical entrapment However, in catalyst prep
aration technology, the term is usually used in a
more general sense in that the requirement of one
species being soluble is dropped In many cases, both
components to be precipitated arc essentially insoluble
under precipitation conditions, although their solubility
products might differ substantially We will therefore
use the term coprecipitation for the simultaneous pre-
cipitation of more than one component Such systems
prepared by coprecipitation include Ni/\l;>Oi, Cu/
AliCh, Cu/ZnO, and Sn-Sb oxides
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Material

Some industrially relevant catalysts

Use

and supports obtained by precipitation

Important examples
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or coprecipitation techniques.
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AI2O3 (mostly y, in special
cases « or q)

SiO2

Al2O3/SiO2

Fe2O3

TiO2

ZrO2
Cu/ZnO
(VO)2P2O7

Cu-Cr oxides
AIPO4
Sn-Sb oxide
Bi molybdates

support, catalyst

support

catalyst
catalyst, catalyst component

support, catalyst, catalyst
component

catalyst
catalyst
catalyst
catalyst
support, catalyst
catalyst
catalyst

Claus process, dehydration of alcohols to alkenes and ethers, support of
hydrotreating catalysts, support for three-way catalyst

noble metal/SiO2 for hydrogenation reactions, Ni/SiO2 for hydrogenation
reactions, V2O5/SiO2 for sulfuric acid production

acid-catalyzed reactions such as isomerizations
Fischer-Tropsch reactions, major component of catalyst for ethylbenzene

reaction to styrenc
major component of DeNOx catalyst

acid catalyst after sulfate modification
methanol synthesis
selective oxidation - for instance butane to maleic anhydride
combustion reactions, hydrogenations
polymerization, acid-catalyzed reactions
selective oxidation - for instance isobutene to methacrolein
selective oxidation - for instance propene to acrolein (mostly supported)

Coprecipitation is very suitable for the generation of
a homogeneous distribution of catalyst components
or for the creation of precursors with a definite stoi-
chiometry, which can be easily converted to the active
catalyst. If the precursor for the final catalyst is a stoi-
chiometrically defined compound of the later con-
stituents of the catalyst, a calcination and/or reduction
step to generate the final catalyst usually creates very
small and intimately mixed crystallites of the compo-
nents. This has been shown for several catalytic sys-
tems and is discussed in more detail later in this article.
Such a good dispersion of catalyst components is dif-
ficult to achieve by other means of preparation, and
thus coprecipitation will remain an important tech-
nique in the manufacture of heterogeneous catalysts
in spite of the disadvantages associated with such pro-
cesses. These disadvantages are the higher techno-
logical demands, the difficulties in following the quality
of the precipitated product during the precipitation,
and the problems in maintaining a constant product
quality throughout the whole precipitation process, if
the precipitation is carried out discontinuously.

To stress the technical relevance of precipitated cat-
alysts, Table 1 gives an overview of industrially used
precipitated catalysts and supports. Since the catalyst
compositions, and even less the catalysts preparation
procedures for many industrial processes are not dis-
closed by the companies, this list is by no means com-
prehensive.

2.1.3.2 General Principles Governing Precipitation
from Solutions

Precipitation processes are not only relevant for catal-
ysis, but also for other industries, as for instance the
production of pigments. However, in spite of the tre-

mendous importance of precipitation from solution,
many basic questions in this field are still unsolved and
the production of a precipitate with properties that can
be adjusted at will is still rather more an art than a
science. This is primarily due to the fact that the key
step, nucleation of the solid from a homogeneous
solution, is a very elusive one, and is difficult to study
using the analytical tools currently available. Spectros-
copies using local probes are not sensitive enough to
study larger arrangements of atoms on the one hand.
Diffraction methods, on the other hand, are not suit-
able for analysis either, since a nucleus is not large
enough to produce a distinctive diffraction pattern.
Thus, investigations of crystallization and precipitation
processes from solution often have to rely on indirect
and theoretical methods. Figure 1 depicts a general flow
scheme for the preparation of a precipitated catalyst.

A Physico-Chcmical Considerations
In order for a solid to precipitate from homogenous
solution, first a nucleus has to form. The formation of a
particle is governed by the free energy of agglomerates
of the constituents of the solution. The total free energy
change due to agglomeration, AC, is determined by

AG = AGbulk + AGinterfacc + AGothcrs

where AGbuik is the difference of the free energy be-
tween solution species and solid species, AGinterfacc ' s

the free energy change related to the formation of the
interface, and AGolhers summarizes all other contribu-
tions, as for instance strain or impurities, which can be
neglected here. The agglomeration will be energetically
favored if AG is negative. At supersaturation condi-
tions AGbUik is always negative but, to create an inter-
face, energy is needed; AGintL.rfacc is thus positive. For
very small particles the total free energy change is
positive. If spherical particles are formed, AGbuik in-
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metal solution

[aging,
modification],
spraydrying

1 shaping

preformed

1
T

precipitation by
physical or chemical

means

ate

[aging, modification],
filtering
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Figure 1. Preparation scheme for precipitated catalysts. Op-
tional preparation steps are indicated by square brackets.

creases with 47ir3/3, while the inter facial energy only
increases with Ant2. There is thus a critical size r of the
agglomerate, from which on AGbuik predominates the
total free energy change and the total free energy de-
creases with the particle size. This critical size is the size
of the nucleus.

The general process of the formation of a solid from
a solution can be described in a simplified form as in-
dicated in Fig. 2. The most important curve is the nu-
cleation curve which describes the development of the
precursor concentration with time. Such a precursor
could, for instance, be the hydrolysis product of the
metal ions in solution. Only if the precursor concen-
tration exceeds a critical threshold concentration will a
nucleus form, and the precipitation begins. The nucleus
is defined as the "smallest solid-phase aggregate of
atoms, molecules or ions which is formed during a
precipitation and which is capable of spontaneous
growth" [2]. As long as the concentration of precursor
species stays above the nucleation threshold, new par-
ticles are formed. As soon as the concentration falls
below the critical concentration due to consumption of
precursors by nucleation or by the growth process, only
particle growth of existing particles prevails. Thus, in
the framework of this simple concept which was in-
troduced mainly by the work of LaMer in the early
1950s [3] and later used extensively by Matijevic [4]
who produced a large number of different monodis-
pcrsed oxides or hydroxides, particles with a narrow

CO

8

Time

Figure 2. Simplified scheme for the formation of a solid product
from solution. From the metal ions a precursor species is formed,
for instance by hydrolysis or raising the pH. When the concen-
tration of the precursor species exceeds the nucleation threshold,
precipitation of the product begins, consuming precursor by nu-
cleation and growth. New nuclei are only formed in the shaded
area.

particle size distribution will result from a short nucle-
ation burst, and a wide particle size distribution will
result from nucleation over a longer period of time.
The size of the particles finally resulting from a precip-
itation process will be dependent on the area of the
shaded section between the nucleation curve and the
nucleation threshold. The larger the area, the more
particles nucleate and the smaller the resulting particles
will be. The nucleation process is strongly temperature
dependent, since the rate constant for homogenous nu-
cleation usually does not follow an Arrhenius-type law,
but is, for instance, better described by [5]

where P is a preexponential term, A the intcrfacial
energy parameter \6na}F2/f3(kT)3', a the solid-fluid
interfacial energy, F the solid molecular volume, s the
supersaturation. However, this is only one possible
expression for the nucleation rate. Several others have
been proposed.

Nucleation and growth processes can be described
mathematically by sets of differential equations bal-
ancing the concentrations of the various species in the
system. The most well known approach to this problem
is the so-called population balance formalism intro-
duced in the early 1960s [6]. Although such models can
give valuable insight into the basic ideas of particle
formation from solution, it is an extremely simplified
concept. The models are usually only formulated for
the formation of a single phase. If more than one phase
is possible, the model does not provide information on
the nature of the phase eventually formed. According
to the Ostwald rule of successive phase transformation,
initially the thermodynamically most unstable phases
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are formed which then transform to more stable
chases. Another factor, which is relatively difficult to
implement, is the lack of information on the decisive
solution species for many systems. Usually species re-
sponsible for nucleation are also considered to be the
species contributing to the particle growth. However,
the nucleation might involve relatively complex species,
while growth - at least of the primary particles - in
many cases is assumed to proceed via monomer addi-
tion. The model also completely neglects the role of
aggregation and agglomeration processes which further
contribute to growth and can result in the formation of
fewer, but larger particles than predicted for the simple
nucleation burst model. Such processes can be of great
importance in the formation of technically relevant
hydroxides and oxides [7]. However, even if aggre-
gation and agglomeration occurs, narrow particle size
distributions, which are often desired, can be obtained.
The uniformity in the final particle size distribution can
be reached by size dependent aggregation rates [8]. In
addition, mechanical agitation or other processes can
lead to fragmentation of growing crystals, thus form-
ing secondary nuclei which can alter the particle size
distribution.

Another way to induce precipitation without needing
a homogeneous nucleation step is the seeding of the
solution. Best results are usually obtained if seeding is
done with the desired phase. If the solution is seeded,
usually no nucleation takes place, since the precursor
concentration never exceeds a critical threshold. The
precipitation rates in seeded systems normally follow
Arrhenius-type rate laws. Precipitation of A1(OH)3 in
the Bayer process is described by [7]

-de/At = kexp{-E/RT)A{c - ceq)
2

where c is the AI2O3 concentration, k the rate constant,
E the activation energy (about 59kJmol~'), R the gas
constant, T the temperature, A the seed surface area
and ceq the equilibrium concentration. However, here
as well, temperature dependencies can be complicated,
since the equilibrium concentration might vary strongly
with temperature.

From the facts considered above, it is clear that su-
persaturation of the solution from which precipitation
occurs is one of the key factors of the precipitation
process. Supersaturation can be reached either by
physical means, which is usually cooling down the re-
action mixture, or evaporation of the solvent, or by
chemical means, i.e. addition of a precipitating agent.
The precipitating agent either changes the pH, thus
leading to condensation of precursors to form the hy-
droxides or the oxides, or introduces additional ions
into the system by which the solubility product for a
certain precipitate is exceeded. The influence of such
precipitating agents is discussed in the next section.

If catalysts are prepared by coprecipitation, the rel-
ative solubilities of the precipitates and the possibility
for the formation of defined mixed phases are essential.
If one of the components is much more soluble than
the other, there is a possibility that sequential precip-
itation occurs. This leads to concentration gradients in
the product and less intimate mixing of the compo-
nents. If this effect is not compensated by adsorption or
occlusion of the more soluble component, the precip-
itation should be carried out at high supersaturation in
order to exceed the solubility product for both compo-
nents simultaneously. Precipitation of the less soluble
product will proceed slightly faster, and the initially
formed particles can act as nucleation sites for the
more soluble precipitate which forms by heterogeneous
precipitation. The problem is less crucial if both com-
ponents form a defined, insoluble species. This is for
instance the case for the coprecipitation of nickel and
aluminum which can form defined compounds of the
hydrotalcite type (see the extensive review by Cavani et
al. [9] and the summary by Andrew [10]).

B Chemical Considerations
It is generally desirable to precipitate the desired
material in such a form, that the counterions of the
precursor salts and the precipitation agent, which can
be occluded in the precipitate during the precipitation,
can easily be removed by a calcination step. If precip-
itation is induced by physical means, i.e. cooling or
evaporation of solvent to reach supersaturation of the
solution, only the counterion of the metal salt is rele-
vant. If precipitation is induced by addition of a pre-
cipitating agent, ions introduced into the system via
this route also have to be considered. Favorable ions
are nitrates, carbonates, or ammonium, which decom-
pose to volatile products during the calcination. For
catalytic applications usually hydroxides, oxohydrates,
oxides (in the following the term "hydroxides" is used
in a rather general sense, comprising hydroxides and
oxides with different degrees of hydration) are pre-
cipitated; in some cases carbonates, which are sub-
sequently converted to the oxides or other species in a
calcination step, are formed. Also the precipitation of
oxalates as precursors for spinel-type catalysts have
occasionally been reported to give good results [11]. If
the ions do not decompose to volatile products, careful
washing of the precipitate is advisable.

In many cases it has been found advantageous to
work at low and relatively constant supersaturation
which is achieved homogeneously in the whole solution
(precipitation from homogeneous solution, PFHS).
This can also be employed for deposition-precipitation
processes, see Section A.2.2.1.5. This can be reached by
using a precipitating agent which slowly decomposes to
form the species active in the precipitation. The most
commonly employed precursor for the liberation of
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ammonia is urea, which has been used in many
precipitation processes [12]. The ammonia is liberated
homogeneously over the whole precipitation vessel,
thus avoiding higher concentrations at the inlet point
which can occur if aqueous ammonia is used. In addi-
tion, the carbon dioxide released during the urea hy-
drolysis can keep the solution essentially oxygen free.
These differences can lead to markedly different prod-
ucts [13]. For the preparation of sulfides thioacetamide
might be used.

The precipitation of the hydroxides can be per-
formed either starting from an alkaline solution which
is acidified, or from acidic solutions by raising the pH.
In the first case, the formation of the solid product
proceeds via polyanionic species. These polyanionic
species undergo condensation reactions, either via ola-
tion reactions

E-OH + H2O-E -> E-(OH)-E + H2O

or via oxolation reactions

E-OH + HO-E -> E-O-E + H2O

A prototypic example for such precipitation reactions
from alkaline solutions is S1O2, which is prepared from
silicates, as for instance sodium water glass by acid-
ification. However, most hydroxides for technical ap-
plications are precipitated from acidic solutions by the
addition of a precipitating agent. Usually ammonia or
sodium carbonate are used as the precipitating agent. If
other ions do not adversely influence the catalytic per-
formance, Ca(0H)2 or NaOH can be used. Depending
on the metal ion and the precipitating agent, either the
hydroxides, carbonates or hydroxycarbonates precip-
itate. Precipitation from acidic solutions mostly pro-
ceeds via polycations and - as in the basic case* - by
olation or oxolation reactions. However, intermediate
states are not as well known as for the polyanionic
species. Only a few defined polycations are known in
most cases.

C Process Considerations
There are several ways to carry out the precipitation
process (Fig. 3) [14]. The simplest implementation of
the precipitation reaction is the batch operation where
the solution from which the salt is to be precipitated is
usually present in the precipitation vessel and the pre-
cipitating agent is added. The advantage of this mode
of operation is the simple way in which the product can
be obtained; the most severe disadvantage is the varia-
tion of batch composition during the precipitation
process. This can lead to differences between the prod-
uct formed during the initial stages of the precipitation
and the precipitate formed at the end of the process. If
a coprecipitation is carried out this way, it is important
to decide which compounds are present in the vessel
and which compounds are to be added. If the pre-

a: Batchwise operation
Precipitating agent

b: Batchwise operation, constant pH
Precipitating agent Metal solution

|T, pH control

c: Continuous operation
Precipitating agent Metal solution

T, pH control

to separation

Figure 3. Possible implementations of precipitation processes
(after [14]). In the batchwise process (a) the pH and all other pa-
rameters except for the temperature change continuously during
the precipitation due to consumption of the metal species. Co-
precipitation should be carried out in the reversed arrangement by
addition of the metal species to the precipitating agent to avoid
sequential precipitation. In process (b) the pH is kept constant,
but the batch composition and the residence time of the precip-
itate change continuously. In process (c) all parameters are kept
constant.

cipitating agent is present in the precipitator and the
mixed metal solutions are added, the product tends to
be homogeneous, since the precipitation agent is al-
ways present in large excess. If, on the other hand, the
precipitating agent is added to a mixed metal solution,
the precipitate with the lower solubility tends to pre-
cipitate first, thus resulting in the formation of an in-
homogeneous product.

A slightly more complex process is the simultaneous
addition of both reagents under strict control of the pH
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and the reagent ratios. If the precipitation is carried out
following this procedure, the ratio of the metal salt and
precipitating agent remains constant; all other concen-
trations, however, change during the process. Homo-
geneity of the product is usually better than in the first
process described, but might still vary between the first
precipitate and the precipitate formed last. This is due
to the different concentrations of the other ions which
are not precipitated and might be occluded in the pre-
cipitate to a larger extent during the final stages of
the procedure. Moreover, the precipitates first formed
are aged for a longer time in the solution. Thus, phase
transitions might have already occurred, while fresh
precipitates are still formed.

These problems are avoided if a continuous process
is employed for the precipitation; however, this makes
higher demands on the process control. In a continuous
process all parameters as temperature, concentrations,
pH, and residence times of the precipitate can be kept
constant or altered at will. Continuous operation is,
for instance, used for the precipitation of aluminum
hydroxide in the Bayer process. Bayer aluminum hy-
droxide is the main source for the production of cata-
lytically active aluminas. The precipitation step of the
Bayer process is carried out continuously. An alumi-
num solution supersaturated with respect to A1(OH)3,
but not supersaturated enough for homogeneous nu-
cleation, enters the precipitation vessel which already
contains precipitate so that heterogeneous precipitation
is possible. The nucleation rate has to be controlled
very carefully to maintain constant conditions. This is
usually done by controlling the temperature of the sys-
tem to within 2-3 degrees [7].

The continuous process usually allows precipitation
at low supersaturation conditions, since seeds are al-
ready present in the precipitation vessel. Thus, no
homogeneous precipitation, which needs high levels of
supersaturation, is necessary, and nucleation occurs
heterogenously with the associated lower supersatura-
tion levels.

2.1.3.3 Influencing the Properties of the Final
Product

Basically all process parameters, some of which are
fixed and some of which are variable, influence the
quality of the final product of the precipitation. Usually
precipitates with specific properties are desired. These
properties could be the nature of the phase formed,
chemical composition, purity, particle size, surface
area, pore sizes, pore volumes, separability from the
mother liquor, and many more, including the demands
which arc imposed by the requirements of downstream
processes, like drying, pelletizing, or calcination. It is
therefore necessary to optimize the parameters in order
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Figure 4. Parameters affecting the properties of the precipitate
and main properties influenced.

to produce the desired material. Figure 4 summarizes
the parameters which can be adjusted in precipitation
processes and the properties which are mainly influ-
enced by these parameters. The following discussion
attempts to give some general guidelines concerning the
influence of certain process parameters on the proper-
ties of the resulting precipitate. It should, however, be
stressed, that the stated tendencies are only trends
which might vary in special cases. The exact choice of
precipitation parameters is usually the result of a long,
empirically driven optimization procedure and a well-
guarded secret of catalyst manufacturers or the pro-
ducers of precursors for catalysts.

A Influence of Raw Materials
As stated above, precursors are usually chosen with
counterions that can easily be decomposed to volatile
products. These are preferably the nitrates of metal
precursors and ammonia or sodium carbonate as the
precipitating agent. Also, oxalates have occasionally
been employed. If the precipitation is carried out in
the presence of ions which can be occluded, repeated
washing steps are necessary, if the ions adversely affect
the catalytic performance of the later catalyst. Ions as
chlorides or sulfates act as poisons in many catalytic
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reactions. Such ions should therefore be avoided in
the precipitation. The problem is reduced if super-
saturation is reached by physical means. However,
higher degrees of supersaturation, and thus more rapid
precipitation and smaller particle sizes, are better
achieved by changing the pH.

The nature of the ions present in the precipitation
solution can strongly influence the properties of the
final product. This was demonstrated effectively by the
work of Matijevic who investigated the precipitation of
many different metals, primarily as hydroxides [15].
The anions present do not only influence particle mor-
phologies and particle sizes, but can even result in the
formation of different phases. One striking example is
given by Matijevic [15]: a solution of 0.0315 MFeCl3

and 0.005 M HC1 results in the formation of Hematite,
a-Fe2C>3; at higher concentrations (0.27 M FeCl3 and
0.01 MHC1) £-FeOOH is formed; in the presence of
nitrate (0.18 M Fe(NO3)3) and sulfate (0.32 M Na2SO4)
ferric basic sulfate (Fe3(OH)5(SO4)2 • 2H2O) precip-
itates; finally, with phosphate (0.0038 M FeCl3 and
0.24 M H3PO4) FePO4 is formed.

The precipitates differ both in the phase formed and
also in their morphologies. Depending on the condi-
tions, rather spherical on the one hand, or needle-like
crystals on the other hand, can be formed.

Other examples of the influence of the starting
materials are the precipitation of MoO3 [16] or the
preparation of A1PO4 [17]. For MoO3 small particles
with relatively high surface area are formed with
Na2MoO4 as the precursor salt, whereas larger parti-
cles with lower surface area precipitate from solutions
containing (NH4)6Mo7O24. In the A1PO4 system the
type of anion has a strong influence on the recrystalli-
zation behavior. Recrystallization to the a-crystobalite
form occurs at 1073 K for A1PO4 precipitated from
aluminum nitrate. If the sulfate is used, even at calci-
nation temperatures of 773 K, recrystallization to tri-
dymite takes place. The chloride only begins to re-
crystallize at 773 K; however, at these temperatures
large fractions of amorphous material are present. The
phases formed are tridymite and, at temperatures above
1200K, a-crystobalite. As in the case of the iron ox-
ides, textural properties can vary drastically.

B Influence of Concentration and Composition
In most cases it is desirable to precipitate at high con-
centration levels of the metal ions. This increases the
space-time yields by decreasing the vessel volume for
the same mass of precipitate. Moreover, the higher de-
grees of supersaturation lead to faster precipitation.
Thus, plant investment is reduced. With respect to the
quality of the product obtained, smaller particle sizes
and higher surface areas arc usually achieved at higher
concentration levels due to increased nucleation rates
at higher supersaturation if homogeneous nucleation

takes place. If for some reason the precipitation is car-
ried out at low concentration levels, for instance to
produce larger primary particles, the precipitation has
to be performed either in continuous systems where
seeds are present in the stationary state, or seeds have
to be addjd to the solution.

If catalysts are prepared by coprecipitation, the
composition of the solutions determine the composi-
tion of the final product. Often the composition of the
precipitate will reflect the solution concentrations, as
was shown for CuO/ZnO catalysts for methanol syn-
thesis [18], but this is not necessarily the case. For al-
minum phosphates it was found that at low P:A1 ratios
the precipitate composition is identical to the solution
composition, but if the P:A1 ratio in the solution comes
close to and exceeds unity, the precipitate composition
asymptotically approaches a P:A1 ratio of 1 [19]. Devi-
ations from solution composition in coprecipitation
processes will generally occur if solubilities of the dif-
ferent compounds differ strongly and precipitation is
not complete or, if in addition to stoichiometric com-
pounds, only one component forms an insoluble pre-
cipitate; this the case for the aluminum phosphate.

C Solvent Effects
For economic reasons water is almost exclusively
used as the solvent for precipitation processes, at least
for bulk catalysts and supports; organic solvents arc
much more expensive than water. This economic dis-
advantage is even more severe than would be expected
from the price difference, because solubilities for most
metal salts are much lower in organic solvents. Thus, to
reach the same space-time yield, larger systems usually
have to be employed. Moreover, increased environ-
mental problems are associated with the use of organic
solvents. However, there are some reports in the liter-
ature that organic solvents can be advantageous for the
precipitation of certain materials. The low solubilities
of the precursor materials may, for instance, result in
very low supersaturations, which means slow crystal-
lization. Therefore, particle size distributions can be
altered, or phases closer to the equilibrium phases can
be formed. The disadvantages of the use of the organic
solvents in precipitation processes have to be compen-
sated by superior product qualities which cannot be
achieved by other means.

One of the most important systems which can be
prepared advantageously from organic solvents is the
(VO)HPO4 • 0.5 H2O precursor for vanadium phos-
phorus mixed oxides. This is the best known catalyst
for the selective conversion of «-butanc to maleic an-
hydride. This system will be discussed in more detail
below.

The possibility of obtaining higher surface-area pre-
cipitates from organic solvents is described by Des-
mond et al. [20]; polar compounds such as alcohols.
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aldehydes, esters, glycols, etc. are used. Due to low
solubilities of the precipitating agent (preferably
Ka?CO3 or K2CO3) in the organic solvent (10"1-
lO^molL"1), Group VIIIA, IB and IIB metal oxides
can be prepared with higher surface area than from
aqueous solutions. This is believed to be due to a con-
stant, low concentration of the precipitating agent
which is dissolved as the metal oxide precipitates. The
patent claims that different structures can be formed
as compared to precipitation from aqueous solutions.
Iron oxide, for instance, precipitates as magnetite
(Fe3O4) while in water usually hematite (a-Fe2C>3) or
maghemite (}>-Fe2O3) are formed. One of the problems
associated with this technique are the long precipita-
tion times of several days. The materials are reported
to exhibit surface areas about twice as high as for com-
parative catalysts prepared from water; the yield in
Fischer-Tropsch reactions was about 50% higher than
over conventionally prepared catalysts.

In two cases, however, precipitation from organic
solvents is used to obtain the catalyst, due to the very
nature of the system. This is the hydrolysis of organic
precursors and the formation of polymerization cata-
lysts in nonpolar media. In the hydrolysis of organic
precursors, alkyls or alkoxides, especially of silicon or
aluminum, are hydrolized by the action of aqueous
bases or water. This process can be carried out in water
as the solvent. The reversed system, with the organo-
metallic compound itself as the solvent or an additional
solvent have also been described. This process has the
advantage that catalyst particles with predetermined
shapes, usually spheres, can be formed directly [21].
Moreover, materials resulting from hydrolysis pro-
cesses arc very pure due to the high purity of the start-
ing materials. The aluminum oxide obtained from the
hydrolysis of aluminum alcoholates were initially only
a byproduct of detergent production but, due to the
high quality of the resulting aluminas (for instance
PURAL*-type aluminas) became the main product of
the process. Catalyst production processes based on the
hydrolysis of organic precursors are discussed in more
detail in a later chapter.

If polymerization catalysts, for instance for alkenc
polymerization (Zicglcr-Natta-type catalysts), are pre-
pared by precipitation methods, they can be formed by
precipitation from organic solvents, as claimed in sev-
eral patents [22]. In these patents the precipitation of
titanium-magnesium compounds in THF with hexanc
as precipitating agent is used for the formation of the
catalyst. Many important Zicgler-Natta initiators are
solids, and heterogeneous initiator systems seem to be
necessary for the production of isotactic polyalkenes
[23]. However, not much information on the details of
catalyst preparation is available in the open literature.

Summarizing this section, the use of organic solvents
for the precipitation of catalysts seems to be of only

minor importance. Only in special cases are the higher
costs and problems involved in such processes justified
by the superior properties of the final catalyst.

D Influence on Precipitation of Temperature
As outlined above, nucleation rates are extremely sen-
sitive to temperature changes. Therefore, precipitation
temperature is a decisive factor in controlling precip-
itate properties such as primary crystallite sizes, surface
areas, and even the phases formed. However, it is
very difficult to state how the precipitation tempera-
ture has to be adjusted to achieve a product with
specific properties. The optimum precipitation temper-
ature usually is a parameter which has to be deter-
mined experimentally.

In general, most precipitation processes are carried
out above room temperature, often close to 373 K.
One obvious reason for this is that precipitation is
more rapid, provided that high levels of supersatura-
tion are maintained.

Depending on the kinetics of the different elementary
processes involved in the formation of the precipitate, a
temperature increase might lead to an increase in crys-
tallite size, as was observed for the crystallization of
pseudoboehmite [24] or iron molybdates [25]. How-
ever, in other cases no influence of the precipitation
temperature on the crystallite size of the final catalyst
was reported [26], or a decrease was reported, as for the
ZnO system [27].

For some systems, however, the influence of the
temperature on the phase composition can be predicted
based on chemical considerations. For instance, the
composition of bismuth molebdatc catalysts is believed
to be determined by the nature of the molybdate anion
present in solution [28] which is dependent on the
solution temperature. For Ni/SiOj catalysts the differ-
ences between catalysts prepared at high or low tem-
peratures are explained by the formation of nickel
hydrosilicate at high temperatures, while at low tem-
perature the main precipitate is nickel hydroxide [29].

E Influence of pH
Since the pH directly controls the degree of super-
saturation, at least if hydroxides arc precipitated, this
should be one of the crucial factors in precipitation
processes. As for many other parameters, the influence
of pH is not a simple one and it has to be investigated
experimentally for a specific system. Even in a rela-
tively well-known system such as iron oxide [30] the
effect which the precipitation pH has on the properties
of the final product is not yet clear. There is no clear
relationship between the precipitation pH and the tex-
tural and catalytic properties of the precipitate. It is
relatively well known what phases are formed under
specific conditions, due to the importance of iron
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oxides as pigments, but the influence of pH with re-
spect to catalytic properties is not well studied.

In the aluminum oxide system the precipitation pH
is one of the variables which controls the nature of the
phase eventually obtained. However, aging conditions
of the initially formed amorphous precipitate are at
least equally important. In general, it can be stated that
precipitation above pH = 8 leads to the formation of
bayerite, while precipitation under more acidic con-
ditions favors the subsequent formation of boehmite.
Hydrargillite is formed as the product of the Bayer
process by seeding a supersaturated alkali contain-
ing aluminum solution. The formation of bayerite is
strongly facilitated by the presence of alkali cations
which stabilize the structure.

F Influence of Additives
The properties of precipitates can be strongly influ-
enced by additives. Additives are substances which are
not a necessary ingredient of a precipitation reaction.
Thus, although anions of precipitation agents might
strongly influence product properties, they are not con-
sidered as additives, because they are unavoidable in the
precipitation reaction.

The most widely used additives are organic mole-
cules which are added to the precipitate in order to
control the pore structure [31]. Such organic molecules
can later be removed from the precipitate in a calcina-
tion step. A very promising route to the preparation of
high surface area oxides (M41S) is the use of surfac-
tants as additives which was introduced in 1992 by sci-
entists of Mobil [32]. The surfactants are able to form
liquid crystal-like structures in cooperation with the
silicates present in solution [33]. Removing the surfac-
tant by a calcination step leaves a silica negative of the
organic liquid crystal with a relatively perfect hex-
agonal arrangement of pores, the diameters of which
can be adjusted between about 2 and 10 nm (Fig. 5).
The pore size distribution is very sharp, as can be seen
by sorption analysis [34]. In subsequent publications it
was shown that the concepts can be generalized to the
preparation of other oxides [35]. BET surface areas can
be as high as 1200 m2 g 1 for the silicate. A special
case is the formation of oxides with anionic surfac-
tants such as alkylsulfates or alkylsulfonates. Decom-
position of zirconias or titanias precipitated with such
surfactants leads directly to the formation of sulfated
zirconias or titanias which exhibit remarkable stabil-
ities and excellent performance in acid-catalyzed reac-
tions [36].

Since the use of additives to control the precipitation
of catalysts is a wide field, and is usually treated as
trade secrets, this topic cannot be discussed in more
detail in the context of this chapter.

Figure 5. Transmission electron micrograph of a mesoporous
M41S-type silicate with pore sizes of 4nm. The regular hexagonal
arrangement of the pores can be seen in the micrograph and in the
diffraction pattern shown in the inset.

2.1.3.4 Prototypical Examples of Precipitated
Catalysts and Supports

This section shows, for four examples of increasing
complexity, how precipitates are formed and how the
properties of the precipitates are controlled to pro-
duce a material suitable for catalytic applications. The
first two examples comprise silica, which is primarily
used as support material and is usually formed as an
amorphous solid, and alumina, which is also used as a
catalytically active material, and which can be formed
in various modifications with widely varying properties
as pure precipitated compounds. The other examples
are the results of coprecipitation processes, namely Ni/
AI2O3 which can be prepared by several pathways
and for which the precipitation of a certain phase
determines the reduction behavior and the later cataly-
tic properties, and the precipitation of (VO)HPO4

0.5 H2O which is the precursor of the V/P/O catalyst
for butane oxidation to maleic anhydride, where even
the formation of a specific crystallographic face with
high catalytic activity has to be controlled.

A Silica as Support Material
Silica applied as a support for catalysts is an X-ray-
amorphous form of silicon dioxide [37]. It is manufac-
tured in two steps. First, a silica hydrogcl is formed b>
means of a sol-gel process [38] (Section A.2.1.4) Sec-
ondly, the silica hydrogel is subjected to aftcrtreatment
followed by dehydration to remove water. The product
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100 nm

Figure 6. Globular structure of a silica xerogel; magnification
x 240 000.

is a silica xerogel composed of hard porous granules.
The granules can be milled to a powder and sized to
the desired particle size. Silica beads are obtained in the
course of the sol-gel process by dispersing sol droplets
into a water-immiscible liquid whereby gelling of the
droplets into hydrogel beads occurs [39].

In the sol-gel process sodium silicate (water glass)
solution is acidified with sulfuric acid. By decreasing
the pH of the water glass solution silicic acids are
formed which immediately undergo polycondensation
and further growth to colloidal silica particles. De-
pending on the final pH, the silica concentration, the
type and concentration of the electrolyte, the tem-
perature, and other parameters, the dispersion of the
colloid particles can be stabilized as a silica sol, or ag-
glomeration of the colloidal particles occurs to silica
hydrogel. The silica hydrogel represents a coherent
system composed of a three-dimensional network of
agglomerated spheres with sodium sulfate solution as
dispersing liquid. The pores are preformed by the in-
terstices between the agglomerated nonporous silica
globules. The pore structure is thus determined by the
size of the globules and their coordination in the ag-
glomerate. Figure 6 visualizes the globular structure of
a silica xerogel. The silica hydrogel ages, i.e. it shrinks
by expelling water whereby its mechanical strength

increases. This process is called syneresis. To convert
the hydrogel to the silica xerogel it is washed to remove
the salt solution and subjected to drying at about 423-
473 K. The drying conditions also affect the specific
surface area and the pore structure parameters of the
xerogel. When the dried xerogel is exposed to air it
adsorbs water to about 5-10wt% depending on its
specific surface area. In the course of aging, washing
and drying the hydrogel, a number of procedures can be
applied to systematically vary the pore structure, com-
prised under the term modification. These procedures
could be washing with acids or bases, hydrothermal
treatment, etc. As a result the pores are enlarged and
the specific surface area decreases. This step is impor-
tant for the preparation of catalyst supports in which
transport limitations are minimized.

Large-pore granules of silica xerogel are not suitable
as catalyst supports due to the lack of large macropores
which are necessary for a good mass transfer and due
to low stability when packed in a fixed-bed reactor. It is
advisable to subject the powdered xerogel to pelletiza-
tion on a rotary plate or to extrudation. In both cases
a binder has to be applied to control the porosity and
size of macropores and to obtain sufficient mechanical
stability (crushing strength and attrition resistance).

Silica beads 2-3 mm in size can be formed in the
course of the sol-gel process. The sol passes an orifice
where liquid droplets are formed which then settle in
a water-immiscible liquid. During settling the liquid
droplets solidify to silica hydrogel beads.

The xerogel contains inorganic impurities which de-
pend on the purity of the water glass and which might
affect catalytic performance. Most common are so-
dium, aluminum, and titanium at concentrations ex-
ceeding 1000 ppm. These impurities affect the thermal
stability of the xerogel and the catalytic properties of
the final catalyst. The silica surface is covered by hy-
droxyl groups and adsorbed water. At full hydroxy-
lation the concentration of hydroxyl groups amounts
to about 8/imolm~2. There are different types of
Broensted sites, namely isolated (or free), geminal, and
vicinal. They can be monitored by 29Si CP MAS NMR
(Cross Polarization Magic Angle Spinning Nuclear
Magnetic Resonance) spectroscopy [40], IR spectro-
scopy [41] and other techniques. The Broensted sites
on the silica surface are weakly acidic (pATa « 7). Dis-
persed in electrolyte solution, silica xerogel thus acts
as a weak cation exchanger which makes it possible to
impregnate silicas by equilibration with the ion to be
loaded. It is worth noting that silica xerogel is soluble
in solutions of pH > 9.

One major advantage of silica xerogel over other
support materials is the ease of adjustment and control
of mean pore diameter, specific surface area and the
specific pore volume. Supports for catalytic applica-

References see page 85
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tions require a sufficiently high specific surface area
which is generated by mesopores with mean pore di-
ameters between 5 and 50 nm and a sufficient amount
of macropores of a mean pore diameter >50nm
to ascertain a rapid mass transfer. Also important
is a high degree of pore connectivity which requires a
high porosity. Enhancing the porosity, however, re-
duces the mechanical strength of the support particles.
Thus, a compromise has to be found. Silica xerogels
usually have a specific pore volume between 0.5 and
1.0cm3g~' which corresponds to a porosity of about
50-70%. Silica xerogels are typical mesoporous ad-
sorbents with a mean pore diameter between 5 and
50 nm and corresponding specific surface areas of be-
tween 50 and 600 m2 g"1. Macropores of a mean pore
diameter of >50 nm are generated in the course of the
formulation and the shaping process.

Silicas are used as supports in a variety of catalytic
processes. Typical applications are Ni-, Pd-, or Pt-sup-
ported catalysts for hydrogenation reactions and V2O5-
supported catalysts in the oxidation of SO2 in gases
from roasting sulfides or sulfur to yield SO3.

B Active Aluminas
Active aluminas are much more widely used in cata-
lytic applications than silicas, since they are not only
excellent support materials, but also very active as cat-
alysts in their own right for several applications. How-
ever, the chemistry of aluminas is much more compli-
cated than that of silica, since many crystallographic
modifications exist, only few of which are useful as
catalysts.

Porous aluminas are manufactured by a controlled
dehydration from aluminum hydroxide (A1(OH)3 =
AI2O3 • 3H2O) or aluminum oxide hydrates (A1OOH =
AI2O3 • H2O). Aluminum hydroxide exists in various
crystalline forms as gibbsite (= hydrargillite), bayerite,
and nordstrandite [42]. These hydroxides are non-
porous. Thermal treatment of gibbsite formed in the
Bayer process at about 423 K gives microcrystalline
boehmite with a specific surface area of about 200-
400m2g-1. The best Bayer precursor for the prepara-
tion of catalysts is the fine crystalline material de-
posited as a hard crust on the precipitator wall which is
removed periodically from the precipitators. Further
treatment between 673 K and 1273 K yields a series
of porous crystalline transition aluminas assigned by
Greek letters as chi (x), kappa (K), gamma (y), eta (r/),
theta (0) and delta (<5). The most important transi-
tion oxides for catalytic applications are y-alumina
and the ^/-alumina. Calcination above 1273K yields
a-alumina as a crystalline nonporous product. This
material is sometimes used as a low surface area sup-
port material.

Figure 7 shows the pathways for the formation of
different aluminas between A1(OH)3 and AI3O3. 7-
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Figure 7. Sequence of phases formed after thermal treatment of
aluminum hydroxides and aluminum oxide hydroxides. Pathway
(a) is favored by pressures exceeding 1 bar, moist air, heating rates
higher than lKmin"1 and particle sizes higher than 100 /jm.
Pathway (b) is favored by pressures of 1 bar, dry air, heating rates
below 1 Kmirr1 and particle sizes below 10 ^m.

Alumina and ^/-alumina are also called active aluminas.
These materials are seldom phase pure and contain
other transition aluminas as impurities. Their proper-
ties strongly depend on the type of starting materials,
the procedure chosen for thermal treatment, and the
operation parameters such as temperature and pres-
sure. Highly active y-alumina has been prepared by
shock calcination followed by rehydration [43].

In addition to gibbsite there are other routes to
manufacture A1(OH)3 and the consecutive transition
oxides. One is the precipitation of A1(OH)3 from alu-
minum salts by adjusting the pH between 7 and 12 by
adding bases. Precipitation at elevated temperatures
and high pH leads to formation of bayerite, whereas at
lower pH pseudoboehmite and subsequently boehmite
are formed. By heating, these materials can be con-
verted to the active transition aluminas.

A third, very important source of aluminum oxide
hydoxides is the hydrolysis of aluminum alcoholates.
Due to the high purity of the alcoholate, almost no
impurities, except for carbon residues at low concen-
trations, are present in the product:

A1(OR)3 + (2 + x)H2O -» 3ROH + A1OOH vH;O

where R can vary.
Using such procedures, high purity pseudoboehmite

is produced (PURAL*, Condca Chemic, Brunsbuttel).
With this type of microcrystalline pseudoboehmite
spheres of y-alumina can be manufactured. PURAL
can also be extruded to pellets with binders and then
subjected to calcination to prepare y-alumina. The cx-
trudation of various aluminum hydroxides and oxide
hydroxides with binders to pellets is covered in Ret.
[44]. The properties of the different aluminum hydrox-
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Raw material
process

Phase

Size of primary particles (nm)
Main impurity
Weight loss on calcination (wt%)
Maximum of pore radius distribu-

tion (nm)
BET surface area (m2g~')

bauxite
digestion in NaOH and

crystallization
gibbsite

500-15000
Na2O
35
1.2-2.2

aluminum salt solutions
neutralization with bases at pH

7-12
pseudoboehmite, bayerite,

nordstrandite, gibbsite
10-1000
chloride, sulfate, nitrate
18-40
1.2-2.2

aluminum alcoholates
hydrolysis

pseudoboehmite

4-10
carbon (very low concentrations)
22-28
3.0-7.5

0.5-10 200-400 160-600

ide and oxide hydroxide precursors for the preparation
of active aluminas are summarized in Table 2.

The structure of y-alumina resembles that of the
spinel-type MgA^O^ ^-alumina has a very similar
structure. The difference lies in the concentration of
stacking faults which is caused by the difference in the
structures of the precursors boehmite and bayerite
[45]. The concentration of stacking faults is higher in
the >/-alumina.

y-Alumina exhibits Brensted acidity, Lewis acidity,
and Lewis basicity [46]. Towards electrolytes it acts as
a cation and anion exchanger, depending on the pH
[47]. y-alumina develops mesoporosity with specific
surface areas between 50 and 300m2g~I and specific
pore volumes up to 0.6 cm3 g"1. Following special
procedures, highly porous y-alumina can be prepared
with a specific pore volume up to 0.9cm3 g"1 (Kali
Chemie, Hannover, FRG). a-Alumina (corundum) is
nonporous and has a low specific surface area. It is also
marketed as a ceramic support with a specific surface
area of around 3-5m2g~', a porosity of 50%, and a
pellet size of 2-4 mm (Rosenthal Technik AG, Selb,
FRG).

Aluminas are used in various catalytic applications.
a-, y-, and ^-aluminas are all used as support materials,
the first one in applications where low surface areas
are desired, as in partial oxidation reactions. The latter
two, and especially y-alumina, in applications where
high surface areas and high thermal and mechanical
stability are required. One of the most prominent
applications of y-alumina as support is the catalytic
converter for pollution control, where an alumina
washcoat covers a monolithic support. The washcoat is
impregnated with the catalytically active noble metals.
Another major application area of high-surface alumi-
nas as support is in the petrochemical industry in hy-
drotreating plants. Alumina-supported catalysts with
Co, Ni, and/or Mo are used for this purpose. Also, all
noble metals are available as supported catalysts based
on aluminas. Such catalysts are used for hydrogenation
reactions or sometimes oxidation reactions. If high

mechanical stability and low surface area of the cata-
lyst support is desired, a-alumina instead of y-alumina
might be used. This is the case, for instance, for am-
monia catalysts which often contain alumina as sup-
port material.

y-Alumina is not only used as a support material
but also as a catalyst in its native form, for instance in
alcohol dehydration reaction (Section B.4.11), due to
the acidic nature of its surface and, most prominently,
as the catalyst in the Claus process (Section B.2.3). Due
to the severe conditions of the Claus process, high-sta-
bility aluminas have to be employed here.

C Ni/Al2O3 Catalysts by Coprecipitation
Alumina-supported nickel catalysts are an excellent
example for the advantages of and the problems asso-
ciated with coprecipitation processes for the manu-
facture of catalysts. Such catalysts are accessible via
several pathways, as impregnation, deposition/precip-
itation, coprecipitation from alumina gels, and more
conventional coprecipitation routes. Also, for copreci-
pitation, different routes are possible, the first examples
originating from the 1920s [48]. Starting from the
nitrate solutions of nickel and aluminum, there are at
least three different routes:

(i) The most frequently applied route is the precipita-
tion of a hydrotalcite (HTlC)-like compound with
the general formula [MI

1
I_xM^II(OH)]x+(A''-)Vn •

«H2O where M" = Mg, Ni, Zn, . . . ,M I H = Al,
Fe, Cr, . . . , and A"" = CO?f, SO2.", NOj . . . , using
Na2CO3 as the precipitating agent.

The composition of the nickel-alumina hydro-
xycarbonate (NiAlCC>3-HTlc) may thus vary, but
an idealized composition is that of the mineral
takovite Ni6Al2(OH)|6CO3 -4H2O. Hydrotalcites
as catalytic precursors, amongst them NiAlCC>3-
HTlc, are discussed in an excellent recent review
[49].

(ii) Nickel aluminum coprecipitates can be prepared
in the complete absence of carbonate ions, for in-

References see page 85
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stance by precipitation with NaOH in carbonate-
free solutions [50]. In this case no mixture of hy-
droxides is obtained, but nitrates are incorporated
and a mixed hydroxynitrate precipitates,

(iii) The same holds for ammonia solutions, from
which the precipitation can be carried out by
evaporating the ammonia. If the ammonia is re-
moved without excluding the carbonates, the nor-
mal hydroxycarbonate forms. If carbonate is ex-
cluded, the hydroxynitrate precipitates [50].

An alternative approach is precipitation by combin-
ing an alkaline NaAlC>2 solution with an acidic nickel
nitrate solution [51]. In this case as well, hydrotalcite-
like species are probably formed first although, due to
the very high nickel contents reported, some nickel hy-
droxide forms as well. Pure hydrotalcite-like structure
are reported to form for Ni:Al atomic ratios between 2
and 3 [52] or 4 [53]; outside this range the hydroxides of
the excess species form as additional phases. Rapid pre-
cipitation tends to form pure A1(OH)3 due to the lower
solubility. Aging can lead to recrystallization of some of
the pure hydroxides to the hydrotalcite structure as well.

The formation of the hydrotalcite highlights one of
the key advantages of coprecipitation techniques. It
can provide intimate mixing of the catalyst constituents
on an atomic scale at very high loadings. This intimate
mixing leads to a very different behavior on calcination
and reduction as compared to impregnated catalysts
[54]. Whereas impregnated or mechanically mixed cat-
alysts form surface-mixed oxides of the spinel structure
at best, which segregate again on reduction to result
in the formation of a separate nickel phase on a y-
alumina support, the coprecipitation technique leads
to formation of a high surface-area mixed-oxide with
varying composition between NiO and the spinel-type
NiAbO,!, depending on the composition of the pre-
cursor. On reduction of this oxide, nickel crystallites
are formed which exhibit a high degree of "paracry-
stallinity", i.e. highly defective nickel crystallites with
aluminate groups as the defects [55]. The impregnated
catalysts are easier to reduce than the coprecipitated
materials, as could be expected from the structure of
the precursors [56].

The thermal treatment is one of the factors which
controls the properties of the final catalyst [56]. The
total surface area (in the range between 100 and
300m2g"1) decreases with increasing reduction tem-
perature; however, the nickel surface area (typically
20-50 m2g~') increases which is probably due to a
higher degree of reduction. The best precursor with re-
spect to a high surface area is the hydroxycarbonate.
The surface areas of catalysts prepared from hydroxy-
chlorides and nitrates are smaller by about a factor of
two. Nickel particle sizes are in the order of 5 nm for
such catalysts.

Ni/Al2C>3 catalysts prepared by coprecipitation ex-
hibit excellent sintering stability and can be used in
many catalytic reactions. The most important ones are
certainly steam reforming (Section B.3.3) and metha-
nation (Section B.3.6) reactions.

The preparation of mixed oxide catalysts from hy-
droxycarbonates is not restricted to Ni/Al2O3, but also
possible for several other systems. One example is the
technically very important methanol catalyst based on
CuO/ZnO. It can be prepared from a hydrotalcite-like
precursor as well [57], but mostly a hydrozincite or au-
richalcite precursor is used [58]. On reduction of auri-
chalcite precursors, epitaxial relationships between the
copper and the ZnO were observed. Such preferential
formation of certain orientations is also the decisive
factor in the last example discussed here.

D V/P/O Catalysts for Butane Oxidation to Maleic
Anhydride

The V/P/O ((VO)2P2O7) catalyst is a very specialized
material which has a unique activity for the oxidation
of H-butane to maleic anhydride. Its activity is related
to the presence of (100) planes in the catalyst, in which
the arrangement of surface atoms ideally matches the
geometry of the reacting molecules [59]. Since the cited
reviews exist and a very recent review has been given
by Cavani and Trifiro [60], only the important findings
concerning the preparation of the precursor arc re-
ported here, since this example highlights the problems
involved in creating high fractions of certain crystallo-
graphic faces. In the case of the V/P/O catalyst there
exists a pseudomorphic relationship between the pre-
cursor (VO)HPO4 • 0.5 H2O and the final catalyst. The
equilibrium shape of (VO)2P2O7 exhibits only about
32% of the optimum (100) faces. The hemihydrate pre-
cursor now is special in that it can be precipitated in a
morphology that leads to formation of a much higher
(100) fraction, since the (001) of the precursor is struc-
turally related to the (100) of the pyrophosphate.

There are several pathways described for the prepa-
ration of the precursor [60]. Usually, V2Os is reduc-
tively dissolved in water or an organic solvent such as
alcohols to yield VIV species. To this solution phos-
phoric acid is added and the solid precursor precip-
itates. Precipitation is often carried out under reflux.
There is general agreement that preferentially (001)
planes should be exposed in the precursor and that a
precursor with a high concentration of stacking faults
is superior to more ordered materials. This can best be
achieved by precipitation in organic solvents as can be
seen by comparison of the X-ray patterns of samples
produced cither from organic or aqueous media [61].

In a recent study on the precipitation conditions for
the hemihydrate [62] the influence of several parame-
ters on the morphology of the precipitate formed was
studied. The surface area of the precursors formed was



2 1 Bulk Catalysts and Supports 85

mainly related to the thickness of the crystals. The
thicker the crystals (meaning exposure of undesired
faces) the lower the surface area. High surface areas
could be achieved with a high-boiling alcohol. The
conditions favoring the formation of thin, high sur-
face area (VO)HPO4 • 0.5 H2O platelets (H3PO4 85%,
P:V= 1.1-1.2, isobutanol/benzylalcohol, addition of
tetraethylorthosilicate) are identical to conditions de-
fined earlier for obtaining the best performing catalyst
[631- The example of the V/P/O catalyst convincingly
shows how control of the precipitation conditions,
based on a knowledge of the catalytic process, can
eventually result in the formation of a highly active
catalyst.
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2.1.4 Sol-Gel Process

E. I. Ko

2.1.4.1 Introduction

The sol-gel process involves first the formation of a sol
followed by that of a gel. A sol, which is a liquid sus-
pension of solid particles ranging in size from 1 nm to 1
micron, can be obtained by the hydrolysis and partial
condensation of a precursor such as an inorganic salt
or a metal alkoxide. The further condensation of sol
particles into a three-dimensional network produces a

gel, which is a diphasic material with a solid encapsu-
lating a solvent. Alternatively, a gel can be produced
by destabilizing a solution of preformed sols. In either
case the materials are referred to aquasol (or aquagel)
when water is used as a solvent, and alcosol (or alcogel)
when alcohol is used. The encapsulated liquid can be
removed from a gel by either evaporative drying or
drying with supercritical extraction (supercritical dry-
ing for short). The resulting solid products are known
as a xerogel and an aerogel, respectively.

The single most important characteristic of the sol-
gel preparation of catalytic materials is its ease of con-
trol that translates into the following advantages:

(i) the ability to maintain high purity (because of pu-
rity of starting materials);

(ii) the ability to change physical characteristics such
as pore size distribution and pore volume;

(iii) the ability to vary compositional homogeneity at a
molecular level;

(iv) the ability to prepare samples at low temperatures;
(v) the ability to introduce several components in a

single step;
(vi) the ability to produce samples in different physical

forms.

The purpose of this article is to teach catalytic re-
searchers how to realize some of these advantages in
their work. To this end we start by identifying the var-
ious steps in a sol-gel process and the key parameters
in each step that have been shown to impact on the
physical and/or chemical properties of the products.
We then give selected examples of recent literature
results.

2.1.4.2 Important Parameters in Sol-Gel
Preparation

Figure 1 shows the four key steps in taking a precursor
to a particular product form via sol-gel preparation:
formation of a gel, aging of a gel, removal of solvent,
and heat treatment. The versatility of this preparative
approach lies in the number of parameters that can be
manipulated in each of these steps.

A Solution Chemistry
The precursor in a sol-gel preparation can cither be
a metal salt/alkoxidc dissolved in an appropriate sol-
vent or a stable colloidal suspension of preformed
sols. Metal alkoxides have been the most extensively
used because they are commercially available in high
purity and their solution chemistry has been docu-
mented [1-3]. At its simplest level, sol gel chemistry
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Figure 1. Schematic diagram showing the various steps of a sol-
gel process.

with metal alkoxides can be described in terms of two
classes of reactions:

Hydrolysis: -M-OR + H 2 O - > - M - O H + ROH

Condensation: -M-OH + XO-M-
- - M - O - M - + XOH

where X can either be H or R (an alkyl group).
Such a description oversimplifies the overall process

because it docs not correctly represent the molecular
formulas of the intermediates and end products, nor
does it depict the simultaneous occurrence of the two
reactions. However, this oversimplification captures the
key phcnomcnological idea that a three-dimensional
gel network comes from the condensation of partially
hydrolyzed species. Any parameters that affect either
or both of these reactions are thus likely to impact on
the properties of the product. In fact, Livage et al. [4]
pointed out that the important variables arc the relative
rates of hydrolysis and condensation.

Figure 2 shows the rates of hydrolysis and con-
densation of tetraethylorthosilicate (TEOS), which is
the most widely studied precursor, vary as a function of
pH [5]. Under acidic conditions hydrolysis occurs at

Relative
reaction

rate

Under acidic conditions,
hydrolysis rate > condensation rate,
resulting gel is weakly branched

\

\ \

w
Under basic conditions,
condensatton rate > hydrolysis rate,
resulting gel is more highly branched

Condensation

»•*"•— ~ -

y'

y
/ Hydrolysis S

/ yS

*• Increasing pH

Figure 2. Schematic diagram showing the variation of hydrol-
ysis and condensation rates of tetraethylorthosilicate with pH,
and the effect of relative rate on gel structure.

a faster rate than condensation and the resulting gel is
weakly branched. Under basic conditions the reverse
is true and the resulting gel is highly branched and
contains colloidal aggregates. Subsequently dried and
heat-treated samples have different surface function-
alities [6] and pore structures [7].

Because hydrolysis and condensation are both nu-
cleophilic displacement reactions, the reactivity of
metal alkoxides is dependent on the positive partial
charge of the metal atom and its coordination number
[8]. For example, TEOS, with a small positive partial
charge on silicon, is the least reactive among the com-
mon alkoxides [4]. In general, the longer and bulkier
the alkoxide group attached to a particular metal atom,
the less reactive that precursor is in hydrolysis and
condensation [9]. Changing the type of precursor and/
or its concentration are thus effective means of con-
trolling the reaction rates.

The amount of water used in sol-gel preparation
and the rate by which it is added also influence gel
characteristics. The former is usually expressed in
terms of the hydrolysis ratio h, defined as the moles of
water per mole of metal alkoxide, M(OR)m. There
are three specific regions of interest [4]:

(i) h < 1: An infinite network seldom forms due to
the low functionality of the precursor towards con-
densation. Because there are few M-OH groups
for cross-linking, gelation or precipitation cannot
occur when there is no local excess of water.

(ii) 1 < h <m: Polymeric gels can form.
(iii) h > m: Cross-linked polymers, paniculate gels, or

precipitates can form when an excess of water is
added to the alkoxides.
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For a given amount of water, another level of
control comes from the rate of addition. Common
approaches in adding water slowly are using a micro-
pipette, absorbing moisture from a controlled humidity
environment, and generating water in the solution with
another chemical reaction.

Two other important sol-gel parameters are tem-
perature and solvent. Both hot and cold plates are
commercially available and can be used to increase and
decrease the reaction rates, respectively. Varying the
temperature is most effective when it can alter the rel-
ative rates of competing reactions. Solvent can change
the nature of an alkoxide through solvent exchange
or affect the condensation reaction directly. It is also
possible to prepare a gel without a solvent as long
as another means, such as ultrasound irradiation [10]
(see Section A.8.6), is used to homogenize an other-
wise immiscible alkoxide/water mixture.

Using preformed sols instead of metal alkoxides as
precursors is an attractive alternative in sol-gel prepa-
ration because recent advances in inorganic colloidal
dispersions allow some control over the characteristics
of the starting sols [11]. Often a colloidal suspension of
sol particles is stabilized (i.e. prevented from floccu-
lation) by pH adjustment. Thus, pH of the solution,
which can be changed by the addition of either acid
or base, is the single most important parameter in
obtaining a gel from preformed sols. Other parameters
that can impact on gel quality are the size and concen-
tration of the starting sol particles.

For any of the sol-gel parameters discussed so far,
its effect on gel properties can often be followed by an
experimental observable known as gel time. Gel time is
defined as the time it takes for a solution to undergo a
rapid rise in viscosity that corresponds to the transition
from a viscous fluid to an elastic gel [9]. At the gel point
there is a continuous solid phase containing a structure
that reflects the formation and branching of particles
under specific growth conditions. This particular phase
is important because it is the genesis of structural evo-
lution that takes place in all subsequent processing
steps [9, 12].

B Aging
Aging represents the time between the formation of a
gel and the removal of solvent. As long as the pore
liquid remains in the matrix, a gel is not static and can
undergo many transformations [9, 12]. For alkoxide-
derived gels, condensation between surface functional
groups continue to occur after the gel point. This pro-
cess can actually be desirable because it leads to a more
cross-linked network that is mechanically stronger
and easier to handle. However, extensive condensa-
tion causes the gel to shrink to the point that solvent is
actually expelled, in a phenomenon called syneresis.
Coarsening, or ripening, is a physical process driven by

differences in solubility associated with surfaces that
have different radii of curvature. Coarsening basically
involves the dissolution and reprecipitation of particles
resulting in an increase in the average pore size of the
gel and a decrease in its specific surface area.

Parameters that affect these aging processes include
temperature, time, and pH of the pore liquid. Common
approaches in manipulating these parameters are im-
mersing the gel in or washing it with another liquid,
exposing the gel to a different humidity, heating the
gel, and using hydrothermal conditions. Even though
all these approaches have been demonstrated to change
the gel characteristics, an understanding of the cause
and effect is at best qualitative at present. For this rea-
son aging is often an overlooked step in the sol-gel
preparation of catalytic materials. The recent work of
Smith et al. [13], who developed an in situ NMR tech-
nique for following the aging process, may open up
new opportunities in this area.

C Drying
As the pore liquid is evaporated from a gel network,
the capillary pressure associated with the liquid-vapor
interface within a pore can become very large for small
pores. For example, the capillary pressure with water
evaporating from a pore with a radius of 1 nm is on the
order of 1.5 x 108 pa. With a distribution of pore sizes
in a gel, as is commonly the case, the differential pres-
sure across pores of different sizes leads to a collapse in
the pore structure. Thus, strategies that are effective in
maintaining the integrity of a gel network aim at mini-
mizing either the differential pressure or the capillary
pressure itself.

One approach to minimize capillary pressure is to
prepare gels containing uniform-sized pores or at least
a narrow pore size distribution. This can be done by
adding organics such as formamide and glycerol, which
are called drying control chemical additives (DCCA),
to control the rates of hydrolysis and condensation and
in turn the pore size distribution. There are many ex-
amples showing that glasses and ceramics prepared
with DCCA can better withstand drying due to a more
uniform pressure distribution across the gel network
[14]. The use of DCCA in preparing catalytic materials
has not been common, partly because there are alter-
natives that do not introduce potential impurities into
the system.

The easiest way to understand approaches that are
effective in minimizing the capillary pressure directly is
to examine the equation

P = 2o- cos(a)//-

where P is capillary pressure, a is surface tension, a is
the contact angle between liquid and solid, and r is the
pore radius. For a given pore size, then, the capillary
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pressure can be reduced by (i) using a solvent with
lower surface tension or with a contact angle close

to 90° anc* (") eliminating the liquid-vapor interface
altogether with either supercritical or freeze drying.

Smith and co-workers have aged silica gels in either
ethanol or water and subsequently washed them in
various aprotic solvents that cover a range of surface
tensions [15, 16]. Their results clearly demonstrated the
effect of surface tension on microstructure because the
resulting xerogels have a wide range of surface area
and pore volume. Furthermore, the effect is dependent
on the initial network rigidity as acid-catalyzed and
base-catalyzed gels respond to the treatment differ-
ently. The fact that some of these xerogels have com-
parable physical properties to aerogels obtained by
supercritical drying suggests an attractive alternative in
preparing high-surface-area, low-density materials at
ambient pressure.

Supercritical drying is a high-pressure approach
aimed at eliminating the liquid-vapor interface and the
accompanying capillary pressure. Since the pioneering
work of Kistler [17], the technology of supercritical
drying has evolved from a tedious, multistep process to
a simpler and safer semicontinuous process [18]. One
major advance came from the group of Teichner who
used alcoholic solutions of metal alkoxides in prepar-
ing gels with a minimal amount of water. In prior
preparations that used a large amount of water, tedious
washing and solvent exchange steps were necessary be-
cause water would dissolve the gel structure at high
temperatures [19]. There are now numerous examples
showing that aerogels can be prepared to give high
porosities, high specific surface areas, low apparent
densities, and good textural stability [20]. These ad-
vantages can be realized because, in addition to elimi-
nating the liquid-vapor interface, supercritical drying
is done at moderate temperatures. In fact, one often
overlooked advantage in supercritical drying is its
ability to preserve the amorphous structure of an aero-
gel. For example, it has been reported that a niobia
aerogel is slower to crystallize than a xerogcl upon
further heat treatment and hence better able to retain
its high acid strength along with acid site density [21].

Similar to aging, a gel is not static during drying
and, for that reason, drying can be viewed as part of
the overall aging process. The properties of a product
are thus dependent on the drying method and even
with a single method, the drying conditions. Most su-
percritical drying experiments have been done with al-
cohol because of its use as a solvent in the sol-gel step.
But ever since supercritical carbon dioxide was shown
to be an effective agent for displacing alcohol [18],
many researchers have reported on the effect of drying
agent on the properties of aerogels such as silica [14,
15], titania [22], and titania-silica [23]. Because different
substances have different critical temperatures, these

results can be understood in terms of the accelerated
aging of a gel at a higher drying temperature. For ex-
ample, recently Brodsky and Ko showed that varying
the temperature while using a single drying agent, car-
bon dioxide, can also change the textural and struc-
tural properties of calcined titania aerogels [24]. Be-
sides temperature, other parameters that are important
in supercritical drying include the path to the critical
point, depressurization, and composition of the drying
medium [20, 25]. In particular, reduction is prone to
occur when an autoclave is filled with hydrogen during
drying [20].

One other approach in bypassing a liquid-vapor in-
terface is freeze drying, in which the pore liquid is fro-
zen into a solid that subsequently sublimes to give a
product called a cryogel. Data on the characteristics of
cryogels are limited because freeze drying has not been
used as extensively as supercritical drying in preparing
catalytic materials.

D Calcination/Sintering
After the removal of pore liquid, further heat treatment
is necessary to convert a xerogel or aerogel into a cat-
alytically useful form. Often, heating is done in the
presence of a reactive gas (e.g. flowing air, oxygen, or
hydrogen) in order to burn off any residual organics or
to oxidize (or reduce) the sample. Exposing the sample
to a high temperature over an extended period of
time leads to sintering and consequently a decrease in
surface area. The process can also cause the material
to crystallize into different structural forms. Thus, the
physical characteristics of a product depend on pa-
rameters such as temperature, heating rate, time, and
gaseous environment. It is common practice to subject
a sample to a more severe heat treatment than it is
likely to encounter in a reactor to ensure at least the
stability of its textural and structural properties during
reaction.

E Summary
Table 1 provides a quick reference to the four key steps
in a sol-gel process, the purpose of each step, and the
associated experimental parameters that can be varied.
Since each of these parameters can potentially affect
the properties of a product, literature results on sol-gel
preparation should be reported or examined in a sim-
ilar format to allow a meaningful comparison among
different studies. As an example, Table 2 shows the
parameters used in the preparation of lilania [22] and
zirconia [26] aerogels.

2.1.4.3 Advantages of Sol-Gel Preparation

Table 3 is a representative and by no means exhaustive
list of reactions that have been catalyzed by sol-gel
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Table

Step

2

1.

Preparation of Solid Catalysts

Important parameters in the various

Purpose

steps of a sol-gel process.

Important parameters

Solution chemistry

Aging

Drying

Calcination/sintering

to form a gel

to allow a gel to undergo changes in properties

to remove solvent from a gel

to change the physical/chemical properties of the
solid, often resulting in crystallization and
densification

type of precursor;
type of solvent;
pH (acid/base content);
water content;
precursor concentration;
temperature
time;
temperature;
composition of the pore liquid (e.g. pH);
aging environment (e.g. humidity)
drying method (e.g. evaporative vs. supercritical vs. freeze

drying);
temperature and heating rate;
pressure and pressurization rate;
time
temperature and heating rate;
time;
gaseous environment (e.g. inert vs. reactive gases)

Table 2. Examples of sol-gel parameters in the preparation of titania and zirconia aerogels.

Step

Solution chemistry

Aging

Drying

Calcination/sinter-
ing

Parameter

precursor
solvent
nitric acid content
water content
precursor concentration
temperature

time
temperature
environment

method
drying agent
temperature
pressure
time
CO2 flow rate

first step
second step
third step

Final

TiO2
a

Titanium n-butoxide (Ti(C4H9O)4)
methanol
0.125 mol/mol of precursor
4 mol/mol of precursor
0.625 mmol/mL of methanol
room temperature

2h
room temperature
covered beaker

Semicontinuous supercritical
carbon dioxide (CO2)
343 K
2.1 x 107 Pa
2h
85 Lh~' downstream

383 K in a vacuum oven for 3 h
523-573 K in a vacuum oven for 3 h
773 K in flowing oxygen (24 Lh"1) or 2 h

(with a heating rate of 10 K min"1

from room temperature to 773 K)

oxide

ZrO2
b

Zirconium n-propoxide (Zr(C3H7O)4)
n-propanol
0.83 mol/mol of precursor
2 mol/mol of precursor
1.0 mmol/mL of n-propanol
room temperature

2h
room temperature
covered beaker

Semicontinuous supercritical
carbon dioxide (CO2)
343 K
2.1 x 107Pa
2h
85 Lh"1 downstream

383 K in a vacuum oven for 3 h
773 K in flowing oxygen for 2 h

" From Ref. 22.
b From Ref. 26.

materials including both xerogels and aerogels. Its
purpose is to demonstrate the potential range of appli-
cations and, more importantly, the wide variety of
catalytic materials that can be obtainid by this pre-
parative approach. Catalysts in this table include sup-
ported metals, mixed oxides, promoted oxides, and
several three-component systems. This section high-

lights the advantages sol-gel preparation brings to
these different classes of materials.

A Varying the Pore Structure
The classic example of using a sol-gel parameter to
vary the pore structure (surface area, pore volume, and
pore size distribution) of products is the effect of pH
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Table 3. Examples of reactions that have been catalyzed by sol-gel materials.

Reaction Catalyst Reference

Hydrogenation of phenylacetylene
Oxidation of CO
Oxidative dehydrogenation of ethane
Nitroxidation of alkenes
Hydrotreating of gas oil
Selective catalytic reduction of NO by NH3

Isomerization of 1-butene
Fluorination of C2CI3F3 with HF
Dehydrocyclization of w-heptane
Polymerization and co-polymerization of a-alkenes

Pd/SiO2
Pt/TiO2
Li+/MgO promoted by Cl~
PbO-ZrO2, PbO-Al2O3

Ni-Mo/TiO2-ZrO2

V2O5, V2O5-TiO2,
V2O5-TiO2-SiO2
Nb2O5-SiO2

Cr2O3
Pt-Sn/Al2O3

Transition metal/A12O3

27
28
29
30
31
32

33
34
35
36

on the properties of silica. As discussed in Section
2.1.4.2.A (see also Fig. 2), acid- and base-catalyzed
silica gels give rise to products that contain micropores
and mesopores, respectively, because of the different
extent of branching in the gel. Brinker et al. [37] re-
cently pointed out that other sol-gel parameters, in-
cluding those in the aging and drying steps, can also
significantly change the pore structure of dried gels
or films that are made of silicate, multicomponent
silicate, and aluminosilicate. In the case of alumino-
silicate, changing the alumina content can lead to
products having either no porosity, microporosity, or
macroporosity. These authors further noted that sim-
ilar results and concepts should be applicable to non-
silicate systems.

Using preformed sols instead of metal alkoxides as
precursors is another effective way to change the pore
structure, as recently demonstrated for the sol-gel
preparation of zirconia [38]. The two key parameters in
this approach are the starting sol size and the intrinsic
porosity of the sol particles.

Zou and Gonzalez [39] have varied the pore size
distributions of a series of Pt/SiO2 catalysts by chang-
ing the amount of water used in the sol-gel step. The
average pore size decreases from 7.5 to 3.5 nm as the
hydrolysis ratio, defined as H2O:TEOS, increases from
10 to 60. This variation of average pore size is signif-
icant because the catalysts are more resistant to sinter-
ing in oxygen (up to 948 K. for Pt loadings of 0.2-0.3
wt%) when the average pore diameter matches the
particle size of Pt.

B Controlling Homogeneity in Mixed Oxides
Mixed oxides, which contain two or more components,
arc of catalytic interest because they can be used as
supports, catalysts, or precursors to other materials.
One particularly interesting property that arises by
mixing oxides is the generation of strong acidic sites
associated with the interface or linkage between the
two components [40]. In order to maximize the number

of these sites, it is desirable to prepare samples that are
homogeneously mixed at a molecular level.

Sol-gel preparation offers excellent control of mix-
ing because of its ability to alter relative precursor
reactivity. Qualitatively, we expect good mixing when
the two precursors have similar reactivities and poor
mixing when they do not. As pointed out in Section
2.1.4.2.A, both hydrolysis and condensation are nucle-
ophilic displacement reactions. Effective strategies in
matching precursor reactivity thus include:

(i) using a precursor containing a different alkoxy
group;

(ii) giving a less reactive precursor a head-start by
"prereacting" it with water, in a process known as
prehydrolysis;

(iii) slowing down a more reactive precursor by re-
placing some of its alkoxy groups with differ-
ent ligands, in an approach known as chemical
modification;

(iv) performing the preparation in a different temper-
ature.

The application of all four strategies to the prepara-
tion of zirconia-silica aerogels has recently been re-
ported [41]. On the evidence of 1-butene isomerization
activity, Miller ct al. concluded that the first three
strategies lead to well-mixed samples. Specifically, their
results show that in the cogclling of two alkoxides, the
reactivities of the two alkoxides must be fairly well
matched to achieve homogeneous distribution. If this is
not accomplished, then the more reactive component
tends to form a "core" onto which the less reactive
component attaches. The latter situation is not neces-
sarily bad because the notion of controlling mixing
means that one can prepare an inhomogencous sample
if that is what the application calls for. For example,
Handy et al. [42] prepared two titania-silica samples
as supports for vanadia, one with prehydrolysis to
promote mixing and one without prehydrolysis. They
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found that the former sample is actually less active
for the selective catalytic reduction of NO with NH3.
Apparently the titania crystallites that are present in
the less well-mixed sample are necessary to stabilize the
active vanadia phase.

The work of Toba et al. [43] is another example
showing that better mixing can be accomplished with
sol-gel than other preparation methods. These authors
prepared alumina-titania samples by complexing-
agent-assisted sol-gel (with an ethanol/hexylene glycol
solution), coprecipitation, and hydrogel kneading.
They concluded that the two oxides are the best mixed
(or most homogeneous) in the sol-gel sample because
titania resists crystallization the most upon heating and
the number of acidic sites, associated with Ti-O-Al
bonds, is the highest.

C Changing Dispersion and Stability of Supported
Metals

In the sol-gel preparation of supported metals, a metal
precursor is usually added directly to the solution prior
to gelling. Regardless of whether the metal precursor
participates in hydrolysis and/or condensation, it will
become part of the network as the gel forms. Thus, any
parameters that are important in solution chemistry
(Table 1) could affect the properties of the metal upon
activation. An example is the work of Zou and Gon-
zalez [39] cited in Section 2.I.4.3.A. When these authors
used water content as a variable to change the pore size
distribution of a series of Pt/SiO2 catalysts, they found
that the particle size distribution of reduced Pt (in the
form of crystallites) is also dependent on the hydrolysis
ratio. The average Pt particle size nearly doubles (from
about 1.7 to 3nm) as the hydrolysis ratio increases
from 10 to 60. As noted earlier, the stability of these
catalysts, in terms of the resistance of Pt particles to-
wards sintering, is a function of how well the pore
diameter and particle size match.

Lopez et al. [27] prepared Pd/SiC>2 catalysts under
both acidic (pH = 3) and basic (pH = 9) conditions in
the sol-gel step and reported that an acid medium
promotes the formation of small metal crystallites. This
finding is consistent with the formation of a micro-
porous silica gel network at a low pH. By comparing
samples prepared by the sol-gel method and impreg-
nation, these authors found in the former a stronger
metal-support interaction which they ascribed to the
square planar palladium complex used as a precursor.
Finally, their results showed that the method of prepa-
ration as well as the conditions used in each method
impact on how these catalysts deactivate in the hydro-
genation of phenylacetylene.

In general, the activation and deactivation of metal
particles in a sol-gel sample is dependent on how much
of the metal is actually occluded (or incorporated) in
the support network. In the two examples above, the

extent of occlusion is minimal for Pt/SiC>2 and larger
for Pd/SiC>2. A telltale sign of occlusion is when the
metal particle sizes determined by chemisorption and
transmission electron microscopy (or X-ray diffraction)
do not agree and there is no reason to believe that such
a difference is caused by electronic effects.

Some occlusion of the metal particles is not necessa-
rily bad. In fact, unlike other methods such as im-
pregnation and ion exchange, sol-gel preparation ac-
tually allows a certain amount of control over what
fraction of a metal particle is accessible at the support
surface. As long as there are exposed metal atoms
available for catalysis, a partially buried metal particle
may better resist deactivation due to sintering. For ex-
ample, Lopez et al. [44] found that a Ru/SiO2 sample
prepared by sol-gel is more stable than one prepared
by ion exchange. The sol-gel sample, which contains
partially occluded Ru particles, does not sinter or vol-
atilize under oxygen treatment at 723 K, whereas the
ion-exchange sample does.

D Preparing Samples in a Single Step
One advantage of preparing supported samples by the
sol-gel method is that the supported phase, be it a
metal or an oxide, can be introduced during instead
of after the formation of the support. Other than the
convenience of saving a step, this feature may intro-
duce unique metal-oxide or oxide-oxide interactions
that are inaccessible with other preparation methods.
The tradeoff is the activation of the supported phase is
likely to be more difficult if it is incorporated within the
support structure.

The ability to introduce several components into
solution during the sol-gel step makes this approach
especially attractive for the preparation of multicom-
ponent oxides and bimetallic catalysts. Of course, the
solution chemistry becomes more complex with addi-
tional components. But many of the concepts that we
have discussed, such as matching relative precursor
reactivity and changing the microstructure of the gel
network, remain valid in principle. Furthermore, a
promoter or an active species can be introduced the
same way. There have been recent reports on the one-
step preparation of zirconia-sulfate aerogels [45] and
Li/MgO catalysts [46]. These samples arc active in the
isomerization of «-butane and the oxidative coupling of
methane, respectively.

Finally, by using preformed sols instead of metal
alkoxides as precursors, it is possible to use the sol
particles as building blocks and form a gel around
them, again in a single step. As discussed in Section
2.1.4.3.A, this approach offers control over the pore
structure and the distribution of active components.
For example, the use of a nonporous sol particle effec-
tively prevents incorporation of other species within the
particle itself.
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2 i .4.4 Catalytic Membranes

Zaspalis and Burggraaf [47] have summarized typical
membrane reactor configurations, different membrane/
catalyst combinations, and a large number of mem-
brane reactor studies. Their article clearly shows that
inorganic membranes prepared by the sol-gel method,
with their dual ability in catalysis and separation, have
many unique advantages over other product forms.
At the same time, it is important to realize that the
parameters which affect a membrane's characteristics
and the advantages which the sol-gel process offers are
similar to what has been presented thus far.

Self-supporting inorganic membranes can be formed
with or without a substrate. In either case the precur-
sor sol, consisting of either a colloidal suspension or
a polymeric solution, must be formed. To produce a
membrane supported on a substrate (i.e. a supported
membrane), a preformed porous support is dipped
in the precursor sol and a gel forms at the surface of
the support typically by the slipcasting method [48].
Another approach is spin coating, in which an excess
amount of liquid is deposited onto a substrate and then
thinned uniformly by centrifugal force [12]. To produce
a non-supported membrane, the liquid is simply poured
into a mold of appropriate shape and allowed to dry.
All these processes need to be done before the gel point
which is accompanied by a large increase in viscosity.

The microstructure of a sol, in terms of the nature
and concentration of sol particles, significantly affect a
membrane's properties such as average pore diameter
and pore size distribution. Other critical parameters are
the temperature and rate of evaporation used in the
drying and calcination steps. Even though it is eco-
nomical to obtain the final product form quickly, too
rapid a drying rate forms cracks in the membrane.
Crack formation is also dependent on thickness of the
membrane. The work of Cini et al. [49], who prepared
supported microporous V-AI2O3 membranes as catalyst
supports, illustrates many of these effects.

As with other product forms, sol-gel preparation
offers excellent control of the chemical composition of
catalytic membranes Again, a second or even a third
component can be introduced directly in the solution.
Such an approach was used by Xu and Anderson [50],
who mixed titanium and zirconium precursors in order
to improve the thermal stability of microporous titania
and zirconia membranes. Alternatively a second com-
ponent can be introduced to a preformed membrane.
By using the so-called reservoir method, Zaspalis et
al. [51] filled the pores of a y-AhOj membrane with
a solution of silver nitrate, thereby achieving a high
loading of silver in the top layer of the membrane.
These and numerous other examples have demon-
strated the feasibility of preparing multicomponcnt
membranes. However, many of the strategics men-

tioned in Section 2.1.4.3 (e.g. controlling homogeneity)
have yet to be fully explored. Thus, tremendous op-
portunities exist for researches to exploit the sol-gel
process to fine-tune the physical and chemical proper-
ties of inorganic membranes.

2.1.4.5 Other Sol-Gel Materials

Due to space limitation, this article has focused pri-
marily on inorganic materials because of their impor-
tant catalytic applications. But it must be pointed out
that some exciting and rapidly developing areas of sol-
gel chemistry involve inorganic-organic hybrids [52],
gel-entrapped enzymes and proteins [53], and organic
gels [54]. The basic principles covered above should
enable the readers to learn about these variations of the
sol-gel technique and, in turn, to explore the potential
applications of a still wider range of materials.

2.1.4.6 Summary

With its versatility and excellent control over a pro-
duct's characteristics, sol-gel processing has played an
important role in catalyst preparation and no doubt
will continue to do so. Advances in this area are likely
to come from two related fronts. First, it is important
to have a better understanding of the chemistry under-
lying all the processing steps, from gelation to aging to
drying. Second, this understanding should be made as
quantitative as possible to allow the development of
predictive models. As many researchers are actively
working towards these goals, it is almost certain that in
the next few years we will see many new syntheses, ex-
citing properties, and creative applications of catalytic
materials prepared by the sol-gel method and, along
with these findings, a better understanding of catalysis
itself.
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2.1.5 Flame Hydrolysis

H JACOBSEN AND P. KLEINSCHMIT

2.1.5.1 Manufacture

The term flame hydrolysis describes a process in which
a gaseous mixture of a precursor (a metal chloride in
many cases), hydrogen and air or oxygen is brought to
reaction in a torch installed in a continuously operated
flame reactor The precursor compound is hydrolyzcd
by the water vapor produced by the oxyhydrogen re-
action Different to this method is the so-called flame
oxidation in which the precursor compound is not hy-
drolyzed but oxidized The so-called chloride process
uses the reaction of T1CI4 with oxygen to produce
coarser pigment grade T1O2 [1] The reaction is only
weakly exothermic and requires a high reaction tem-
perature T1CI4 and oxygen arc therefore heated up
to 1000°C before reaction A related process that has
also been the subject of many investigations is spray
pyrolysis Whereas the first two processes describe gas-
to-particle processes, spray pyrolysis is an example of a
droplet-to-particlc process In many cases spray pyro-
lysis is used for the manufacture of modern ceramics
and high-temperature superconductors It is common in
the literature to use the generic term 'aerosol processes
for gas-to-particle and droplct-to-particlc processes An
overall view of aerosol processing of materials in gen
eral can be found in Ref 2

Of all these processes only flame hydrolysis is used to
produce oxides with high surface areas on a large in-
dustrial scale Therefore, the emphasis of this article
lies on this subject In general, this process is suitable
for any volatile compound that can be decomposed at
a high temperature to form an oxide Possible pre-
cursor compounds that can be used are metal chlorides
carbonyls such as Ni(CO)4 or Fe(CO)s, and volatile
alcoholates Reactions that have been studied are, for
example, the manufacture of AI1O1 from AlCh p]
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Table 1. Oxides produced by flame hydrolysis. 2H2 + O2 2H2O

Product Starting material

M2O3
AIPO4
AIBO3
Al203/SiO2 (mixed oxide)
Bi2O3
Cr2O3
Fe2O3

GeO2

NiO
MOO3
SiO2

SnO2

TiO2

V2O5

W03

ZrO2

AJCI3
AJCI3/PCI3
AICI3/BCI3
AlCb/SiCL,
BiCl3

CrO2Cl2

Fe(CO)5, FeCl3

GeCL,
Ni(CO)4

M0CI5, MoO2Cl2

SiCL,
SnCU, Sn(CH3)4

TiCL,
VOCI3
WC16, WOCL,
ZiCL,

TiO2 from TiCl4 [4], Fe2O3 from FeCl3 [5], MoO3

from MOO2CI4 [6], and SiO2 from SiCU [7]. Alcoholate
precursors that have been found to be suitable are ti-
tanium propylate and butylate, as well as secondary
aluminum butylate [8, 9]. In this case, no flame-gen-
erated H2O is needed for the reaction, and the alco-
holates can be decomposed in a hot wall reactor. Cer-
tain alkylhalidosilanes such as methyltrichlorosilane are
other industrially used sources of silicon, because they
are easily accessible byproducts of the silicone industry.

Since the invention of the flame hydrolysis process
for the production of SiC>2 by Degussa [10] many dif-
ferent oxides have been manufactured via this route.
Table 1 summarizes the oxides that have been prepared
so far [11]. In principle, any mixed oxide that is a
combination of the oxides SiO2, A12O3, TiO2 and
ZrO2 can be produced as well [12]. On a commercial
scale SiO2, A12C>3, Al2O3/SiO2 mixed oxides, TiO2,
and ZrO2 are available. Of these, fumed silica is by
far the most widely produced oxide [13]. Although
fumed silica was originally developed as a reinforce-
ment filler for rubber (white carbon), it has found
its way into numerous branches of industry of which
catalysis is a comparably new one. The worldwide
production capacity for fumed silica was estimated
to be approximately 100000 tons per annum in
1991. Main producers are Degussa (AerosiP), Wacker
(HDK*), Cabot (Cabosil*) and Tokuyama Soda (Re-
olosil"*). The manufacturing process is briefly described
below; further details are given in Rcf. 14 and the pat-
ents and papers cited therein.

SiCl4 is vaporized, mixed with dry air and hydrogen
and then fed into a flame reactor. The SiCU hydrolyzes
to SiO2 and HC1 under the influence of the oxyhydro-
gen reaction, which includes the formation and reac-
tion of radicals.

SiCL, + 2H2O -• SiO2 + 4HC1

2H2 + O2 + SiCU -> SiO2 + 4HCl

The silica so produced can be described as an aerosol
of nanometer sized particles. The primary particles co-
agulate to form aggregates by intergrowth in the flame
and further agglomerates by cohesion forces during
and after cooling. The formation of this structure is
essential for the resulting properties of the product.
Filters or cyclones separate the silica from the hydro-
chloric acid containing off-gas. Residual hydrochloric
acid adsorbed on the large surface of the silica can be
removed by a steam/air treatment in a fluidized bed
reactor. A simplified flow sheet of the flame hydrolysis
process is shown in Fig. 1. The size of primary particles
and aggregates can be influenced by the flame temper-
ature, the hydrogen to oxygen ratio, the SiCU loading,
and the residence time in the flame. Basic research on
the flame hydrolysis process itself and on factors influ-
encing the particle formation in flames were published
in Refs 15-17.

2.1.5.2 Physicochemical Properties of Fumed Oxides

The physicochemical data of fumed oxides are pub-
lished in a series of documents [18]. The surface area of
the fumed oxide is mainly determined by the size of
the primary particles. Surface areas range from 25 to
400m2g~'. In the case of fumed silica products with
specific surface areas less than 300 m2 g"1 the primary
particles are dense and have no inner surface. Products
with a specific surface area above 300 m2g"' show a
certain amount of microporosity instead of further
reduced primary particle size. The average particle
diameter in the 300 m2g"' product is 7nm. For com-
parison, a product with 50 m2 g"' has primary particles
with diameters of 40 nm. This relationship is shown in
Figs 2 and 3. TiO2 and ZrO2 have a lower specific
surface area when compared with SiO2 of the same
particle size because of their higher density. The struc-
tures of two Aerosil types with different particle sizes
are shown in the TEM diffraction photographs in Figs
4 and 5. In the TEM photograph of the product with
300 m2g~' it can be seen that a certain number of pri-
mary particles of 5-10 nm are aggregated in irregularly
shaped arrangements. The 50m2g~' product consists
mainly of isolated primary particles and only a very
small number of aggregates. When freshly produced,
Aerosil has a bulk density of about 15gL~'. Because
this is hard to handle, the product is compacted to 50-
lOOgL"1 depending on the application. Al2Oi (alu-
minum oxide C with 100 m2 g"1, Degussa) is available
with an apparent density of 80 gL"1.

References see page 100
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Hydrogen
HCI absorption

Oxygen (air)

Silicon (^~~\
*tetrachloridevj/a V V h

HCI N~

pyrogenic
silica

Figure 1. Flow sheet of a fumed slica plant: (a) vaporizer, (b) mixing chamber, (c) burner, (d) cooling section, (e) separation, (e) separa-
tion, (f) deacidification, (g) hopper, (h) compactor.

Specific surface area

400-

300-

200-
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primary particles/nm

Figure 2. Relationship between primary particle size and specific surface area.

Fumed silica is always found to be amorphous, and
therefore does not cause silicosis. The respective AI2O3
is crystalline and consists of the thermodynamically
metastable S form instead of the stable a form. It
can be transformed to the a-Al2O3 phase by heating
to 1200°C. This conversion is associated with a loss
of surface area and an increase of hardness and
abrasiveness. In the commercial TiC>2 obtained by
flame hydrolysis, the thermodynamically metastable
modification anatase is the main phase, with about
30% rutilc. The lattice transformation towards higher
amounts of rutile becomes notable at temperatures
above 700 °C. It is also associated with a decrease of

specific surface area. The preference of a high temper-
ature phase is also found in pyrogenic ZrC>2, that is
obtained in the metastable tetragonal modification in-
stead of the monoclinic room temperature phase. If the
freshly produced Z1O2 is treated with hot moist air at
about 800 °C, in order to reduce the amount of ad-
sorbed hydrochloric acid, a conversion towards higher
amounts of the monoclinic phase takes place [19].

Another point concerning the suitability of fumed
oxides for catalytic applications, that has to be taken
into consideration, is their surface chemistry. Siloxanc
(Si-O-Si) and silanol groups (Si-OH) occur at the
surface of the silica particles. The former arc hydro-
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Figure 3. Particle size distribution in fumed silicas with different specific surface areas: (a) 300 m2 g"1, (b) 200m2 g"1, (c) 90m2 g ' (d)
50m 2g- ' .

Figure 4. TEM photograph of a pyrogenic silica with an average
particle size of a 40 nm and a specific surface area of « 50 m2 g"'.

Figure 5. TEM photograph of a pyrogenic silica with an average
particle size of « 7 nm and a specific surface area s;3OOm2g"1.

phobic while the latter are hydrophilic and make the
pyrogenic silica wettable. The density of silanol groups
determined, for example, by reaction with lithium alu-
minum hydride, is between 2.0 and 2.5 Si-OHnirr2.
This is significantly lower than the values typically
found for precipitated silica. The silanol groups are
acidic, which corresponds to an isoelectric point at a
pH value of 2. Immediately after production, pyro-
genic silica shows mainly isolated silanol groups. In
the course of time, adsorbed water reacts with strained
siloxane groups and builds further silanol groups. By
heating the silica to 400 °C the reaction can be re-
versed. This can easily be followed by IR spectroscopy
[13]. Pyrogenic AUOj, has basic hydroxy groups at its

surface which correspond to an isoelectric point at a
pH value of 9. On complete removal of water, alumi-
num ions are located at the surface which are coordi-
nated by only five oxygen atoms and therefore repre-
sent Lewis acid centers. They can add pyridine or again
form hydroxy groups through the adsorption of water.
The hydroxy groups at the surface of titania are basic
or acidic, depending on the surrounding. An isoelectric
point at a pH value of 6.5 has been reported [20]. The
acidic sites accumulate ammonia and can be esterified
with diazomethane. The basic sites can be detected
by exchange reactions with certain anions [21]. ZrC>2
has acidic and basic sites at its surface as well, but
is more basic than TiOi. This corresponds to an iso-

References see page 100
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electric point at pH 8.2. Compared with the pure ox-
ides, Al2O3-SiO2 mixed oxides are strong solid acids.
Even stronger acids or superacids are sulphated TiC>2
or ZrO2 (see Section A.3.2.3). Due to the above out-
lined manufacturing process that differs significantly
from precipitation or sol-gel processes, the oxides so
produced have very special properties, the most im-
portant of which have been discussed in this section.
The outstanding properties that make pyrogenic oxides
so interesting for catalysis are:

• high chemical purity;
• well defined, spherical primary particles;
• practically no internal surface;
• very low drying and ignition loss.

2.1.5.3 Preparation of Formed Supports

Formed supports are much more convenient for com-
mercial-scale processes than powders, especially par-
ticles with diameters within the millimeter range are
preferred. Unfortunately, fumed oxides are not easy to
shape because of their extreme fineness. Several routes
to prepare formed supports from pyrogenic powders
have been developed. A very simple approach is the use
of silica sol and alcohols as binders. SiC>2, AI2O3 and
TiO2 have been treated in this way. The pyrogenic ox-
ide is mixed with water, silica sol and glycerol, ex-
truded, dried and calcined at 550 °C. The resulting
support has not lost much of its original surface area
and has a pore volume of 60% which, in the case of
silica, corresponds to 0.3 cm3 g"1 [22]. The high amount
of silica introduced by the use of the silica sol can be
a drawback in oxide systems other than silica. This
can be avoided by using small amounts of decom-
posable organic or inorganic acids instead of silica sol
as binding agents and small amounts of graphite as a
formulation aid. The graphite and the acid can be
removed by firing the support. The purity of the sup-
port is therefore only determined by the used pyrogenic
oxide itself. For example, from pyrogenic TiC>2 with
a specific surface area of 48m2g"', supports with
44m2g"' and 0.3 cm3 g"1 pore volume were produced
[23]. If higher pore volumes and crushing strengths are
required, the following process can be applied to the
above-mentioned pure oxides as well as mixed oxides.

The oxides are mixed with kaolin, graphite, urea and
additional water, until a well homogenized paste is ob-
tained. The paste is dried at 100 °C, optionally ground,
and then formed by tabletting or extruding. The pro-
duced pellets or extrudates are then calcined at 800-
900 °C [24]. When fumed silica with 200 m2 g"1 is used,
the resulting supports have a pore volume of 1.2 cm3 g"1

and a specific surface area of 195 m2 g"1. If the support
itself is used as a catalytically active component as in
the case of TiC>2, the described route is not favorable,

Table 2. Typical physicochemical data of a TiC>2 support.

BET surface area (raw oxide)
Composition

Diameter
BET surface area
Pore volume
Pore distribution

Hardness

55 m2 g"1

99.5% TiO2 (75% anatase,
25% rutile)

4mm
48 m2 g-1

0.34 cm3 g-1

no pores below 2 nm, 90%
between 2 and 30 nm

44N

because the binder remains on the support and affects
the catalytic activity. For TiC>2 it is therefore proposed
to use cellulose derivatives (e.g. tylose) as binders and
lactic acid as a plasticizer instead of kaolin and graph-
ite. The amount of additives has to be carefully con-
trolled; best results were achieved with 0.3% lactic acid
and 1% tylose. Furthermore, a certain amount of water
and a well adjusted pH are necessary [25]. Typical
properties of so produced supports are listed in Table
2. Some large-scale processes use fixed-bed reactors
several cubic meters in volume. In these applications a
very high breaking strength is an important require-
ment for the used supports. Fumed silica pellets with
the required increased breaking strength can be pro-
duced by using magnesium or aluminum stearate in
addition to urea and methyl cellulose. Small amounts
of stearate are sufficient for optimal results, therefore
again a high purity of the supports is obtained [26]. The
physicochemical data of support types made from
fumed silica with different surface areas are listed in
Table 3. Depending on the surface area and primary
particle size of the fumed oxide used, it is possible to
manufacture tablets with corresponding pore size dis-
tributions, as shown for various fumed silicas in Fig. 6.
Oxides with high surface areas result in supports with
small pore sizes and vice versa.

In general, it can be said that supports on the basis
of fumed oxides are in many respects superior to those
prepared from other oxides: the high chemical purity is
a result of the flame hydrolysis process, in which vola-
tile raw materials purified by rectification are used.
Together with the unique particle structure, the high
purity leads also to a well defined surface chemistry.
The good mechanical properties and the high resistance
against sintering have been described [25].

A different approach to make fumed oxides more
useful as supports for active compounds is spray gran-
ulation. In this process a suspension of fumed oxide in
water is fed to a spray drying device. The oxide content
of the suspension controls, among other parameters,
the size of the resulting particles. A grain size distribu-
tion in the submillimcter range is obtainable with this
method. The pore size and the pore size distribution
can be adjusted by selecting oxides with different par-
ticle size distribution and specific surface area, respec-
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Property
BET surface area of raw oxide (m2 g,2 „-!

50 130 200 300

Composition (% S1O2)
Diameter (mm)
BET surface area (m2 g"1)
Pore volume (cm3 g"1)
Pore distribution (nm)

Hardness (N)

>99
5
45
0.6
no pores < 8,
90% 10-40
125

>99
6
110
0.8
no pores < 7,
90% 10-40
60

>99
6
160
0.75
no pores < 6,
90% 10-30
60

>99
6
230
0.8
no pores < 4,
90% 7-25
80

log (differential intrusion/cm3-g

10
pore diameter/nm

Figure 6. Influence of the surface area of fumed silica on the
final pore size distribution after the forming process- (a) 380 m2 g""1,
(b) 300m V , (c) 200m 2 g"\ (d) 90m2g"1 .

tively. Spray granulated supports are mainly needed for
catalytic processes using fluidized bed reactors [27].

2.1.5.4 Applications

Because of the unique physicochemical properties of
fumed oxides they are attractive for catalytic inves-
tigations from several points of view. Pure fumed oxide
powders have served as model substances in basic cat-
alysis research. For a review with about a hundred
references see Rcf. 28. Pyrogenic AI2O3 has been the
subject of an entire series of studies. It serves as a sup-
port for catalytically active metals; among the inves-
tigated reactions are hydrogenations and polymeriza-
tions. The activity of the unloaded oxide has also been
tested. The special surface characteristics of pyrogenic
Si(>2 are also of interest to numerous research groups.
Emphasis has been laid on Ni/SiC>2, Ag/SiC>2 and
Pt/SiOi with many examples for applications. The ox-
ide as such was also studied, especially with regard to
adsorption problems. Interest in titanium oxide has
been expanding during recent years, however, it has
not yet found many commercial applications in catal-

ysis. A very promising research field is photocatalysis
[29, 30]. TiO2 has been shown to be able to oxidize
various organic compounds, when irradiated with sun-
light or UV radiation [31, 32]. The activity of pyro-
genic TiC>2 is found to be much higher than pigment
grade TiC>2. The high photocatalytic activity is used
in some environmental processes, for example in the
cleaning of waste water from various hazardous chem-
icals. Other studies on T1O2 and especially pyrogenic
TiC>2 report the usefulness in the synthesis of phenol
from benzene, nitrate from nitrite, or aldehydes from
alcohols [33, 34]. The photoconducting effect of TiC>2
has been studied in detail in conjunction with the pho-
tolysis of water [35-37]. The reaction takes place in
a dispersion or colloidal solution of TiC>2, to which
colloidal ruthenium and colloidal platinum oxide are
added. The current generated by UV light in the TiO2

is conducted to a platinum layer in which water is split
into hydrogen and hydroxy ions. The hydroxy ions are
decomposed into oxygen and water at the ruthenium
oxide sites. Another catalytic reaction of potential
industrial and academic interest is the methanation of
carbon dioxide. Ru/RuOx supported on T1O2 catalyzes
this reaction even at room temperature and ambient
pressure [38]. In several patents, catalysts for the
Fischer-Tropsch process using various metals on Ti(>2
are described [39]. Furthermore, the use of TiCh in the
ammoxidation of aromatics has been reported [40].

For commercial processes, formed supports are more
useful. Compared with other supports, fumed oxide
supports showed new catalytic effects [41]. Some in-
tensively investigated applications for these supports
are abstracted in the following. SiC>2 pellets have been
successfully introduced in a new generation of precious
metal supports in vinylacetate monomer production
[42]. This resulted in better selcctivities and an up to
50% higher space-time yield compared with supports
based on natural alumo-silicates. In alkene hydration
fumed silica pellets serve as a support for phosphoric
acid. In this case, an increased catalyst lifetime and a
higher space-time yield were observed [43]. Pyrogenic
TiC>2 powder can be used as a starting material for
the manufacture of monolithic catalysts [44] for the
selective reduction of NOV with ammonia.

References see page 100
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2.1.6 Solid-State Reactions

P G MENON AND B DELMON

2.1.6.1 Why Solid-State Reactions?

The methods most commonly used for preparing cata-
lysts are precipitation (Section A 2 1 3) and impregna-
tion (Section A 2 2 1 1) In both of them, the catalyti
cally active material is transferred from a liquid phase,
usually an aqueous solution, to a solid By contrast,
other catalysts are obtained from solid precursors Solid
state reactions, namely solid-to-sohd reactions in which
both the starting material (the catalyst precursor) and
the catalyst are solids, offer convenient methods to pre-
pare several industrial catalysts, especially those con
taming two or more metallic elements or their oxides
The reason of the conspicuous efficiency of these meth-
ods to prepare phases containing two or several metallic
elements is due to special features of solid-state re-
actions, compared to hquid-to-sohd or gas-to-solid
reactions This section briefly outlines these peculiari-
ties and presents the most frequent types of solid-state
processes used in preparing catalysts
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Copper chromite

Zinc chromite
Copper/zinc chromite
Iron molybdate
Iron oxide/polabMum oxide
Bismuth molybdate + promoter oxides

Zinc ferrite
Vanadia-molybdena
Chromia alumina
Mixed oxides
Barium hexaaluminate

CuCr2O4, CuO

ZnCr2O4, ZnO
CuxZni_^Cr2O4, CuO
Fe(MoO4)3, MoO3
KFeO2 , K3Fe22O34
mixed molybdates

ZnFe2O4

V2O5-MoO3 solid solution
CrxAI2 ^O3

perovskite type
BaAli2Oi9

CO conversion (low temp.), oxidations, hydrogenation,
hydrogenation-hydrogenolysis

methanol synthesis (high pressure)
methanol synthesis (low pressure)
methanol to formaldehyde
ethylbenzene to styrene
propene to acrolein
propene to acrylonitrile
oxidative dehydrogenation
Benzene/butene to maleic anhydride
Dehydrogenation of light alkanes
catalytic combustion
catalytic combustion (support)

The necessity to have more than one component in
a catalyst arises from many needs: those linked to the
polyfunctionality often required for the different steps
in a reaction, the need to enhance the rate of some
reaction steps, inhibition of unwanted side reactions,
provision of adequate thermal stability, to take advan-
tage of observed synergetic effects. From a funda-
mental point of view, the presence of several metal
elements in a common structure permits the adjustment
of the local electronic properties, imposes well defined
coordinations, limits the extent of oxidation-reduction
phenomena, and may stabilize the whole catalyst by
retarding sintering. Mixed oxide catalysts are used as
such, or as precursors of active catalysts, for a whole
range of important industrial processes, a representa-
tive selection of which is given in Table 1.

Preparation of atomically homogeneous multicom-
ponent catalysts by conventional methods, however, is
often difficult due to three main reasons:

(i) deposition of active precursors either as a pre-
cipitate or onto a support often gives separate
moieties, instead of a single phase of uniform
chemical composition;

(ii) segregation of the active components can occur dur-
ing the thermal treatment of the catalyst precursor;

(iii) the support can selectively interact with one of
the active components at one or the other stage
of the formation of the mixed oxide.

A good example of the latter case is the reaction of iron
with silica in silica-supported iron molybdate, a fact
which made impossible the use of silica as a support in
the case of catalysts used for the oxidation of methanol
to formaldehyde. Some of the methods to overcome
these difficulties in catalyst preparation are the subject
of this section.

This section deals with a small group of solid-to-
solid reactions which arc relevant to the preparation of
certain mixed-oxide catalysts.

In principle, liquids are ideal precursors when atom-
ically homogeneous mixtures are desired. The reason is
that the ordinary liquid state has no long-range struc-
ture, and hence permits a statistical repartition of its
contents at a molecular scale. However, segregation
almost invariably occurs when liquids are reacted to
give solids (e.g. by precipitation, when one element
usually precipitates before the other component or
components). In the use of solid-state reactions, the
guiding principle is that, unlike in a liquid, the diffusion
of atoms or ions in a solid is very difficult and it
is practically frozen at relatively low temperatures.
Whenever a solid of complex composition cannot be
obtained by a direct reaction, an indirect method can
be tried. This is possible if a solid can be obtained of
a composition which differs from the desired solid
(e.g. a hydroxide, salts of organic acids, etc.), but
which contains the metallic elements in the pro-
portion required by the catalyst. The key reaction is
then the solid-state transformation of this hydroxide
or salt to the desired oxide. Keeping the material
in the solid state throughout the transformation per-
mits powerful control (Fig. 1) which prevents all un-
wanted atomic restructuring in the bulk during catalyst
preparation. In practice, two goals can be achieved
here:

(i) As mentioned above, when specific compositions
can be prepared with homogeneity at the molecular
level, but in a thermally unstable state (as salts,
hydroxides, complexes, or vitreous compounds),
these can be decomposed into the ultimately de-
sired mixed-oxide catalyst;

(ii) Solid-state chemistry offers an additional advan-
tage in that specific structures and even textures
(as for the layers of phyllosilicatc in pillared clays
(Section A.2.3.6), can be preserved intact through-
out these solid-state transformations.

References see page 117
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Mixing on molecular level,
to form liquid or gas phase
(simple mixing or reaction
occurs)

Intermediate
steps in solid
stale
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diffusion, hence
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or wet phase
Free diffusion
and segregation
arc possible

KA. p retort AB

B-nch region

A-nch region

Product mixing is still
on molecular level.
No phase separation

Product with different phases

Figure 1. Schematic representation of the vital role of solid-state
reactions in preparing single-phase catalysts.

Even more important, for the catalysts considered
here, control of the transformation conditions of the
precursor to the final catalyst allows, to a certain ex-
tent, the preparation of highly dispersed oxides with
well defined porosity. This is the main theme of this
section The preparative methods described here are
typical cases, selected to highlight how goals (i) and (ii)
are achieved in practice in various procedures.

A Some General Concepts and Parameters in
Solid-State Reactions

When multicomponent solid systems are used to
prepare a catalyst, homogenization of the precursors
(mixing at the molecular level) is extremely important
The activity of the finished catalyst should not differ in
the different parts of a catalyst charge, or from batch
to batch of it. Two fundamental aspects of solid-state
reactions involved in the preparation of catalysts are
nuclcation and the growth from solution of the nuclei
or elementary particles into distinct solid phases in the

surrounding liquid medium. Both of these are involved
in the preparation of many catalysts and supports as
well as in the deposition or dispersion of an active cat-
alyst component on the support surface. The problem
is that nucleation is, by essence, a process which favors
segregation, thus it goes against the goal of preserving
homogeneity at a molecular or atomic scale Super-
saturation of the medium essentially controls both nu-
cleation and growth processes, thus determining ulti-
mately the size, structure, and phases of elementary
catalyst particles. The only important fact to remember
is that the relative contribution of surface energy in the
whole energy context is considerable in small par-
ticles of any phase in contact with vacuum or any other
phase (gas, liquid, solid) in comparison to that of
large particles or flat surfaces (this is expressed by the
Gibbs-Thomson law) Nevertheless, nucleation can
take place because of statistical fluctuations, whose
efficiency in triggering nucleation increases dramati-
cally in a narrow range of supersaturation. The kinetics
of nucleation are extremely important when the syn-
thesis of highly dispersed materials is considered. A
detailed discussion of these aspects and the relevant
literature are given in the reviews by Marcilly [1] and
Marcilly and Franck [2] The importance of nucleation
and growth phenomena in solid-state reactions in cat-
alyst preparation will be discussed briefly in the next
section. Their vital role and the different ways to con-
trol them during the preparation of supported catalysts
is discussed in Sections A.2.2.1.5 and A.2.2 1 6. Gen-
eral surveys of solid-state reactions involved in catalyst
preparation or production can be seen in Courty et al.
[3], Courty and Marcilly [4,5], and Delmon and de
Keyser [6] Several aspects of this subject are also cov-
ered and updated in the International Symposia on
Scientific Bases for the Preparation of Heterogeneous
Catalysts, held in 1975, 1978, and then every 4 years at
Louvain-la-Neuve, Belgium [7-12].

The thermodynamics of formation and transfor-
mation of a solid phase into another are characterized
by two aspects, both of them explaining the difficulty to
produce solids of homogeneous composition. The more
important of these is nucleation The other is the ten-
dency of certain components of the solid to diffuse to,
or away from, surfaces. These aspects, however, cannot
be considered in isolation. Chemical reactions involve
the breaking of bonds and formation of new ones. This
involves kinetically limited processes. In many cases,
diffusion brings about additional kinetic limitations.
The final result is the combination of the effects of all
these processes.

Nuclcation in solid-state reactions essentially obeys
laws similar to those ruling the formation of solids from
liquid or gases. The only difference is the enhanced role
of diffusion limitations. The simpler case of nucleation
from liquids will be sufficient for explaining the prob-
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Figure 2. Schematic representation of the precipitation con-
ditions for a given compound.
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Figure 3. Schematic representation of precipitation from a solu-
tion containing the compounds A, B, and C.

lems encountered in the formation of homogeneous
solids in all cases.

Figure 2 is a kind of phase diagram with two in-
tensive parameters: here they are the temperature T
and any parameter (indicated as solub. param.) on
which the solubility or dissociation constant depends.
For example this could be the pH or the concentra-
tion of a reactant or a precipitating agent. It is also
possible to use as coordinates two of these solub.
param. parameters, holding the temperature constant.
This diagram indicates the limits of concentration of a
given compound or of a third component (or temper-
ature) for which either a liquid solution or a solution
containing a precipitated solid is observed. The line
label equilibrium corresponds to the exact equilibrium
curve separating the monophasic domain (upper left)
from the biphasic domain (lower right). The special
kinetics of nucleation ensure that, as explained above,
the new phase is not formed for a small supersaturation
unless a patch of surface of that phase is already
formed; in that case, deposition can take place. In the
absence of any solid surface, precipitation will only
occur in supersaturation conditions represented by the
curve "homogeneous precipitation". In truth this is not
a curve, but a band, as actual deposition will depend
on the rate at which the solub. param. changes. The
upper left hand border of this band corresponds to so-
called critical nucleation conditions, namely those be-
low which no nucleation occurs. The dotted curve rep-
resents the conditions where precipitation can occur
when a foreign surface is present, i.e. heterogeneous
precipitation. The fact that this curve lies at an inter-
mediary position is explained by the fact that the sur-
face energy necessary for forming the precipitate is
diminished in comparison to homogeneous precip-
itation, but not zero as in the presence of a flat surface
of the precipitating compound, i.e. at equilibrium.

Let us now consider a solution containing more
than one compound. There will be as many curves of
equilibrium, heterogeneous precipitation, and homoge-
neous precipitation as there are compounds. Figure 3
represents homogeneous precipitation for components
A, B and C - a similar figure would represent the sit-
uation for the other curves of Fig. 2. The consequence
is that the various compounds in a solution precipitate
sequentially, namely bring about a segregation and
create a solid of heterogeneous composition when the
solub. param. changes (e.g. with time, in the direction
of the arrow in Fig. 3). This can be very easily seen in
coprecipitated silica-alumina, where pure silica is very
frequently observed and considerable fluctuations of
the Si:Al ratio by factors of 2 to oo are measured over a
distance of several tens of nanometers for the best, and
several micrometers for most samples [13,14]. Such
measurements can be made by analytical microscopy,
for example (Fig. 4). This shows that most available
silica-aluminas are by no means homogeneous at the
atomic scale.

It is possible to increase the homogeneity by taking
advantage of the difference in the form of the kinetic
laws corresponding to nucleation, on the one hand, and
growth of precipitated crystallites, on the other hand.
The basis for such attempts is represented schemati-
cally in Fig. 5 [15], corresponding to one given com-
pound. On the right of the figure, the rate of nucleation
will be very high in comparison to growth, and very
tiny particles will be obtained. The situation repre-
sented on the left corresponds to large particles and
even, below the critical limit for nucleation, to Ostwald
ripening. At very high supersaturations of all com-
pounds present in a solution, finely interdispcrsed
particles will be formed. But this will not produce
atomically homogeneous solids. Extremely rapid mix-

References see page 117
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Figure 4. Inhomogeneity of silica-aluminas prepared by various
methods. A series of 17 commercial samples of silica-aluminas
from seven different producers was submitted to microanalysis.
All of them showed considerable fluctuations of composition at
the scale of several tens of nanometers to several micrometers.
These samples were prepared by coprecipitation or by the sol-gel
method. It is not known whether some of these samples were
prepared from alkoxides. Smaller but significant fluctuations at
the micrometer scale were also observed for two laboratory sam-
ples prepared from alkoxides. The samples were dispersed in
water with an ultrasonic vibrator. A drop of the resulting suspen-
sion was deposited on a thin carbon film supported on a standard
copper grid. After drying, the samples were observed and anal-
yzed by transmission electron microscopy (TEM) on a JEOL-JEM
I00C TEMSCAN equiped with a KEVEX energy dispersive spec-
trometer for electron probe microanalysis (EPM A). The accelerat-
ing potential used was 100 kV.

First observed was the general aspect of the sample, looking at
the whole grid. Then, different points were analyzed (2-3) of
various particles (from 10 to 25). The diameter of the static spot
was 0.2 ftm. The duration of each microanalysis (accumulation)
varied between 60 and 240 s [13].

solub param —»•

(or — - Tl

Figure 5. Qualitative comparison of the dependency of the rates
of nucleation and growth of precipitate particle as a function of
the solubility parameter (increasing from left to right) or T (op-
posite direction).

ing can produce such finely interdispersed phases.
Rapid cooling is generally unsuccessful, because dif-
fusion in the liquid phase will considerably perturb the
processes leading to nucleation.

When such strategies are used to produce approx-
imately homogeneous solids, the other phenomenon
mentioned above can occur, namely heterogeneous
precipitation of one compound on the surface of the
already formed precipitate of another phase. This is
shown in Fig. 3, for the precipitation of compound
B after A has already precipitated. This has given
rise to severe misinterpretations of physico-chemical
characterization of precipitated solids, especially when
surface-sensitive techniques such as X-ray photoelec-
tron spectroscopy (XPS) were used.

As indicated above, elementary thermodynamic con-
siderations show that the creation of a surface is ac-
companied by a positive free-energy change. This leads
to another phenomenon, one which takes place inside
an already formed mixed oxide. In order to minimize
the positive free-energy change, the solid component
with the lowest free energy tends to migrate from the
bulk to the surface [16,17]. Since the migration of a
constituent of a solid from its interior to its surface
usually involves an activation energy barrier to be
overcome, such a process necessarily requires a higher
temperature. As a rule of thumb, the Tammann tem-
perature (ca. half the melting temperature) is generally
believed to be sufficient to make the atoms or ions in
the bulk sufficiently mobile for bulk-to-surface migra-
tions, while the Hiittig temperature (ca. one-third the
melting temperature) is enough to make the species,
which are already on the surface, sufficiently mobile to
undergo agglomeration or sintering. Since working
temperatures in catalytic processes often exceed the
Hiittig temperatures of metals or oxides used as cata-
lysts, one objective of catalyst preparation is to anchor
the active species on to the catalyst/support and thus
retard/prevent their free motion or migration under the
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process conditions. This is why homogeneous com-
pound oxides may be useful for stabilizing the coordi-
nation of an oxide element and maintaining dispersion.

B Section Objective
The previous part of this section makes clear that, un-
less a method is found to directly prepare a catalytic
phase (usually an oxide) containing all the wanted
metallic elements, and in the required proportions,
some more indirect method should be selected. In gen-
eral, however, direct preparation from the gas or liquid
phase will be impossible for the reasons given above. It
becomes necessary to resort to a two-step or multiple-
step approach using at least one solid precursor.

Several cases need to be distinguished when an
atomically homogeneous multielement catalyst is re-
quired:

(i) Direct preparation by various sorts of reactions
(e.g. precipitation). There are very few examples.
In practice, this is only possible if an anion, e.g. a
molybdate, reacts with a cation to produce the
precipitate. The stoichiometry is dictated by the
chemistry of the reaction and has little flexiblity.

(ii) A two-step process, through preparation of an-
other type of homogeneous solid of exactly the
same composition (e.g. carbonate, hydroxide,
oxalate or other precursors, for making finally, in
a second step, an oxide) and solid-state reaction
of this precursor.

(iii) Preparation of a solid approximately homo-
geneous followed by solid-state transformation,
hoping that a higher homogeneity will be achieved
during this second step.

The first category is the subject of Section A.2.1.4.
Here, attention is given to the two other categories.
Category (ii) corresponds to two different cases, those
where the precursor is crystalline, and those where it
is amorphous. However, the following discussion is
organised according to the technique used, without
distinguishing between (ii) and (iii) or whether it is
crystalline or not. In each case comments are made on
the potential of the technique to produce atomically
homogenous solid precursors.

The details concerning the transformation of the
precursors to the final catalysts are mentioned in each
case. However, a general comment has to be made here
which is that the strategy consisting of starting from a
homogeneous solid precursor and transforming it to
the desired catalyst is only successful if diffusions in the
solid state potentially leading to segregation are made
difficult. This requires that only precursors decompos-
ing to the final solid at low temperature, below the
Tammann temperatures, be used. On the other hand,
for reasons which cannot be presented here in detail, it

is advantageous that the solid precursor decomposes
with production of large quantities of gases. A coupling
between the solid-state transformation and the for-
mation of pores is necessary and the formation of pores
is obviously promoted by the evolution of gases. Cou-
pling effects in catalyst preparation are discussed in
several articles [18,19].

In practice, hydroxides, carbonates, hydroxycar-
bonates, nitrates, and salts of organic acids (oxalates,
formates, citrates, etc.) satisfy both requirements. But
there are potentially many other possible compounds;
some examples are given.

2.1.6.2 Description of Preparative Methods

In very rare cases catalysts can be prepared by dry
methods, namely reactions in the solid state. However,
the most commonly used methods for preparation of
mixed oxide catalysts start from a liquid (Fig. 6). Since
complete mixing at the molecular level is possible in
solution, a solution of all the concerned salts is often
taken as the common starting material. One can essen-
tially distinguish two steps in the procedure: the prep-
aration of a homogeneous solid precursor and the
careful decomposition of this precursor to the oxide.
For the first step, it is crucial to avoid the segregation
of the oxide species into separate solid phases. This is
usually achieved by:

(i) physical methods such as evaporation to dryness,
drying by vaporization, freeze drying, and crystal-
lization - for the reasons explained above, the
operation should be extremely rapid;

(ii) a physico-chemical method like some gelation
methods;

(iii) chemical methods such as precipitation, copreci-
pitation, oil-drop, oil-up, and complexation. Oil-
drop and oil-up involve processes pertaining to
categories (ii) and (iii) above.

A Dry Methods
One common method to prepare mixed-oxide catalysts
is to grind or ball-mill them together, either dry or in
a wet slurry; this is followed by calcination to tem-
peratures of 900-1300 K. The operation may be re-
preated several times. Catalysts for the styrene process
are generally prepared in this way from K.OH and
oxides of Fe and Cr and other (proprietary) promoter
components. The solid-solid reaction during calcina-
tion can be accelerated by priming or catalyzing by a
little of the product premixed with the reactant oxides.
Ammonia synthesis catalysts which arc prepared by
mixing the components in the molten state docs not per-
tain to this section, strictly speaking. A fluid energy mill,
operated with steam injection at 670-970 K. and 5-

References see page 117
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Figure 6. General scheme of vanous methods for the preparation of unsupported catalysts (from Ref 6)

15 bar steam pressure, is applied in some cases Some
other techniques, used only rarely, are dry chemical
oxidation of alloys, and electrolytic deposition

The calcination step can sometimes have a more
subtle importance than is generally realized For in-
stance, at a calcination temperature of 870 K, a pro-
moter such as Li can be mixed to modify a catalyst
such as TiO2, whereas at 1200-1300 K it can be in-
corporated into the lattice structure of T1O2 For the
former, optimum performance in the oxidative cou-
pling of methane (OCM) is shown at 17wt% Li2O
loading and its catalytic activity for OCM dropped by
a factor of five after 2 days on stream [20, 21] For the
catalyst calcined at 1200-1300 K, the optimal Li2O
loading was only l-2wt%, it is active for OCM at
higher temperatures and its stability over several days
was much better [22]

In general, the methods described in this subsection
give solids with a low surface area

B Wet Methods

a Coprecipitation
The most common method for mixed-oxide catalyst
preparation is crystallization or precipitation or copre-
cipitation in solution of a precursor form (hydroxide,

oxide, insoluble salt) of the catalyst Other specific
steps, for example either addition of an extra compo-
nent or its removal by partial extraction, may some-
times be necessary to adjust the final catalyst composi-
tion and ensure homogeneity

One of the most studied cases, and also the most
successful, was that of hydroxycarbonate for preparing
catalysts containing copper and zinc or chromium with
additional elements (e g Co or Al) The reason for
these studies was the practical importance of catalysts
used for making synthesis gas and methanol Table 2
[5], which gives the composition of various precursors
with their structure, suggests the mixed oxides which
could be formed by decomposition Additional data
can be found elsewhere [5, 23-26]

As discussed earlier, precipitation (or simple crystal-
lization) involves two main steps, nucleation and
growth At the nucleation stage, the first minute crys-
tals of the solid phase are formed, these have a high
specific surface area and high surface energy, and hence
are unstable Below a certain critical nuclei size, the
free energy of formation of the solid phase is less
than its surface energy and the new phase is thermo-
dynamically unstable Above this critical size, the
solid particles can grow According to the conditions,
this growth step is mainly controlled by interface or
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Table 2. Hydroxycarbonate precursors for Cu/Zn/Cr catalysts.

Phase Formula

Hydrotalcite-type phase

Malachite-type phase
(rosasite)

Copper-zinc hydroxycar-
bonate (aurichalcite)

£ 2 ( ) , 6 3 -4H2O
M2+ = Cu2+, Co2+ , Zn2+,
M 3 + =A1 3 + , C r ' + . F e ^

Cu2^Zn2+(OH)2CO3

diffusion phenomena. The first case generally corre-
sponds to the formation of complicated solid struc-
tures. The second is more common in the precipitation
processes used in catalyst preparation. An overview is
given in references given previously [1, 2, 15]. An ex-
cellent detailed treatment of nucleation and growth
phenomena can be cited [27]. Only more general state-
ments or rules of thumb can be given here.

For nucleation:

(i) the higher the supersaturation, the higher will be
the nucleation rate;

(ii) any interface may play the role of a heteroge-
neous nucleus by lowering the surface free-energy
of the new phase, and thus increase the rate of
nucleation;

(iii) in general, higher temperatures lower the nuclea-
tion rate by increasing the critical size of the nuclei
- the upper left boundary of the homogeneous
nucleation band reflects this trend.

All this has been represented schematically in Fig. 2.
For growth:

(i) the higher the supersaturation the higher will be the
growth rate, but it is rapidly limited by diffusion
processes;

(ii) since an increase of temperature enhances the dif-
fusion rates, the higher the temperature, the higher
will be the growth rate of the new phase.

Combining the above guidelines, and considering Fig.
5, some general rules for obtaining a fine precipitate
can be formulated:

(i) A vigorous stirring of the solution while adding
the precipitant is beneficial in two ways: first, each
elementary volume of solution reaches rapidly the
highest degree of supersaturation; second, it comes
into contact several times with the agitator and the
walls of the vessel, thereby promoting heteroge-
neous nucleation also.

(ii) A rapid addition of the precipitating agent ensures
a rapid reaching of the highest degree of super-
saturation in the whole volume of the solution,

hence a maximum nucleation rate is obtained. For
the same reason, the best precipitating agent is the
one giving the precipitate with the lowest solubility
product.

(iii) Although the situation may be very different from
case to case, precipitation is often advantageously
made at the lowest practical temperature, as this
often favors nucleation over growth.

In the coprecipitation process, the multi-element prod-
uct can be of 3 types:

(i) Metals combined in an insoluble single compound,
for instance BaTiC>3, can be obtained by precipita-
tion of a hydrated oxalate and subsequent thermal
decomposition of this oxalate (BaTiO(C2O4)2 •
4H2O). Other instances are precipitations as chro-
mates, molybdates, and tungstates.

(ii) Some metals precipitate into a single-phase solid
solution or a single-phase mixed structure, e.g.
precipitation by sodium carbonate of aluminates
or hydroxyprecursors of aluminates of Cu, Fe, Ni,
Zn, and Mg. Divalent metal oxalates can also be
precipitated in this way [28].

(iii) Some metals precipitate more or less simultane-
ously, but in separate phases, e.g. metal hydroxides
precipitated by NaOH, KOH, and NH4OH. Nor-
mally, NH4OH is preferable for precipitation, es-
pecially when washing off all alkali from the
catalyst is a prerequisite for the preparation of
the final catalyst. An exception to this is when
NH4OH can form ammino complexes as with
transition metals (Ni, Co, Cu, Zn).

Tables 3 to 7 constitute partial lists of mixed salts
which have been claimed to be obtained by coprecipi-
tation: dashes join the symbols of elements which can
be associated.

b Spray Drying, Spray Calcination
Spray drying is a versatile method which can produce
mixtures of phases with a high degree of interdispersion
and a relatively high degree of homogeneity, although
there is, in principle, no atomic level homogeneity. This
is essentially an improved evaporation method.

Very often, slow evaporation of a homogeneous sol-
ution of two precursor salts, e.g. MgSO4 and Al2(SO4)3,
leads to segregations of the two salts in the solid
phase. To prevent this, it is advantageous to eliminate
rapidly the solvent, either by spray drying or hot pe-
troleum drying. Spray drying can also be used with the
active phase, for removing water. In certain cases, the
temperature in the equipment can be raised enough to
permit the reaction between the salts to produce an
oxide combining two metallic elements. This has been
done from solutions of MgSO4 and Al2(SO4)3 to make

References see page 117



Table 3.

Valency

Precursors associating

Hydroxides

elements of identical valency

Carbonates

inorganic compounds (adapted

Nitrates

from Ref

Simple

6)

Sulphates

Schoenites Alums

I

II

III

IV

V

VI

Mg-Mn-Fe-Co-Ni,
Zn-Cd-Sn

Cr-Fe, Al-Cr-Fe-Tl-
Re

Ti-Zr-Sn-Ce-Ta-Th

Nb-Ta

Mo-W

Li-Na, Li-K, Na-K,
K-Ag

Mg-Mn, Mn-Co, Mn-
Zn, Mg-Fe-Ni-Zn-
Cd, Sn-Pb

rare earth

Na-Ag, K-Ag, Ag-Rb
Ag-Tl

Al-Fe, Al-Cr, Cr-Fe

Li-Na, Li-K

Mg-Mn-Fe-Co-Ni-
Cu-Zn-Cd

rare earth metals, Ce-Th

Zr-Ce-Th

Mg-Mn-Fe-Co-Ni-Cu

Al-Ti-V-Cr-Mn, Fe-
Co-Ga

Table 4. Precursors associating elements of identical valency organic compounds (adapted from Ref 6)

Valency

I

II

III

IV

VI

Formates

Li-Na-K

Cu-Sr, Cu-Ba,
Zn-Ba, Cd-
Ba, Mg-Mn-
Fe-Co-Ni-
Zn-Cd

Al-V-Cr-rare
earths

Acetates

Li-Na-K, Cu-
Ag

Cu-Ca, Be-Mg,
Ca-Ba, Mn-
Ni, Zn-Cd-
Hg, Sn-Pb-Bi

Al-Cr-Fe-Co-
rare earths

Sn-Pb

Oxalates

Mg-Ni

rare earths

Th-U

Oxalato
complexes

Al-V-Cr, Al-
Cr-Fe, Ti-
Mn-Co-Ga

Mo-W

Malonates

Co-Ba, Mg-Co,
Zn-Ba

Cr-Fe-Rh rare
earths

Succinates

Li-Na-Ag,
Na-K

Cu-Zn-Sr-Ba-
Cd-Pb, Mn-
Ni

rare earths

Maleates

K-Ag

Ca-Sr-Ba, Ni-
Cu, Zn-Cd

rare earths

Tart rates

Na-Rb, Li-K-
Rb-Cs, Na-K

Cu-Ba, Ca-Sr

rare earths

Mo-W

Citrates

Li-Na, Li-K,
Na-K

Ca-Cu, Co-Ni,
Sr-Ba, Sr-Pb,
etc

rare earths,
As-Sb



Table 5. Precursors associating elements of different valencies: inorganic precursors (adapted from Ref. 6).

Valency H III IV VI

I

II

i
III

IV

carbonates
Co-Na, Co-K, Ni-Na,
Ni-K

nitrates
Zn-alkali metals

sulphates (schoenites)
Mg-Na

carbonates
Al-K, Ce-Na

nitrates
rare earth-alkali metals

sulphates (alums)
Me1"-alkali metals

hydroxides
Al-Ni

nitrates
rare earth-Mg, Bi-Mg

sulphates
Cr-Mg, Cr-Mn, Cr-Fe,
Cr-Zn

carbonates
Ce-alkali metals

nitrates
Ce-alkali metals

sulphates
U-alkali metals

nitrates
Ce-Mg, Ce-Zn

hydroxides
Zr-Nd

alkali metals vanadates

Cu vanadate

Cr vanadate

uranyl vanadate

alkali metal chromates, Ag
chromate, alkali metal
molybdates and tungstates

alkaline earth chromates,
molybdates, and tungstates

Fe chromate, rare earth
chromates and molybdates,
Bi molybdate

Zr chromate, Th chromate,
Th molybdate

OB

0
I
I
on

1



Table 6. Precursors associating elements of different valencies: organic precursors

Valency II

I formates
Sn-alkali metals

oxal. compl.
(Be, Mg)-alkali metals

malonates
Be-Na, Be-K, Co-K

succinates
Mg-K, Co-K, Ni-K, Zn-K,
Pb-K

maleates
Cu-K

tart rate
Fe-Na, Co-Na, Ni-Na, Cu-
Na, Zn-Na, Pb-Na

crystallized citrates

II

III

III

formates
Cr-Na, Cr-Ag

oxal. compl.
M"1-alkali metals;
M[" - Al, Ti, V, Cr, Fe, Co,
Ga

malonates
Cr-Na, Cr-K, Mn-Li, Mn-
Na, Mn-K, Fe-K, Fe-Rb,
Fe-Tl, Co-K, Rh-K

tartrates
Al-K-Na, Cr-K, Mn-Li,
Mn-Na, Mn-K, Fe-Na,
Sb-Ag, Ce-Na, Bi-Na,
Bi-K

crystallized citrates
acetates

Cr-Fe, Ca-Au, Pb-Au
oxal. compl.

Al-Mg, Cr-Mg, Fe-Ba
malonates

Cr-Ba
tartrates

Al-Ca, Sb-Co, Sb-Ba, Sb-
Pb

(adapted from Ref. 6).

IV

formates
(Sn or Th)-alkali metals

oxal. compl.
Mlv-alkali metals; Mlv = Zr,
Hf, Th or U

maleates
Zr-K

crystallized citrates

formates
Th-Sr, Th-Ba

crystallized citrates

V

malonates
VO-alkali metals and Ag

tartrates
VO-Na, VO-K

crystallized citrates

malonates
VO-Ca, VO-Sr, VO-Ba,
VO-T1, VO-Pb

VI

formates
Mo-Na, Mo-K

malonates
U-Na

tartrates
Mo-Na, Mo-K, W-Na

crystallized citrates

formates
Crvl-Ca

acetates
U-Fe, U-Ni, U-Zn

oxal. compl.
Mo-Ba

tartrates
Mo-Mg

crystallized citrates

acetates
Crvl-Ce

0 
2 P

reparation of Solid
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Table 7.

Valency

Crystallized mixed citrates (C.

I

Marcilly, unpublished results).

II
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II

III

IV

VI

Li2Na(C6H5O7)
Li2K(C6H5O7)
Na3K3(C6H5O7)2-6.5H2O

CaAg2(C6H4O7)0.5H2O
FeNa(C6H5O7)
CoK(C6H5O7)-4H2O
CoK4(QH5O7)2

CuK10(C6H4O7)3 • 12H2O
ZnNa2(C6H4O7)
ZnNa5(C6H4O7)2

2HBO2 + KC6H7O7 + C6H8O7

2HBO2 + K2C6H7O7

3HBO2 + K3C6H5O7

Na3H3[Fe2(C6H4O7)3]
FeK6(C6H5O7)3

Fe2K6(C6H4O7)3

K3[La(C6H5O7)2]
Na3[Nd(C6H5O7)2]
K3[Nd(C6H5O7)2]
(AsO)Na3(C6H5O7)2 • 3.5H2O
(AsO)K3(C6H5O7)2-4.5H2O
(SbO)Na3(C5H5O7)2H2O
(SbO)K3(C6H5O7)2-2H2O
NaBi(OH) C6H5O7 • 3H2O
KBi(OH) C6H5O7 • 3H2O
Na(BiO)2 C5H5O7

Bi C5H5O7 + 6Na3 (C6H5O7)
Na(BiO)2 (C6H5O7) amorphous

(NaTiO2)3 C6H5O7

(TiO)K2 (C6H6O7)2 H2O
ZrK3H(C6H4O7)2-9.5H2O

(VO2)Ag3C6H4O7

(VO)2Na4 (C6H5O7)2O- 12H2O
(VO)2K4 (C5H5O7)2O- 12H2O

[MSb(C5H5O7)2(H2O)]
[M3Sb(C6H5O7)2(H2O)]

M = Na or K

(MoO2)Na2(C6H6O7)2

(MoO2)K2(C6H6O7)2

(WO2)Na3H(C5H6O7)3 0.5H2O
(WO2)K3H(C5H6O7)3 0.5H2O

Ca2Cu(C5H5O7)2 9H2O

2HBO2+Mg(C6H7O7)2

HBO2 + Mg(C6H7O7)
6HBO2+Mg3(C6H5O7)2

Ca3[La(C6H5O7)2]2

Ca3[Nd(C6H5O7)2]2

Ce[Nd(C6H5O7)2]-3H2O

[Cr3(C6H507)]2(OH)2]2PtCI6 •
[Fe3(C6H5O7)]2(OH)2]2PtCl6 •

I0H2O
10H2O

(MoO,)Ba(C6H6O7), 5H2O
(WO2)2Ba3H2(C6H6O7)5 • 10H2O

highly dispersed MgAl2O4. The success of the method,
in this case, is the very small size of the crystallites ob-
tained by rapid drying and their excellent intcr-
dispcrsion, this promoting solid-state reactions at the
higher temperature.

This technique is used industrially to produce pow-
ders for the fabrication of ceramics [29]. Mainly single-
metal oxides are made in this way, but it is claimed that
MnFc2O4. NiFc2O4, NiAl2O4, dopant-stabilized zir-
conium oxide and titanatcs can be obtained. Powders
of surface area up to 20 m2 g~' can be produced. The
powder is usually in the form of aggregates of 0.2-

0.4//m in the best cases, but often of over lOO^m in
diameter [29].

By use of this technique, it is possible to prepare fine
spherical catalyst particles in the 10-100/un diameter
range, as arc required for typical fluidized-bed catalytic
processes. In this technique used for large-scale catalyst
manufacture, the feed is generally dilute hydrogcl or
sol that is sprayed from the top of a tower while hot air
is blown in a cocurrcnt or countercurrent direction to
dry the droplets before they reach the bottom of the
tower. The fine droplets are produced or atomized by
pumping the hydrogcl or sol under pressure either

References see page 117
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through nozzles or onto wheels or discs rotating at a
high speed. The method is also convenient to embed
crystalline particles of micron or submicron size in
an amorphous matrix of 10-100 ̂ m diameter. The
best known examples are to embed multicomponent
bismuth molybdates in 50% silica matrix for am-
moxidation of propylene to acrylonitrile, and to in-
corporate < l -3^m zeolite crystallites in amorphous
silica-alumina/clay matrix for fluid catalytic cracking
(FCC) catalysts. The use of spray drying for making
atomically homogeneous mixed oxide does not seem to
have gone beyond the development stage.

c Hot-Petroleum Drying
Hot-petroleum drying constitutes an alternative to
spray drying. It was developed by Reynen and Bastius
[30], initially for small-scale preparations. However,
the development of what industry improperly calls the
sol-gel method, namely integrated conventional pre-
cipitation and gelling, makes it now a large scale prep-
aration method. The principle consists in dropping a
fluid material containing the active elements in kero-
sene. This fluid material may be a gel, a solution in the
course of gelling, a stabilized emulsion of a salt solu-
tion and kerosene, or an aqueous solution of salts. The
temperature of the kerosene bath is maintained at
about 440 K. The kerosene bath may be vigorously
agitated if necessary. The water evaporates and the
powder or, according to processes, the small solid
spheres obtained are easily filtered and dried at around
520 K. The product is a free-flowing powder consisting
of a homogeneous mixture of salts. The hot-petroleum
drying method, contrary to the spray-drying variant
(called spray calcination) does not permit the solid-
state reactions needed to form the oxides, but the
highly dispersed and intermixed salts can be thermally
decomposed without phase segregations. Just as spray
drying, this method is also dependent on the evapo-
ration of water being faster than the segregation phe-
nomena. The controlling factors are thus the tem-
perature of the hot kerosene and the rate of water
evaporation from the droplets. The advantages of this
method are the simple setup, the kerosene can be re-
cycled, and the energy consumption is lower than that
for spray drying.

d Freeze Drying
Freeze drying corresponds to the same purpose as
both above-mentioned methods, but the strategy is
different. In order to limit segregation, it is the dif-
fusion process that is slowed down. This can be
achieved either by rapid cooling (freeze drying) or by
increasing the viscosity of the solution (by some of the
methods described below, addition of hydroxycellulose
or gums, for example; this increase of viscosity also

plays a role in the more elaborate amorphous citrate
process described in the next subsection).

Undercooling is the driving force in freeze drying.
An aqueous salt solution is introduced dropwise into
an immiscible liquid (hexane or a petroleum fraction
such as kerosene) cooled below 243 K. The individual
droplets are frozen instantaneously and the solid par-
ticles are decanted or filtered. The frozen particles are
then sublimed in a vacuum to obtain a homogeneous
powder of fairly uniform particle size. Important pa-
rameters in freeze drying are the final temperature of
the salt solution and the cooling rate. These can be
controlled to some extent, but only on a small scale.
Hence the method is not very suited for large-scale
manufacture of catalysts.

C Chemical Complexatioiu Methods

a Crystalline Complex Salts
Oxalates [31], tartates [32], and citrates [33] (Tables 4
and 6) of various metals can form well-crystallized com-
plex salts, e.g. Mg(NH4)4(AlxCr,_x(C2O4)3)2 • n H2O,
which on thermal decomposition at moderate temper-
atures can yield mixed oxides. Although these complex
salts permit substitution in large ranges, or even in all
proportion in some cases of elements of the same vol-
umes, their stoichiometry is still rather rigid and this
imposes a serious limitation on any wide applicability
of this method. This limitation is conspicuous when
comparing the chemical formulas of crystallized ci-
trates (Table 7) [29] with the very flexible composition
of the compounds which will be described in the next
subsection. The same remark holds when oxalatc
complexes are considered: Mi(NH4)4[M

l
1

li(C2O4)3]2 •
«H2O, where M1 and M1" both represent a single
metal or a mixture of metals or ions (e.g. VO) of the
corresponding valency. The problem is further compli-
cated due to the possibility of non-homogenization or
phase separation during the chain of downstream unit
operations involved in catalyst production. The amor-
phous complex method, described next, provides an
escape from most of these difficulties.

b Amorphous Precursor "Citrate" Method: General
The principle of this method consists of preparing a
stable amorphous or glassy precursor which, thanks to
this amorphous structure, tolerates an enormously
wide range of composition. The starting solution is a
mixture of metallic salts and a hydroxy acid such as
citric, malic, tartaric, lactic, or glycolic acid [3, 34 -36].
The metals are preferably in the form of nitrates or
ammonium salts, which will not leave any residues on
thermal decomposition at a later stage and the decom-
position of the nitrate and ammonium ions promotes
surface area and porosity, due to the large amount of
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gas the decomposition evolves. Typical concentrations
are 1 g equivalent organic acid per equivalent of total
metal content. The solution is concentrated by rapid
evaporation under vacuum, for instance in a Rotava-
por, until its viscosity exceeds 500 cP at ambient tem-
perature. A very stable syrup is obtained in this way. It
can be dehydrated under vacuum at about 350 K to a
rigid-foam (meringue) precursor, which is amorphous
to X-rays, hygroscopic, and exhibits the color of the
metallic ions present. The amorphous precursor ap-
pears to be some sort of a three-dimensional polymer
in which the multifunctional organic acids are linked
to two or more cations. The thermal decomposition of
the amorphous mass may proceed more or less con-
tinuously or in two distinct steps at 350-370 K and
520-670 K. Because of the danger of violent reactions,
this decomposition step is to be carried out very care-
fully, taking all necessary precautions. The preparation
of oxides containing metallic ions highly active in oxi-
dation needs very stringent precautions and is generally
not advisable. In particular, the possible detonation of
copper and silver salts should be borne in mind. In
these cases, the freshly formed metal particles could
be powerful catalysts for some unexpected reactions,
e.g. with ammonia. Also, secondary reactions can oc-
cur even at room temperature resulting in the for-
mation of a small amount of lethal cyanogen gas.
Clearly, this is not a method to be tried by students
or inexperienced researchers.

The mechanisms of reactions occurring during prepa-
ration of mixed oxides by the citrate methods have been
outlined in some detail [37]. In the dehydration under
vacuum, extensive loss of nitrate ions (in the form of
various nitrogen oxides and ammonium nitrate) occur
together with the loss of water. Although easier in the
presence of citric acid, the decomposition of nitrate does
not involve extensive reaction with the latter below
380 K. The semidecomposed precursor obtained around
410 K is essentially a dehydrated, amorphous, highly
porous mixed citrate. The higher temperature decom-
position stage, mainly between 500 and 670 K, consists
of the burning of citric acid by oxygen. It is facilitated
because of the presence of nitrate ions in the initial pre-
cursor. As indicated above, this stage is catalyzed by
the presence of metals whose oxides are oxidation cata-
lysts. Additional details can be found in Refs 5 and 37.

Mixed oxides obtained by the above method are
very lightweight powders of apparent density only
<0.05gcm~\ amorphous to X-rays, free flowing, and
consist of aggregates of particles of 20-100 nm. Upon
further heating, these oxides crystallize into various
well-defined structures depending on the nature and
composition of the starting materials: solid solutions,
spinels, pcrovskites, garnets [3]. Variants of the citrate
method consist of simply adding citric acid or other

hydroxymultifunction acids to solutions used by other
methods (precipitation, impregnation, sol-gel, etc.).
Although not leading to such excellent results as the
original citrate method, the result of such a use of hy-
droxyacid corresponds to substantial improvement. An
improved citrate method has been proposed in which a
polyalcohol is added to the initial solution [38]. The
polyalcohol is supposed to promote the reticulation in
the transformation of the starting solution to the rigid
foam. The reticulation or polymer formation is due to
the esterification reaction between citric acid and the
polyalcohol. This method has been used for the prepa-
ration of barium titanates doped by a large variety of
ions, but apparently not for preparing catalysts.

Considering the case of crystalline complex salts and
the amorphous precursor method, both chemical com-
plexation methods have found important and inno-
vative applications in recent years for the preparation
of a wide variety of catalysts and of various perovskite-
type catalysts and barium hexaaluminates, as required
for high-temperature (> 1500 K) applications such as
catalytic combustion. It is therefore worthwhile de-
scribing some applications, in the next two subsections.

c Citrate Method for the Preparation of Perovskite
Catalysts

A general introduction to perovskites and their cata-
lytic properties is given in the reviews by Tejuca et al.
[39] and Yamazoe and Teraoka [40]. In general, pero-
vskites have been prepared by calcining a solid mix-
ture of constituent metal oxides or carbonates (the
method used in the ceramic industry), or by evaporat-
ing an aqueous solution of constituent metal nitrates
or acetates and by subsequent calcination. The result-
ing oxides have relatively small surface areas. Some
methods which can give higher specific surface areas
are listed in Table 8. The guiding principle here is to
attain as thorough a dispersion as possible, almost to
a molecular level, of constituent components in the
precursors prior to calcination. Once this is achieved,
lower calcination temperatures can convert the pre-
cursors to the required perovskite structure of larger
surface areas, as shown in Table 9.

Teraoka et al. [41, 42] have applied the amorphous
citrate process to prepare unsupported (or neat) and
supported perovskites of the type LaMn, LaCo,
LaMnCu, LaCoFe, LaCaCo, LaCaMn, LaSrMn,
LaSrCo, LaSrCoCu, and LaSrCoFe. The use of the
citrate method for preparing atomically homogeneous
oxides on supports has been a very important extension
of the citrate method over the years. Nitrates of con-
stituent metals of the required perovskite were dis-
solved in water and mixed with an aqueous solution of
citric acid (molar ratio of citric acid to total metals
1:1). Water was evaporated from the mixed solution

References see page 117
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Table 8. Methods of preparation of high-surface-area pero-
vskites (adapted from Ref. 40).

Description Preparation method

Control of evaporation
(decomposition) process

Contrivance of precursor
materials

freeze drying, spray drying, mist
decomposition, explosion

coprecipitated oxalate decom-
position, amorphous citrate
decomposition, decomposition
of solid solutions of cyanides
and hydroxides

Table 9. Specific surface area of LaCoC>3, prepared by various
methods (adapted from Ref. 40).

Preparation method Final heat
treatment*

Surface area

Ceramic methods
Oxalate decomposition

Acetate decomposition

Mist decomposition
Citrate decomposition

Cyanide decomposition
Freeze drying
Explosion

1523 K, 48h
1273 K, 12h
1173 K, 15h
1123 K, 5h
1123 K, 5h
973 Kb

973 K, 4h
873 K, 2h
973 K,4h
923 K, 4 h
773 K,10h
773 K, 10h

1.7
1.6
4.5
2.5
2.2

11.8
15.3
11.3
8.5

37.5
36.2
34.6

"Temperature and period of calcination in air sufficient for ob-
taining a single perovskite phase.
b A mist of a mixed aqueous solution of cobalt and lanthanum
nitrates was treated successively in a flow-type reactor equipped
with three furnaces (443 K, 573 K, 973 K), and the residence time
in a final furnace (973 K) was about 11 s.

using a rotary evaporator at 330-340 K until a sol was
obtained. The sol was further dehydrated at the same
temperature under vacuum for 5 h. Stabilized alumina
of composition La2O3 • I9AI2O3 was used as the sup-
port for the perovskites. For comparison, Teraoka et
al. also prepared the above perovskites by an acetate
process, instead of by the citrate process. The specific
surface areas of the perovskites by the citrate and
the acetate processes are compared in Table 10. The
amorphous citrate precursor decomposed in three
steps, the third decomposition at 820-920 K already
inducing crystallization of perovskite-type oxides. The
acetate process needed a higher calcination temper-
ature of 1120K. and consequently produced samples
the surface areas of which were only 1/3 to 1/7 of
those of samples from the citrate process. The higher-
area pcrovskites from the citrate process had higher
catalytic activity for methane oxidation. For the prepa-
ration of supported perovskite catalysts also, the citrate
process was more effective than the acetate process.

An improvement of the oxalate precipitation method
for the preparation of LaSrCo perovskites has been re-
ported recently by Chang and Weng [43]. By substitut-

ing ethanol for water in the washing of the perovskite
precursors, the problems of chemical inhomogeneity
and cobalt elution are both eliminated. This method is
claimed to be an easier and quicker way to prepare a
large variety of perovskites having high surface area,
pore volume, and catalytic oxidation activity.

d Complex Cyanide Method
Very recently Geus and co-workers [44, 45] have ap-
plied another method based on chemical complexes.
This is the complex cyanide method to prepare both
monocomponent (Fe or Co) and multicomponent
Fischer-Tropsch catalysts. A large range of insoluble
complex cyanides are known in which many metals can
be combined, e.g. iron(n) hexacyanide and iron(m)
hexacyanide can be combined with iron ions, but also
with nickel, cobalt, copper, and zinc ions. Soluble
complex ions of molybdenum(iv) which can produce
insoluble complexes with metal cations are also known.
Deposition precipitation (Section A.2.2.1.5) can be per-
formed by injection of a solution of a soluble cyanide
complex of one of the desired metals into a suspension
of a suitable support in a solution of a simple salt of the
other desired metal. By adjusting the cation composi-
tion of the simple salt solution, with a same cyanide, it
is possible to adjust the composition of the precursor
from a monometallic oxide (the case when the metallic
cation is identical to that contained in the complex) to
oxides containing one or several foreign elements.

Complex metal cyanides decompose at fairly high
temperatures. Decomposition in an oxidizing atmo-
sphere (up to 600 K) results in the corresponding ox-
ides, that in an inert or in a reducing atmosphere (up to
WOK) results in the metals or alloys. In either case,
reaction of the oxides or of the metals/alloy with the
support is minimized. The complex cyanide method
can thus establish homogeneity of the constituent ions
on a molecular scale and also prevent undesired re-
actions of the active precursors with the support.

D Miscellaneous Methods for Obtaining Solid
Precursors of Flexible Composition

There are still other ways to avoid segregation of
phases during the decomposition of a solid precursor
to form an oxide.

One such method uses soluble gums or polymers.
The principle is the same as in previously described
methods. A solution containing all the desired elements
is made very viscous by dissolving gums, or functional
polymers. Hydroxymethylccllulosc and similar struc-
tures have been used for this purpose. Usually, the vis-
cous soluton can be concentrated (e.g. by evaporation)
with little or no crystallization or segregation, and
calcined to a mixed oxide containing all the elements
finely interdispersed.

Another very interesting method, although of limited
application, is a kind of sclf-gclation. This occurs in the
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Table 10. Specific surface area of perovskite-type catalysts, prepared by the citrate process and the acetate process (adapted from Ref. 41).

Sample Citrate process Acetate process

Calcination
temp. (K)

Surface area Calcination
temp. (K)

Surface area

LaMnO3
UCOO3

UC008CU02O3

923
873
823
873
873
823
873
873

44.8
11.3
22.7
33.0
36.4
24.7
33.0
14.3

1123
1123
1123
1123
1123

7.3
2.2
3.3
7.5
8.2

case of amorphous hydrated precipitates with a strong
hydrophilic character that favors their interaction with
the solution and transformation through tridimensional
reticulation to a homogeneous hydrogel retaining the
solution in its net. The only well characterized example
is iron molybdate gels (pure or with additives) which
were developed for the production of catalysts for the
oxidation of methanol to formaldehyde [46-51]. Figure
7 [5] shows that gel formation only occurs in a narrow
range of composition and operating conditions. The
main parameters are the Mo:Fe ratio, the nature of
the starting salts, the nature and amount of additives,
the temperature, the concentrations, and the intensity
of stirring. Aging increases reticulation and homo-
geneity; the hydrogel becomes hard and brittle (the
fractured surfaces exhibit the aspect of glass fractures
also commonly found in hydrogels). Depending on the
concentrations and Mo:Fe proportions, a precipitate
first forms, then partly or totally dissolves to give a gel.
A true metastable solution is transiently formed for
atomic ratios Mo:Fe < 1.5 [5]. The aged gel is then
dried to give a brown transparent, homogeneous xero-
gel containing less that 1 wt% water which produces
the activated catalyst after calcination. This prepara-
tion method permits the introduction of many elements
as doping agents. The gel may incorporate a large ex-
cess of molybdenum compared to the stoichiometry of
Fe2(MoO4)3.

It is not known whether this method can be extended
to other systems. It could be speculated that all ele-
ments giving high molecular weight polyanions could
form similar gels when combined with cations carrying
three or more positive charges.

E Solid-State Ion Exchange for Zeolite Catalysts
Impregnation and ion-exchange methods for preparation
of supported catalysts are discussed in detail in Section
2.2.1.1. Only ion exchange in the solid state as a novel
method to prepare zeolite catalysts is described here.

Modification of zeolite catalysts can be achieved by
solid-state reactions between zeolite and other crystal-

1

• solution
• elastic, transparent,
homogeneous gel
IT=283-293K).

-•- opaque, hard,
brittle gel
(T=283-293K)

3 ---heteroge-
neous

gel.
precipitate

transparent,
homogeneous gel
(T, 293- 313 K)
mechanical

stirring

2 3

'* !Fel3'//g ion) I")

Figure 7. Formation of gels from iron molybdate precipitates
[5]. A very fine colloidal precipitate forms in all cases but under-
goes different changes suggested by the arrows, according to con-
centration and Mo:Fe proportions, as well as other conditions
mentioned in the figure. In the upper part domain, the colloidal
precipitate seems to dissolve to form a solution whose viscosity
increases until formation of a gel. In the right-hand domain,
the gel directly forms from the colloidal system but can become
transparent if the reaction takes place in the temperature range
293-313K.

line phases. Thus, alkaline earth, rare earth, and tran-
sition metal cations can be introduced into A, X, Y,
ZSM-5, beta and mordenite molecular sieves by means
of solid-state ion-exchange reactions [52]. Other varia-
tions of this approach are solid-state reactions to form
host-guest (supramolecular) complexes [53] and the
intercalation of polar organic molecules into smectite
clays [54, 55]. Still another development is the prepa-
ration of organoammonium montmorillonites by room-
temperature ion exchange between sodium mont-
morillonite (MM-Na+) and solid organoammonium
halides [56]:

References see page 111
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MM-Na+ + NR4CI -> MM-NRJ + NaCl

This methodology has also been extended [57] to high-
valent metal cations such as Al3+ and Fe3+: a simple
ball-grinding with the corresponding metal nitrate
at ambient temperature in air yields the Al- or Fe-
exchanged montmorillonite. Such products are inter-
esting acid-clay catalysts, their Bronsted acidity arising
mainly from the dissociation of adsorbed water:

exchange with both Ga and In is proposed [60] to
proceed as follows (M = Ga or In; Z = HZSM-5):

M(OH2£" H"1

However, the large-scale preparation of such acid-clay
catalysts was until recently hampered by two problems:

(i) the tendency of clay suspensions to form gels at
clay concentrations above about 20 g I"1, which
necessitates the use of a large volume of water;

(ii) the difficulties of large-scale filtering of clay sus-
pensions.

The solid-state ion-exchange reactions, which do not
have such limitations, are proving to be an interesting,
practical, and low-energy alternative to the preparation
of clay catalysts.

Solid-state ion-exchange methods are also suitable
for the preparation bifunctional catalysts, containing
an acidic as well as a hydrogenation-dehydrogenation
function. A typical example is Pd-loaded ZSM-5 [58].
Since a concomitant incorporation of Ca2+ gave a bet-
ter catalyst, a two-step solid-state ion exchange could
also be carried out, first with CaCl2 and then with
PdCl2. On subsequent reduction with H2, a catalyst
with a mean Pd particle size of about 2 nm was ob-
tained with a strong and stable activity for both hy-
drogcnation and hydroisomerization.

Ga-ZSM-5 catalysts have received considerable at-
tention in recent years ever since the development of
the Cyclar process by BP/UOP for aromatization of
C3-C4 alkanes. Kanazirev et al. [59] have shown that
this Ga-doping can be achieved by a mechanical
mixing of /?-Ga2O3 and HZSM-5 in the presence of
hydrogen. The solid-state reaction proceeds through
Ga2O as an intermediate, which moves on to the
HZSM-5 and gets trapped at the cationic positions in a
still lower oxidation state, probably as Ga. This is a
new route to high-quality catalyst preparation, without
involving any wet-process step.

The above work prompted attempts [60] to incor-
porate other metals also into ZSM-5 by direct solid-
state reactions. Thus, a long-distance transfer and
fairly uniform distribution of indium in large ZSM-5
crystals occurs when powdered In2O3 and ZSM-5 are
loosely mixed and then subjected to reduction in hy-
drogen at a temperature as low as 623 K. Energy dis-
persive X-ray (EDX) analysis of In2O3 distribution on
ZSM-5 crystals varied between 2.8 and 3.6 wt%, with
an average of 3.21 wt%. The reductive solid-state ion

M2O3 + 2H2

M2O + 2H+Z

M2O + 2H2O

2M+Z + H2O

F Specific Methods: Example of Hydrotalcite-type
Catalysts

The example of hydrotalcite catalyst can serve to illus-
trate the fact that solids of given structures containing
several elements in rather flexible proportions can be
obtained by different techniques. This example will also
show that special techniques can be designed for the
preparation of specific precursors.

Hydrotalcite (HT) is a clay mineral which on crush-
ing becomes a fine powder, similar to talc. It is a hy-
droxycarbonate of Mg and Al, of the general formula
Mg6Al2(OH)i6CO3 • 4H2O, and occurs in nature in
foliated and controlled plates and/or fibrous masses.
Anionic clays of the HT type have been of importance
in catalysis since 1970. Their interesting properties for
catalytic applications are:

(i) large surface area;
(ii) basic properties;

(iii) formation of homogeneous mixtures of oxides
with very small crystal size, which on reduction
form small and thermally stable metal crystallites;

(iv) a "memory effect", which allows reconstruction
under mild conditions of the original HT structure
when the product of the thermal treatment is con-
tacted with aqueous solutions containing various
anions.

Cavani et al. [61], who reviewed this area extensively
in 1991, emphasize that all the stages of preparation
of a catalyst with a HT-type precursor need precise
chemical control to avoid inhomogeneities and chem-
ical segregation.

Three different methods of preparation have been
tried so far for HT-type catalysts:

(i) precipitation (increasing pH method or coprecipi-
tation either at low or at high supersaturation);

(ii) hydrothermal synthesis and treatments, also
ageing;

(iii) ion-exchange methods.

Since several cases and details for these preparation
methods have been given in the review by Cavani et al.
[61], only the preparation by Trifiro et al. [62] of a Ni
catalyst for steam reforming will be cited here as an
illustrative example. The HT-typc precursors were pre-
pared by coprecipitation at pH 8 by adding a solution
of the nitrates of Mg and Al (or Cr) in the right pro-
portions to a stirred solution of NaHCOv The precip-
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itate was washed with distilled water till the
content in it was <0.02% and then dried at 363 K. By
heating the precipitate in air or vacuum in the range
623-1173 K, various catalysts could be prepared with
average Ni crystallite sizes ranging from 2 to lOOnm.
These catalysts contained a NiO phase, probably con-
taining traces of Al3+ ions, a spine-type phase, and an
alumina-type phase (doped with small amounts of Ni2+

ions), probably grafted onto the spinel-type phase. This
last phase contributes significantly to the surface area
of the catalyst samples, but it has little or no influence
on their thermal stability or catalytic activity.

Applications of HT-type catalysts, prepared by the
above methods, have been reported in recent years
for basic catalysis (polymerization of alkene oxides,
aldol condensation), steam reforming of methane or
naphtha, CO hydrogenation as in methanol and higher-
alcohol synthesis, conversion of syngas to alkanes and
alkenes, hydrogenation of nitrobenzene, oxidation reac-
tions, and as a support for Ziegler-Natta catalysts
(Table 2).

2.1.6.3 Conclusions and Prospects

In this section, the main topic has been the use of solid-
state transformations to prevent segregation of the
composition of solid precursors in a final oxide cata-
lyst. On the whole, crystalline precursors do not permit
the desired composition to be achieved, but they can be
excellent for some specific cases. Amorphous pre-
cursors, especially those using polyfunctional hydroxy
acids, of almost any possible composition can be pre-
pared, and can give the corresponding oxides. The ini-
tial aim of the method was to prepare solid solutions or
oxides of two or several elements in well-defined struc-
tures, sometimes containing element substituted within
the normal lattice structure. Only one other method
has been claimed to offer similar flexibility. This is the
sol-gel method (Section A.2.1.4). The two methods have
still to be compared in detail. It seems, however, that
the kinetics of hydrolysis change very much from one
alkoxide to another, with the consequence that the dif-
ferent elements get incorporated in the gel sequentially
during gel formation. This phenomenon has the same
consequences as the successive precipitation of differ-
ent elements mentioned above (Fig. 2), namely that
the homogeneity of the gel at a molecular scale is not
perfect.

When the objective is to prepare an extremely in-
timate mixture of two or more different oxides, each of
them constituted of very small grains or particles, tech-
niques such as spray calcination, oil drop, or freeze dry-
ing, the complexation methods (and generally all meth-
ods described in Sections B and C above) and the sol-gel
method seem to have the same potential in principle. The

use of a particular technique is then dictated by other
considerations, such as the availability of starting mate-
rial (especially for alkoxides) or ease of decomposition.

Finally, a word of caution should be added. The
successful transformation of the precursors to a homo-
geneous oxide or a finely interdispersed mixture of ox-
ides demands that diffusion leading to segregation be
made as difficult as possible. In particular, the for-
mation of liquid phases during decomposition and cal-
cination of the precursor should be completely avoided.
What cannot be avoided is surface contamination.

Another important consideration in preparing mixed-
oxide catalysts is the spontaneous monolayer dispersion
of oxides and salts onto surfaces of support substrates
on calcination. Both temperature and duration of cal-
cination are important here, as discussed in the reviews
by Xie and Tang [63] and by Knozinger and Taglauer
[64]. If this dispersion step is inadequate or incomplete,
the resulting oxide layer, and any reduced metal sur-
face from it, will not be reproducible: from the same
catalyst system therefore, one can then have different
catalysts prepared at different times and, of course,
from one laboratory to another. Spreading and wetting
phenomena in preparation of supported catalysts is
discussed in Section A.2.2.1.3.

Heterogeneous catalysts are not just chemicals in
the ordinary sense of the word: they are performance
chemicals or surface-active materials. Naturally, the
performance of the catalyst will depend not so much on
the initial composition or surface of it as on the real
surface, which is formed and stabilized and then
changing dynamically under the prevailing process
conditions. Here one has to take into account known
and controlled process parameters such as temperature,
pressure, reactant concentration, and space velocity, as
well as variable factors such as feed composition, and
unpredictable or unsuspected factors such as impurities
and poisons in the feed [65, 66].
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2.1.7 Heteropoly Compounds

K.-Y. LEE AND M. MISONO

2.1.7.1 Structure and Catalytic Properties

Heteropolyanions are polymeric oxoanions (polyoxo
metalates) formed by condensation of more than two
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kinds of oxoanions [1]. The term heteropoly compound
(HPA) is used for the acid forms and the salts. Other
HPA-related compounds are organic and organome-
tallic complexes of polyanions.

Heteropolyanions are composed of oxides of ad-
denda atoms (V, Nb, Mo, W, etc.) and heteroatoms (P,
Si, etc.). Various elements which are shown in Table
1 can be the addenda atoms and heteroatoms [2].
The structures are classified into several groups based
on the similarity of the composition and structure,
for example: Keggin-type, XMnOjg"; Silverton-type,
XMi2Oj2"; Dawson-type, X2MigO£~; Strandberg-type,
X2M5O23"; Anderson-type, XN^O^; and Lindqvist-
type, XMeOjj", where X is heteroatom and M is ad-
denda atom [3]. Structural isomers and lacunary poly-
anions are also known. Keggin-type anions, of which
the catalytic activity has been extensively examined,
are the main subject of this chapter. For HPAs in the
solid state, the primary structure (polyanions), the sec-
ondary (three-dimensional arrangement of polyanions,
counter cations, water of crystallization, etc.) and the
tertiary structures (particle size, pore structure, etc.) are
differentiated (Fig. 1) [4, 5]. Not only the primary and
secondary structures, but also tertiary and higher-order
structures are influential in the catalytic function. In
this respect, the preparation process and resulting struc-
ture are very important.

There are three prototypes of heterogeneous catal-
ysis with heteropoly compounds as shown in Fig. 2
[4, 5]. Actual cases could be intermediate and vary by
the kind of heteropoly compounds, reacting molecules,
and reaction conditions. Ordinary heterogeneous cat-
alysis is the surface type, where the catalytic reaction
takes place on a two-dimensional surface. Bulk type I is
the reaction in the pseudoliquid phase. The secondary
structure (Fig. lb) of certain HPAs is flexible and polar
molecules are readily absorbed in interstitial positions
of the solid bulk to form the pseudoliquid phase. Bulk
type II has been demonstrated for several catalytic ox-
idations at relatively high temperatures. The reaction
fields for the bulk types are three-dimensional.

For acid catalysis, the rates of bulk-type reactions
show close correlations with the bulk acidity, while the
catalytic activities for surface-type reactions are related
to the surface acidity which is sensitive to the sur-
face composition and often change randomly. Sim-
ilarly, in the case of oxidation catalysis, good correla-
tions exist between the oxidizing ability of catalyst and
the catalytic activity for oxidation in both bulk-type
and surface-type reactions. Acid and redox bifunction-
ality is another characteristic of HPAs. For example,
the acidity and oxidizing ability work cooperatively
for the oxidation of mcthacrolcin, whereas they func-
tion competitively for the oxidative dehydrogenation of
isobutyric acid [5]. Interestingly, the former is of sur-
face type and the latter of bulk type.

Heteropoly compounds are useful as catalysts due to
the following unique characteristics:

(i) acidic properties and oxidizing ability are system-
atically controllable;

(ii) Polyanions are well-defined oxide clusters, hence,
catalyst design at the molecular level is possible;

(iii) Unique reaction environment, such as the pseudo-
liquid phase, is available, and catalytically useful
coordination is possible.

Some HPAs in the solid state are thermally quite stable
and suitable for vapor-phase reactions conducted at
high temperatures. The thermal stability is in the
order H3PW12O40 > H4SiW12O40 > H3PM012O40 >
^SiMo^Oao and can be enhanced by the forma-
tion of appropriate salts [5-8].

Attempts to utilize HPAs as catalysts have a long
history [5]. A bench-scale test was reported for alkyla-
tion of aromatics in 1971. The first industrial process
using a HPA catalyst was launched in 1972, for the
hydration of propene in the liquid phase. The essential
role of the Keggin structure for the oxidation of meth-
acrolein was indicated in a patent in 1975. Systematic
basic research into heterogeneous catalysis started in
the mid 1970s to elucidate the quantitative correlations
between the acid-redox properties and catalytic per-
formance of HPAs. Pseudoliquid phase (bulk-type I
catalysis) was reported in 1979 and the bulk-type II
behavior in 1983 [5]. Similar efforts for homogeneous
systems were also carried out in the same period. In
the 1980s, several new large-scale industrial processes
(e.g. the oxidation of methacrolein, the hydration of
isobutene and w-butene, and the polymerization of
tetrahydrofuran) were initiated by using HPA catalysts
[4, 9]. Typical reactions catalyzed by HPAs are shown
in Tables 2-6.

2.1.7.2 Heteropolyacids - Acid Forms in Solid State
and in Solution

Heteropolyacids are also Bronsted acids in the solid
state. Their acidities depend on the constituent ele-
ments and their structure. H3PW12O40 (Keggin type)
and its acidic salts are especially strong acids. The color
changes of indicators show that solid H3PW12O40
(anhydrous) is a very strong acid with Hammett acid-
ity function Ho < - 8 [10a], and a superacid, Ho <
-13.16 [10b]. Thermal desorption of pyridine shows
that a significant amount of pyridine (equal to the
number of protons of the whole bulk) remains for
HiPW^O^ at 573 K, while pyridinium ions adsorbed
on SiO2-Al2O3 are completely removed at the same
temperature (Fig. 3) [11, 12]. This strong acidity of the
heteropolyacid can be attributed to the large size of

References see page 130
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Table 1. Known addenda atoms ( • ) and heteroatoms (O) incorporated in heteropolyanions.

Ac

Nd Sm

Pu

Eu

Am

Gd

Cm

Tb

Bk Cf

Ho

Es

Ef

Fm

Tm

Md

YD

No

Lu

(a)

# : Counter cation;
Cs+, NH4+, etc.

Figure 1. (a) Primary structure - Keggin structure, PW l 2 O^; (b) secondary structure, H3PW12O40 6H2O; (c) example of a tertiary
structure, a primary particle of CS3PW12O40.
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Figure 2. Three types of heterogeneous catalysis for heteropoly compounds: (a) surface type; (b) bulk type I (pseudoliquid); (c) bulk
type II.

the polyanion, having a low and delocalizable surface
charge density. The acid strength in solution has been
measured by various methods and the general trends
are W6+ > Mo6+ > V5+ (for the addenda atom) [13]
and P5+ > Si4+, Ge4+ > B3+ > Co2+ (for the heter-
oatom or the charge of the polyanion) [14-16]. The
latter order is also observed for solid HPAs [17]. Figure
3 shows that H3PW12O40 is a stronger acid than
H3PM012O40. These results indicate that the acid
strength can be controlled by the addenda atoms and
the heteroatoms. On the other hand, the amount of
acidic sites (not the acid strength) on the solid surface is
sensitive to the kind of counter cations (Fig. 3) as well
as to the resulting tertiary structures (see below).

The heteropolyanion stabilizes protonated interme-
diates by coordination in solution and the pseudoliquid
phase as well as on the surface, thus lowering the acti-
vation energy and accelerating reactions. Several pro-
tonated intermediates including the protonated ethanol
dimer and monomer [18], the protonated pyridine
dimer [12, 19], and protonated methanol [20] have been
detected in the pseudoliquid phase directly by use of
X-ray diffraction (XRD), IR or solid-state NMR. In
solid-state 'H NMR, the chemical shift for the proto-
nated ethanol dimer, (C2H5OH)2H

+ is 9.5 ppm down-
field from tetramethylsilane, which lies in the range of
supcracids reported by Olah et al. [18]. This fact also
supports the strong acidity of heteropolyacids.
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Table 2. Homogeneous acid-catalyzed reactions.

Reaction Catalyst Remarks Reference

Hydration of olefms

*" H 0 [ <CH2)4-o]|jH nH2O

(PTMG) (n = 0-6)

OAc

OAC
OR

= / + CH3OH

3 CjHBCHO

H3PWI2O«,

trimer

T = 313^23 K 102(a)

7--333K, 102(b)
MWw3000

T = 298 K, yield = 60-98% (2 h) 102(c)
T = 315 K, selectivity « 100% 102(d)

T = 298 K 102(e)

Table 3. Heterogeneous acid-catalyzed reactions.

Reaction Catalyst Remarks Reference

CH3COOH + CjHBOH

^ CHjCOOC2H5 + H2O

Alkylation of aroma tics

Alkylation of alkanes

Isomerization of alkanes Pd i :

T = 423 K, selectivity = 91% (90% conv.) 103(a)

T = 3 0 3 373 K,

T = 483 K

103(b)

103(c)

103(d)

CH3OH (CB,OCH3)

H6P2WlgO62

CS15H15PM012O40
COCH3

T = 348 K
T=573K,

T = 563 K, selectivity
(C2-C4alkenes) = 7

T = 413 K, selectivity = 97% (94% conv.)
T = 573 K

101, 103(e)

103(f)

103(g)

103(h)

Heteropolyacids are much more active than mineral
acids for several types of homogeneous reactions in
both organic solvents and aqueous solution [4, 8]. The
enhancement is generally greater in organic solvents.
For the hydration of isobutene in a concentrated aque-
ous HPA solution (above 1.5moldm~3), the reaction
rate is about 10 times greater than for mineral acids
[21]. This rate enhancement is attributed to the combi-
nation of stronger acidity, stabilization of protonated
intermediates, and increased solubility of alkenes [21].
In this case, the selectivity is also much improved with
HPA catalysts.

The catalytic behavior of HPA depends on the basic-
ity of reactants [22]. For the decomposition of weakly
basic isobutyl propionate, the catalytic activities of
the heteropolyacids are 60-100 times higher than those
of H2SO4 and /Moluenesulfonic acid, and the cataly-
tic activity decreases in the order of H3PW12O40 >
H4SiW1204o « H4GcW,204o > H5BW12O40 >
H6CoWi2O40. This is also the order of the acid
strength in solution, which increases with the decrease
in the negative charge of the polyanion [15, 16, 23, 24].
Izumi et al. [23] indicated that the catalytic activities in
nonaqueous solutions were related to the acidity of the

References see page ISO
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Table 4. Homogeneous oxidation reactions.

Reaction Catalyst Remarks Reference

.COCHj H3PM012O40 reflux, selectivity = 100% 104(a)

OH

*

CO **°

O OH

t-BuOOH • C r 0 H

T = 333 K, O2 = 1 atm, yield = 80%

T = 303 K

H + /WOj" IVO\~ /QX T = 343 K, yield = 82%
(CP)3PW,20«o T = 333 K, yield = 76%
CP = cetylpyridinium ion

104(b)

2(b)

104(c)
104(d)

H7PW9Fe2NiO37 T = 423 K, turnover number = 9730 (3 h) 104(e)

T = 298 K 67(c)

Table 5. Heterogeneous oxidation reactions.

Reaction Catalyst Remarks Reference

CH2=C(CH3)CHO+O2

• • CH2=C(CH3)COOH
CSH3PVM011O40 T = 553 K, selectivity = 80-85% 45, 105(a)

C=C—COOH H3PM012O40 T = 623 K, selectivity = 45% 105(b)

CH3CH(CH3)COOH
• • CH2=C(CH3)COOH T = 573 K, selectivity = 72% (52% conv.) 49, 105(c)

H5PV2Mo1004o T = 583 K, selectivity = 55% 105(d)

heteropolyacid solution and the softness of the poly-
anion. In dilute aqueous solutions, however, the soft-
ness becomes more important, since most heteropoly-
acids are nearly completely dissociated [23]. For some
reactions involving basic molecules such as alcohols,
no large differences in activity among these catalysts
including H2SO4 and p-toluenesulfonic acid are ob-
served [22]. This is probably due to the leveling effect.

Heteropolyacids are good multielectron oxidants due
to the presence of Mo6+, W6+, and V5+ and the charge
delocalizability in the polyanion structure. Generally,
the oxidizing ability decreases in the order V- > Mo-
> W-containing heteropolyanions [13]. The reduc-
tion potential decreases linearly with a decrease in
the valence of the central atom or an increase in the

CoW,2O^ > CuW12O^ [13, 14]. This property is well
reflected in their catalytic activities. For cyclohexene
oxidation with hydrogen peroxide, the catalytic activity
increased in the order B3+ < Si4+ < C44 < P5+ [25,
26]. Cetylpyridinium salts of HPA can be used as
phase-transfer catalysts and catalyze epoxidation of
alkenes very efficiently in a two-phase system compris-
ing aqueous H2O2 and CHCh [27].

A Preparation
The typical method for the preparation of heteropoly-
acids is the acidification of aqueous solutions of oxo-
anions of addenda atoms and heteroatoms [lb]:

3 -
negative charge of the heteropolyanions: PW 1 2 0^ > »2WOj- + HPO^" + 23H+ - . [PW^O^]3" + 12H2O
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•fable 6. Heteropoly-metal multifunctional catalysts.

Reaction Catalyst Reference

RCH«CH2 RCHOCH3

phNOj + 3CO + CH3OH

» - PhNHCO2CH3 + 2CO2

-o .—6
-OH + H 2 - -OH

+ PdSO4

+ Pd(OCOCH3)2

+ PdCl2

CH3OH + CO — * - CH3COOH

l ,5-cod) • IrP2W15Nb3O62]

+ RhCI(PPh3)3

RhPW!204o/Si02

13,60

13,60

63, 106a

71

64

106b

E

373 473 573
Evacuation Temp. / K

Figure 3. Thermal desorption of pyridine: (a) H3PW12O40,
(b) H3PMo,2O40, (c) NaH2PW,2O40, (d) Na3PW12O40, (e)
Cs3PWi2O40. (f) SiO2-AI2O3. Pyridine ab(ad)sorbed at 298 K
was desorbed at each temperature for 1 h by evacuation.

Acidification is generally achieved by the addition of
mineral acids. The rates of formation are large, so that
the polyanions can be crystallized from stoichiometri-
cally acidified mixtures of the components at room
temperature. Although the stoichiometry is often a good
guide to the preparation, in some cases an excess het-
eroatom, the addition of small amount of oxidants, or
careful control of temperature and pH is necessary.

The hydrolysis and condensation are usually fast and
depend on the pH as well as on the solvent. For ex-
ample, PW12O^ starts to decompose above pH 2 and
coexists with PWnO^ and PW9O^ [28]. In this re-
spect, pure PW^O^ should be isolated as free acid by
the extraction by ether, the so-called etherate method.
If a very acidic solution of the heteropolyanion is
shaken with excess diethyl ether, three phases separate:
a top ether layer, a middle aqueous layer, and a bottom

heteropoly-etherate. The bottom layer is drawn off,
shaken with excess ether to remove entrained aqueous
solution, and separated again. The etherate is decom-
posed by the addition of water, the ether is removed,
and the aqueous solution of the heteropolyacid is al-
lowed to evaporate until crystallization occurs [1].

By this general method, heteropolyacids contain-
ing various kinds of heteroatoms can be prepared:
H3PW12O40 • 30H2O is prepared from Na2WO4- 2H2O
andNa2HPO4[29];H4SiWl2O40 22H2Ofrom Na2WO4

and Na2SiO3 • 9H2O [30]; H4GeW12O40 • 7H2O from
Na2WO4 • 2H2O and GeO2 [22]; H5BW,2O40 • 15H2O
from Na2WO4-2H2O and H3BO3 [31]; and
H6CoWi2O40-19H2O from Na2WO4 2H2O and
Co(OCOCH3)2 4H2O [22, 32]. The number of water
molecules included in the crystal is variable in all these
cases. The structure can be identified by IR, NMR,
XRD.etc. [lb, 5].

2.1.7.3 Salts of Heteropolyacids - Cation-Exchanged
Forms

Salts of heteropolyacids can be divided into two groups
according to Niiyama et al. [5, 7]: the salts of small
cations such as Na and Cu (group A salts) and salts of
large cations like Cs, K, and NH4 (group B salts). The
behavior of group A salts is similar to that of the acid
forms, but is very different in several respects from
group B salts. Group A salts can exhibit pseudoliquid
behavior and are very soluble in water and other polar
solvents, whereas group B salts are generally insoluble
and have high surface areas. Organic salts also exist,
but very few studies on their thermal stability and cat-
alytic function have been reported. The thermal stabil-
ity of group B salts is high (no decomposition occurs

References see page 130
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80

0 1 2 3
xinCsxH3.xPW12O40

Figure 4. Changes in catalytic activity for the alkylation of
1,3,5-tritnethylbenzene (TMB) with cyclohexene and surface
acidity (number of protons on the surface) as a function of Cs
content in CsxH3_xPWi204o.
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Figure 5. Catalytic activity of CsxH3_xPWi2O40 for alkylation
of 1,3,5-trimethylbenzene (TMB) with cyclohexene as a function
of surface acidity. The surface acidity is the number of protons on
the surface (external surface for zeolites).

below their melting points, for example; the melting
points of K and Cs salts of H3PM012O40 are reported
to be 913 and 963 K, respectively [6]). This is probably
due to the absence of protons and water in the lattice of
B salts, as the decomposition starts with the formation
of water from oxygen of the polyanion and protons (or
water) in the lattice.

The group B salts of H3PW12O40 are also strong
acids unless they are stoichiometrically neutralized.
These salts catalyze various kinds of reactions in the
liquid phase as solid catalysts. For the alkylation of
1,3,5-trimethylbenzene with cyclohexene, the activity
of CS2 5H0.5PW12O40 (abbreviated as CS2.5W) is much
higher than those of SO^/ZrOj and Nafion. Here,
Cs2 5W is not soluble and the reactions take place on
the surface of the solid.

For CsxH3_xPWi2O40 (a typical group B salt), the
catalytic activity changes dramatically with the extent
of neutralization by Cs (Fig. 4). CS2.5W shows the
highest catalytic activity, which is even higher than the
acid form. This is in contrast to Na salts (group A
salts), where the activity as well as the acidity decreases
monotonically with the Na content [33]. The acid
strength of CS2.5W is almost the same as that of
H3PW12O40 according to temperature programmed
desorption (TPD) of NH3 [34]. Cs25W consists of very
fine particles (particle size 8-10nm, surface area 100-
200 m2g-'). Solid-state 31P NMR reveals that all pro-
tons in the salts are distributed randomly, indicating
that nearly uniform acidic salts are formed [4]. The
same 31P NMR spectrum is observed after heat treat-
ment of a sample prepared by the impregnation of
H3PW12O40 on the CS3W salt, indicating the formation
of the same solid solution by the diffusion of Cs ion
and proton. By assuming a uniform distribution of
protons, the surface acidity (the number of protons on
the surface) of the Cs salts can be estimated from the

proton content in the bulk and the specific surface area.
When the catalytic activities are plotted against the
surface acidity estimated in this way, a good linear
correlation is found (Fig. 5) [10b], indicating that the
high activity of CS2.5W is due to its high surface acidity.
It is also noteworthy in Fig. 5 that the activities per
unit acidity are much greater for Cs salts than for
SiO2-Al2O3, SC>4~/ZrO2, and zeolites. This indicates
the presence of additional effects such as acid-base
bifunctional acceleration by the cooperation of acidic
protons and the basic polyanions.

The acid strength of the acid forms in the solid state
usually reflects the one in solution, but the acidic prop-
erties of the salts in the solid state are more compli-
cated in general. Five mechanisms are possible for the
generation of acidity in metallic salts [5]:

(i) protons in acidic salts, as for Cs salts as described
above;

(ii) partial hydrolysis of polyanions to form weakly
acidic protons;

(iii) acidic dissociation of water coordinated with mul-
tivalent metal ions;

(iv) Lewis acidity of multivalent metal ions;
(v) protons formed by the reduction of metal ions

with hydrogen.

The redox properties can also be controlled by the
formation of salts. However, the relationship between
these properties and the catalytic activity for oxida-
tion is not sufficiently clarified. For example, it was re-
ported that the activity order for alkali salts was re-
versed by the reaction temperature [35]. Nevertheless,
good correlations are obtained if the concept of sur-
face- and bulk-type catalysis is appropriately consid-
ered [4, 36-38]. The reduction by H2 of free acid and
group A salts proceeds both on the surface and in the
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figure 6. Correlations between catalytic activity and oxidizing
ability: (a) oxidation of acetaldehyde (surface type) and surface
oxidizing ability; (b) oxidative dehydrogenation of cyclohexene
(bulk type) and bulk oxidizing ability [4, 38] (r(aldehyde) and
rfhexene) are the rates of catalytic oxidation of acetaldehyde and
cyclohexene, respectively).

bulk due to the diffusion of protons and electrons,
whereas reduction by CO occurs only near the surface.
Hence, the rate of reduction by H2 represents the oxi-
dizing ability of the catalyst bulk (r[H2]), while the rate
of reduction by CO expresses the oxidizing ability of
the surface (r[CO]). Figure 6(a) shows the correlation
of the rates of oxidation of acetaldehyde (surface type)
with the surface oxidizing ability (r[CO]). In Fig. 6(b),
a similar relationship between the rate of oxidative de-
hydrogenation of cyclohexene (bulk type) and the bulk
oxidizing ability (r[H2]) is presented. Only a poor cor-
relation exists if the former reaction (surface) is plotted
against the bulk oxidizing ability. In this way, the cat-
alytic activity and the oxidizing ability of Na salts de-
crease monotonically with the Na content for both re-
actions. However, for the oxidations over CsxH3_x

PM012O40, activity patterns are similar to that in Fig. 4
due to differences in the surface area and secondary
structures [4].

Redox properties of H3+;tPMoi 2-^*040 have been
examined by many researchers in relation to selective
partial oxidations. However, their oxidizing abilities
remain controversial [5]. One reason is that these cata-
lysts are unstable at high temperatures. For example, in
the case of oxidative dehydrogenation of isobutyric acid
over acidic Cs salts of 12-molybdovanadophosphoric
acids (CsnH4-nPMoiiVO40, CsnMo,iV), CS2.75M011V
was very efficient: 97% conversion and 78% selectivity
to methacrylic acid (MAA) at 623 K, as compared to
40% conversion and 52% selectivity for MonV (acid
form) [39]. M011V is significantly decomposed during the
pretreatment in O2 at 623 K, while CS2.75M011 V decom-
poses only slightly. The improved thermal stability
probably enabled the use of the controlled redox ability.

Noble metal salts of heteropolyacids function in
novel ways as catalysts. PduPW^Qw supported on

SiO2 catalyzes the skeletal isomerization of hexane in
the presence of hydrogen more efficiently than the pa-
rent compound H3PW12O40 [40,41]. The isomerization
rate depends reversibly on the hydrogen partial pres-
sure. The role of hydrogen is thought to be twofold. It
dissociates on the surface of metallic palladium and
spilled-over hydrogen atoms not only become acidic
protons but also suppress coke formation, thus ensur-
ing higher steady activity and longer catalytic life.

Acid sites of Ag3PWi2O40 are generated upon the re-
duction with hydrogen at 573 K [40,42]. After the reduc-
tion, the catalytic activity (for example, for o-xylene
isomerization) develops. The generation of acid sites has
been confirmed by pyridine adsorption and solid state
'HNMR[42].

A Preparation
Isolation of the polyanions from solution is generally
achieved by the addition of an appropriate counter
cation, usually alkali metal, ammonium or tetraalkyl-
ammonium ion [1].

Acidic Cs salts of H3PW12O40 are prepared from
aqueous solutions of heteropolyacids and CS2CO3. The
compound H3PW12O40 • 2OH2O, which is prepared
as described above, is evacuated at 323 K to form
H3PW12O40 • 6H2O. Commercial Cs2CO3 is dehydrated
by evacuation at 693 K for 2h, prior to use for the
preparation of an aqueous solution of CS2CO3. The
acidic cesium salts (CsxH3 xPW]2O40, Cs^W) are pre-
pared by the titration of aqueous solution of H3PW12O40
(0.08 mol dm"3) with aqueous solution of CS2CO3
([Cs+] = 0.25 mol dm"3), where the aqueous solution of
CS2CO3 is added dropwise to the H3PW12O40 solution
at room temperature at a controlled rate (1 ml min"1)
[34, 43]. The white colloidal solution obtained is evapo-
rated to solid at 323 K. The surface area changes con-
siderably with the Cs content and the method of prep-
aration. For example, the surface area of H3PW12O40
is 5m2g"', whereas for CsxH3_xPWi2O40 prepared as
above it is 1, 1, 135, and 156 m2g"' for x= 1, 2, 2.5,
and 3, respectively, after the treatment at 573 K. Just
after evaporation, CS2W appears to be a mixture of
nonacidic CS3W covered by the acid form whereas
CsiW is a mixture of acid form and Cs2W. CS2.2W and
CS2.5W have basically the same structure as CS2W, ex-
cept that the amount of acid form covering the Cs3W
surface is much lower for CS2.2W and CS2.5W, which
brings about the high surface area and unique shape
selectivity [44]. As described above, random distribu-
tion of Cs+ and H+ occurs during drying and calcina-
tion to form nearly uniform acidic salts.

2.1.7.4 Mixed-Coordinated Heteropoly Compounds

Molybdenum-vanadium mixed-coordinated HPAs are
active for several selective oxidations in both homo-

References see page 130
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geneous and heterogeneous systems. The main com-
ponent of commercial catalysts for the oxidation of
methacrolein to methacrylic acid is an acidic Cs salt
of H3txPMoi2-xVxO40 (x = 1-2) [9, 45, 46]. For the
oxidative dehydrogenation of isobutyric acid over
Cs2.75Ho.25+*PMoi2-xVx04o, the activity increased in
the order of x = 1 > x = 2> x = 0 and the meth-
acrylic acid (MAA) selectivity was x = 1 > x = 2 >
x = 0 [39]. Although various studies of mixed-coordi-
nated HPA catalysts have been reported, their stability
and redox properties remain controversial [47-49]. The
compound Nas PM010V2O40, supported on active
carbon, is active for the oxidative dehydrogenation
of benzylic alcohols and amines without overoxidation
of benzaldehyde and benzylamine [50]. The mechanism
of the aerobic oxidative dehydrogenation of a-terpi-
nene to p-cymene in solution with mixed-coordinated
PMoioV20^ has recently been reported [51].

Molybdenum-tungsten mixed-coordinated HPA
shows a remarkable synergistic effect for, for example,
the formation of dialdehydes from alkenes [26, 52].
Compounds of the type H3PMoi2-xWxO40 (Mo^-^W*,
x — 0-12), prepared by the conventional method, are
statistical mixtures of 13 mixed-coordinated hetero-
polyacids [26, 53]. For the oxidation of cyclopentene
by H2O2 in tri-n-butylphosphate solution, Mo6W6

shows the highest yield of aldehyde, much higher than
M012 and Wi2 alone or a mechanical mixture of them
(Fig. 7). The selectivity of concurrent formation of diol
increases with the ratio of W to Mo, reflecting the acidity.
The synergistic effect is explained quantum chemically
by the increase in the stability of reduced states of mixed-
coordinated polyanions [54]. However, there is a possi-
bility that active peroxo species are formed by partial
degradation of the starting Keggin anion and the for-
mation is easier with mixed coordinated HPA.

A Preparation
Reproducible preparation of H3+xPMoi2-xVxO40 (-* —
1-3, Moi2-*VX) was established by Tsigdinos and
Hallada [55]. An aqueous solution of Na2HPC>4 and
sodium metavanadate is acidified with a concentrated
sulfuric acid. To this mixture is added an aqueous
solution of Na2MoO4 • 2H2O. The detailed procedure
is available in the literature. Note that excess sodium
metavanadate is used.

Molybdenum-tungsten mixed-coordinated hetero-
polyacids, H3PMoi2-*W,O40, are prepared from
Na2HPO4 12H2O, Na2WO4, and Na2Mo04 2H2O
solutions. After the solutions are mixed at 353 K for
1 h, hydrochloric acid is added at room temperature.
Then the heteropolyacids are extracted with diethyl
ether and crystallized at room temperature; H3PMoi2O40
and H3PWi2O40 can also be used as the starting mate-
rials. The mixed aqueous solution is held at 353 K for
6h, followed by extraction by diethyl ether and re-
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Figure 7. Synergistic effect of Mo-W mixed-coordinated hetero-
polyacids for the oxidation of cyclopentene with hydrogen
peroxide [26]; 1 h, 2 h, and 3 h are the reaction times. GA =
glutaraldehyde

crystallization. The heteropolyacids prepared by these
methods are mixtures of mixed-coordinated hetero-
polyanions having a statistical distribution of x.

The synthesis of specifically Mo- or V-substituted
positional isomers of tungstophosphates is achieved by
the method of Massart or Domaille et al., but their
catalytic activities are not as high [56, 57]. A require-
ment for these syntheses is isolation, or the in-place
generation, of an appropriate defect polytungstate anion
that is subsequently resubstituted with V or Mo: the
ion [PVW11O40]4" is derived from in-place generation
of [PW,,O39]7-; [a-l,2,3-PV3W9O40]6~ is prepared from
preformed [a-PW9O34]

9-; [P- and y-PV2Wi004o
5" are

isolated from [PW10O36]
7- [57]; [a-PW,Mo2OM]v is

prepared from [^-PW9O34]
9"; [a-PW9Mo3O40]v is de-

rived from [a-PW9Mo2O39]3~ [56]. Two important prep-
arative details are emphasized [58]:

(i) reproducible syntheses require accurate pH read-
ings on a calibrated pH meter;

(ii) vanadium (V) species are strong oxidants, particu-
larly at low pH, and metallic spatulas are attacked,
leaving an intense heteropoly "blue" vanadium
(IV) product (ceramic spatulas are recommended).

Product identification relies on 31P NMR of their sol-
utions. Details of 31P NMR measurements and prepa-
ration methods are available in the literature [59].

2.1.7.5 Metal-Coordinated Heteropolyanions

Metals can be coordinated with a hcteropolyanion in
three different ways to form metal-coordinated poly-
anions, which show unique catalytic activities for vari-
ous reactions. The first method is the simple combina-
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(a)

Figure 8. (a) Transition metal-substituted heteropolyanion
[PW|2O39(TiCp)]4~; (b) heteropolyanion-supported transition
metal [TiCp • S i W ^ O ^ ] 4 " [65]. The hatched octahedra repre-
sent VO6, the central phosphate is shown by black tetrahedra,
Cp = C5H5.

tion of metal salts with a heteropolyanion. The second
is the use of lacunary anion as a ligand for transition
metal ions, i.e. transition metal-substituted polyanion
(TMSP; Fig. 8(a)). The third is to use a polyanion to
support transition metals, i.e. heteropolyanion-supported
transition metal (Fig. 8(b)).

A Combination of Metal Salts with Heteropolyanions
The Wacker-type reaction is a good example in which
the heteropolyanion plays a role as a reoxidizing re-
agent of Pd° in the reaction [60]. It is reported that
PMoeWgO3^ is an efficient reoxidant for this reaction
and the rate determining step is the reoxidation of Pd°
to Pd2+ [61]. The pH and the concentration of Cl~ can
be controlled by the use of Na^Hj+^^PMo^-xV^O^
(JC = 2, 3), so that the reaction rate and the stability of
Pd2+ increase, and the concentration of Cl decreases
to 1% of that in the conventional ethylene Wacker-type
reaction [62]. The anion, PMo^-xV^O^,4 , is con-
sidered to promote both the solubilization of high
concentration of V5+ and the reoxidation of V4+ by
O2.

Terminal alkenes can be hydrogenated selectively in
the presence of PdCl2 [63] or RhCl(PPh3)3 [64] and
heteropoly compounds. The catalytic system is also
highly active for the production of urethane or isocy-
anate compounds by the reductive carbonylation of
nitrobenzene. It is considered that polyoxometalate
coordinating with Pd2+ in the reduced form is the ac-
tive species, since easily reducible heteropolyanions are
more active [63].

B Transition Metal-Substituted Polyanions (TMSP)
Lacunary Keggin anions, ot-XMnO^, have a "defect"
Keggin structure, in which one addenda atom and one
terminal oxygen are missing. These lacunary hetero-

polyanions, which are formed at relatively high pH,
are used as ligands of 3d metal ions. The vacancy is the
binding site; for example, PW11O39 acts as a penta-
dentate and tetradentate ligand of Co and Cu, respec-
tively [lb, 65, 66]. Complexes of anions such as
XMnOJ," (X = P, Si; M = Mo, W, V, Nb) with metal
ions are used as inorganic analogs of metalloporphy-
rins (inorganic synzyme) and have important advan-
tages as catalysts, i.e. high resistance to oxidative deg-
radation and thermal stability.

Hill and co-workers have reported that TMSP is
effective for the epoxidation of alkenes and the oxy-
genation of alkanes by use of f-BuOOH and PhIO as
oxidants [67]. The characteristics of TMSP in alkene
epoxidation, compared with those of metalloporphy-
rins, Schiff base complexes, and triflate salts, are as
follows [67]:

Reactivity - PWi,ConO^ > PWnMn"O3
5,-

£ Fe'"(TDCPP)Cl > Fe!II(TPP)Cl > M(OTf)2

Selectivity to epoxide - P W n C o 1 ^ ,
» PWi,Mn"OJ9 > M(OTf)2

> Fe"'(TDCPP)Cl > FeIH(TPP)Cl

Stability - TMSP> Fe"'(TDCPP)Cl > Fem(TPP)Cl

> M(OTf)2

(TDCPP = tetrakis-2,6-dichlorophenylporphyrin;
TPP = tetraphenylporphyrin; OTf= triflate ion)

Thus, the substituted heteropolyanion is stable and ac-
tive even in the presence of oxidants such as /-BuOOH
or PhIO. Note that the heteropolyanion is unstable
with respect to hydrogen peroxide. Based on the high
stability, TMSP can be used for alkane hydroxylation
[67b]. Mansuy et al. have reported that P2W17O61 (Mn3+ •
Br)8~ is oxidation resistant and more active for the
epoxidation of cyclooctene with PhIO than those con-
taining Fe3+, Co2+, Ni2+, or Cu2+ [68]. The oxygen-
ations of cyclohexane, adamantane, and heptane and
the hydroxylation of naphthalene, are also catalyzed by
TMSP.

Ruthenium has been used as the catalytic center in
TMSP for the oxidations of cyclohexane, adamantane,
and styrene with PhIO or f-BuOOH [69].

C Heteropolyanion-Supported Metals
The organometallic cations can be supported on re-
duced heteropolyanions or more negatively charged
polyanions such as SiW9M3O^ and P2W15M3O62
(M = V5+, Nb5+). The latter has three full units of
anionic surface charge that enable tight and covalent
bonding of transition metals [66].

Finke and co-workers have reported that a P2W15-
' j -supported Ir catalyst, [(«-C4H9)4N]5Na3[(l,5-

References see page 130
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cod)Ir • P2Wi5Nb3C>62] (cod = cyclooctadiene), is active
for both hydrogenation [70] and oxygenation [71] of
cyclohexene. The turnover frequency is 100 times higher
than that of its parent Ir compound, [(l,5-cod)IrCl]2.
The supported structure probably remains intact dur-
ing the reaction, while it is unstable under H2 atmo-
sphere [72].

D Preparation
The preparation of TMSPs (Keggin-type and Dawson-
type) is described in detail by Walker and Hill [73]
and Lyon et al. [74]. The tetrakis(tetra-«-butylammo-
nium) salt of PMonOj, , (/i-Bu4N)4H3PMoiiO39 (1) is
prepared and metalated to form the corresponding
Keggin-type TMSP.

The compound 1 is prepared as follows: a-
H3PM012O40 is dissolved in water; the pH of the solu-
tion is adjusted to 4.3 with Li2CC>3; a precipitate is
formed by adding solid «-Bu4NBr (14 equiv) to the
solution with vigorous stirring; the crude product is
collected, washed with H2O, evaporated to dryness,
and allowed to air dry overnight at room temperature.
In contrast to recrystallization from protic media [75],
the light yellow-green crystalline product 1, can be ob-
tained by repeated recrystallization from organic sol-
vents without decomposition. Recrystallization under
nonprotic conditions involves dissolving the crude
product in CH3CN by stirring without heating, fol-
lowed by slow evaporation of the solvent at room
temperature. After three recrystallizations the complex
has >99% purity, as confirmed by 31P NMR [73].

From the lacunary polyanion, for example, the
Mn-substituted polyanion, («-Bu4N)4HPMonMnn

(CH3CN)C>39, can be prepared [73]: 1 is dissolved in
acetonitrile with stirring, and then toluene is added to
produce a homogeneous light yellow-green solution;
this solution is poured into a separatory funnel to
which is added an aqueous solution of MnSC>4 • H2O
(1.5 equiv); vigorous shaking of the heterogeneous
mixture for «1 min results in an immediate color
change of the organic layer to brown indicating that 1
has rapidly extracted the manganese ion into the or-
ganic layer; the water layer is drawn off, and the re-
maining organic layer is placed in a crystallizing dish
and allowed to evaporate slowly at room temperature;
the crude brown crystalline product is separated by
nitration and recrystallized from acetonitrile. Unlike
Co", Mn", or Cu", metalation with Zn11 induces the
decomposition of 1 [73].

A hctcropolyanion-supported metal, [(/i-C^^NJs-
Na3[(l,5-cod)lrP2W15Nb3O62] (2) is prepared from
(Bu4N)9P2Wi5Nb3O62 and [(l,5-cod)Ir(CH3CN)2]BF4

[76]. The choice of the metal-ligand combination
Ir(l,5-cod)+ and synthesis of ( B m N ^ W i s ^ O ^
arc described in the literature [77, 78]. The synthesis
and subsequent storage of 2 require strict oxygen-free

conditions. The key to obtaining 2 as a pure solid is the
use of mixed Bu4N+/Na+ salts and at least two repre-
cipitations from paper-filtered homogeneous CH3CN
solution using EtOAc. BU4NBF4 is very soluble in
EtOAc and thus is removed by this process. Analyti-
cally pure 2 is obtained as a bright yellow, very air-
sensitive powder.

2.1.7.6 Heteropolyanions Intercalated in Layered
Double Hydroxides

Layered silicate clays intercalated by pillaring poly-
oxocations are precursors to an important class of mi-
croporous catalysts. Smectite clay was the only host
structure known to be pillarable by purely inorganic
oxo ions. Recently, layered double hydroxides (LDH)
pillaring oxo ions were reported by Pinnavaia and co-
workers [79, 80].

The pillaring of LDH by Keggin-type heteropoly-
anions and their lacunary species has been attempted.
The gallery heights are reported to be about 10 A. The
reactivity of [XMi204o]n~ species for intercalative ion
exchange depends strongly on both the net charge and
polyhedral framework of the ion [80]. Since the cross-
section of a Keggin anion (10 A diameter) is ss80A2

and the area per unit positive charge is 16.6 A2 for the
layer surface of an LDH, [Zn2Al(OH)6]NO3 • 2H2O,
Keggin ions with a charge less than —5 cannot be
electrically balanced by the host LDH [80].

However, more study is needed to establish the cat-
alytic properties, structures and thermal stabilities of
the LDH-pillared HPAs.

A Preparation
The ion-exchange reactions are carried out by dropwise
addition of a boiling suspension of [Zn2Al(OH)6]NC>3 •
2H2O to a 40% excess of the polyoxometalates in
aqueous solution at room temperature. A nitrogen
atmosphere is used to avoid possible reaction of the
LDH with atmospheric CO2. The final products arc
stored under nitrogen [80]. The host LDH is prepared
by the reaction of freshly precipitated aluminum hy-
droxide with an aqueous zinc chloride solution at pH
6.2, according to the general method of Taylor [81].
The reaction time at 373 K is 7 days.

2.1.7.7 Supported Heteropoly Compounds

Supported hcteropoly com pounds, where hcteropoly com-
pounds are dispersed on the surface of porous solids,
are important for applications, since the surface area
of heteropolyacids is usually low. The structure, stabil-
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ity, and catalytic properties are very much depen-
dent on the support materials, the extent of loading,
and the method of preparation [5, 82]. As supports for
heteropoly compounds, S1O2, AI2O3, and TiC^, active
carbons, ion-exchange resins, and high surface area
salts of HPA have been used. A silane coupling reagent
has been tested for binding HPA on oxide support [83].
Insolubility is also an important property when HPA is
applied to liquid-phase reactions.

Basic solids such as AI2O3 and MgO tend to de-
compose HPAs [5, 84, 85], although significant activ-
ities have been reported in some cases. On the other
hand, SiO2 and some carbons are relatively inert. In
the cases of H3PW12O40 and H3PM012O40 on SiC>2,
HPAs are dispersed as thin layers on the support up to
a certain quantity of HPA and above that quantity
they form thick layers or separate particles [38]. De-
tailed studies of H4SiMoi2O40 supported on SiC>2 have
been reported [86]. Spectroscopic as well as catalytic
tests indicate that the Keggin structure is maintained
and catalytic properties corresponding to the parent
HPA are revealed at high loading levels [86a,c]. How-
ever, at a very low level of loading, strong interactions
between the heteropolyacid and surface silanol groups
suppress the acidity, and the redox catalysis predom-
inates. It was also shown that the state in solution in-
fluences the dispersion after being supported on SiC>2
[86b]. The thermal stability of HPA on SiO2 is usually
comparable or slightly lower than the parent HPA
[86c, 87], whereas it was reported that H3PM012O40
was stable up to 853-873 K when supported on SiC>2
[88]. Besides decomposition, reformation of the Keggin
structure takes place under certain (wet) conditions [5,
89-91]. Silica-bound CS2.5H0.5PW12O40, which is pre-
pared by the hydrolysis of ethyl orthosilicate in the
presence of colloidal CS2.5H0.5PW12O40 in ethanol, is
catalytically more active than Amberlist-15 and H-
ZSM-5 with respect to the turnover frequency, as based
on the unit acid site [92].

Potassium and cesium salts of HPAs which have high
surface areas are useful supports for HPAs. Increased
stability as well as improved yield in selective oxidation
of acrolein is observed when H3+xPVxMoi2-xO40 com-
pounds are supported on K3PM012O40 [47, 48]. It was
claimed that free acids covered epitaxially the surface
of the support, but also the possible formation of
a solid solution of H(K,Cs)3PWi204o [93] and
H(K,Cs)3PMoi2O40 [94] due to the diffusion of K+,
Cs+ and H+ need to be considered.

A certain kind of active carbon is an excellent
support of HPAs to make HPAs insoluble [95]. It
has been reported that proton transfer from HPAs
to the carbon support tightens the binding [96]. High
activity was reported for HPAs supported on ion-
exchanged resin [97] and HPAs doped in polymers [98,
99].

Polyacetylene can be doped with large anions of
H3PM012O40. The doping increases not only the con-
ductivity of the polymer but also the catalytic activ-
ity. The HPA is distributed nearly uniformly over the
cross-section of the polymer film. For the conversion of
ethanol, the catalyst exhibits acid-base activity as well
as redox activity. Through the pulse reaction, it has
been shown that the rate of formation of ethylene and
diethyl ether increased 10 times and the rate of for-
mation of acetaldehyde increased 40 times [98].

Lee and co-workers have shown that the oxidation
rate of ethanol was remarkably increased by using a
H3PMoi2O40-blended porous polysulfone (PSF) film
[99]. The selectivity for acetaldehyde was high (above
90% selectivity at «10% conversion, compared with
40% selectivity at 2% conversion without polymer at
433-463 K).

The coexistence of metal and HPA reveals a unique
catalytic bifunctionality. For Pt-Cs2.5Ho.sPWi2C>4o,
the activity of the w-butane isomerization is remarkably
enhanced in the presence of H2. The rate of isobutane
formation at 573 K is comparable with or higher than
those of Pt-H-ZSM5 and Pt-SO^/ZrO2 while the se-
lectivity of HPA is much higher [100, 101].

A Preparation
Conventional methods such as incipient wetness im-
pregnation are applicable to the preparation of sup-
ported HPAs [8].

The doping of polyacetylene with HPAs is per-
formed via chemical oxidation in acetonitrile contain-
ing H3PM012O40 and minute amount of suitable com-
plexing reagent. Anodic oxidation in an H3PM012O40-
acetonitrile electrolyte is also possible using poly-
acetylene film as the anode. After doping, the films are
washed with dry acetonitrile and again vacuum-dried.
The samples are stored in vacuum-sealed glass tubes
[98].

For blending porous polysulfone (PSF) and HPAs,
the choice of solvent is important; dimethylformamide
(DMF) has been recommended [99]. A HPA-PSF film
is prepared by casting the HPA-PSF-DMF solution
on a glass plate, followed by drying in air for 4-5 h and
subsequent evacuation for 2h. The thickness of the
HPA-PSF film is usually 0.1 mm [99].

The compound Pt-Cs2.5Ho.5PW1204o is prepared as
follows [100, 101]: An aqueous solution of Pt(NH3)4Cl2
is added dropwise to an aqueous solution of H3PW12O40
followed by the addition of an aqueous solution of
CS2CO3 at 323 K; the resulting suspension is evaporated
to solid at 323 K. The molar ratio of Pt2+:Cs+:PWi2O^0 is
0.25:2.5:1, where the amount of Pt corresponds to
1.5 wt%, and the surface area is 112 m2 g"1. The palla-
dium analog is obtained from Pd(NO3)2 in a similar
way.
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2.1.8 High-Surface Transition Metal
Carbides and Nitrides

S. T. OYAMA

2.1.8.1 General Properties of Transition Metal
Carbides and Nitrides

The alloying of main group elements, such as C, N, or
O, with early transition metals produces a class of
materials known as carbides, nitrides, or oxycarbide/
nitrides [1-3]. The materials have high melting points
(>33OOK), hardness (> 2000 kg mm"2) and strength
(> 3 x 105 MPa) [1, 4] and are employed commercially
in advanced structural and cutting tool applications.
Interestingly, although their physical properties are
those of refractory ceramics, their electronic and mag-
netic properties are typical of metals. Thus, they are
good conductors of heat and electricity and have Hall
coefficients, magnetic susceptibilities, and heat capaci-
ties in the metallic range [1].

The monometallic carbides and nitrides often adopt
simple crystal structures (Fig. 1 ) with the metal atoms
arranged in cubic close-packed (ccp), hexagonal close-
packed (hep) or simple hexagonal (hex) arrays. The
nonmetallic elements, C, N, and O, occupy interstitial
spaces between metal atoms, and for this reason the
materials are also known as interstitial alloys.

The crystal structures adopted by the binary carbides
and nitrides are similar to those found in noble metals.
The resemblance is not coincidental, and has been ex-
plained using Engel-Brewer valence bond theory [5].
Briefly, the main group elements C and N increase the
metal's effective s-p electron count, so that structures
and chemical properties of the early transition metals
resemble those of the Group 8 metals. This idea was
first introduced by Levy and Boudart [6] who noted
that tungsten carbide had platinum-like properties.

The carbides and nitrides have been found to be e>
ceptional hydrogenation catalysts [7]. They have acti\
ity close to or surpassing those of the Group 8 nobl
metals for such diverse reactions as methanation [8
ammonia synthesis [9], ammonia decomposition [10
hydrocracking [11], hydrogenation of benzene and cj
clohexene [12], and hydroisomerization of w-hexan
[13], /i-heptane [14], and methylcyclohexane [15]. Cor
siderable work is also being done in the area of hydrc
processing [16], where the materials have been show
to have high activity for both hydrodesulfurizatio
(HDS) [17, 18] and hydrodenitrogenation (HDN) 19
21].

2.1.8.2 Thermodynamic Considerations in the
Preparation of Carbides and Nitrides

Strategies for preparation are numerous and invoh
widely differing starting metallic compounds, as we
as different carbon and nitrogen sources. It is then
fore instructive to consider the thermodynamics [Z
of various kinds of transformations. The heats an
free energies of formation from the elements at 2981
and 1000K are presented in Table 1 for carbides an
Table 2 for nitrides. For illustration, different transfo
mations to molybdenum carbide are presented at 298 ]
in Table 3 and at 1000K in Table 4.

Carbide formation from elemental carbon and trai
sition metals show a number of trends (Table 1). Firs
the free energy of formation is strongly negative for it
early transition metals, and becomes less favorable i
going to the Group 8 metals. As temperature is raise*
carbide stability decreases slightly among the ear
transition metals, but increases markedly for the la
metals. In general, trends in free energies are mirrore
by values of the heats of reaction but, towards the rigl
in the periodic table, entropic effects arc important i
stabilizing the compounds.

Crystal Structures

Face-centered cubic Hexagonal close-
packed

0-MOjC, W2C. Re,C

Simple
hexagonal

TiC, VC. NbC T-Mo2N, 0-W2N, Re2N 0-Mo2C, W2C. Re,C WC, MoC

TiN, VN. NbN •n-MoC1_Xi0-WC1_x" J-WN

Figure 1. Typical crystal structures and compositions of carbides and nitrides (reproduced with permission from Ref. 3).



2.1 Bulk Catalysts and Supports 133

Table 1. Heat and free energy of formation from the elements
of transition metal carbides (kJmor1) calculated from data in
Ref. 22.

Table 2. Heat and free energy of formation from the elements
of transition metal nitrides (kJ mol"1) calculated from data in Ref.
22.

Transformation

Ti + C -• TiC

Z r + C-ZrC

Hf + C-
V + C-H

Nb + C-
Ta + C-
Cr + §C
Mo + | (
W + C -
Mn + 3-<
Fe + i C

-HfC
. VC

- N b C

- T a C

- $ Cr3C2

: — | Mo2c
+ w c
: — i Mn3C

-* i Fe3C

A//2°,g

-184.5

-207.1

-225.9
-101.7

-138.9

-144.1

-85.35

-49.45

-40.58

-15.06

+25.04

A<?&g

-181.0

-203.7

-223.0
-99.08

-136.9

-142.6

-102.1

-58.82

-39.49
-33.24

+3.69

A//.V,

-184.1

-208.3

-225.0
-103.1

-136.2

-142.5

-25.17

-27.82

-38.88

+29.00

+70.53

AGJOOO

-173.6

-195.9

-217.5
-92.21

-134.4

-140.8

-182.4

-96.11

-38.48

-108.75

-83.21

Transformation

Sc + ^ C -

Y + i N 2 -

Ti + ± N2 -
Zr + i N2 -

Hf + J-N2-
V + J-N2-

Nb + 1 N2

Ta + i N2 -
Cr + 1 N2 -
Mo + JN2

Fe + i N2 -

Co + i N2 •

ScN

• Y N

*TiN
^ZrN
-.HfN
• V N

- .NbN
- T a N
- C r N
- . i Mo2N
- i Fe4N

- 1 Co3N

A//»98

-313.8

-299 .2

-338.1

-368.2

-373.6

-217.2

-235.1

-252.3

-117.2

-40.7

-2.8

+2.8

AG2°,g

-283.8

-271 .5

-309 .4

-339.6
-346.4

-191.1

-206.0

-223.8

-92.8

-27.3

+4.37

+ 11.46

A//.V,

-312.0

-296.6

-335.4
-365.0
-369.8

-213.6

-231.0

-245.0

-112.1

-35.8

-5.1

+3.22

AGfooo

-213.6

-207.7

-243.0
-274.1
-284.4

-131.2

-138.8

-160.9

-37.97

+ 1.80

+8.57

+20.1

Table 3. Heat and free energy of reaction of molybdenum carbide at 298 K. (kJ mol ') calculated from data in Ref. 22.

Transformation A//2»8

Mo + \ CH4 — { Mo2C + H2

Mo + CO — \ Mo2C + \ CO2

MoO3 + 3i C — { Mo2C + 3CO

CaMoO4 + 1 CaC2 + ^ Al -* [ Mo2C + \ CaO

MoOj + 11 CH4 - . i Mo2C + \ CO + 2\ H2O

Mo(CO)6 + \ H2 - . i Mo2C + 5 i CO + ± H2O

MoCl6 + { CH4 + 2 H2 - . i Mo2C + 6 HC1

M0S2 + { CH4 + H2 -* I Mo2C + 2 H2S

| i A12O3

-24.75
+ 12.7

-166.2

+388.8

-786.1

+ 170.0

+ 162.4

-79.7

+247.7

-25.2
+0.15

-170.0

+231.1
-777.1

+77.41
-36.70

-192.8

+200.6

Table 4. Heat and free energy of reaction of molybdenum carbide at 1000 K (kJ mol ') calculated from data in Ref. 22

Transformation AZ/JL^

\ Mo2CMo + i C

Mo + CO -» i Mo2C + \ CO2

M0O3 + 3 | C — \ Mo2C + 3CO

MoOj + 1 i CH4 -> { Mo2C + \ CO + 2i H2O

Mo(CO)6 + ± H2 - . \ Mo2C + 51 CO + \ H2O

MoCl6 + i CH4 + 2 H2 - . i Mo2C + 6 HC1

MoS2 + i CH4 + H2 -v \ Mo2C + 2 H2S

-23.3
+21.8

-152.8

+374.4

+ 163.2

+ 167.2

-95.7

+239.1

-27.2
-36.9

-186.8

-135.4

-140.1

-570.4

-449.1

+95.9

References see page 137
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The thermodynamics of nitride formation from mo-
lecular nitrogen and transition metals show similar
trends to the carbides. Again, the free energies of for-
mation are strongly negative towards the left in the
transition series, and become less favorable on moving
to the right. Nitride stability is lower at higher tem-
peratures, and is dominated by the heat of reaction.
Entropic effects do not stabilize the late transition
metal nitrides as they do the carbides. In general, nitride
formation is more favorable than carbide formation in
the early transition metals, but this is reversed in the
late metals.

Thermodynamic considerations are useful for de-
termining conditions for carburization and nitridation.
For example, in the nitridation of niobium the partic-
ular phase of the product (e.g. NbN, /?-Nb2N, or y-
Nb4N3) will depend on temperature and pressure. This
holds true also for carbides. However, for carbides,
competing reactions such as

2CO -> C + CO2

CH4 — C + 2H2

can cause deposition of free carbon. These side reac-
tions can be controlled by properly adjusting gas com-
position by means of ratios of reactant gases such
as (CO)/(CO2) or (CH4)/(H2)

2. Examples are given for
WC and Mo2C synthesis (Fig. 2).

The thermodynamic considerations above are useful
guides to the preparation of carbides and nitrides, but
are not limiting as the syntheses can be carried out at
nonequilibrium conditions. For example, in the carbu-
rization or nitridation of oxides it is possible to lower
the temperature of reaction by sweeping away the
product gases [23]:

MO + HxCy -+ MC + H2O + CO

-1

MO + NH3 H2O + ± H± H 2

Water vapor produced during reduction is particu-
larly problematic as it can inhibit the reaction or lead
to hydrothermal sintering.

2.1.8.3 Survey of Preparative Methods

Many types of preparation are applicable for both
carbides and nitrides, and these will be described in this
section. General references for this section arc Frad
[24], Juza [25], Kosolopova [26], Toth [1], Santhanam
[27], and Stoll and Santhanam [28].

Some of the methods described in this section are
employed to produce metallurgical carbides and pro-
duce low specific surface area (SK) materials. Never-
theless, some of the compositions have been used in
catalytic studies (especially prior to 1980), and their
preparation is included in this section.

o
CM

0.8 <
o >

W O 2 .

jrVIC + C

' W2C + C
1 1 1

wo2

c

F

0.9 1 1.1

103/T / K"1

200 600 1000
T /K

1400

Figure 2. Equilibrium curves for the carburization of tungste
and molybdenum. The tungsten diagram shows experiment,
points for W2C (open circles) and WC (solid circle) [39], Tt
molybdenum diagram shows the operating line for synthesis wii
20% CH4 in H2 [11] (reproduced with permission from Ref. 3).

A Direct Reaction of Metals and Nonmetals

a Carbides

M + C — MC

This method of preparation is carried out by contactir
metallic powders and solid carbon, sometimes in tl
presence of gaseous hydrocarbons, at 1500-23001
Thermodynamics (Section A.2.1.8.2) indicate that ca
bide formation from the elements is favorable at low
temperatures, but high temperatures are used to cou
ter solid-state diffusion limitations [26]. Heating
provided by conventional ovens or at higher tempt
atures in arc furnaces. The latter method is called t
Moissan fusion method, after the originator [29, 30].
the case of the fusion method, the carbides are pr
duced in a molten form and cast shapes can be pour
from the melt [31].

b Nitrides

MN

Thermodynamic calculations (Table 2) indicate tl
nitride formation from the elements is favorable, a
indeed, many nitrides can be so prepared. For cxamr
TiN, VN, and CrN can be made at 1 bar with me
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cular nitrogen. As with the carbides, the transforma-
tions are diffusion controlled and high temperatures are
needed, usually between HOOK and 1900K [25]. Ele-
ments to the right of molybdenum cannot be nitrided
with molecular nitrogen at pressures attainable in con-
ventional facilities.

B Reaction of Metal Oxides in the Presence of Solid
Carbon

a Carbides

MO + 2C -» MC + CO

This transformation is carried out by intimately mixing
metal oxide powders with carbon, again as with the
pure metals, at temperatures between 1500-2300 K,
with or without the presence of a hydrocarbon gas. The
reactions of oxides with carbon are thermodynamically
favored, but high temperatures are again needed be-
cause the transformations are limited by diffusion. The
direct transformation of oxides to carbides is economi-
cally advantageous over the use of metals since the
need to separately reduce the oxide phases is avoided.
Wide application is found for the commercial pro-
duction of carbides of molybdenum, tungsten, and
tantalum.

b Nitrides

The carbothermal nitridation of oxides is a common
method of preparation of nitrides that goes back to the
work of Friederich and Sittig [32] in 1925. It is gen-
erally applicable to nitrides of high thermal stability
such as TiN, VN and CrN. Its main drawback is that it
produces impure phases.

C Extraction of Carbides from Ferrous Alloys

Fe-MC + 3HC1 — MC + Fe3+ + 3Cr + \H2

Ni-MC + 2HC1 — MC + Ni2+ + 2C1~ + H2

This method involves extracting carbide precipitates
from solid solution of steels and ferrous alloys. The
method is reported by Shimer [33] in 1887 who pre-
pared TiC by dissolving Fe from a titanium-bearing
cast iron with hydrochloric acid. Commercial prac-
tice involves the use of minerals such as wolframite
Fe(Mn)WO4 or microlite Ca2Ta2O7 in a high-temper-
ature melt of auxiliary (menstruum) metal with carbon
[28]. Carbides of vanadium, chromium, titanium, tan-
talum, tungsten, and molybdenum for use in machine
tools have been produced in this way. Disadvantages of
the method are the use of costly acids and the gen-
eration of considerable amounts of waste salts.

D Reaction of Oxides with Calcium Carbide and
Aluminum

Fe(Mn)WO4 + CaC2 + Al
—WC + CaO + Fe + A12O3

CaWO4 + CaC2 + Al -» WC + CaO + A12O3

Reactions such as the above have been used for the
large-scale commercial production of WC by Kenna-
metal, Inc. in a process called the Macro Process [28].
Thermodynamics for the analogous molybdenum re-
action show that the reaction is highly exothermic
(Table 3). The solid reactants are metered into a car-
bon-lined kiln to develop a self-sustained exothermic
reaction. The reaction occurs in a pool of molten metal
at temperatures above 2800 K. At the end of the run
the kiln contents solidify into a lower heavy layer of
carbide crystals and an upper slag layer of oxides.

E Reactions of Metals or Metal Oxides with Gas-
Phase Reagents

a Carbides

M + 2CO -» MC + CO2

MO + UxCy — MC + H2O + CO

Carburization with gaseous carbon sources such as
methane, higher hydrocarbons, and carbon monoxide
was initially carried out mainly with metal wires such
as tungsten or tantalum, and coarse tungsten powder.
Clearly, contacting of the gas and the solid is a prob-
lem, and the method is not used commercially. How-
ever, it is very useful for the preparation of small-scale
laboratory batches. For catalytic applications metals
have been carburized with methane and ethane [34],
propane [35], and carbon monoxide [36]. One approach
to obtain higher surface area carbides has been to
maximize the surface area of the precursor [37]. In this
manner Palanker et al. [38] optimized the surface area
of a tungstic acid precursor to obtain tungsten carbide
of Sg up to 30 m2 g"1. Similarly, Lemaitre et al. carbu-
rized a hydrous oxide precursor with a CO/CO2 mix-
ture to obtain tungsten carbide with Sg of 47m2g '
[39].

NH3 - » M N + | H 2

h Nitrides

MO + NH3 |

Flowing ammonia has been applied to the synthesis of
the nitrides of iron, cobalt, and nickel compounds with
very low enthalpies of formation (Table 2). Again,
isothermal conditions were employed. Ammonia is
preferable over the use of molecular nitrogen to nitride

References see page 137
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metals or oxides because of the following favorable re-
action that produces surface nitrogen, N*, and even-
tually nitride:

F Decomposition of Metal Halide Vapors

a Carbides

MCI + HXV -> MC + HC1

In this method metal chlorides or oxychlorides are
made to react with gaseous hydrocarbons in the vicin-
ity of a localized heat source (1400-2100 K). Clearly,
the reaction is thermodynamically favorable (Tables 3
and 4). The method was first used by Van Arkel in
1923 with an incandescent tungsten filament to make
carbides of tantalum and zirconium [40]. Although the
reaction variables have been studied extensively, prob-
lems remain with control of the process and with low
productivity. Application to catalyst synthesis has been
moderate [41].

b Nitrides

MCI + N2/H2 — MN + HC1

The Van Arkel process can also be used to make metal
nitrides. Because of the tendency of NH3 to decom-
pose at the temperatures needed for nitride formation
(1300-1900 K), the gaseous reactant is a mixture of H2

and N2. The nitride forms as a layer around the tung-
sten wire.

G Decomposition of Gaseous Metal Carbonyls

M(CO)n MC + H2O + CO

This method is similar to that employing metal chlor-
ides, except that it uses metal carbonyls. Both methods
still receive attention [42]. In the case of the carbonyl
compounds the heat of reaction is unfavorable, but the
transformation is driven by the release of substantial
amounts of carbon monoxide (Tables 3 and 4). The use
of carbonyl compounds rather than metal chlorides
may have some advantages since the carbon source is
already included in the starting material [43]. For ex-
ample, the reaction of WC^ in an isobutane/hydrogen
atmosphere produced a WC sample extensively con-
taminated by surface carbon, as seen by Auger elec-
tron spectroscopy. On the other hand, the reaction of
Mo(CO>6 in hydrogcn/CO mixtures gave a molybde-
num oxycarbidc, MoOxCv, with substantially improved
surface properties [44], and good activity in ammonia
synthesis [45].

H Temperature-Programmed Methods (Carbides and
Nitrides)

MOO3 + CH4 + H2 -> Mo2C

WO3 + NH3 -> W2N

The temperature-programmed reaction (TPR) methoc
of preparation [46] is a variation of the isotherma
method described in Section E. The TPR method con
sists of treating an oxide precusor in a reactive gas
stream while raising the temperature in a uniforrr
manner. By monitoring changes in the exit gas-phas<
composition, the end of the reaction can be ascertainec
and the product quenched. Because the synthesis in
volves the direct transformation of an oxide to a car
bide or nitride, it is possible to bypass the metallii
state, which is the most prone to sinter (lowest Tarn
mann temperature). In addition, the use of the tern
perature program allows an optimal balance bctweei
synthesis and sintering rates and results in product
with high specific surface areas (5g).

A typical synthesis [47] using the TPR method is ex
emplified by the preparation of /?-Mo2C (hep) fron
MOO3 using a CH.t/H2 reactant gas mixture. Ga
chromatographic traces as a function of tempcraturi
and X-ray diffraction indicate that the transformatioi
occurs through a MOO2 intermediate. The rcsultin;
product /?-Mo2C is formed with 5g increasing from 5i
to 90 m2 g ' as the CH4 concentration is raised from 2'
to 100mol%.

If instead of the CH4/H2 reactant, a pure NH
stream is used; the product is y-Mo2N (fee) of suriac
area as high as 225m2g~' [48]. This high value (th
equivalent of a silica of 800m2 g"1) is the result of
solid-state process known as a topotactic transfoi
mation [49]. In this process nitrogen replaces oxygen i
the lattice with minimal disruption of the molybdcnur
atoms, so that the product y-Mo2N(100) planes ar
produced parallel to the original parent MoOj(01(
planes. Because of density differences each origin;
MOO3 crystallite of /im size is transformed into
sponge-like porous agglomerate of y-Mo2N micrc
crystals, retaining the original external size and shar
of the MOO3 parent. This retention of external mo
phology is known as pseudomorphism. Because of th
gradual replacement of oxygen by nitrogen, there
no M0O2 intermediate phase but, rather, a continuoi
transformation through oxynitridc compositions.

The same process can be repeated using WOi as t\
starting material to produce /?-W2N (fee) of up 1
90m 2 g 1 . Interestingly, both the y-Mo2N and //-W:

can be converted by topotactic transformations to tl
corresponding carbides, but of the high-temperatu
cubic structure, a-MoQ_x (fee) and a-WC| x (fee
with x w 0.5. These phases retain the high surface an
of their parent nitrides [50, 51].
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The TPR method has now been applied to ^
[52] VN [23], and NbC [53]. Although the TPR
method produces high surface area materials, the pore
structure of these is usually not controllable. Often, the
pores are in the micropore regime (< 3 nm). However,
a number of the solid state transformations that lead to
carbides and nitrides are topotactic and exhibit pseu-
domorphism (retention of external particle size and
shape) This provides a possible means of engineering
the pore structure by preparing oxide precursors with
the desired external morphology.

I Utilization of Supports

Mo(CO)6/Al2O3 + CH4 + H2 -> Mo2C/Al2O3

T1O2/S1O2 + NH3 -> T1N/S1O2

Highly dispersed carbide phases may be prepared by
depositing a precursor on a support and carbunzing
it This was demonstrated by Lee et al [12] for moly-
bdenum carbide using Mo(CO)6 deposited onto dehy-
droxylated alumina from the gas phase Carburization
in a CH4/H2 stream resulted in a highly dispersed
material which X-ray absorption fine structure spec-
troscopy (EXAFS) confirmed to be /J-M02C Sup-
ported carbides and nitrides may also be obtained from
supported oxide precursors [12, 54, 55], and supported
nitrides may be converted to supported carbides [56]
For example, a TiN coating on spherical S1O2 particles
was prepared by nitriding T1O2/S1O2 with ammonia
[57] The use of supports offer the advantage of better
usage of the active component and higher control of
surface area and pore size distribution

J Reaction Between Metal Oxide Vapor and Solid
Carbon

V2O5(gas) + 7C(sohd) -> 2VC + 5CO

A novel method of preparation of ultrahigh surface
area carbides has been developed by the group of
Ledoux It involves the reaction of solid carbon with
vaporized metal oxide precursors such as MOO3 or
WO2 [58] The synthesis uses high specific surface area-
activated carbons and the final product appears to re-
tain a "memory" of the porous structure of the starting
material The carbon acts as a skeleton around which
the carbides are formed Catalytically active carbides
with surface areas between 100 and 400 m2g ' are
generated.
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2.1.9 Carbons

R . SCHLOGL

These multiple roles operate in parallel with a com-
plex structural chemistry giving rise to families of chem-
ically vastly different modifications of the element. It is
a special characteristic of carbon chemistry that man>
of these modifications cannot be obtained as phase-
pure materials. This limits the exact knowledge ol
physical and chemical properties to a few archetype
modifications, namely graphite and diamond.

The reason for this poor definition of materials i<
found in the process of their formation, namely difficult
to control polymerization reactions. Such reactions
also occur in catalytic reactions with small organic
molecules. The nature of carbon deposits therefore re-
flect all the complexity of the bulk carbon materials
One aim of this article is to describe the structural anc
chemical complexity of carbon or "soot" in order tc
provide an understanding of the frequently observec
complexity of the chemical reactivity (e.g. in reac
tivation processes aiming at an oxidative removal o:
deposits).

The surface chemistry of carbon which determines it;
interfacial properties is a rich field as a wide variety
of surface functional groups are known to exist or
carbon. By far the most important family of surfaa
functional groups are those involving oxygen. Othei
prominent heteroatoms on the surface are hydroger
and nitrogen. This article focuses on the description anc
characterization of oxygen surface functional groups.

The final section discusses selected case studies o
carbon chemistry in catalysis in order to illustrate
characteristic properties of carbon materials as wantec
or unwanted components in catalytic systems.

2.1.9.1 Introduction

The element carbon plays a multiple role in heteroge-
neous catalysis. In homogeneous catalysis it occurs as
the most prominent constituent of ligand systems and
will be treated as such there. Carbon-containing mole-
cules are, in most catalytic applications, the substrates
of the process under consideration. Deposits and poly-
mers of carbon often occur as poisons on catalysts.
Carbon deposition is the most severe problem in cer-
tain zeolite applications. In hydrogenation reactions
carbon deposits are thought to act as modifiers of
catalyst activity and to provide selectivity by con-
trolling the hydrogenation-dehydrogenation activity of
the metal part of the catalyst. Carbon deposits are even
thought to constitute part of the active sites in some
cases.

Carbon is a prominent catalyst support material as it
allows the anchoring of metal particles on a substrate
which docs not exhibit solid acid-base properties.
Carbon is finally a catalyst in its own right, enabling
the activation of oxygen and chlorine for selective oxi-
dation, chlorination, and dechlorination reactions.

2.1.9.2 Structural Chemistry of Carbon

The chemistry of carbon is extremely complex, botl
in the molecules and in the solid state. The reason fo
this complexity lies in the pronounced tendency of th>
element to form homonuclcar bonds in three bondin:
geometries. They can either occur uniformly or ii
almost unlimited combinations allowing a very larg
number of homonuclear structures of elemental car
bon. The moderate electroncgativity of carbon allow
for strong covalcnt interactions with all main grou]
elements. This adds enormously to the complexity o
the solid-state chemistry of carbon. In the present con
text carbon-oxygen bonds will be treated in some dc
tail as they determine to a large extent the stability an
reactivity of carbon in typical catalytic environments.

A consequence of the wide choice of bonding si'
uations for carbon atoms is that very few species can b
prepared with any degree of purity, thus complicatin
the determination of structural, chemical, and physic;
properties. This is illustrated by the fact that even th
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V
sp 60.3 pm

sp3 77.2 pm

?80 ?90 300 310

photon energy /eV

Figure 1. Connectivities and principle bonding properties of carbon. From top to bottom: connectivity, chemical bonding representation,
distribution of n electrons, hybridization symbol, bond length, orientation of the n bonds relative to the carbon skeleton. The spectra
represent polarization-dependent carbon 1 s XAS data for sp2 and sp3 carbons. The angles denote the orientation of the E vector of the
incident light relative to the surface normal of the oriented sample. The assignment of the spectral regions is given and was deduced from
the angular dependence of the intensities of each feature. The graphite impurity in the CVD diamond film is less than 0.1 monolayers.

crystal structure of graphite is only an approximate
model [1] as no single crystal with low enough defect
concentrations has been found to allow a regular three-
dimensional X-ray structure determination. In the
context of catalysis it is important to note that "black
carbon", "coke", "soot" or "carbonaceous deposit" is
by no means a graphitic or even homogeneous material
with reproducible properties. This leads to the wide
variations in application profiles of synthetic carbon
blacks (several thousand varieties) and to the diffi-
culties in the determination of oxidation properties of
"coke" on catalyst surfaces.

2.1.9.3 Overview

The carbon atom with its 2s2, 2p2 electron config-
uration can form a maximum of four bonds which can
be either single, double or triple. As a consequence as
three main connectivities result depicted in Fig. 1.
The valence orbitals hybridize forming, in the elemen-
tal state, sp, sp2 or sp3 hybrid orbitals. The data in Fig.
1 illustrate that the local bonding geometry and the
carbon-carbon bond distances vary significantly with
the connectivity as the bond order (and bond strength)
increases from the sp3 to the sp hybridization state.

The tctrahcdral connectivity leads to space-filling
carbon polymers which are realized as defect-free ideal
structures in diamond. The trigonal connectivity leads
to sheets of carbon which are, in the defect-free variety,
made up of hexagons leading to so-called graphene
layers. The structures of graphite will result if these
layers are regularly stacked in the third dimension. In

the trigonal connectivity the sp2 hybrid orbitals leave
one nonbonding atomic orbital per carbon atom. These
orbitals can interact with each other forming so-called
weak bonds. These weak bonds can either interact
as isolated or conjugated localized double bonds as in
alkene molecules or as delocalized aromatic bonds
providing metallic properties as in graphite. Any com-
bination between these ideal interactions in defective
carbons occurs within areas of double bond character
and areas of aromatic character within one carbon
sheet. In molecular chemistry this effect of varying
degree of double bond localization is referred to as
mesomerism. This is rarely observed experimentally (in
certain polycyclic aromatic molecules) due to the lim-
ited size of organic molecules. A further consequence
of the existence of the weak bonds is the action of
strong dispersive forces (or van der Waals bonds) in
successive layers allowing for the cohesion of graphene
layers. These forces provide energy for chemisorption
of both polar and nonpolar molecules on graphite sur-
faces. The bonding strength of the planar connectivity
leads to a very poor chemical reactivity of graphene
layers which arc only reactive at their edges, where the
lack of carbon atoms results in dangling bonds.

The trigonal connectivity leads not only to hexagons
but enables the incorporation of triangles, pentagons,
heptagons and larger cyclic structures as local defects
into the basic honeycomb structure. A consequence of
these defects is the strong localization of double bonds

References see page 188
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around these defects and the deviation of the carbon
sheet from planarity. Three-dimensional bends require
the incorporation of non-hexagonal units in carbon
layers. These form preferred centers of chemical re-
activity as the localized double bonds will behave as
alkene molecules in organic chemistry, showing pro-
nounced reactivity towards addition and insertion as
compared to the typical substitution chemistry of aro-
matic structures.

The linear connectivity of sp hybridization leads
to chain-like polymers with conjugated triple bonds
formed by the two sets of orthogonal nonbonding
orbitals shown in Fig. 1. The resulting structure of
cumulated electron density creates high chemical re-
activity towards restructuring into the trigonal or
tetragonal connectivity and towards addition of hetero-
atoms. A redistribution of the weakly bonding elec-
trons, as found in molecular ketenes, does not occur
in pure carbon materials. The inherent chemical in-
stability of this arrangement causes the materials to
occur, under ambient conditions, only rarely in pure
form after rapid quenching from high-temperature
carbon sources or in meteorites. These phases (e.g.
chaotit) are thermodynamically metastable but can
occur as part of more complex carbon polymers.

Figure 1 also shows how the different bonding sit-
uations are reflected in electron spectroscopy. Depicted
arc X-ray absorption spectra (XAS) [2] of C^o. graphite
and diamond (as CVD film [3], with a trace impurity of
graphite). The carbon Is XAS method is chosen as it
resolves clearly the presence of delocalized electrons
from the n bonds shown in the connectivity diagrams.
For oriented surfaces the polarization dependence of
the excitation with synchrotron light allows direct de-
termination of the orientation of the n bond relative to
the carbon-carbon backbone bonding which accounts
for the high-energy structures. Fullcrcnc and graphite
are dissimilar in their spectra mainly because of the
molecular character of fullcrenc, giving rise to dis-
crete bands of weakly interacting molecular orbitals.
whereas in graphite a complete overlap of molecular
states to broad bands of density of states gives rise to
only a few structural features in the spectrum. The or-
dering of electronic states with energy is, however, very
similar for the two carbons with the same connectivity.

2.1.9.4 Basic Structures

The two allotropes of carbon with particularly well
defined properties are hexagonal graphite, as thcrmo-
dynamieally stable modification at ambient conditions,
and its high-pressure, high-ternpcraturc allotrope. cubic
diamond. Although both wcll-crystalliscd forms with
only very rarely be encountered in catalytic systems, it
is important to recall some details about their prop-

Figure 2. Idealized crystal structures of diamond and graphite

ertics as these also prevail in the practical forms ol
carbon.

The idealized crystal structures arc displayed in Fig.
2. The consequences of the different connectivities can
be clearly seen. Diamond is an isotropic material con-
sisting of corner-sharing tetrahedra, equivalent to ;i
face-centred close-packed structure of carbon atorm
with additional atoms in the centers of every other
octant of the cubic unit cell. The ideal tctrahedral
arrangement of carbon atoms leads to four equal bond^
154 pm in length. The long-range ordering can be de-
scribed by layers of bent carbon hexagons with one
additional intcrlaycr bond per carbon atom. The bent
hexagons are equivalent to cyclohcxanc with the in
plane bonds in equatorial and the intcrlaycr bonds in
axial positions. The resulting crystals arc highly sym-
metric (space group fV/3 m) with a preferred (111!
cleavage plane. The historical classification of diamond
is according to optical absorption properties, which arc
predominantly controlled by the abundance of sub
stitutional nitrogen and boron atoms.

The structural properties arc reflected in the physical
properties selected in Table 1. Diamond is a superhard
electrical insulator with an extremely good thermal
conductivity. Phase transitions into the liquid state oi
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Table 1. Selected properties of hexagonal graphite and cubic diamond. Anisotropic data for graphite are given in directions first parallel
to and then perpendicular to the graphene layers.

Property

Density (gem"3)
C-C bond length (pm)
Enthalpy of sublimation (kJmol"1)
Enthalpy of oxidation (kJmol"1)
Enthalpy of formation (kj mol"1)
Melting temperature (K)
Thermal expansion (K"1)
Electrical resistivity (Slcm"1)
Mohs hardness

Graphite

2.266
142
715
393.51
0.0
2600/9 kbar
- 1 x 10-6/ + 2 9 x l 0 " 6

5 x 10"7/l
0.5/9

Diamond

3.514
154
710
395.41
1.90
4100/125 kbar
1 x 10"6

1020

10

sublimation occur outside the range of conditions for
catalysis (see Table 1). Its chemical reactivity is very
limited, occurring mainly through a catalyzed trans-
formation into graphite. From there oxidation and
halogenation reactions will occur. An extensive report
about structural, morphological and kinetic aspects is
available [4].

The trigonal connectivity leads to a planar arrange-
ment of carbon with stronger bonds between the car-
bon atoms within the planes, as seen from the reduced
bond distance of 142 pm. The interplanar distance of
335 pm is significantly larger than the in-plane bonds,
leading to a significant reduction of the bulk density of
graphite as compared to that of diamond (Table 1). All
physical properties are strongly anisotropic with a
metallic character within the plane directions and an
insulator behavior perpendicular to the planes.

The electrical properties are unusual in that a very
small band overlap between valence and conduction
band of the order of 0.004 eV allows a very small
number of carriers (0.02 electrons per C atom) to move
freely with extremely small scattering probability. This
yields good electrical in-plane conductivity. Perpendic-
ular to the graphene planes the conductivity is of the
zero-band semiconductor type with an inverse tem-
perature coefficient as for the metallic in-plane con-
ductivity. As defects increase in the graphene layers the
conduction mechanism gradually changes from metal-
lic to semiconducting with only moderate changes in
the absolute resistivity, which now cannot be measured
as an anisotropic quantity. A high density of defect
states on both sides of the Fermi level [5] accounts for
this behavior, which makes carbon brushes and carbon
filament lamps work. The determination of the tem-
perature dependence of the electrical resistivity is a
suitable method with which to determine the degree of
graphitic medium range structure in nanocrystalline
carbon materials. It also allows the structural effects to
be followed of heat treatment during graphitization of
nongraphitic precursors.

The interplanar bonding forces are of the order of
5 k J m o r \ and are so weak that small changes in

electronic structure of adjacent planes allow swelling of
the structure and the incorporation of a very large
number of heteroelements and molecular compounds.
The electronic changes can be either (i) a weak chem-
ical reduction of the graphene layers by donor com-
pounds such as alkali atoms or (ii) a weak oxidation by
bromine, halide salts or mineral acids. All these com-
pounds form intercalation structures with complicated
structural and physical properties which have been in-
vestigated extensively [6].

In ideal graphite the graphene layers are very large
relative to their thickness and are free of intralayer
defects. Furthermore, they are stacked in perfect
periodicity either in ABAB or in ABCABC stacking
sequences giving rise to hexagonal or rhombohedral
graphite. Graphite in catalytic situations differs consid-
erably from this ideal structural type - several types of
defects give rise to different families of modifications.

Apart from reactivity towards intercalation, graphite
is rather inert to other chemicals, except strong oxidiz-
ing agents which form covalent compounds such as
graphite fluoride or graphite oxide. Total oxidation of
graphite to CO and CO2 is a highly complex gas-solid
reaction which is strongly influenced by the defect
structure of the graphite. The reason for this is the
chemical inertness of the ideal graphene layer, which
cannot be attacked by molecular or atomic oxygen at
thermal energies. Reaction thus occurs only at defect
sites, such as missing atoms or nonhexagons, and on
the perimeter of the graphene layer which collectively
form the prism faces of graphite crystal. As these faces
occupy less than 0.1% of the graphite crystal faces the
number of reactive centers for oxidation in graphite
is small. Reactivity thus depends heavily on the addi-
tional sites provided by in-plane defects.

In summary, graphite and diamond are two mod-
ifications of carbon with similar strong bonds between
the carbon atoms (difference in bond length 8.5%). The
differing hybridization leads to a different orientation
of the covalent interaction. The strong structural ani-

Referemes see page ISS
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Figure 3. Families of carbon matenals The top line indicates the connectivity followed by the parent carbon matenals representing accord-
ing to present knowledge all allotrope phases of carbon The range of matenals in the center of the figure compnses carbons with distinct
structural and chemical properties Whether these are distinct phases or metastable phase mixture is not clear The arrows mark structural
relationships between the matenals The lower lines indicate the shape of the basic structural units and their organization in the solid state

sotropy of graphite as compared to the perfectly ISO-
tropic diamond structure gives nse to fundamental
physical and structural differences The differing car-
bon-carbon bond strengths provide the handle with
which to discriminate between the two modifications
with a variety of spectroscopic methods Such methods
are of minor importance as long as crystalline materials
are under discussion In catalytic situations, however,
multiphase amorphous carbon is frequently encoun-
tered which cannot be analyzed convincingly using
diffraction techniques

The fullerenes and carbines, which are also well-
defined forms of carbon, are very rare in their pure
forms in catalytic matenals For this reason they will
not be treated in detail in this work Briefly, carbines
are molecular crystals of columns of carbon atoms
linked with alternating single and triple bonds The
column length is variable but mass-spectral data sug-
gest lengths of between 10 and 20 carbon atoms A
collection of properties of these silver-white carbons
prepared by shock sublimation of graphite which seem
stable only at temperatures above 2300 K but survive
storage in natural conditions for thousands of years
can be found in the literature [7]

Fullerenes [8, 9] are a large family of molecular car-
bon cage structures all with carbon atoms in the sp2

configuration The three-dimensional structure is made
possible by a controlled incorporation of pentagons [8]
into the hexagon network The high symmetry of the
resulting ball-shaped molecules is the consequence of
certain rules of combination, such as never combining
two pentagons and including only 12 pentagons in

every molecule In the frequent event of not following
these rules, the bent carbon sheets polymerize to form
complex amorphous carbons called fullerene black
[10] It is very important, in the present context, to note
that the chemistry of these spherical sp2 carbons is
substantially different from that of the planar allotrope
graphite The distinction arises from the "strain" in the
weak bonds of the fullerenes The non-planar geometry
of the backbone reduces the orbital overlap of the n
electrons (Fig 1) causing localization of the double
bonds and an overall chemistry of an electron-poor
electrophihc polyalkenc [11-13]. One consequence of
this is an enhanced reactivity of fullerenes against oxy-
gen compared to graphite [13-15] Bends in graphene
layers are thus the preferred centres of chemical re-
activity even without the presence of coordinative
undersaturation

2.1.9.5 Loosely Defined Structures

Figure 3 summarizes some families of carbon matenals
which are defective variants of the basic allotropcs
shown in the top line of the scheme These materials
exhibit distinctly different properties compared to the
idealized parent structures, so that they are often con
sidcrcd as carbon modifications in their own right In
the bottom lines the long-range ordering types and the
crystal types are given for the families of materials

Carbohtes [7] are orange-colored transparent solid^
with a very low density of 1 46gem"3 They can be
prepared by graphite evaporation under condition*
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Table 2. Characteristic structural data for various carbon forms.

Carbon Unit Cell Parameters

a axis (pm) c axis (pm) y (deg)

Graphite hexagonal
Carbine
Carbine II
Carbolite
Diamond cubic

246.2
894.0
824.0

11928
356.7

676.8
1536.0
768.0

1062

120
120
120
120

Table 3. Raman data.

Carbon Frequency (cm"1) Appearance

Graphite
Diamond
Carbon black
a-CH
Glassy carbon
Nanotubes (mixtures)

1582
1332
1355
1332+ 1500
1359+ 1600
1566+ 1592

sharp
sharp
broad
sharp
broad
sharp

+ broad
+ broad
+ sharp

similar to fullerene formation but using argon or
argon-hydrogen as quench gas at higher pressures
than for fullerene formation. The structural properties
are collected in Tables 2 and 3. Models of short chains
of carbine structure with assumed interchain cross-
links are controversial. The material is rather stable
in ambient conditions. High-temperature processes and
high temperature gradients are prerequisites for their
formation.

The fullerenes [8, 9, 16] are well-defined molecular
solids for the smallest compounds mainly for C«), C70,
C72 and Cs4 which can be obtained in measurable
quantities as purified materials. These molecules are
soluble in solvents such as toluene or trichlorbenzenc.
They form deeply colored solutions which can be puri-
fied by liquid phase chromatography. The respective
molecular solid needs careful sublimation to remove sol-
vent and gas adducts. Fullerenes are air sensitive [ 17] and
light sensitive [11] and decompose slowly by polymer-
ization (becoming insoluble after storage in air).

The large number of predicted larger molecular
structures [18] have not been observed as pure com-
pounds, although evidence for the formation of larger
cage molecules comes from TEM investigations of the
residues of evaporated graphite after extraction of
the small soluble fullerenes [19]. Such cage molecules
may be present in amorphous carbon materials that
have been subjected to sufficiently high temperatures
for the skeletal rearrangement. These temperatures arc
reached in many combustion processes and in undcr-
stoichiometric oxidation reactions of aromatic and
aliphatic hydrocarbons [20]. These studies show that
fullerenes can occur in many conventional reactions

rft

Figure 4. Carbon filaments [24] occur in several varieties, dif-
fering in the relative arrangement of the graphene units. The ori-
entation is determined by the facetting of the metal catalyst
particle (dark). The bottom SEM image shows a spaghetti pile
of carbon fibers of tubular orientation. The reaction system was
methanol on silver, the catalysts were particulute impurities of
metals other than silver. The selected area of electron diffraction
pattern shows the ring pattern for turbostratic graphite.

and not only in graphite evaporation processes v» hich
are not frequent in catalytic chemistry.

A class of intermediate compounds between graphite
and fullerenes are the nanotubc materials. Nano ubes
are a special subgroup of graphite fiber material- [21]
which can be formed by a wide variety of stricture
elements. Nanotubes consist of helical twister [22]
sheets of graphite capped with two half-shells «. i mo-
lecular fullerenes. This continuous arrangemeni >l sp2

carbons exhibits very special electronic propeniiN [23]
and is a highly desirable material which is still dillicult
to obtain in the pure form. Nanotubes frequently con-
tain several layers of graphene sheets wrapped concen-
trically around each other. In catalytic chemistry this
form of tubes or filaments is rather rare. They arc very
much in contrast to other forms of carbon filaments or
tubes which are created under the influence of catalytic
conversion of hydrocarbons (see below). Figure 4
summarizes common forms of graphitic filaments [24]
which all consist of graphene sheets which are stacked

References see page 188
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together without chemical bonds between the basic
structural units [25]. This lack of continuous chemical
bonding drastically affects the electronic properties and
the chemical reactivity, which are comparable to that
of planar graphite. The dark blocks in the figure sym-
bolize the location of the catalyst which is most effec-
tive when it contains iron or nickel. A combination of
catalytic metals, such as iron or nickel with phosphane
impurities, leads to the growth of extremely unusual
forms of carbon fibers such as helically wound graphite
spirals from acetylene at 975 K [26]. Under catalytic
conditions a wide variety of carbon filaments, which
may not be linear but resemble spaghetti piles, are
possible and may not be recognized as carbon. This
is illustrated in Fig. 4 with a silver catalyst used for
methanol dehydrogenation with a deposit as spaghetti
pile. The identification of carbon was possible by
selective area electron diffraction and by energy-dis-
persive X-ray analysis. From the diffraction pattern it
is seen that the internal structure of the fibres is as dis-
played in the top left schematic drawing.

Onion carbon [27] is also a derivative of graphite
which is made from concentric spherical graphene lay-
ers which are said to be continuous [28]. A more fre-
quent form of polyhedral graphite particles is made
from packages of concentric graphene layers which are
bent but not closed by continuous chemical bonds. Such
materials occur in graphitization processes of all kinds
of precursors and can grow in size to several microns. As
it has not been possible to isolate more than milligram
quantities of onion carbon little is known about its
chemical properties. Its existence in any carbon material
indicates, however, a thermal prehistory of graphitiza-
tion conditions, i.e. temperatures well above 1500K
with reducing or inert gas phase compositions.

A large group of carbon materials represent the dis-
order varieties of graphite. Figure 5 summarizes stack-
ing schemes along the crystallographic c-axis. Figure
5(A) shows the stacking of large graphene layers which
can be continuous up to lateral sizes of several hundred
micrometers. The most frequently observed regular
stacking of carbon atoms within the sheets are the
hexagonal ABA stacking as in natural graphite and
the rhombohedral ABCA stacking. Regular stacking of
the graphene layers which are only very weakly bound
to each other (by induced dipole moments of the aro-
matic n electrons) is given by a closest packing of the
carbon atom spheres. This gives rise to the following
dimensions for ideal hexagonal graphite:

in-plane distance 142.1 pm

in-plane lattice constant 246.2 pm

c-axis lattice constant 670.8 pm

intcrlaycr distance 353.9 pm

c- axis

Figure 5. Stacking variants in graphitic carbon: (A) ideal
graphite in ABA and ABCA stacking; (B) partly graphitized car-
bon with regions of angular inclined graphene stacks between
parallel aligned graphene stacks; (C) irregular graphene stacks of
nongraphitic sp2 carbons.

The rhombohedral graphite polymorph is slightly less
stable than hexagonal graphite and converts during
oxidation or even during mechanical treatment (ultra-
sonication, milling) into the hexagonal form. It can be
discriminated by its powder X-ray diffractogram in the
region of the cross-lattice reflections (h ^ 0, / ^ 0),
which are generally sensitive to the stacking order of
a graphite material. The presence of rhombohedral re-
flections can be used as an absolute criterion with
which to identify natural graphite.

As the interlayer bonding in graphite is so weak, it
is easy to obtain graphite with little or no regular
stacking order, which explains the extreme difficulty of
obtaining single crystals of graphite. The interlayer
distance increases up to 344 pm as a consequence of
the absence of stacking. Even higher values have been
reported, which are characteristic for nanocrystallinc
carbon in which the graphene layers are no longer
parallel to each other (sec Figure 15). A large number
of graphitic materials exists between these two cases, in
which the graphene layers become successively smaller
and form packages of parallel layer fragments, known as
basic structural units (BSUs) [235]. These packages can
either be aligned in parallel or may be inclined towards
each other. In Fig. 5(B) regular arrays of parallel and
inclined stacks of BSUs can be seen. This alignment is
characteristic of synthetic graphite used as catalyst
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Figure 6. Low-resolution STM survey image of a partly oxidized
graphite flake. The asymmetric V-shape of the deep trenches is a
tip artefact. Conditions: Burleigh ARIS 6000, air, W tip, constant
current mode, gap voltage 200 mV.

support materials. As the chemistry of the edges of the
BSU stacks is very different from that of the basal
planes, a patterned surface chemistry is obseved. The
patterning depends on the average angle of inclina-
tion. In synthetic graphite which is postannealed after
its formation under high temperature and at hydro-
static pressure [29] highly oriented pyrolytic graphite
(HOPG; Fig. 3) this angle is as low 1° for top quality
samples used as graphite monochromators. At angles
of 5-30" these materials are known as pyrographite.
The absence of any preferential alignment is observed
between the BSU stacks in pyrocarbons and some
carbon black materials. Such a secondary structure is
often observed when the process of carbon generation
occurs at low temperatures or in large temperature
gradients. The surface chemistry of these hard carbons
is characterized by a hydrophilic nature, caused by
the many terminating oxygen functionalities on these
materials.

Kish graphite is a well-ordered variety of synthetic
graphite obtained from exsolution of carbon out of
liquid iron. Under certain conditions excess carbon,
which is insoluble as FeC, crystallizes in a well-ordered
platelet morphology and can be isolated by dissolution
of the iron matrix in mineral acids. It is the macro-
scopic variety of the BSU which forms the graphcne
stacks in filamentous carbon, as shown in Fig. 4. Under
certain cooling conditions of the iron melt these flakes
can grow to 1 mm in diameter. They represent, by their
extraordinarily high degree of ordering, the closest
known approximation to graphite single crystals. In
catalytic systems the microkish graphite particles arc

graphene layer

turbostratic stacking

Figure 7. In-plane ordering of graphene layers. The turbostratic
case gives rise to Moire and pseudosymmetric superlattice struc-
tures, detectable in STM images. In many cases, however, no
correlation exists between the individual layers. The turbostratic
ordering has very little effect on the interplanar spacing. Enlarged
r/2 parameters arise from defects such as sp3 centers which ac-
company the lurbostratic graphene layers.

also of highly crystalline, rendering them very resistant
to chemical transformation in oxidising or reducing
atmospheres.

An example of the lateral anisotropy of the surface
chemistry which results from the partial alignment of
BSUs according to Fig. 5(B) can be seen in Fig. 6. The
STM wide scan shows a system of trenches in HOPG
which was oxidized in air at 1000 K for 30min. Smooth
rectangular stripes of hydrophobic graphitic basal
planes coexist with almost the same surface area of
prismatic faces of the step surfaces. The wedge-shaped
contours are imaging artefacts caused by the STM tip.
As oxidation proceeds, mainly on the prismatic edges,
a pattern results from high recession velocity in the
valleys and a low reactivity at the basal planes.

The unidimcnsional disorder of graphene stacking
has a two-dimensional counterpart in the relative
angular orientation of the hexagons within adjacent
graphene layers. Figure 7 shows schematically the two

References see page ISS
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Figure 8. Microstructure of carbon black. The nested model is built from planar BSU stacks interconnected by covaient bonds (see top
scheme). One BSU (central frame in top scheme) is resolved in high resolution TEM of a real carbon black particle (FW-1. Degussa.
Phillips CM 20 FEG, 200 keV). The main image shows a projection through an agglomerate of spherical black particles The distance
between the BSU is 340 pm.

possibilities of stacking in two-dimensional registry
(relative displacement of carbon atoms 0.5 and 0.5 unit
cell lengths, hexagonal stacking) and without registry
which is referred to as turbostratic disorder. This
special state of crystalline disorder is characteristic of
layered materials with weak interlayer bonding. Its
detection indicates well-developed graphene layers with
very little chemical impurity which would force the
stacking of layers into a three-dimensional disordered
state with no parallel orientation of adjacent BSUs.
Nongraphic carbons frequently exhibit this type of
disorder with the consequence that all X-ray diffrac-
tion peaks other than the (002) line arc absent or very
broad.

These disordered carbons constitute a transition
form, between graphite and carbon blacks, which arc
turbostratic materials with the additional complication
that the lateral size of the BSU becomes very small
with typical sizes of below 5 nm. Carbon blacks appear
as chainlikc aggregates of spherical particles of 10
50 nm diameter [30]. Elemental analysis reveals a sig-
nificant hydrogen content of CR-I:H. Such materials
arc referred to as nanocrystallinc carbon as the X-ray
diffraction mechanism changes from Bragg diffraction
to clastic scattering with the different physics of the
scattering process [31. 32]. The broad peak in the range
of the graphite (002) is no longer a Bragg peak but
represents the absolute maximum of the pair correla-
tion function which is dominated by the still parallel
arrangement of small graphene layers of sizes com-
parable to large aromatic hydrocarbons [31].

Figure 8 represents models and high resolution
transmission electron microscopy of the secondary

structure of carbon blacks forming spherical aggre-
gates. The shell structure of stacks of graphene layers
optimizes the interstack interaction, via heteroatoms
located at the prism edges of each graphene layer. In
many materials the shells are filled by smaller particles
or grow around a noncarbon nucleus. The interstack
interactions are mediated in many carbon blacks
through hydrogen bonds of adjacent OH groups. The
outer surface of a black particle also contains signif-
icant amounts of OH groups which control the aggre-
gation of the primary spherical particles to fractal
larger aggregates, often called the "structure" of carbon
black. Modification of the ion strength (for example in
aqueous solution) affects the strength of the interaction
and influences the aggregation behavior. Thermal acti-
vation of the hydroxy groups creates dangling bonds
and rcoricntation of the graphene packages so as to
form a covalcntly cross-linked polymer. The process
creates sp1 bonds and leads to an enormous decrease
in chemical reactivity and an increase in mechanical
strength. This important aspect of the reactivity of car-
bons with a high fractional prismatic surface area has the
consequence that thermal treatment even under oxidiz-
ing conditions can transform the reactive carbon black
material into highly stable glassy carbon (see below).

Fullcrenc black is of a similar constitution and sec-
ondary structure as normal carbon black, but with the
important difference that its BSUs are composed of
non-planar graphene layers. Additionally, the stacks
arc not straight but curved, giving rise to a more dis-
ordered and less dense carbon material. The chemical
reactivity is higher as the stability of nonplanar gra-
phene la>ers is reduced. In addition, the irregular shape
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Figure 9. Organization of carbon sheets in nanocrystalline car-
bons. Case (A) represent bent sheets which are stacked concen-
trically and randomly. In the high-resolution TEM of fullerene
black filamentous structures from carbon macrocycles which did
not react to fullerene molecules can also be seen (weak contrasts).
Case (B) shows the arrangement of stacks of planar graphenc
units. Only few of these stacks are oriented with the a-axis parallel
to the electron beam and can be imaged as illustrated in the
sketch, the majority arc randomly orientated and give hence an
amorphous contrast. Case (C) is the same as (B) with the addition
of covalcnt bonding interactions between the stacks. These bonds
are invisible by electron microscopy but influence the graph-
ic/ability of the carbon.

of each graphenc layer prevents the formation of par-
allel stacks to a large extent. A fully amorphous array
with a large surface fraction of prism faces with result
which additionally increase the chemical reactivity.

Figure 9 summarizes these interactions in nano-
crystalline carbons which constitute a large fraction of
carbonaceous deposits on catalytic materials. It is
important to note that these carbons exhibit a high
reactivity towards polymerization under weakly oxidiz-
ing conditions (inert, vacuum, steam, reducing) and a
high reactivity towards total oxidation under strongly
oxidizing conditions. Both reactivity patterns are a
consequence of the high ratio of prismatic to basal
surface area of the carbon stacks. The materials in Figs
9(A) and 9(B) result from weak interactions between
the various building blocks. A carbon with sp: and sp^
local bond geometries is formed after polymerization
by cross-linking with bonds, atoms or even molecules,
as schematically illustrated in Figure 9(C).

The resulting hard carbon black is nongraphitizable
by thermal treatment up to 3000 K. The sp3 bond
cannot be rehybridised to sp2. These hard carbons
are often referred to in catalytic systems as carbonace-
ous deposit. The material contains some heteroatoms
(usually hydrogen). It is chemically heterogeneous,
structurally amorphous, mechanically hard, and exhibits
no graphitic properties, although the large majority of
all carbon-carbon bonds are sp2 hybridized. Higher
contents of heteroatoms and the presence of nitrogen,
sulfur and oxygen are characteristic properties of coke,
the product from carbonization of coal or other hy-
drocarbon sources with larger molecular constitucts.
Carbonization is a polymerization process in which
small molecules such as methane are liberated. Heter-
oatoms in the form of ammonia, water and hydrogen
disulfide are removed and irregular stacks of small
graphene layers (originating from the large organic
molecules) are cross-linked by molecular fragments
under preservation of the irregular orientation of the
stacks (Fig. 9(C)).

In a-CH or diamond-like carbon (DLC) the hydro-
gen content is as high as CH04 and the carbon atoms
are arranged in ribbons or chains with no discernible
stack structure of graphene layers. Glassy carbon is a
technical product made from carbonization of organic
polymers and consists of ribbons of sp2 carbon with a
significant contribution of nonhexagonal rings allowing
a three-dimensional tangled structure. This creates the
high mechanical hardness and the resistance against
graphitization lending to this material excellent me-
chanical stability at high thermal and mechanical load
(only under nonoxidizing conditions). Turbostratic
stacks of 3nm width and 10 nm length form the con-
tinuously bent BSU of this carbon, which can be
formed in catalytic reactions allowing polymerization
of molecular precursors followed by carbonisation at
around 1000 K. (in regeneration cycles for example).
The content of sp1 bonds is low in this material but
the hydrogen content which is required to saturate the
high specific prismatic surface area of the ribbons, is
significant.

Active carbon or charcoal is an important mod-
ification of carbon in catalysis. It consists of carbonized
biopolymcr material which is activated in a second
step. This procedure creates a high specific surface area
by oxidative generation of micropores of very variable
size and shape distribution. A more controlled activa-
tion is achieved b\ the addition of phosphoric acid or
zinc chloride to the raw product. The additive is in-
corporated during carbonization into the hard carbon
and is subsequently removed by leaching creating the
empty voids in a more narrow pore size sistribution as
achievable bv oxidation. Other activation strategies

References see pugc
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Table 4. Types of carbon supports and their geometric surface
areas.

Carbon

Natural graphite
Synthetic graphite
Graphitized carbon blacks
Carbon blacks
Activated carbon from wood
Activated carbon from peat
Activated carbon from coal (coke)
Activated carbon from coconut shells

Surface area (m2 g ')

0.1-20
0.3-300
20-150
40-250
300-1000
400-1200
200-1000
700-1500

employ liquid oxidants such as nitric acid to create
large pores with a very wide size distribution. Today,
many thousands of patents describe numerous ways to
structurally activate carbon [33] from mostly natural
sources.

A large number of oxygen functional groups are
created during the activation process by saturation of
dangling bonds with oxygen. This creates a rich surface
chemistry which is used for selective adsorption. In
addition, it determines the ion exchange properties that
are relevant for catalyst loading with active compo-
nents. A more detailed description of the surface
chemical aspects which are most relevant for the cata-
lytic uses of nanocrystalline and activated carbons
follows below. The microstructure of activated carbon
may be described by the archetypes depicted in
Figs 9(B) and 9(C) and may even contain signif-
icant amounts of graphitic structure [34], depending
on the temperature regime of activation. The micro-
morphology is often characteristic of the biological
origin of the raw material with shapes of cell arrays
and even whole plant organs being detectable by SEM
imaging. Active carbon contains significant amounts of
inorganic matter (iron silicates, silicates, calcium oxides
etc.) which is analyzed as ash content after complete
combustion. Activated carbons are very heterogeneous
materials and are difficult to characterize in micro-
structure and reactivity. Recent reviews about this class
of large-scale technical carbons arc available [35, 36].

To summarize, a wide variety of forms of carbon
can be found under catalytic conditions. In particular,
during deposition and thermal post-treatments a very
complex carbon material with unexpected chemical
and structural properties can result, causing severe
problems in catalyst regeneration and modification of
its properties during deactivation. The group of car-
bons which specifically employed in catalytic systems is
summarized in Table 4 together with its most impor-
tant physical parameter, the specific geometric surface
area. The values vary over three orders of magnitude
and reach values between geometric surfaces of micron-
size particles up to the surface area of the number of

carbon atoms in the sample. These latter values are
unrepresentative if they are interpreted in terms of a
monolayer coverage of the nitrogen probe molecules.
Highly porous carbons exhibit pronounced capillary
condensation phenomena requiring a full BET iso-
thermal analysis for the determination of the true geo-
metric surface area. Although this is widely known and
described in detail in other sections of this handbook, it
is still customary to present these very high numbers of
BET surface area. Care must be taken in comparing
data based on surface area measurements in carbon
chemistry as some sources determine the monolayer
sorption capacity, whereas others do not. For this rea-
son surface area values determined with various ad-
sorbents, such as nitrogen, CO2 or Kr, may also differ
significantly as these probe molecules exhibit quite dif-
ferent condensation properties at the conditions of ad-
sorption. The most useful contribution of sorption data
to evaluate the nature and size distribution of porosity
in carbon materials is not discussed here.

It is noted that in different areas the use of terminology
to describe structure and properties of carbons is quite
different. Within the carbon-science community a clear
system of terminology and definitions was elaborated
which is recommended whenever applicable [37, 38].

2.1.9.6 Formation of Carbon Materials, General
Pathways

The technical synthesis of graphite, diamond and a
variety of other forms of sp2 carbons (Fig. 3) is de-
scribed in a review [39] and is not covered here. As
the unintended formation of carbon in deactivation
processes and the modification of primary carbon
surfaces during chemical treatment (in catalytic service
and during oxidative reactivation) and their chemical
properties are frequent problems encountered in cata-
lytic carbon chemistry, it seems appropriate to discuss
some general mechanistic ideas which mostly stem from
the analysis of homogeneous combustion processes
(flame chemistry) and from controlled-atmosphcre
electron microscopy.

The source of all carbon relevant to the present
context is the feedstock of hydrocarbon molecules
(aliphatic, aromatic, with and without hcteroatoms).
Figure 10 summarizes the possibilities for their con-
version into black carbon. The chemical route com-
prises polymerization into aromatic hydrocarbons with
final thermal dchydrogenation. This process often
includes a liquid crystalline phase immediately before
final solidification. In this phase large aromatic mole-
cules can self-organize into parallel stacks and form
well-ordered precursors for graphitic structures with
large planar graphene layers. This phase is referred to
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Figure 10. Reaction pathways from organic molecules to solid
carbons. The fundamental processes of dehydrogenation and
polymerization occur simultaneously in the catalytic pathway.

as mesophase and can be observed by polarized light
optical microscopy.

The physical pathway requires activation of the
molecules by high external energy input such as high-
temperature flames, projectiles like accelerated and free
electrons, or the presence of a plasma source. These
conditions can also occur in analytical instruments
such as electron spectrometers and microscopes which
have the potential to create black carbon during ana-
lytical inspection of hydrocarbon layers [27]. In all
these cases the molecules are fragmented and dehydro-
genated in one process and represent a source of free
carbon atoms or small fragments such as C2 dimers.
These fragments condense into chains of carbon atoms
which have a strong tendency to form small ring
molecules by nucleophilic self-substitution of the end
groups. Saturation of the dangling bonds of the pri-
mary rings by polymerization leads to graphene layers.
These processes occur very rapidly compared to the
slow activation along the chemical path. Little time is
available for orientation of the rings into stacks, and
cross-linking into nonplanar units can easily occur (sec
Fig. 9). Hard, nongraphitizablc carbons are the final
products of these processes in which all fullercncs and
fullcrcnc blacks are also formed.

A large number of intermediate pathways are possi-
ble when catalytic reactions interfere with the poly-
merization dehydrogenation steps. A common scenario
is the catalytic dehydrogenation of hydrocarbons on
nickel surfaces followed by dissolution of the activated
carbon atoms and cxsolution of graphene layers after
exceeding the solubility limit of carbon in nickel. Such
processes have been observed experimentally [40] and
used to explain the shapes of carbon filaments. In the
most recent synthetic routes to nanotubes [41] the cat-
alytic action of in situ-prepared iron metal particles
was applied to create a catalyst for the dehydrogen-
ation of cither cthylenc or benzene.

2.1.9.7 Formation of Carbon Materials, Mechanistic
Aspects

A schematic correlation between reaction pathways
and the principal structural properties of common car-
bon forms according to the classifications given in Fig.
3 is presented in Fig. 11. The literature [33] is rather
controversial [42] allowing only a survey of chemically
plausible pathways relevant to the present conditions
of possible carbon formation.

Three main synthetic routes to carbon can be identi-
fied, none of which produces exclusively one phase
or modification of carbon. In all cases, mixtures are
produced, as indicated by the central box in Fig. 11.
This complexity highlights the generally strong influ-
ence that kinetic aspects have on the formation reac-
tions. The realization of a perfect sp2 local configuration
is always energetically favourable and is reached in
graphene layers with only hexagonal constituents. The
saturation of the peripheral dangling bonds of graphe-
nes can occur either by homonuclcar cross-linking
(resulting in macroscopic planes or irregular arrays
of stacked graphenes) or by heteronuclear bonding
(resulting in either polymers or surface functional
groups). Mctastable configurations contain mixtures of
six-membered rings with other ring geometries causing
strain in the sp2 bonds. Nonplanar structures of a wide
variety result. These structures are chemically highly
reactive and disappear in oxidizing or hydrogenating
atmospheres, preferentially over planar structures. This
explains an additional strong influence of the gas phase
conditions on the distribution of carbon materials.

The group of synthesis routes at the top of Fig. 11
combines the chemistry of carbon formation in com-
bustion processes [43, 42]. In high-tempcrature com-
bustion reactions (above 1200K) the general reaction
occurs via the physical pathway indicated in Fig. 10
with initial fragmentation into neutral species and
thcrmoions (without an additional source of energy).
C2 fragments such as acetylene, or oligomcrs react
to form carbon chains which result in predominantly
aromatic molecular fragments (with dangling bonds)
and to a lesser extent in combustion atmospheres as
three-dimensional cage structures with both sp2 and sp^
bonds (becoming a dominant path in fullerenc-gen-
crating conditions). In cooperation with ionic frag-
ments these secondary building blocks condense to the
graphene BSUs with a planar or bent layer structure.
In a detailed analysis of the flame chemistry [44 46] a
three-zone model of a flame was derived. The elemen-
tary building blocks for carbon are formed in the hot-
test oxidation zone. A surrounding zone with luminous

References see page AV.V
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Figure 11. Reaction pathways to the mixed materials with sp2 connectivity All these materials occur as either a reactive form (graph-
ltizable) or as a nonreactive final product (see also Fig 9)

constituents is identified as the location of chain
growth into polyalkyne molecules of the form CflH2 In
the third dark zone these molecules rearrange into poly-
cyclic hydrocarbons and finally into graphene layers
Ample evidence for this model comes from mass spec-
tral analysis of the gas phase in various types of flames
This diagnostic method gives no indication about the
reactive particles, as by the time of their detection they
are energetically cold and represent the ground state of
a mere species rather than the reaction intermediate
For this reason it is difficult to see that long linear
chains could be important intermediates as they are
never found in carbon products A scenario in which
these processes are modified by interaction of thermo-
10ns [47, 48] and/or aromatic radicals [49] and sev-
eral independent repair mechanisms for a maximum
yield of six-membered condensed rings seems more
plausible [42] The kinetic boundary conditions are of
great importance in all these processes as large local
temperature gradients are required to allow a signif-
icant accumulation of carbons from reactive inter-
mediates At constant high temperatures the unstable
species decomposes effectively back into their consti-
tuents This was studied in detail in several types of com-
bustion reactions [45] and is the guiding pnnciple of
all technical processes for carbon black synthesis [39]

Another important aspect is the nature of the hy-
drocarbon source in relation to the efficiency of carbon
formation The idea that the structure of the molecule
should be relevant for the carbon formation (aromatic
molecules are better than aliphatic structures) is in
correct in all situations where a pool of primary build-
ing blocks is formed (in flames, under oxidativc poly-
merization conditions and under physical activation)
However, it is confirmed that a decrease in the average

C-C bond energy allows easier chemical fragmenta-
tion, which enhances the rate of carbon formation [50]

The growth of carbon particles cannot occur in one
synthetic step by condensation of small molecular
units However large an aromatic molecule may be
come [47-49] it will be too small to create a micron size
carbon particle Three major routes can lead to such
large particles The most unlikely case is a continuous
polymerization process at the surface of a fullerene
molecule [8] Both the unfavourable kinetics [51] and
the absence of structural evidence that fullerene-like
structural elements (identified by characteristic C C
bond lengths) occur in the radial distribution function
of black carbon material [31] are strong indicators that
carbon particles, although of spherical morphology
grow in a heterogeneous rather than in a homogeneous
way In a combined kinetic, statistical and microscopic
analysis of the growth process [47, 52] a model of
surface growth was put forward According to this.
the polyaromatic molecules are dehydrogenated and
the dangling bonds are saturated by cocondensation
of alkyne units A mass growth of carbon particles of
90% of the total carbon inventory could be explained
in this way, which is in excellent agreement with ex
penmcntal flame studies [47] The prediction of thi*-
model of a structureless agglomerate of aromatic mol
eculcs surrounded by a concentric array of graphene
layers [52] is in excellent agreement with all HRTEM
observations of homogeneously produced carbon par
tides The spherical texture is assumed to be the con
sequence of droplet formation of aromatic molecule
in the initial stages of carbon fragment supersa
turation required for homogeneous nucleation Thes
droplets are not residues from the possible liquid mi
tial fuel, but occur as a consequence of the very rapn
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Figure 12. Carbon deposition on metal particles as a function of metal temperature. The dominating form is filamentous carbon, and
more conventional forms occur in sizeable quantities only in extremely high-temperature catalytic processes. (After [24]).

initial polymerization of the highly active small car-
bon fragments.

In summary, all processes which homogeneously
generate carbon from molecular precursors and from
homogeneous activation lead to spherical particles
made from graphene layers (see Figs 8, 9( B) and 9(C)).
Spontaneous growth from supersaturated reservoirs of
small molecular precursors (chains, alkyne structures,
polyalkynes) of PAH and cocondensation with smaller
molecular fragments lead to spherical carbon particles
which aggregate to chains of spheres.

Carbons with much larger continuous graphene
layers can be obtained from pyrolytic polymerization
of prepolymerized hydrocarbons. Synthetic materials
such as kapton or polyacrylonitrile (PAN), or bio-
polymers such as coconut shells, wood coal, rice husks
and similar materials, can be used. Carbonization or
"coking" involves the chemical removal of all hetero-
atoms such as nitrogen or sulfur and the cross-linking
of the polymeric blocks via the dangling bonds created
by the removal of the heteroatoms. In this way the
texture of the precursor material is preserved in the
final product. As no fragmentation of the precursor is
required, this method of carbon generation is much less
energy intensive. It leads further to a great variety of
structural properties with extreme examples as shown
in Figure 9. The possibility of retaining a portion of
the heteroatoms, such as silicates in biomass carbon,
makes it feasible to produce extra strong carbons (sil-
icate reinforced). These can be useful for anchoring
catalytically active metal components such as noble
metal particles. The exact chemistry of carbonization
is complex and depends on the nature of the precursor

and on the gas phase chosen (inert, oxidizing, steam,
reducing). For this reason no general description is
possible of this difficult to control process, which
occurs between 500 K and 1000 K.

2.1.9.8 Catalytic Formation of Carbon from
Molecules

The catalytic generation of carbon (Fig. 11, left side) is
of significance as the deactivation reaction in many
processes involves the presence of hydrocarbons and
of transition metal reaction sites. These catalyze de-
hydrogenation reactions or form solid acid-base cen-
ters catalyzing polymerization reactions (see Fig. 10).
In a review [24] a large amount of kinetic data was
compiled about the type of carbon deposited as a
function of deposition temperature. Figure 12 shows
that the predominant carbon form at most catalytically
useful temperatures is filamentous carbon. The car-
bon source may be CO, methane, acetylene or other
hydrocarbons. The metals for which this correlation is
valid are either nickel or iron on all kinds of conven-
tional supports and also as binary or Cu alloys. It
is important to note that forms of carbon other than
filaments rarely grow under the conditions required for
steam reforming or Fischer-Tropsch synthesis.

The sequence of events for the growth of these fila-
ments, which can destroy the whole catalyst bed, is
now well understood [53 -56]. Electron micrographs of
the catalyst particles show that they are detached from
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their support and form either the front or occasionally
the centre of a growing carbon filament. In all cases the
shape of the particle changes during its operation as the
filament growth catalyst. The growth of an anisotropic
carbon particle requires structure sensitivity from the
process of carbon atom-to-graphite polymerization.
Otherwise a shell of graphite would be produced
around a core of metal which would then stop acting as
a catalyst after completion of the carbon shell. Such
morphologies have been observed but are not discussed
here as they occur either at high temperatures (see Fig.
12) or under unusual gas phase conditions which are
lean in carbon sources. The fact that very little amor-
phous carbon with uncontrolled polymerization of the
BSU is produced further illustrates the relevance of the
metal catalyst particle which not only generates the
source for the solid carbon formation but also controls
the geometry of the polymerization process.

The structure sensitivity of the catalyst is induced in
an induction period in which carbon is dissolved into
the metal. A flat surface with a subsurface carbide
forms, which dissociates the molecular carbon source.
The activated atoms diffuse through this layer and
migrate to other faces where they exsolute, forming
graphene layers. The reconstruction was observed by
electron microscopy, revealing a deformation of spheri-
cal metal particles into droplet-like conical particles.
The base forms the active surface for dissociative ad-
sorption and is always directed away from the surface
from which the filament grows. The conical mantels are
faceted in various directions and allow the growth of
graphene layers with different velocities and orienta-
tion. The structures of Fig. 4 result from different
abundancies of different facet orientations. Coadsorp-
tion of impurities such as oxygen or sulfur strongly
affects the growth kinetics by affecting the reconstruc-
tion. This sensitivity of the carbon generation process
on surface orientation can be used advantageously by
controlling the shape and rate of carbon filament
growth. Inhibitions as well as enhanced production of
carbon filaments can be achieved. Additives in the gas
phase (oxygen, sulfides, phosphorus compounds) or the
promotion with alkali or boron oxide affect the metal
facetting. Additives of alloys of molybdenum, silicon
or tungsten influence the migration kinetics and the
thermodynamic solubility limits of the carbon atoms
in the metal particles (10-300 nm diameter), which is
often believed to be the rate-limiting step in the overall
process. A number of models differ in the character of
the carbide phase, which can be a solid solution or a
distinct phase such as cementite in the Fe-C system.
An additional source of discrepancy is the origin of
the carbon concentration gradient, allowing continuous
transport through the metal particle. Thermal gradients
were excluded by several independent experiments and
convincing circumstantial evidence.

2.1.9.9 Carbon on Noble-Metal Catalysts

In catalytic reactions of hydrocarbon conversions on
noble metals (hydrogenation, isomerizations over plat-
inum or rhodium are typical examples) it was found
that submonolayer quantities of carbonaceous deposits
exert a dominating influence on the sequence of events.
This is also known in practical applications where it is
noted that a little prereaction time in the hydrocarbon
atmosphere is required to obtain a selective perfor-
mance. The beneficial effect of the carbon overlayer is
believed to arise from a moderation of the dehydro-
genation activity of noble metal surfaces. Dehydro-
genation reactions are the fastest reactions catalyzed by
platinum, whereas skeletal rearrangements and hydro-
genolysis reactions are about an order of magnitude
slower on various single crystal surfaces of platinum at
atmospheric pressure and at 573 K [57]. If the hydro-
carbon is not adsorbed directly on the metal but is
bound instead on a carbon material onto which hy-
drogen atoms can spill over, it is expected that hydro-
genation occurs more selectively relative to all other
processes. This idea of an intermediate inert surface
with intimate contact to the hydrogen-activating metal,
which was developed during the analysis of the coking
behavior of supported Ni, Rh, Pd and Pt catalysts [58],
requires complete chemical inertness of the carbon
against hydrogenation and a suitable electronic struc-
ture to permit chemisorption of the organic substrate.
In addition, the beneficial effect of structure sensitivity,
which is prominent in platinum metal catalysis [57], is
lost. Combined carbon radiotracer and temperature-
programmed desorption experiments on platinum [59]
have revealed that up to temperatures of 473 K a car-
bon species with the composition CnHi 5n prevails,
which can be removed in excess hydrogen. At higher
exposition temperatures the carbon to hydrogen ratio
falls sharply to below 1:1 and the resulting carbon is
no longer reactive in hydrogen. This more graphitic
carbon fulfils the conditions required to act as stable
adsorption intermediate. Above 750 K the layer con-
verts into structurally identified graphite which is,
however, inactive for hydrogen transfer as was shown
by hydrogen isotopic exchange studies [60]. All re-
action carried out with hydrocarbons below 473 K re-
quire a permanent readsorption of the hydrogen-rich
carbon intermediate, whereas high-temperature treated
platinum is permanently modified and passivated for
hydrocarbon reactions above 750 K.

The structure of the hydrogen-poor carbon deposit
has not been clarified by surface science and is referred
to as the carbonaceous overlayer. The structural nature
of the hydrogen-rich carbon deposit, however, was
amenable to a suite of surface science techniques and
the unique structure of alkylidines [61] was derived.
These adsorbatc species, which have molecular coun-
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Figure 13. Schematic representation of the surface coverage of platinum crystallites as they are used in hydrogenation catalysis The
surface analysis instrument detects only the light parts and is affected by shadowing (grey zones; arrows indicate direction of illumination).

terparts in organometallic chemistry [62], consist of at
least two carbon atoms one of which is bonded to three
metal atoms. The other carbon atoms are fully hydro-
genated alkyl groups with only C-C single bonds in-
between. On reacting platinum surfaces no structure-
sensitive effect is expected because 80-95 atom % of all
platinum atoms are covered by the carbonaceous de-
posit, which can be of a different structure. According
to the general scheme of Fig. 10 polymerization and
dehydrogenation produce hydrogen-poor molecular
species with multiple bonds at the surface. The alkyli-
dine species is a well-defined limiting structure occur-
ring instantaneously on clean metal surfaces [63] upon
exposure to pure small alkene molecules. With longer
residence times and higher temperatures these still hy-
drogenated species carbonize to form graphene layers
which deactivate the metal surface underneath.

Still controversial [64] is the function of the deposit.
It could either act as a dynamic cover for nonselective
active sites, which is compressed laterally upon substrate
adsorption and reexpanded after desorption of the prod-
uct. The alternative function is to serve as a weakly in-
teracting surface for the substrate adsorption [65].

One way to clarify the role of the adsorbate is the in
situ investigation of platinum catalysts with electron
spectroscopy, which is capable of quantitatively de-
termining the abundance and chemical structure of the
carbon species present. This has been done for a plati-
num black [66] material used after various activation
procedures in n-hexane conversion reactions. It was

found that pristine catalysts are significantly oxidized.
These surface oxides are reduced by alkane decom-
position into methane, carbon and ethylene. Selectiv-
ities to higher hydrocarbons and skeletal isomers of
hexane were observed only after an initial induction
period. Surface analysis at this stage revealed the pres-
ence of Pt metal, of adsorbed OH groups, and a variety
of carbon species including carbidic carbon, graphite,
amorphous hydrogenated carbon, and several partial
oxidation products of this polymer. The total abun-
dance of carbon varied between 15 atom % for purified
Pt and 48 atom % after catalysis. This complex sit-
uation is summarized in Fig. 13. Only a small fraction
of the carbon deposit is of a graphitic nature. Most
carbon species are still in a state before carbonization.
The nature of the catalytically active stable, but re-
active, carbon deposit may be a layer of amorphous
hydrogenated carbon which is sufficiently stable due
to its complex network structure but which is still
enough polar to provide active centers for hydrocarbon
adsorption.

2.1.9.10 Carbon Formation in Zeolites

Zeolites and other oxide-based solid acid catalysts are
used in hydrocarbon conversion reactions with enor-
mous economic impact. Their lifetime is, however, very

References see page I8S
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limited due to deposition of carbon which is referred to
in the literature as coke formation. The definition of
coke in zeolites is very much wider than in the sense of
the present article as it is understood that coke is "a
carbonaceous deposit which is deficient in hydrogen
compared with coke forming molecules" [67]. Two
types of coke are discriminated by several techniques
amongst which are liquid phase extraction, thermal
desorption and spectroscopies like UV-VIS and NMR.
One type is white coke which covers naphthalene-type
aromatic molecules including derivatives with alkyl
chains and the second type is black coke which covers
larger pericondensed aromatic molecules and alkylated
derivatives. This latter type of coke would be referred
to in carbon chemistry as a precursor to coke in the
sense of Figs 10 and 11.

A significant problem in oxide coke analysis is the
determination of the C:H ratio, the most important
integral value for a structural characterization. The
main problem is the interference of adsorbed or struc-
tural water and the structural change occurring during
temperature-programmed analysis allowing for car-
bonisation and the formation of irreversible coke,
which is structurally identical with black carbon from
polymerization (Fig. 11). In a methodical review [67]
the solutions to this problem which contributed a lot to
the controversial descriptions of coke on oxide cata-
lysts are described in detail. The absence of large
amounts of graphitic carbon in zeolite coke was shown
recently by using X-ray absorption spectroscopy at the
carbon K-edge [68]. The spectra from an industrial
zeolite which was treated with aliphatic and complex
aromatic hydrocarbon feedstocks to generate coke
showed in both cases the predominant presence of
catacondensed aromatic molecules (naphthenes). The
independence of the coke properties from the nature
of the hydrocarbon feedstock being either methanol
(in the MTG process) or small hydrocarbons such as
ethylene or propylene or aromatic molecules such as
mesitylene or heavy oil fractions, was demonstrated for
a technical zeolite sample [69]. This showed that under
the influence of the solid acid catalyst the feed is
broken into small units from which catacondensed
aromatics (with alkyl side chains or as bridging units)
are formed. This process, which is similar to carbon
formation in homogeneous systems (flames), occurs at
comparatively very low temperatures, as low as 475 K.
After this polymerization stage, according to the clas-
sification of Fig. 10, a step of dehydrogcnation up to
700 K follows in which all molecules which can escape
the microporc system react into pericondensed poly-
cyclic aromatic molecules. Those molecules that re-
main in the microporcs retain their shape and arc not
polymcri/ed, which explains the simultaneous presence
of both types of coke in zeolites [67]. In subsequent
oxidative regeneration steps the pericondensed mole-
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Figure 14. Abundance of various types of coke on zeolite H-Y
during reaction with propene. The soluble fractions (A-C, black
symbols) represent different aromatic structures which form dur-
ing the first polymerization steps. The insoluble coke is the final
product of polymerization which is affected by the solid state
acidity of the zeolite, represented here as the Si: Al ratio.

cules at the outer surface carbonize and are eventually
oxidized giving free all outer surface according to se-
lective adsorption experiments [69]. The catacondensed
deposits in the micropores cannot fully carbonize due
to spatial constraints and remain partly intact as mo-
lecular pore blockers, reducing the micropore accessi-
bility significantly [69].

The sequence of events in coke formation was
studies in the model reaction [70] of H-Y zeolite with
propene at 723 K. Under these drastic conditions the
soluble white coke formed rapidly within 20min and
was converted into insoluble coke within 6 h under in-
ert gas without loosing carbon atoms in the deposit.
Due to the larger pores in the Y-zeolites compared to
the ZSM type zeolites used in the other studies men-
tioned so far, the structure of the aromatic molecules is
somewhat different. The soluble coke in this system
consisted of alkyl cyclopentapyrenes (CnH2n-26, Type
A) as the hydrogen-rich primary product and of alkyl
benzoperylenes (CnH2n-?2, Type B) and alkyl coro-
nenes (CnH2n -36. Type C) as matured components. The
temporal evolution of the various products is presented
in Fig. 14. It clearly emerges that the soluble coke
fractions are precursors for the insoluble coke and
that within the soluble coke fraction the final steps of
dehydrogenation-polymerization are very slow com-
pared to the initial formation of smaller aromatic mol-
ecules from propene. The sequential formation of pre-
cursors with decreasing C:H ratio follows from the
shift of the maximum in the abundance of each fraction
on the time axis.

The formation of the insoluble coke occurs clearly in
several kinctically well discernible stages which can be
attributed to initial growth at the outside of the zeolite
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crystallites and in a slow diffusion-limited growth in-
side the micropore system. The diffusion limitation will
affect the migration of soluble coke molecules rather
than the motion of the small precursor molecules. It
can be further seen that the acidity of the zeolite is an
important controlling parameter, which is summarized
here rather crudely as the Si.Al ratio. The more acid
sites the faster the kinetics and the higher the absolute
amount of coke deposition.

The role of the acid sites may be either catalytic or
they are consumed irreversibly during coke formation.
In the propene coking study the abundance of coke
molecules remained always significantly below the
number of supercages in the zeolite which, together
with the fact that insoluble coke formation was not
saturated within 30 h on stream, points to a catalytic
function. This was studied in great detail in a combined
catalysis FT-IR study [71] which revealed the constant
abundance of Bronsted acid sites in modernite with
a Si:Al ratio of 12 during coke formation in ethyl-
benzene disproportionation. The fact that an IR-active
band at 1600 cm ' can be assigned to coke shows that
the structure of zeolite coke is certainly not comparable
to coke from coal carbonization. This was incorrectly
supposed in a study of coke formation from hexane
and hexene in faujasite zeolites [72]. In this study it was
found further that alkenic hydrocarbons are much
more active than aliphatic which may, however, be
interpreted as inhibition of the initial cleavage of the
aliphatic feed molecules which becomes important for
long-chain molecules. The ethylbenzene conversion [71]
dropped with time on stream and the coke IR band
increased proportionally to that without any change in
the Bronsted acid band at 3600 cm"1. Moreover, after
complete dcactivation of ethylbenzene conversion the
acid sites were still active for coke formation with a
small precursor molecules as ethylene, which increased
the coke band further when fed after ethylbenzene.
These results are in line with observations from pro-
pene coking but are in conflict with other studies [67]
which either claim the involvement of extremely hy-
groscopic Lewis acid sites (which are hydrolyzed by
minute traces of water from hydrocarbon oxidation
with lattice oxygen) or the consumption of acid sites
during alkenc polymerization (which may be an ex-
perimental artefact due to the extreme loss in IR
transmittancc of the samples in these highly reactive
coking gas mixtures). It remains an intrinsic dis-
advantage of this type of study that IR can only detect
various forms of soluble coke (the shifts and varying
positions of the coke band arc a direct consequence
of the successive dchydrogcnation-polymerization of
polyaromatic molecules) and do not indicate the for-
mation, transformation and absolute abundance of
insoluble coke which is only detectable in Raman or
NMR experiments.

2.1.9.11 Graphitization of Carbons

The various types of carbons obtained by one of the
three routes shown in Fig. 11 can be discriminated
with respect to their reactivity upon thermal treatment.
The lower part of the figure shows the two categories
of carbon which will either graphitize (further) upon
thermal treatment (annealing) or remain nongraphic
even at temperatures up to 3000 K. The main reason
for this distinction of reactivity is the dimensionality
of the cross-linking of constituting BSUs. If they are
linked in three-dimensional networks then, by thermal
treatment, little possibility exists for rearrangement
of the cross-linking into the two-dimensional network
which is required to form the large planar graphene
layers which constitute graphite. The larger the fraction
of three-dimensional links in a carbon, the quicker is
its formation as there is insufficient time to reach the
equilibrium situation of an all sp2 carbon connectivity
(which excludes three-dimensional networks). Synthesis
conditions of rapid quenching from high temperatures
are typical for this carbon. Alternatively, the reaction
temperature is very low and thus insufficient to provide
the activation energy for a rearrangement of the C-C
bonds. In catalytic situations charcoals and activated
carbons are the usual materials of this class.

Synthesis conditions of high temperatures, with de-
hydrogenation of hydrocarbons being rate-determin-
ing, and the intermediate formations of a liquid phase
or even a liquid-crystalline phase (mesophase) of two-
dimensional stacking of PAH molecules, are favorable
for reaching the equilibrium situation. Pregraphitic
structures are then formed which only require an-
nealing for better stacking order and polycondensa-
tion of the BSUs by a final dehydrogenation step.
The sequence of graphitization events [73] is sum-
marized in Fig. 15. The end of the carbonization
process leaves molecular structures consisting of poly-
cyclic aromatic molecules with no heteroatoms other
than hydrogen and some alkyl terminating groups.
Their alignment is parallel to each other as in van-der
Waals crystals of polycyclic molecules. The intermolec-
ular dispersive forces between parallel ring systems
are responsible for the alignment. At higher temper-
atures all non-six-membcred structures and most of
the alkyl groups are removed. At around 1900K the
large aromatic molecules start condensing to graphene
layers. As some of the interconnections are not
achieved by pericondensation but by the formations of
C-C single bonds, considerably stained sheets with
significant buckling will result. This state of graphiti-
zation can be observed experimentally by high resolu-
tion TEM [73]. The final step, the aromatization of all

References see page 188
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Figure 15. Graphitization of nanocrystalline graphene precursors (see Fig. 9). Chemical structures (dots represent heteroatoms or methyl
groups) and stacking order are given as a function of characteristic temperatures. The polymerization and aromatization are reflected in the
average lattice parameters which can be extracted from X-ray diffraction data. The correlation between the axis parameters indicates the
shrinking of the cell volume [75].

C-C bonds, occurs only well above 2000 K. Only at
such temperatures does the parallel alignment of the
graphene layers and the formation of a regular stacking
occur, as then the abundance of defective structures
within the graphene layers becomes small enough to
allow the dispersive forces between the graphene layers
to direct the orientation of the BSUs. These sequences
of events with the existence of intermediate stages of
ordering between graphite and aromatic molecules has
been derived conclusively by X-ray diffraction [74, 75].
The evolution of interplanar spacing with carbon-
ization temperature and the kinetics of its equilibration
served as tools for the analysis. The aromatization was
detectable from a shrinking in the a-axis parameter,
reflecting the shortening of the average C-C bond dis-
tance. Both changes lead to a shrinking in the cell vol-
ume which is reflected in the relationship between the
lattice parameters shown in Fig. 15. The graphitization
reaction proceeds through a series of metastable states
[74] with an average change in the carbon-carbon
bonding and not via a simple reorientation of turbo-
stratic units into well-stacked units as is frequently
assumed.

Good candidates for such solid-state phase trans-
formations are carbons produced by polymerization of
pitch, tar or other high-boiling fractions of fossil fuels
[76]. Pyrocarbons from methane, which are generated
under conditions of strongly understoichiometric oxi-
dation, are also suitable candidates for highly ordered
synthetic graphitic materials [29]. In catalytic situations
most carbonaceous deposits, carbon blacks and syn-
thetic graphite belong to this class of carbons.

The range of temperatures in which graphitization
occurs is between HOOK and 2500K with significant
variations depending on the number and quality of
structural defects in the material. In fullerene material
the sequence of events of graphitization occurs at
temperatures of about 1000K below that for other
carbons [77, 78]. The incorporation of large amounts of
potential energy in the form of ring tension by the
presence of non-six-membered sp2 carbon rings lowers
the activation energy for the solid structural trans-
formations drastically and allows graphitization at
combustion temperatures. A similar low-temperature
graphitization is also possible if the carbonaceous de-
posit on a hydrogenation catalyst has stored chemical
energy in form of highly reactive organic molecular
structures.

2.1.9.12 Reaction of Oxygen with Carbon

This apparently simple reaction is of multiple relevance
in catalytic carbon chemistry. The reaction is used to
activate carbon by the increase of surface area due
to hole burning. It is further used to create surface
functional groups (Section 2.1.9.5). Finally it is used
to remove undesired carbon deposits in regeneration
procedures.

The reaction is a gas-solid interface reaction which
requires two independent types [79] of electronically
different sites. One site should be electron-rich to acti-
vate molecular oxygen (site A); the other site should be
electron-deficient to react with activated oxygen atoms
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(site C). A minimal sequence of elementary steps is
composed of the following processes:

2A + O2 -> O2(ads)

O?T(ads) + 2e~ — 2O2"(ads)

O2'(ads) + C — CO(ads) + 2e" + A

CO(ads) - CO(gas) + C

O2" + CO(ads) -> CO2(ads) + 2e" + A

CO2 + (ads) — CO2(gas) + C

(1)

(2)

(3)

(4)

(5)

(6)

(7)

This sequence of events was suggested by several
authors [79, 80] with, however, different assignments to
the nature of the two sites ranging from "ionic to co-
valent" [79] or to a distribution of sites with varying
energy of oxygen chemisorption [81]. In these models it
was assumed that the steps (5-7) are rate determining.

Steps 1-3 designate the activation of molecular oxy-
gen into an oxidizing atomic species. This process re-
quires the presence of weakly bound electrons in order
to split the dioxygen double bond. Such catalytic sites
are available on the basal planes of graphitic carbon.
The notion that almost free electrons are also available
at structural defect sites [82, 83] is only valid for ex-
tremely fast reaction rates, as otherwise stable surface
complexes with oxygen, water or hydrogen deactivate
such structural defects. The site A is thus at graphene
planes of sufficient size to exhibit delocalized electrons
more weakly bound than in aromatic molecules [84].
The oxygen atoms will diffuse on the surface [85] using
their excess dissociation energy until they either re-
combinc and dcsorb or find a structural defect C where
they can form a covalent bond to carbon (step 4). This
reaction is an oxidation reaction in which the directly
bonding carbon atom C loses two electrons which flow
back into the reservoir of almost free electrons of the
graphene layer. It is a matter of ongoing debate to de-
cide on the influence of the diffusion of activated oxy-
gen on the overall kinetics [86]. Due to the extremely
different reaction conditions and usually intentionally
small conversions, at which experiments are made, it is
difficult to decide this question at present. The main
problem is the integrating effect of the large number of
reactive sites present in an oxidizing carbon sample
which precludes the identification of the influence of
any particular reaction step, due to the convolution of
the elementary step kinetic parameters with the energy
distribution of the reactive sites.

The resulting CO complex can either dcsorb using its
energy of formation for activation or survive due to
insufficient activation energy. The amount of activation
energy depends on the carbon skeleton onto which site
C is bonded to. It is a structure-sensitive reaction [86,

87]. If the primary CO complex remains long enough at
the surface where activated oxygen atoms are available
(or if a sufficient flux of activated oxygen is available),
then complete oxidation will occur, according to step 6.
The desorption of the oxidation product leaves in any
case an empty site for a new attack of an oxygen atoms
(steps 5 and 7). The oxidation reactions (steps 4 and 6)
leave an active site each for oxygen adsorption and
dissociation. These sites are, however, not those at
which the primary oxygen atoms are formed which
changed their positions to diffuse from their location of
generation on a graphene layer to the oxidation site.

From this scenario, which was developed from ex-
tensive experimental observations [84, 88-92], it is evi-
dent that efficient oxidation requires the presence of
extended graphene layers for oxygen activation [84, 90]
and sufficient defect sites for reaction of the activated
oxygen. It was found necessary in an extensive for-
mulation of hypothetical elementary steps to invoke
the existence of stationary and mobile initial oxidation
products (step 4) in order to explain the varying selec-
tivity between CO and CO2. The experimental evidence
showed different TDS peaks for carbon-oxygen com-
pounds and not for dioxygen [83, 85, 91, 93] which led
the authors to consider only the possibility that re-
action products are mobile and not activated oxygen.
The process of oxygen activation was assumed to be
possible only at the reaction sites themselves (C in the
reaction scheme). If the activation of molecular oxygen
occurs by nonchemical means (glow discharge [83, 93]
or radiolysis [82]) the sensitivity of the overall reaction
kinetics to the presence of graphene layers for oxygen
activation is lost and a fully structure-insensitive pro-
cess occurs. In the other extreme of a dioxygen reac-
tion on a perfect graphene layer, reaction of activated
oxygen will always occur at the unavoidable external
prism surfaces and very efficiently at the few intralayer
defects.

One consequence of the reaction mechanism is that
carbon bums with molecular oxygen in a layer-by-layer
fashion at a decreasing rate as the perimeter of the
graphene stack becomes progressively smaller with
increasing burn-off". The defects present in variable
abundance in each layers contribute significantly to the
rate with an increasing tendency towards burn-off as
the perimeter of the etch pits enlarges with ongoing
reaction. The resulting net rate is an addition of a
constant decreasing term and a fluctuating term with
an unpredictable overall behavior with burn-off". The
unusual dominating role of in-plane defects was estab-
lished by microscopic studies on graphite oxidation [94,
95]. This effect precludes a definition of reactivity of
carbon materials as their average structure is not suffi-
ciently accurately determined to account for the defect

References see page 188
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distribution in the carbon which controls the activity.
This was established recently [96] for a very wide range
of carbons containing most of the structural features
shown in Fig. 3. A nonlinear compensation effect of the
kinetic parameters was discussed. Several groups of car-
bons with different average structures (graphite, carbon
blacks, coals) are differently affected by the rate-enhanc-
ing effect of defects which cause simultaneously a de-
crease in apparent activation energy and an increase in
the preexponential factor. The correlation of the kinetic
parameters of all carbons results in a nonlinear correla-
tion due to the disregarded structural influence.

Alternative reaction scenarios for the activation of
the aromatic graphene layers may be considered. A
plausible model with a period of increasing defect
creation followed by a period of rapid gasification
was discarded by in situ spectroscopic experiments, re-
vealing that the average degree of graphitic chemical
bonding does not change with burn-off [2]. The local
electronic structure of graphitic sp2 configurations and
the extended structural feature of parallel graphene
planes is also not drastically changed with burn-off [2].
Disintegration of the well-ordered surface as prepara-
tion for oxidation at every surface site, as found for the
reaction of atomic oxygen [83], is not observed with
molecular oxygen.

Recent experiments with in situ X-ray diffraction
[89, 97] revealed that defective parts of graphite crys-
tals oxidize preferentially, leaving behind a more per-
fect structure until the total mass loss eliminates the
most ordered parts of the crystal. These data arc in
agreement with the general experience of solid-state
chemistry that an increase in defect density creates an
increase in gas-solid reactivity. The increase in order-
ing of the residual graphite surface with progressive
oxidation is documented in the STM survey images
shown in Fig. 16. The rough surface of a graphite
single crystal [89] which is covered by small crystallites
[98] becomes smooth after about 10% burn-off with
large terraces and few large step structures indicating
the grain boundaries of the crystal. Studies at higher
resolution show [99] that the terraces are atomieally
flat, with very few exceptions which are due to certain
defects which are more difficult to oxidize than the
matrix. A structure with sharp needles and small
towers results. These observations confirm the complex
influence of the defects on the oxidation kinetics which
can either accelerate or decelerate by various types of
defects. Elemental impurities such as boron are likely
candidates for such inhibiting effects as boron com-
pounds are well known for the inhibiting effect on car-
bon oxidation [100]. Other known inhibiting groups arc
C-H and certain C-O surface complexes [101].

The in situ X-ray diffraction [89. 97] data further
excluded the possibility that oxygen intercalates be-
tween the graphene layers and starts the reaction in a

RFL-Graphite
10% burn-off

Smooth Planes

Smooth basaf planes

High Steps

Figure 16. STM images (Burleigh ARIS 6000. air, W tip, con-
stant current mode, 200 mV gap voltage, graphite natural single
crystals, oxidation in air at 900 K) of (a) pristine and (b) oxidized
graphite surfaces.

three-dimensional way at the internal surface. In-depth
oxidation occurs only at structural defects with three-
dimensional character such as at grain boundaries and
interlayer defects [41, 102]. The contribution of this
extra-oxidation activity to the overall rate is small, but
severe consequences arise for the mechanical stability
of all carbon materials under oxidative load. At very
early stages of oxidation they disintegrate and fall into
small particles of individual graphitic crystallites. Such
mechanical disintegration has important implications
for catalyst support materials where the active compo-
nent falls off at the very beginning of any oxidative
load on the system. An extensive review of the un-
catalyzcd and alkali-ion-catalyzed gasification at defect
sites summarizes the present status of research in this
highly relevant area [103].
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Figure 17. Reactivities of different forms of carbon against oxi-
dation in 5% oxygen in Ar (100%) as function of temperature.
The carbon black was FW-1 (Degussa), the graphite natural
graphite powder AF (Kropfmuhl).

In any practical consideration of carbon application
or intended removal (regeneration) the oxidation reac-
tivity is of importance. Figure 17 summarizes results of
initial oxidation experiments. Different carbon mate-
rials which exhibit all the sp2 connectivity of carbon
atoms exhibit a wide range of oxidation temperatures.
The values of these temperatures depend on the defi-
nition of reactivity which can be either the first uptake
of oxygen, the 50% line of oxygen consumption or even
the 50% line of weight loss. Care has to be taken to
compare literature values [81, 96, 104] as all these def-
initions are in use and the differences in temperatures
are quite drastic.

The reactivity of the molecular fullerene solid re-
sembles the expected pattern for a homogeneous mate-
rial. Only a small prereactivity at 700 K indicates that a
fullerene-oxygen complex [12] is formed as an inter-
mediate stoichiometric compound [15, 105]. At 723 K
the formation of this compound and the complete
oxidation are in a steady state [12, 106, 107] with
the consequence of a stable rate of oxidation which is
nearly independent of the burn-off of the fullerene
solid. This solid transforms prior to oxidation into a
disordered polymeric material. The process is an ex-
ample of the alternative reaction scenario sketched
above for the graphite oxidation reaction. The simul-
taneous oxidation of many individual fullerene mole-
cules, leaving behind open cages with radical centers, is
the reason for the polymerization.

The molecular nature of this carbon allows the spec-
troscopic identification [15, 108] of this intermediate
and several oxocomplexes serving as precursor com-
pounds [105, 109, 110). On this basis the reactivity of
fullercnes in oxidation is now understood in detail and
the reaction scenario is secured by experimental verifi-
cation [106, 107, 111].

The other two graphitic carbons oxidize, according
to the data in Fig. 17, at quite different temperatures
and with complex reactivity patterns. They show ex-
tensive prereaction activity. A significant oxygen con-
sumption initiates at lower temperatures than the main
reaction indicating gasification at extra reactive sites.
The spread in temperature of this prereaction activity is
very significant. It has been shown recently that the
gasification activity at low temperatures is not a surface
effect but can lead to a complete combustion of all
the carbon [112]. This means for practical applications
in catalysis that the minimum corrosion temperature
of carbon in oxidative atmosphere can be very much
lower than the bulk gasification temperature measured
by thermogravimetry, which is too insensitive in most
cases to indicate the prereaction activity. The distribu-
tion of the prereactivity over reaction temperature is
not a characteristic property of a carbon material, but
depends in the same way as the main reactivity on the
origin, storage and thermal history of the carbon. The
oxidation rate as a function of the geometric carbon
surface area (total surface area (TSA)) is a sensitive
function of extrinsic sample proerties [113].

The concept of the existence of an active surface area
(ASA) representing a small fraction of the TSA was
developed [114] in order to overcome this highly com-
plicated situation. In full analogy with the concept of
actives sites in catalysis, it was concluded that a surface
area measurement with dioxygen under defined con-
ditions should measure the active sites in combustion
(C sites in the reaction scheme). This technique allows
the detection of the average change of the abundance
of active sites with burn-off. The change in ratio be-
tween TSA and ASA by over an order of magnitude
[114] for a graphitized carbon black highlights the
relevance of surface modifications for the oxidation re-
activity. A numerical example of the ratio TSA: ASA
of 76:0.24 m2 g 1 (ratio 316) at the beginning of burn-
off and of 128:2.12m2 g"1 (ratio 60) at 35% burn-off of
the graphitized carbon black illustrates the accuracy
required to obtain meaningful results. This problem of
large ratios may be the reason for the deviating num-
bers for carbon' reactivities still quoted by different
authors in the literature [86]. The same concept was
further very successful in eliminating all the extrinsic
influences on the carbon reactivity over ranges of
materials with the consequence that a universal rate for
the oxidation of sp2 carbon was established, deviating
for various classes of materials only by a factor of about
two [86. 113].

The method of determination of the ASA creates
some carbon-oxygen surface complexes which are
nonreactive and which cause the still significant depen-
dence of the turn over frequency (TOF) on burn-off or

References see page 188
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material property. A further improvement of this sit-
uation, reducing the dependence of the TOF on burn-
off to below 10%, was achieved by introducing the
concept of reactive surface area (RSA) [86] or active
site density [115]. A simultaneous in situ measurement
of rate and abundance of active sites allows the deter-
mination of the RSA without any assumptions on re-
activity or energy spread of active sites to be incor-
porated in the method. The experiment is a transient
kinetic measurement as it is well known in catalyst
characterization [116].

The oxidation of carbon can also be catalyzed. Two
fundamentally different cases should be discriminated.
Transition metal oxides and carbides were found to be
efficient local sources of atomic oxygen increasing its
abundance much above the uncatalyzed case. Streams
of diffusing oxygen atoms created decorated pathways
of nonselective oxidation of basal plane sites as de-
tected by transmission electron microscopy [117, 118].

Alkali and earth alkaline metal compounds (hy-
droxides and bicarbonates) were found to be efficient
catalysts reducing the 50% weight loss temperature of
all kinds of carbon materials by up to 200 K [103]. Two
principally different modes of action have been pro-
posed for this technologically and scientifically inter-
esting effect. First, it was assumed that alkali graphite
intercalation compounds could form and modify the
surface electronic structure of the top graphene layer to
enhance the sticking coefficient of molecular oxygen on
carbon. This may, however, result from the action of
the strong positive point electrostatic charge of a alkali
cation residing chemisorbed at the carbon surface.
Oxygen molecules still in the gas phase will become
polarized which greatly enhances their sticking proba-
bility at the surface. The second effect is related to the
set of elementary steps required to form a surface
oxygen complex. Many of these structures involve the
presence of charged oxygen species which require pro-
tons as counterions (carboxylic acids, alcohol, phenols
etc.). Alkali ions provide ideal counterions in the sit-
uation of gasification where few protons are available.
In addition, alkali ions do not only accelerate the
formation of salts of surface functional groups but
they also cannot act as site blockers such as hydrogen,
which can form very stable surface hydrogen bonds
and reduce the number of active sites. Finally, the
alkali salts are all strong Bronsted bases which help
desorbing surface functional groups forming during
carbon oxidation. Using isotope labeling and other
kinetic experiments it was established [119-122] that
one very important function in alkali-catalyzed gas-
ification (with CO2) is to enhance the amount of ex-
changeable oxygen between gas phase molecules and
surface complexes. An alkali -oxygen cluster is envis-
aged at the active species, which is loaded with oxygen
from the gas phase and unloaded by spillover of oxy-

gen to substrate. A fraction of carbon-oxygen-alkali
always remains nonexchangeable which is seen as the
"backbone" of the system, keeping the alkali at the
surface (at high temperatures of about 1000K where
evaporation would be a problem) [103, 123].

A good indicator for the mode of operation of a
catalyst in carbon gasification is the ratio of CO and
CO2 which are formed according to the reaction
scheme in independent reactions as simultaneous prod-
ucts. The possible postoxidation of CO to CO2 was
excluded by a large number of observations and is
a basic ingredient in the formulation of the reaction
scenario described above. In uncatalyzed gasification
reactions the product ratio is about unity with a factor
of five deviations for different carbons. The presence of
Ca as a catalytic impurity on the carbon from a sooting
flame decreased the product ratio to less than 0.01 [81].
A kinetic analysis revealed that the addition of Ca en-
hanced the rate of CO2 formation without affecting CO
production. The effect was attributed to a modification
of the active sites of reaction step 6 which may be en-
visaged chemically as a Ca salt formation with a suit-
able surface complex. The suggested analytical value of
the CO:CO2 ratio [81] should, however, be taken with
care, as other factors such as the basal: prism surface
area ratio also affect the product ratio [86, 87].

The oxidation of graphitic carbon is a complicated
gas-solid interaction with the unusual characteristic
of a dependence of the reaction rate on conversion.
Several independent factors with different dependencies
on conversion cooperate in the control of the overall
reaction rate. The most difficult part to control is
the strong influence of atomic intralayer defects in the
graphitic surface. It was made clear by electron micro-
scopy that these unpredictably occurring reaction ini-
tiators can dominate the overall reaction rate [95]. The
reaction rate expressed as the normalized mass loss per
time as a function of burn-off is schematically shown
in Fig. 18. In this figure the main controlling factors
and their dependencies on burn-off are indicated. The
dominating influence is exerted by the changes in TSA
and in fractional active prismatic faces surface area of
the graphene stacks. In the initial phase of burn-off the
removal of surface defects and surface functional
groups determines the rate. This was found experi-
mentally by various techniques [89, 124] and is indi-
cated in Fig. 16. The initially strongly changing rate led
many researchers to exclude the first 10-20% of the
burn-off curve from a kinetic analysis in order not to
have to account of this initial effect. For catalytic pur-
poses this effect is highly relevant as the stability of
the surface functional groups and surface defects will
determine the catalytic reactivity of a carbon sample.
In applications where active species arc bonded to car-
bon, the surface structure and its stability determine
dispersion and stability of the metal-support system.
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Figure 18. Schematic representation of the convolution of
several influences on the observable oxidation rate as function
of carbon burn-ofT. The broad line for the rate indicates that
rapid fluctuations are superimposed on the slow trend.

All of the effects shown in Fig. 18 are accounted for
if the carbon reactivity is given as TOF based on RSA.
The only uncontrolled parameter remains the variation
in intralayer defect density, which is statistical and not
measurable by any reaction-based technique (as the
technique modifies the number of intralayer defects).
This is symbolized in Fig. 18 by the broad line for the
rate which is a slow function of burn-off and a rapidly
varying function of the intralayer defect density.

This information shows that the reactivity of a car-
bon material relevant in catalysis against oxygen (and
other oxidizing gases such as COi, NOV and water) is
not easily defined. As almost no experimental studies
have ever applied the RSA-TOF concept it is not
surprising that severe inconstancies about kinetic
parameters exist in the literature. A recent review
highlights the merits of the transient kinetic technique
which is the basis for a unified description of carbon
oxidation [125].

The issue of carbon oxidation reactivity is further
complicated in all cases where the oxidation of a car-
bonaceous deposit or a zeolite coke is involved. In
these cases the solid carbon oxidation kinetics is
superimposed on entirely different oxidation pathways
involving organic molecules, and on the kinetics de-
scribing the carbonization reaction occurring simulta-
neously with the gasification reaction. The carboniza-
tion reaction system described in Fig. 10 is a sequence
of polymerization dehydrogenation processes which
leave essentially pure carbon with widely differing
degrees of structural ordering. This carbon, which is
responsible for the frequently reported conversion
from coke into graphite, is not oxidized at moderate
temperatures due to the inhibiting effect of the many
surface defects precluding oxygen activation.

2.1.9.13 Surface Chemistry of Carbon

The surface chemistry of carbon is of relevance to all
aspects of catalytic carbon chemistry. The two most
important heteroelements are hydrogen and oxygen.
Each element can undergo a variety of chemically dif-
ferent coordinations which need to be discriminated
in analyses of the chemical function of the carbon-
heteroatom bond. In the literature the term "surface
complex" is often used to described a group of chemi-
cally different bonds which could not be specified in
detail.

The local connectivity of surface carbon atoms can
be discriminated into sp\ alkenic sp2 and aromatic sp2

for all kinds of carbon materials of catalytic relevance.
Each of the three connectivities can form several
types of heterobonds allowing for a broad distribution
of carbon heteroatom interactions which coexist on
any surface exhibiting structural defects. The surface
chemistry of prismatic and basal planes of sp2 carbons
is fundamentally different, which renders the surface
area ratio between the two orientations one of the
dominating factors for the description of carbon re-
activity. One way of obtaining an estimate for this ratio
is to assume that the abundance of hydrophilic sites on
a carbon is due to surface functional groups at the
prism faces, whereas the basal planes should be hydro-
phobic. The existence of both properties on a carbon
can be verified and quantitatively determined by se-
lective chemisorption of long chain aliphatic molecules
(n-C32H66) or metal salts such as HAuCU for the hy-
drophobic sites and alcohol molecules such as «-buta-
nol for the hydrophilic sites. A practical procedure
using microcalorimctry has been developed in the lit-
erature [126, 127].

The complexity of carbon materials together with
the surface chemical anisotropy and the modifying
effects of defects creates a highly complex situation for
surface chemistry even when only one heteroelement is
considered to be actively bonded. It is a characteristic
of this branch of chemistry to describe surfaces in terms
of distributions of properties rather than in sharp
numbers.

The greatest attention in the literature has been paid
to the carbon-oxygen-hydrogen interaction because of
their enormous chemical relevance and the existence of
a suite of chemical and physical tools for their charac-
terization. Classes of carbons which are suitable for
such studies arc carbon blacks. These materials are
of high elemental purity (no inorganic impurities) and
sufficient specific surface area to allow a quantitative
determination of the heteroelement content, which is
the basis for any meaningful normalization of surface
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Table 5.

Property
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Heteroatoms in carbon black materials.

Philblack A
furnace

Philblack E
furnace

Spheron C
channel

Spheron 9
channel

Mogul
colour

Surface area (m2 g ')
Total H(g per 100 gC)
Total O(gper 100gC)
CO2(gperl00gC)a

CO (g per 100gC)a

H2O(gperl00gC)»
H2(gperl00gC)a

H 0imolm~2)
O (/jmol m"2)
CHJC
CO*
CxR
Ratio H . O
Ratio CO: CO2

45.8
0.35
0.58
0.187
0.343
0.00
0.209

38.2
7.9
0.48
0.1
1.72
4.8
1.83

135.1
0.31
1.01
0.401
0.411
0.435
0.137

11.5
4.7
0.15
0.06
4.76
2.5
1.02

253.7
0.33
3.14
0.575
2.00
0.600
0.152
6.5
7.7
0.08
0.1
5.55
0.8
3.48

115.8
0.62
3.49
0.536
1.928
0.710
0.321

26.5
18
0.33
0.23
1.79
1.43
3.36

308
0.48
8.22
2.205
4.180
1.440
0.132
7.7

16.7
0.1
0.21
3.25
0.48
2.04

' Integral from thermal desorption up to 1475 K.

chemical reactions. In addition, the spectrum of in-
dustrial manufacturing processes [39] and the industrial
production allows the comparison of data from homo-
geneous samples with distinctly different (but often un-
known) microstructural properties.

A representative collection of surface chemical data
of several carbon blacks is compiled in Table 5 which
was collected from extensive data [33]. The specific
surface area varies by an order of magnitude for the
five samples. The total content of heteroatoms (deter-
mined by classical microanalytical techniques) amounts
to between about 1 and 5wt% which is a sizeable
quantity for a material which is nominally pure carbon.

A technique used often in chemical speciation of the
surface functional groups is temperature-programmed
desorption (TPD) of all functionalities. The strength
of the surface chemical bonds requires maximum tem-
peratures of usually 1273K with desorption profiles
extending from 400 K to the upper limit of heating in
inert atmosphere in a quartz tube furnace. Table 5 lists
the integral abundance of all possible decomposition
products of C-O-H functionalities. The data show
that both absolute amounts and product distribu-
tions (CO to CO2 ratios) vary significantly and exhibit
no apparent correlation to surface area or synthesis
method for the carbon. Reduction of the data per
surface area reveals that carbon-hydrogen functions
are abundant hctcrobonds on carbon black surfaces.
Carbon oxygen functions are always present and in
samples 3 and 5 more frequent than hydrogen termi-
nations. The importance of the hctcroatoms for the
description of the surface properties becomes apparent
when the carbon to hctcroatom ratios are considered.
It occurs that about every other carbon atom exhibits
in its connectivity one hctcroatom. The ratio of carbon
to hetcroatom can be used to estimate the size of the
basic structural units. Assuming the microstructure of

size range by physical methods

1 15 2
average graphene diameter (nm)

Figure 19. Calibration curve for the determination of the aver-
age size of a graphene unit in nanocrystalline carbon from its
content in heteroatoms. The size range seen by physical methods
stems from direct electron microscopic observation, from scatter-
ing models of X-ray diffraction and from NMR.

carbon to consist of small graphene platelets with few
intralayer defects (Figs 5-9) one may estimate from
the topology of pericondensed aromatic structures the
ratio of carbon to heteroatoms. These are all located at
the prism faces of the graphene layers and saturate the
dangling bonds in the carbon sp2 configurations. This
ratio is 1.0 for benzene, 1.25 for naphthalene, 1.6
for perylene, 1.76 for coroncne and 2.56 for a n = 4
pericondensed molecule. Such a molecule has a diame-
ter of about 1.2 nm. A coarse correlation between the
carbon to heteroatom ratio and the size of hypotheti-
cal circular graphene layer is presented in Fig. 19.
HRTEM images of carbon blacks exhibit 1.5-2.0 nm
as characteristic diameters [130], compatible with
n — 5-8 ring pcricondensed structures. Samples 2 and 3
from Table 5 exhibit an abundance of heteroatoms.
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consistent with a graphene diameter as seen with phys-
ical methods. The other samples consist of significantly
smaller BSUs which are, however, not observed by
microscopy [128, 129]. This discrepancy together with
the H: O ratio from Table 5 indicates that more than
one heteroatom is bound frequently to one peripheral
carbon atom, calling for more complex functional
group structures than C-H or C=O terminations.
Sample 3 is the best approximation to pure carbon in
the selection of Table 5 with a large number of simple
carbonyl functions as carbon termination groups (see
CO to CO2 ratio). Sample 4 with the lower surface area
and the same synthesis history exhibits a much richer
surface chemistry which could give rise to a strongly
underestimated average size of the graphene layers. It
is pointed out here that the physical method of deter-
mination of graphene layer diameters by X-ray dif-
fraction [33, 39, 130] is critical. Smaller particles than
the average do not contribute significantly to the over-
lapping and diffuse line profiles of the Qik) reflections
used for the analysis. For this reason it remains val-
uable to compare physical data with chemical infor-
mation such as that shown in Fig. 19.

Using refined X-ray diffraction techniques and the
extraction of the radial distribution function from mo-
lecular X-ray scattering it has been possible to develop
a model for a graphene layer [31]. This model is free of
the difficulties mentioned above and predicts cluster
sizes of between n = 3 and n = 5 for pericondensed
rings (coronene, hexaperibenzo coronene) in full agree-
ment with electron microscopic [25] and NMR [131]
data which led to construction of Fig. 19. The model
material [31] was a coal sample before carbonization
containing, as well as the main fraction of sp2 centres,
about 20% carbon atoms in aliphatic connectivity. This
one-dimensional structure analysis represents a real
example of the scheme displayed in Fig. 9(C).

The data from Table 5 show clearly that a significant
fraction of the total carbon surface which is chemically
active (prism faces and defect sites) is covered by het-
eroatoms and many of these sites are not just passi-
vated by C-H bonds. This situation is also charac-
teristic of carbonaceous deposits with CXR values of
1.5-2.5 (corresponding to C:H ratios of 0.45-0.65)
pointing to truly smaller average diameters of the BSU
(see Fig. 19), as was determined by chemical extraction
and mass spectrometry [70, 132, 133]. The situation
is also typical for carbon materials resulting from
dehydrogenation of organic polymers with a large
abundance of prism faces and a significant presence
of oxygen functional groups. For carbons with larger
BSU diameters the dominance of prism sites is grad-
ually reduced and defect sites at crystallite boundaries
and intraplane defects become important locations
for surface functional groups. The absolute abun-
dance is, however, so much reduced that the accuracy

of elemental analytical data as used above is too
low to allow a meaningful chemical and structural
interpretation.

2.1.9.14 Non-Oxygen Heteroelements on Carbon
Surfaces

The most important non-oxygen heteroelement is
hydrogen bound to a variety of different reaction sites.
Thermal desorption experiments showed that weakly
held hydrogen desorbs at 1000K, and more strongly
bound species desorb at 1270K and 1470 K. Only
above 1900K all hydrogen is released from a carbon
material [134]. As this especially stable hydrogen can
be as much as 30% of all hydrogen present, it was sug-
gested that this species should be bonded to alkene and
alkane link structures within the graphene layers (see
Fig. 9(C)) and represents hydrogen bonded to inner
surfaces.

The chemical structure of the hydrogen groups is
difficult to assess as they can be present either directly
bonded to carbon or as protons together with other
functional groups. In addition, at low temperatures, all
hydrophilic carbons carry a layer of molecular water
which needs to be desorbed first to allow a quantitative
analysis. Thermal desorption with discrimination of
water and carbon oxides can be used to control the
desorption the unspecific water layer. It is observed,
however, that the water desorption affects the surface
chemistry of the carbon, as some labile groups are
desorbed and the vacant surface sites can react with
water to form C-O-H or C-H bonds [88, 135]. IR
spectroscopy can be used to show that even after mild
desorption of water from an oxidized carbon black a
variety of hydrogen species is present at the surface.
Figure 20 shows the corresponding transmission spec-
trum of two technical carbon blacks with hydrophilic
and hydrophobic reaction against liquid water after in
situ desorption of molecular water at 573 K. The ab-
sorption from carbon-hydrogen and carbon-hydroxy
groups overlap to form a complex peak structure. A
range of different O-H groups is present (see below)
and the C-H frequencies occur also as convolution of
signals from isolated C-H functions and shifted com-
ponents due to C-H groups next to C-O bonds in
various configurations. Figure 20 and the TPD experi-
ments from the literature indicate that hydrogen is
present not only in strongly bound C-H groups, which
coexist with other functional groups, but also in a
variety of C-O-H groups which cannot be removed at
moderate temperatures up to 675 K. For the hydro-
philic sample a broad structure of oligomeric OH
group fundamental vibrations causes the strongly

References see page 188
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Figure 20. Transmission FT-IR data for two carbon blacks
which were pretreated to desorb molecular water films. An in-situ
reaction cell with specially prepurified KBr supports were used to
accumulate the spectra in dry Ar. All sample handling was carried
out in a glove box. A Bruker ISF 66 instrument was used to col-
lect 1000 scans from each sample.

falling background at high wavenumbers. After more
severe heat treatments the carbon surface is more uni-
form [136] but is modified in its defect properties and in
its chemical reactivity.

The existence of several distinct C-H surface func-
tional groups and the modification of the carbon sur-
face during adsorption of hydrogen has been studied in
detail [137]. Four different kinetic regimes of coverage
versus reaction time have been identified, indicating
the structural heterogeneity of the carbon surface. The
material studied (graphon) is a graphitized carbon
black with no inorganic impurities. This allows the de-
duction of the heterogeneity of the adsorption sites
which was also reproduced by a variation in activation
energy for adsorption as an intrinsic effect of the car-
bon material. The fact that temperatures above 700 K
are required to saturate the carbon surface suggests that
structural modifications (hydrogen etching) of the sur-
face may significantly contribute to the surface reaction
which seems to be more complex than adsorption of
hydrogen atoms on (preexisting) chemisorption sites.

Carbon-nitrogen surface groups are not abundant in
carbons made from hydrocarbon precursors. Carbons
from nitrogen-containing natural and synthetic poly-
mers contain structural C-N-C groups in aliphatic
and aromatic coordination. Surface complexes such as
amines, amides, or nitro groups are not very stable
and are desorbed during heat treatment (manufacture,
activation, precleaning). An extensive body of work
has been assembled [135] concerning the intended
incorporation of nitrogen from ammonia or cyanides
using carbon surfaces prereactcd with oxygen or halo-
gens. Several structures of C-N and C-N-H have
been identified with physical methods. The stability of
the most abundant C-N-H groups is, however, rather
limited in temperature.

Most significant is the observation that the catalytic
behavior of a carbon (from various sources) remains
affected by the amination treatment, even when the ni-
trogen is desorbed from the surface. The explanation
was put forward that nitrogen binding (and removal)
occurs on defective sites and the nitrogen activation
is in fact a mild version of preferential removal of de-
fective surface sites, leaving behind a carbon surface
with a more graphitic electronic structure than origi-
nally present. Some of the structural nitrogen (pyr-
idine-like incorporation in the graphene layers) is ther-
mally stable up to 1273 K [33, 135] without affecting
the catalytic performance of the carbon material. This
observation excludes the notion that the heterocyclic
substitution injects additional electrons into the con-
duction band of the semimetal graphite and in doing so
enhances its activity in electron transfer reactions (e.g.
activation of molecular oxygen in liquid phase oxida-
tion catalysis [138]).

Carbon-sulfur groups are extremely stable surface
compounds which cannot be removed by thermal
treatment up to 1470 K. Only by a reductive treatment
with hydrogen it is possible to clean carbon from sulfur
adsorbates. One source of sulfur is the fuel used for the
generation of the carbon from which about 90% are
covalently bonded to the carbon and 10% are segre-
gated as adsorbate which can be removed by solvent
extraction. The abundance of sulfur can amount to
several wt%. Removal of the structural sulfur is possi-
ble by hydrogen reduction to H2S at about 1000 K. A
collection of references on this subject is found in the
literature [33]. In activated carbons sulfur can also be
present in an oxidized form as sulfate or as C-S-0
compounds.

The generation of sulfur functional groups has been
investigated in detail in order to prepare anchoring
sites on surfaces used in rubber vulcanization (for tyre
manufacture). Only those sulfur groups which are not
incorporated in the graphene layers can be chemically
active for cross-linking polymerization in vulcaniza-
tion. In a broad study [139], carbon disulfide, hydrogen
disulfide, thionyl chloride and sulfur dioxide were used
at elevated temperatures to generate sulfided carbon
surfaces on a variety of sp2 substrates. Structural data
revealed in all cases the absence of graphitization phe-
nomena even though the reaction temperatures were up
to 1173 K. XPS and IR data indicated that two types of
species were formed. One type should be C=S bonded
to aromatic rings and the other one a thiolactone.

Carbon-halogen groups are well known to exist for
fluorine, chlorine and bromine. These groups can be
attached by redox reactions involving the halogen ele-
ments cither in aqueous solution or in the gas phase.
At elevated temperatures bulk reactions occur under
intercalation and eventually under formation of bulk
covalcnt carbon-halogen materials (CFn solid,
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gaseous) [140]. At lower chemical potentials of the
halogens, substitution reactions into C-H bonds (re-
action 8) or addition reactions onto in situ formed un-
saturated bonds (reaction 9) occur. These two reactions
are one of the most important analytical tools in de-
scribing the chemical reactivity of carbon materials. On
the basis of extensive experiments with various carbons
[141] the reaction of a carbon with aqueous bromine
is suggested to serve as reference experiment for the
quantification of the unsaturated carbon atoms which
are mostly masked by oxygen surface groups (reaction
9).

HBr (8)

The reaction with chlorine occurs, after high-tem-
perature outgassing, directly as addition of halogen
on the unsaturated C=C bonds. The strength of the
carbon-halogen bonds is determined by using halogen-
saturated carbons for halogenation of nucleophiles
[33]. It occurs that iodine groups are fully reversibly
adsorbed, whereas bromine and chlorine are partly
irreversibly adsorbed and can only be removed by high
temperature treatments under oxidizing or reducing
conditions. This result led to the conclusion that
aqueous iodine solutions should be used to determine
the surface area of carbon as a selective adsorbent.
Reaction with iodine vapor at elevated temperature
(600 K) results in the same chemistry as shown in re-
actions 8 and 9 and is not suitable for carbon selective
surface area determination.

-Br,

Br

Br

(9)

Care has to be taken when interpreting results of
halogen uptake on carbon at low temperatures, in
aqueous solutions or at undefined surface states of the
carbon (as received). A large number of reaction in-
volving halogens and oxygen surface functional groups
and of course between halogen hydrogen acids and
basic functional groups occur simultaneously with the
reactions mentioned above. They may thus perturb the
analytical data (in particular the amount of HX as
measure for reaction 8) to such an extent that no
meaningful result can be obtained. The only method is
to define the surface chemistry of the carbon by pre-
anncaling and treatment in the gas phase or by in situ
cooxidation [142], forcing reaction 9 to dominate.

2.1.9.15 Surface Oxygen Groups

The abundance of oxygen atoms on carbons varies
over a wide range with a maximum at about GjO (see
Table 5). The surface chemical and hence many tech-
nical properties of carbon materials (including dia-
mond [143]) depend, however, crucially on the carbon-
oxygen chemistry which controls adsorption, adhesion
and oxidation activities of the surfaces. From the re-
action with liquid water acidic and basic surface com-
plexes can be discriminated. Under almost all catalytic
conditions both types of oxygen groups are present
simultaneously and the pH value of an immersion of
carbons in water is the result of protolysis of solid acids
and solid base groups. The pH can be as low as weak
mineral acids indicating that a significant solid acidity
can be present on carbon. The basic reaction is rather
more limited and rarely exceeds the value of pH 8. For
this reason, an overall good quantitative correlation
between pH in aqueous solution and analytical oxygen
content for a carbon species has been established [144].
A consequence of the Bronsted acid functionality is that
many of the carbon-oxygen groups exhibit a cation
exchange capacity and a simultaneous anion exchange
capacity (from the basic groups). These functions are
most relevant for the application of carbon as catalyst
support and provide a method for anchoring metal ions
by the same method as used for oxide supports also
on carbons. For the special case of protons (exchange
on basic groups) the graphene layer in its unperturbed
aromatic state is sufficiently basic to allow direct ad-
sorption [145]. In catalytic situations this problem is of
limited relevance because for high surface area material
the abundance of graphitic surface patches is low and
on graphitic materials the surface area is often low, so
that a significant interference with the determination
of basic functional groups is to be expected only in
graphitized carbon blacks. However, when the hydro-
gen adsorption method is used to determine the dis-
persion of small metal particles the sorption capacity of
the support for activated hydrogen (spill over) has to
be taken into account.

The dominating importance of the oxygen functional
groups has led to significant efforts to devise prepara-
tion routes to obtain only part of the wide pKd spec-
trum on the surface, i.e. to prepare either only acidic or
only basic functional groups. This was, however, only
partly successful with the result that in all circum-
stances a spectrum of neutralization equilibria rather
than a single pK value characterized a carbon surface.
Basic functional groups can be obtained when carbons
are annealed in vacuum or inert gas (Ar, not nitrogen)
at 875 K for several hours, cooled down under inert
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conditions to 300 K and then exposed to air, water or
oxygen [146]. The basic reactivity occurs only after
contact with water molecules which contribute to the
formation of the basic groups.

Predominantly acidic groups are obtained by heating
carbon in air or oxygen to 600-900 K with a decrease
in acidity with increasing temperature (self-gasifica-
tion). Very strongly acidic groups can be obtained with
low-temperature liquid phase oxidation using hydrogen
peroxide, ozone, chromic acid or aqua regia.

The characterization of the resulting surfaces has
been problematic ever since the early attempts [143,
147] by applying chemical means. The advent of many
surface physical methods has not contributed signif-
icantly more information than that obtained with
chemical probe reactions (derivatization as in the early
days of organic chemistry). The reason for this is
the small abundance of a wide variety of chemically
different species. Most surface spectroscopies are too
insensitive for the variations in chemical environment.
Others require single crystal surfaces which cannot be
functionalized. Vibrational spectroscopy is hampered
by the strong bulk absorption of light. Nuclear mag-
netic resonance has relaxation problems with non-
hydrogen-carrying surface groups bound to aromatic
graphene structures. For these reasons the bulk of
our knowledge about the structural details of carbon-
oxygen functionalities stems from chemical experi-
ments as collected in several reviews [32, 33, 146, 148—
150]. A special series of publications is devoted to
structure and reactivity of basic oxygen groups [151-
154]. The following description is a critical summary
from this large body of information which contains
plenty of references to the original work with ample
experimental details.

The analysis of the structural chemistry of oxygen
groups with chemical methods is limited to stable con-
figurations and misses by definition all metastable con-
figurations which may, however, be present under in
situ oxidation conditions. Chemical structures of re-
action products of the reaction sequence provided by
eqs 1-7 may be found in this description, but other less
stable configurations may also exit. Care should be
taken to transfer the knowledge reported here directly
to the actual discussion about the atomic structure of
oxidation reaction intermediates [86, 122, 155].

The acidic functional groups can be characterized by
their neutralization reactions with a selection of bases
differing in their pK values. The usual reagents are
sodium hydroxide, sodium carbonate, sodium bicar-
bonate and, for very weak acids, sodium ethoxide in
alcohol. An additional dimension of information can
be obtained by pretreating the carbon prior to neutral-
ization analysis [156].

Figure 21 shows the representations of the fun-
damental structures responsible for Bronstcd acidity.

(1)carboxylic

(2) phenolic

c—o

(3)lactone

(4)anhydride

Figure 21. Chemical structures of acidic surface groups.

Only carboxylic and anhydride groups are strictly
acidic in water, with the anhydride hydrolyzing to two
carboxylic acid functions. These two groups contribute
mainly to the reaction with sodium hydroxide but react
with all weaker and stronger bases than hydroxide. The
lactone groups need to undergo ring opening in a basic
medium which can be achieved by 0.05 m sodium car-
bonate. Phenolic groups are supposed to be frequent
due to their structural simplicity (reaction product of
eq 4). Their acidity is limited in water and will depend
strongly on neighbouring functional groups. Sodium
ethoxide is a selective reagent for their detection.

Some oxygen functional groups do not react with
water molecules and behave thus as neutral. Their
fundamental structures are shown in Fig. 22. Some
carbonyl groups can still react with sodium ethoxide.
The ether or xanthene structure is fully inactive in
aqueous media. Both neutral structures are believed to
occur frequently due to their structural simplicity and
the fact that in any oxidation reaction these structures
have to occur as intermediates in ring destruction
sequences. In quantitative studies where the oxygen
content is compared to the sum of all neutralization
reactions a significant excess of chemically unreactive
oxygen is stated [149, 146] which is accounted for by
these neutral functions.
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(1) carbonyl

(2)ether

Figure 22. Chemical structures of neutral groups (weak acids in
nonaqueous media).

HO

Bronsted-basic groups are of complicated structure
as can be seen from Fig. 23. They consist of two inter-
acting oxygen centres [157], one of which is active in
proton adsorption and the other one in anion ex-
change. The interrelation has been shown in a series of
elegant chemical reactions [151-154]. The structure
shown in Fig. 23 is tentative, representing the simplest
configuration and may have more complicated isomer
structures. It is interesting to note that during forma-
tion of the basic groups a nonstoichiometric amount
of hydrogen peroxide is formed when the oxidized car-
bon is contacted with moisture or water. This reaction
which was also discussed in conjunction with an oxi-
dation of ether structures to chromene groups [157] is
reminiscent of the anthraquinone catalysis of technical
hydrogen peroxide synthesis. It should be taken into
account that in all situations in which dry oxidized
carbons are contacted with water a chemically detect-
able amount of hydrogen peroxide will be formed
which may interfere with experimental observations.

Suitable reactions for the chemical identification of
fundamental surface groups are collected in reac-
tions 10-24 which summarize convenient reactions for
chemical group identification. A large number of addi-
tional reactions with rather special applications can be
found in the review literature. When these reactions are
used, it is advisable to test the reaction conditions by
several different reactions characteristic for the same
functional group. It occurs that the neutralization
kinetics can be slow, in particular with hydrophobic
and porous carbons. Reaction times should not be
under 24 h at ambient conditions. However, artefacts
such as glass adsorption, reaction with traces of air and
the intrinsic problem of conversion of the surface
functional groups during chemical reaction limit the
reaction time to an optimum for complete but artefact-
free determination.

y- pyrone
Figure 23. Chemical structure of basic functional groups. Both
heteroatomic structures are required to explain the neutralization
reactivity.

Reactions 12-15 describe the standard neutralization
reaction for an organic carboxylic acid. The discrep-
ancy in neutralization capacity for the different re-
agents can be used to estimate the pAT distribution [88].
Amounts between 50 and 500 /xeq acid per gram of
carbon are characteristic values which indicate the high
degree of experimental perfection required to deter-
mine such surface acidity data. Reactions 10 and 11
form derivatives of the carboxylic acid and can be used
to volumetrically detect their presence by monitoring
the gaseous reaction products.

Phenol groups are determined by the difference of
the neutralization reactions between sodium hydro-
xide and sodium carbonate which are common for
carboxylic and phenolate groups. Oxidized carbons
(typically in air at 700 K) contain equal amounts of
these two functional groups. Activated carbons contain
up to 800/zeqg"1 carbon of phenolate groups. The
volumetric determinations are also sensitive to both
carboxylic and phenolate groups so that specific deri-
vatization processes are needed to reliably discriminate
the two types of groups.

With more complicated structures such as lactones
the identification problems become more complex as
the reaction of lactones in water result in the formation
of a carboxylic acid group and a neighbouring phenol

References see page 188



168 2 Preparation of Solid Catalysts
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group. Reactions 23-25 are only characteristic for lac-
tones with the assumption that under the mildest pos-
sible reaction conditions the neighbourhood effects of
the ring opening reaction will favor the derivation over
the same reaction occurring on additionally present
non-correlated functional groups.

The complexity of the chemical situation increases
further when combinations of different surface groups
start to react with each other. A prominent example is
the lactol group originating according to reaction 23
from combination of a carboxyl group and a carbonyl
group. This is a situation which is frequent due to the
high abundance of both fundamental groups. The re-
sulting structure, representing a complicated example
of a coadsorption effect, can undergo a whole spectrum
of reactions and interfere with several derivation re-
actions simultaneously.
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NaCK

monobase

(24)

keto
zizag
armchair

+ co

enol
armchair

dibase

Another type of complication arises from the chem-
ical inequivalence of (110) and (110) terminating sur-
faces, referred to as zigzag and armchair configurations
of the graphene layers. In reaction 24 an armchair
configuration exhibiting two different functional groups
at one six-membered ring is shown. The resulting
structure, using the same fundamental groups as for the
lactol reaction which are now in 1,2 configuration with
respect to each other (1,1 configuration for the lactol),
allows tautomerism with the result that upon neutrali-
zation either one or two equivalents of base will be
consumed. The equilibrium between the two forms
depends upon the base concentration of the base used
for detection.

Reaction 24 is also a good example for the insen-
sitivity of thermal desorption for such effects because
the same molecule results after decarboxylation. Any
quantitative correlation between neutralization and
thermal desorption thus leads to inconsistencies, which
is the historic reason for the intensive investigation into
this surface chemical problem [33].

These few examples give an impression about the
chemical complexity of the carbon-oxygen surface re-
action. They illustrate that surface acidity as a single
number of sample characterization is a very poor rep-

resentation of the spectrum of reactivity already pres-
ent in aqueous media. It becomes apparent why in
practical applications [130, 150, 158] only poor corre-
lations are observed between such simplified surface
chemical parameters and the observed reactivity.

In recent years a simplifying attempt to overcome
this complexity was to analyze carbon by TPD and to
integrate the total CO and CO2 emission and to corre-
late the results with sample pretreatment and chemical
reactivity [33]. The limited validity of such an approach
is apparent. As is illustrated below, the chemically
complex surfaces which are not described by such
crude correlations are those with the highest catalytic
activity. In applications of carbons as catalyst support
it is immediately apparent that the details of the car-
bon-to-metal interaction depend crucially on such de-
tails of surface chemistry. This explains the enormous
number of carbon supports commercially used (several
thousands). A systematic effort to understand these
relationships on the basis of modern analytical capa-
bilities is still missing.

In this situation a variety of techniques can be used
to obtain complementary and if possible quantitative
information on the surface chemistry of a given carbon
material. High sensitivity and chemical selectivity are
characteristic for titration methods of the solid-acid
surfaces. The most prominent technique in a one- or
two-point titration with two fixed concentrations of
e.g. 0.05 n and 0.5 n bases. The titration is usually car-
ried out as back-titration after an adsorption experi-
ment. The results usually differ from each other in-
dicating the distribution of acid sites over one order of
magnitude in pK values. Reactions 12 and 18 are
associated with these two values. For a variety of dif-
ferent carbons the characteristic concentrations for the
predominant analysis of carboxylic acids and phenols
may differ due to variable distributions of local ad-
sorption geometry. This affects, via neighbouring group
effects, the dissociation constants of the surface groups
and hence modifies the pK distribution. To avoid the
possibly substantial errors, it is recommended practice
to determine the adsorption isotherm of the neutralisa-
tion reagent on the carbon and to analyze the resulting
data in terms of a multiple Langmuir chemisorption
model.

The Langmuir model describes, for a uniform sur-
face and a non-self-interacting adsorbate, the relation-
ship between amount adsorbed and exposure concen-
tration. The parameters of the model are the maximum
amount adsorbed as a full monolayer and the equilib-
rium constant for the adsorption-desorption process
which indirectly reflects the strength of the adsorbate-
substrate interaction. For the present situation the
analysis is modified in the following ways:
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• it is assumed that several independent site types exists
which represent acids with different pK values;

• the neutralization process is seen as an equilibrium
reaction which occurs in an additive way on the dif-
ferent site types;

• no interaction between different site types in assumed
(no effects as described in eqn 24),

• no complications with correlated equilibria for gen-
eration of the primary sites (e.g. hydrolysis of lac-
tones or anhydrides) are taken into account.

Within these limitations the method supplies in-
formation on the absolute abundance of the funda-
mental solid acid sites and gives a qualitative indication
about the pK average of each site. The procedure
works in principle for acid and basic sites [88]. Figure
24 illustrates an example for acid sites on a carbon
black sample (FW-1 from DEGUSSA). This sample
was selected as the high purity allows an unambiguous
assignment of the neutralization to carbon-bonded
functional groups and the high surface area provides
sufficient chemical heterogeneity for a realistic model.
The top panel shows the experimental adsorption iso-
therms after 24 h equilibration in anaerobic conditions
for the as-Tcceived sample and an extracted sample.
Extraction was done with xylene and ether to remove
polycyclic aromatic molecules which are chemisorbed
in an abundance of less than a monolayer [39] on the
carbon and passivate the genuine carbon surface.
The strong effect of the extraction is clearly visible.
The shape of the isotherm indicates, at least for the
extracted material, some complications as a stepped
curvature should not occur from a single Langmuir
isotherm. As the reaction should occur in an additive
way it is also not expected that the combination of
several isotherms should give rise to such a feature,
which is absent in the as-received sample. The dis-
continuity is ascribed to the generation of additional
functional groups by chemical reactions between the
NaOH with nominally unreactive functional groups
during the adsorption-equilibration process.

The lower panel of Fig. 24 shows the analysis of the
normalized isotherms. It occurs that two processes are
superimposed in each isotherm. The break in the iso-
therm of the extracted carbon at around 0.1 n concen-
tration indicates that in this regime the extra reactivity
which consumes base outside an adsorption has prob-
ably occurred. The data can be quantified and provides
the following information. The two adsorption sites
differ in their acid strengths as can be concluded
from the equilibrium constants (K = 14 (17) for the
majority site and K = 64 (107) for the minority sites).
The limiting values of coverage are 2.32mmolg~'
(3.41 mmolg~')and 1.24mmolg"' (1.74mmolg~') for
the two species. The data in parentheses give the
values for the extracted surface which indicate the sen-

02 03

NaOH concentration (mol/1)

04 05

0 25

02 03
NaOH concentration (mol/1)

04 05

Figure 24. Neutralization isotherms (adsorption isotherm of
OH ) for acidic surface groups on a carbon black The lower
plot represents the linearized isotherms according to a modified
Langmuir adsorption model.

sitivity of the method and the drastic effect of the sur-
face purification process. The purification also has a
detectable effect on the acid strength of the sites, which
may be explained by the operation of neighbor group
effects (adsorbate adsorbate interaction).

The suitability of this adsorption model to charac-
terize quantitative aspects of surface acidic groups gives
no indication, however, about the chemical structure
of the reactive sites. Only in combination with the
chemical probe reactions is it possible to assign the two
types of acid sites to carboxylic acid and hydroxy
groups, respectively. It is noted that such an approach
can also be used to determine ion exchange capacities
for metal ion loading required for the generation of
dispersed metal-carbon catalyst systems.

For carbons with large amounts of surface groups
per unit weight the method of direct titration can be
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Table 6. Selected carbon Is chemical shift data for carbon-
oxygen groups; common reference is C Is = 284.6 eV for graphite.
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0.1 nNaOH(ml )

250 300

Figure 25. Direct titration of acidic groups on a carbon black.
The curves represent the highresolution first derivatives of the
titration curves. The ordinate scales are identical for both experi-
ments (offset).

used. In this method a suitable arrangement for po-
tentiometric titration with slow neutralization, anaero-
bic conditions and good temperature stability of the
experiment, is used to measure directly the titration
curve of the solid acid. The first derivative shows the
equivalence points of all stages of dissociation. The
carbon is considered in this picture as an oligoprotic
acid with a series of dissociation equilibria [33, 159].
Figure 25 illustrates the type of information obtained
from such a direct titration experiment with a carbon
black sample (FW-1) which was oxidized at low tem-
perature in liquid phase to obtain acidic functional
groups. Large differences in the abundance (propor-
tional to the peak positions on the abscissa) and in
the dissociation constant (peak profile representing the
shape of the discontinuity at the equivalence point
relative to the strong base 0.1 n NaOH) can be seen
for the two oxidizing agents applied under identical
conditions to the same carbon material. It is obvious
that ozone treatment resulted in the formation of a
large amount of very strongly acidic surface functional
groups, as seen from the sharp peak in the derivative
plot. Three to four other types of functional groups
may be identified with widely varying abundance. Care
must be taken in analyzing the derivative profiles, be-
cause for weaker acidic systems the effect of incomplete
dissociation and the formation of a buffering system
which all broaden the derivative peaks must be taken
into account.

The direct titration of the parent carbon black which
also carries significant amounts of functional groups
is not possible. From this, it can be seen that the two
alternative chemisorption techniques both have their
relevance in carbon chemistry.

Another physical method which became popular in
functional group analysis is photoclcctron spectroscopy
with X-ray excitation. The XPS or ESCA method is

Binding
energy (eV)

285.6
286.5
287.8
289.2
286.2
287.5
289.0
286.1
287.6
289.1
290.6
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c-o-c
C-O-H
C=O
CO2H
C O R
C=O
CO2H
C-O-H
C=O
CO2H
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polyvinyl alcohol
polyvinyl alcohol
polyvinyl alcohol
polyethylene oxidized
polyethylene oxidized
polyethylene oxidized
carbon fiber oxidized
carbon fiber oxidized
carbon fiber oxidized
carbon fiber oxidized

Reference

234
234
234
234
174
174
174
172
172
172
172

used in this context as a fingerprinting tool using em-
pirically derived tables for the chemical shift to analyze
the data. Oxygen functional groups can be analyzed
either by the oxygen O 1 s emission or by the carbon C
1 s emission. Due to the much larger shift sensitivity,
the carbon 1 s range is used in almost all applications.
In addition, the presence of a film of molecular water
which is not removed in UHV creates a large oxygen
1 s signal at 533 eV which overrides many structures in
the functional group oxygen spectrum.

The issue of assigning carbon 1 s data to chemical
structures has been developed extensively in carbon
polymer science and is exhaustively reviewed there
[160-162]. The principle of the assignment resides on
the following assumptions. All sp2 and sp3 C-C and
C-H bonds give rise to one C 1 s signal at 285 eV with
a tendency towards lower binding energies for pure
graphite which was located for defect-poor samples at
284.6 eV [2, 90, 163]. All carbon heterobonds shift the
C 1 s signal to higher binding energy. This shift is
the larger the more electronegative the heteroelement
is relative to carbon. Further increments are brought
about by carbon-heteroatom double bonds and by 1,1
substitution of the C-C or C-H bonds. Table 6 reports
a critical compilation of literature data on carbon-
oxygen-induced shifts for several carbon materials. The
table confirms the general trend outlined above. Other
tabulations in the literature [33] are physically incon-
sistent and contain erroneous data. These discrepancies
arise from three different sources of inconsistencies:

• Calibration of the binding energy scale for different
experiments (see below).

• Influence of the defect structure on the absolute po-
sition of the main line which is often used as internal
standard for calibration of the binding energy scale
[163].

References see page 188
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• Disregard of the asymmetric lineprofile of the
graphitic carbon 1 s signal. This asymmetry contra-
dicts a physically meaningful spectral deconvolution
into a set of Gaussian peaks as mostly done in the
literature. The resulting inconsistencies in the posi-
tions of contributions and the variable linewidths
used in these deconvolution procedures arise from
the varying contribution of the line asymmetry to the
total spectral weight of the carbon 1 s profile. The
asymmetry is mainly caused by the coupling of
the core hole state created during photoemission to
the semimetallic valence band states of graphite and
by the convolution of the primary photoemission
with the phonon and plasmon loss spectra [164,
165].

• Disregard of charging effects. Highly functionalized
carbons are often not sufficiently metallic conducting
to allow the photocurrent to flow through the sample
without creating integral potential drops which affect
the position of the binding energy scale. In difficult
cases the charging up is locally variable (for example
with a thick uneven specimen) and prevents correc-
tion by recalibration with an internal standard (the
C-H + C-C line or the water line).

These three groups of effects shift all or part of the
photoemission intensity into the range of the carbon-
oxygen chemical shifts and can thus affect the inter-
pretation in an undetected way. The same problems
arise when carbon-nitrogen groups are analysed.
Nitrogen-oxygen groups (nitrate, nitrite, nitrosyl) are
well discernible (403-406 eV binding energy) from
nitrogen-hydrogen bonds (around 401 -400.5 eV for
amino groups) and from carbon-nitrogen bonds
(400.0-397 eV). The individual chemical configuration
within the groups is, however, difficult to resolve [135].
In a recent publication [166] on the reactivity of nitro-
gen species with oxidized activated carbons a consistent
series of nitrogen chemical shifts falling within the
ranges specified above is established. This list of com-
pounds is chemically self-consistent as the modifica-
tions used for their generation are fully in line with
conventional nitrogen organic chemistry.

The C 1 s line is less affected by the less electro-
negative nitrogen heteroatom and exhibits a much
smaller shift range than for oxygen groups. In a re-
cent publication aiming at the XPS analysis of the
novel diamond-like C3N4 material [167] all these
problems are well documented. The authors did not
consider charging effects, nor did they account for
oxidation of the sputtered surfaces during transfer. In
addition, they used Gaussian line profiles and arrived
at significantly high carbon 1 s chemical shifts for two
different C-N bonding geometries which they see as
diamond-like (aliphatic) and polypyridine-like (hetero-
cyclic aromatic).

In a very detailed study of the chemical shifts of
carbon 1 s lines on the nature of the C-C bonding
interaction [168] it was found that using the well-
determined C Is value of 284.6 +0.3eV [169] hy-
drogenated carbons exhibiting a binding energy of
285.3 ± 0.05 eV and carbidic carbon in SiC were found
to occur at 283.4 + 0.05 eV. Diamond and graphite
were found to be fully indistinguishable from their shift
data, which is in full agreement with a different study
using compact [2] rather than film [169] samples. The
significant uncertainty which is quoted for the value of
graphite C 1 s photoemission was clarified in a study on
the dependence of the carbon 1 s line position on the
crystalline quality (nature and abundance of surface
defects) [163]. For hydrogenated amorphous carbon
films a complex influence of the substrate on the bind-
ing energy and probably also on the detailed atomic
structure was detected in a study of a-C-H films on
various GaAs surfaces. A carbon-rich species with a
binding energy of 284.8 eV on GaAs and of 284.6 eV
on Si was found in the near interface region of sput-
tered thin carbon overlayers [170]. These data indicate
that a clear speciation of the chemical structure of a
carbon species in a catalytic system can be quite am-
biguous and that - contrary to chemical intuition - the
connectivity of a carbon cannot be inferred from its
carbon XPS spectrum. The reason for this failure of the
ESCA effect lies in the complex convolution of ground
state electronic properties of the carbons (which are all
different [2] as expected by intuition) with final state
effects [164, 165] (relaxation of the core hole) which
produce a diffuse but intense structure in each peak,
accounting for their apparent similarity. This became
apparent in studies aiming at a discrimination of the
K W Auger spectrum of carbon into s-derived and p-
derived valence band states which should be suitable
for discrimination of sp3 and sp2 carbon connectivities
by the Auger lineshape [171].

In summary, care must be taken in interpreting the
main component of the carbon 1 s line as fingerprint
for the carbon connectivity. In the high binding energy
side additional problems arise from plasmon satellites
which can occur at 5.6-7.2 eV in sp2 carbons and at
11.3—12.5eV in sp3 carbon above the main line [169].
These broad and weak structures interfere with chem-
ical shift identifications of highly oxidized C-O func-
tional groups [163].

A practical situation is shown in Fig. 26. The carbon
1 s data of HOPG as reference are compared to those
of a chemically etched graphitized carbon black sam-
ple. The defective graphitized carbon surface exhibits a
significantly wider main line at almost the same posi-
tion as the well-ordered graphite (cleaved and annealed
in UHV [90]). It can be seen that the neglect of the line
asymmetry invariably causes the erroneous detection of
additional lines in the range l-2eV above the peak
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maximum. The difference spectrum is mainly caused
by the broadened main line. Only after removing the
asymmetric main contribution a small structure (top in
Figure 26) can be isolated revealing peaks at 286.0,
287.3, 288.7 and 290.0 eV which can be attributed to
surface oxygen functional groups. Only 4.3% of the
total intensity is due to the surface groups, in good
agreement with 5.5 at% oxygen content. The compar-
ison of these numbers indicates [172] that most func-
tional groups can only carry one oxygen atom per car-
bon atom and that carboxylic groups, with the largest
shift, must be a small minority. The data agree fairly
well with those from oxidized carbon fibers [172] and
are in agreement with the values from Table 6. A max-
imum of three different oxygen functionalities can be re-
solved by XPS. These are the basic chemical structures
mentioned in Fig. 21. The more complex cases which
were shown to exist with carbon-oxygen single bonds
(peak at 286.0 eV in Fig. 26) can also not be resolved
by this method with any degree of chemical selectivity.

A significant increase in the chemical specificity of
XPS can be achieved when the surface sensitivity of
the surface analytical detection is combined with the
chemical specificity of the probe reactions discussed
above. A highly specific analysis of the chemically re-
active surface functional groups can be obtained using
heteroatoms such as barium from barium hydroxide,
chlorine from HC1 or SOCI2 [173], or nitrogen and
sulfur tags from complex functional reagents [174,
175]. These data reveal that a large number of oxygen
functions detected by integral elemental analysis are
chemically inert and exhibit no acid-base activity.
Such behavior is consistent with keto functions or with
oxygen heterocyclic functions (C-O-C in Table 6).
From all chemical shift data in the literature and the
spectrum in Fig. 26 it appears that the heterocyclic
function is the dominating functional group. This ac-
counts for much of the analytical oxygen content
without contributing to the low-temperature chemistry.
From the sequence of events in carbon oxidation this
group is the primary reaction product and has thus also
from the mechanistic point of view a high probability
of survival in any oxidation treatment as the most
abundant reaction intermediate.

At this point a characterization technique with a
higher chemical resolution is desirable because such
functionalization plus surface analytical combination
experiments are extremely difficult to perform in a
clean and reproducible way. Vibrational spectroscopy
such as FT-1R has been developed into such a tool,
after several methodical improvements concerning
sample preparation and detector sensitivity. In situ
oxidation experiments are still very difficult as heated
black carbon is a perfect 1R emission source and inter-
feres with any conventional detection in the spectral
range of carbon-oxygen fingerprint vibrations.
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Figure 26. XPS data in the carbon 1 s region for a UHV cleaved
graphite reference (HOPG) and a carbon black sample used in
the titration experiments of Fig. 25. The arrow marks the position
of the graphite surface plasmon. The top section of the modified
spectrum in the high-binding energy side reveals several weak
peaks for oxygen functional groups after removal of the asym-
metric line profile from the main peak.

A compilation of fingerprint vibrations for charac-
teristic carbon-oxygen functions is found in Table 7.
Data from a variety of organic molecules from spectra
libraries are analyzed and grouped together. Only
strong vibrations are tabulated and extreme positions
are removed. The compilation shows that several re-
gions of interest exist:

• The OH" valence region which is due to combina-
tions with molecular water is often difficult to resolve.

• The C=O region (1800-1650 wavenumbers).
• The region at 1650 wavenumbers, of C=C vibrations

which are isolated from the graphene network (the
graphene vibrations are only Raman active, see
Table 2).

• The region of C-O single bond vibrations at 1300-
1100 wavenumbers with a significant selectivity for
different groups when combined with the simulta-
neously occurring C=O vibrations.

The practical observation of all these vibrations is
difficult, as not all of the respective groups are present
on a carbon with the same relative abundance. As the
quality of the spectra is generally poor, weak charac-
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Table 7. Characteristic group frequencies in IR absorption.

Functional
group

phenol groups
O-H
O-H
C-OH
C-OH
O-H
keto groups
C=O
C=O
C=O
quinones
C-O, para
C-O, ortho
aldehyde groups
C-H
C=O
carboxylic acids
C=O (aliphatic)
C=O (aromatic)
C-O (anhydride)
O-H
O-H
esters, lactones, ethers
C=O

c=o
C-O-C
C-O-C

Absorption
frequency (cm"1)

3650-3590
3500 b
1220-1180
1350-1100
1390-1330

1745-1715
1700-1680
1730-1705

1690-1655
1660

2920-2880
1720-1715

1735-1700
1700-1680
1830, 1750
3000-2700
940-900

1730
1740
1280-1100
1320-1250

Assignment

valence
valence polymer
valence
valence aliphatic
deformation

valence aliphatic
valence aromatic
valence a-diketo

valence, two lines
valence, one line

valence, combined
valence, combined

valence
valence
valence, two lines
valence
deformation

valence, benzoic
valence, lactones
valence, ester, lactones
valence, ethers

tersitic peaks of a minority group may not be recog-
nized. Strong peaks at 2355 cm"1 and at about
2045 cm"1 arise from chemisorbed CO2 and carbon
monoxide during in situ studies [176-178]. The diag-
nostic value of the data in Table 7 is enhanced by the
search for combined absorptions for the more com-
plex functions. Such combinations allow the resolu-
tion of the crowded spectral range between 1800 and
1700 cm"1. Two oxidized carbon samples are discussed
as being representative for the many possible applica-
tions of Table 6. The discussion of characteristic IR

data on fullerenes and their oxidation products can be
found in the literature [105, 106, 108, 111].

Table 8 lists the main absorption frequencies for the
two samples. One is a disc of glassy carbon formed
under electrochemical oxidation, the other is a powder
sample of a high surface area carbon black (FW-1,
235 m2 g"1). The in-situ electrochemical oxidation study
[176] allows the tracing of several coexisting species by
their respective fingerprints. It can be seen that several
groups which remain undetected by chemical adsorp-
tion and XPS analysis can be found with the IR tech-
nique. No carbon-oxygen single bonds were found in
this study. The oxidation potential may have been too
high for the accumulation of a significant abundance
of these still oxidizable groups. A technical reason
may well be the poor spectral quality below 1600 cm ',
precluding the detection of any specific absorption
besides the extremely strong background. The broad
water hydroxy peak from the in situ reaction environ-
ment also does not allow the detection of hydrogen
groups. For these reasons, not all species are identified.
This is required, however, to derive a plausible oxida-
tion mechanism suggested in this paper.

The oxidation reaction by dry ozone at 335 K leads
to the formation of a large number of strongly acidic sur-
face groups [179]. A whole spectrum of chemical changes
occurs with the treatment leading finally to a breakdown
of the carbon into soluble graphene fragments. The ozone
reaction is also used to study the oxidation mechanism
and its control by micromorpohological effects of "hole
burning" [180]. Finally, the ozone oxidation is also of
influence in atmospheric chemistry, where it modifies
carbon black particles which become efficient catalysts
for the oxidation of SO2 under ambient conditions [181 ].

The data from Table 8 and the spectra in Fig. 27
indicate that a wide variety of functional groups with
single and double oxygen-carbon bonds are formed
after mild ozonization at 335 K in aqueous medium.
The agreement between the assignments of the absorp-
tions in both samples in quite remarkeable and agrees

Table 8, Observed IR absorption bands for oxidized carbons.

oxidized glassy carbon oxidized carbon black

Absorption
frequency (cm"1)

Assignment Absorption
frequency (an"1)

Assignment

2045
1780
1722
1696
1678
1611

adsorbed CO
lactones
carboxylic acids
aromatic ketones
quinones
isolated C-C bonds

3425
2924
2355
1760sh
1729
1620
1438
1399
1230sh
1210

C-OH
C-H aliphatic
CO2 gas phase
lactones
carboxylic acids
isolated C=C bonds
O-H deformation
C-O lactones
C-O aromatic ether
C-O phenol
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Figure 27. FT-IR data of heavily oxidized carbon blacks. The
FLA sample is much more graphitic in the stacking order of the
BSU and exhibits only 10% of the geometric surface area of
the standard FW-1 sample.

also with the reference data in Table 7. The influence
of neighborhood effects on vibrational data and the
uncertainity of locating the position of absorptions in
broad, overlapping and diffuse bands account for the
minor discrepancies in the numerical values of the peak
positions. The regions of characteristic absorptions
mentioned above can be identified in the top spectrum
of Fig. 27. A distribution of absorption band positions
for each chemical structure causes the broad envelopes
and indicates the structural heterogeneity of the oxi-
dized carbon surface. The sharp double peak of gas-
eous CO2 arises from the large micropore volume of
the sample which stores detectable amounts of CO2 in
relation to the natural abundance of this gas in the
ambient air.

The nature of the functional groups seems not to
depend on the structure of the carbon substrate, as
even on oxidized fullerenes the same bands can be
found by IR spectroscopy [108]. The relative abun-
dance is, however, significantly different as can be seen
from the comparison of the two carbon black samples
used for the data of Fig. 27. The FLA 101 sample is
more graphitic with a significantly reduced surface
area. The abundance of carbon-oxygen single bonds is
greatly reduced with the predominat species being car-
boxylates after the same treatment which produced the
broad variety of functional groups on FW-1. This is full
agreement with the published mechanistic picture [180],
which correlates velocity and depth of oxidation with
microstructure and porosity of the carbon substrate.

Vibrational spectroscopy is a very versatile and,
chemically, well-resolved technique for the character-
ization of carbon-oxygen functional groups. The im-
mense absorption problems of earlier experiments seems
to be overcome in present times with modern FT-IR,
DRIFTS or photoacoustic detection instruments.

The physical technique of desorption spectroscopy
of oxygen functional groups is much more frequently
used. The conceptually simple experiment using a
carrier gas and a nondispersive infrared detector for
CO and CO2 is not in line with the theoretical com-
plexity of the experiment. One group of complica-
tions is of a technical nature and refers to carrier gas
purity, mass transport limitations, temperature gra-
dients, nonlinear heating ramps and temperature mea-
surement problems. More severe is the problem that the
method is destructive in two ways. First, it removes
the functional groups and has to break all adsorbate-
substrate bonds in a distribution of local geometries.
Second, it is a high-temperature process which activates
functional groups to change their structure during the
experiment and to interconvert between them. This
is particularly complicated in situations with carbon-
oxygen single and double bonds located adjacently
(see for example lactone decomposition exemplified in
reaction 24).

Despite these principal ambiguities the thermal de-
sorption method is a standard characterization tech-
nique in carbon surface chemistry. Various examples
and data about desorption profiles for a selection of
carbon treatments can be found in the literature [88,
90, 155, 182, 183].

The general features of all these data can be dis-
cussed using the experiments shown in Fig. 28. A
highly reactive carbon with complex amorphous struc-
ture was treated with ozone at 335 K in water and the
dried product subjected to a temperature-programmed
decomposition in flowing nitrogen using a special mass
spectrometer (IMR-MS) as detector. This instrument
[184] allows the suppression of the nitrogen signal and
fully removes any fragmentation of CO2 into CO. This
is a problem which is significant in conventional mass
spectrometers, allowing only crude estimates of chang-
ing ratios of CO to CO2. The acid groups (1), (3) and
(4) in Fig. 21 result in CO2 as decomposition products,
whereas all other surface groups produce mainly CO
during their pyrolysis under non-oxidizing conditions.
The more strongly oxidized a-carbon atoms in acidic
groups desorb from the graphene surface at lower
temperatures than the CO from the basic groups. This
behavior can be recognized in the IMR-MS traces of
Fig. 28. The CO2 trace shows structures in three broad
features with the first peak exhibiting some internal
structure which is ascribed to the decomposition of
free carboxylic acid groups and structures with other
functions next to the acidic group (reaction 24). The
poor resolution of the main features indicates signifi-
cant kinetic effects at a heating rate of 0.5 K s 1 which

References see page ISS
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Figure 28. Thermal desorption (heating in flowing nitrogen,
heating rate 3 K s 1 ) of CO2 and carbon monoxide from heavily
oxidized fullerene black (treated in 10% ozone, oxygen at 333 K in
water). An IMR-MS detector was used for unperturbed gas
analysis and simultaneous detection of other desorption products
(see text and Fig. 29). The value for the bum-off temperature is
defined as the temperature where a weight loss of 3% had occurred.

points to a distribution of binding energies rather than
to one specific desorption event. The occurrence of
postdesorption reactions of the CO2 acting as oxidant
for other functional groups has to be taken into ac-
count at temperatures above 650 K [112]. This finds
its expression in the crossing-over of the (sensitivity-
corrected) desorption traces around 650 K. The in-
creased stability of the basic and neutral functional
groups is seen in the high-temperature rise of the CO
trace which peaks only above 1000K. At these tem-
peratures the structural rearrangement of the graphene
layers in amorphous carbon becomes an impor-
tant process, which prevents the observation of the
complete desorption of all oxygen functional groups
without changing the bulk structure of the substrate.
Structural changes in the substrate give rise to the noisy
appearance of the CO trace, which indicates eruptions
of gas due to the beginning hole-burning process ini-
tiated by local concentration maxima of surface oxy-
gen species which terminate quickly due to the lack of
oxidant.

The desorption of oxygen functional groups is not
correlated with the steady state burn-off of the material
in molecular oxygen which begins at temperatures
significantly above the desorption of predominantly
highly oxidised functional groups.

The relative contributions of the different desorption
processes changes with the average surface structure.
Comparison of the data in Fig. 28 with those of an
analogous oxidation experiment with a different car-
bon substrate (carbon black FW-1) shown in Fig. 29
reveals that the carbon black contains significantly
more basic functional groups than the amorphous full-
erene black. This can be traced back to a reduced
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Figure 29. Thermal analysis of a carbon black under the same
conditions as used for the experiment in Fig. 28. Note the differ-
ent scales of the ordinates.

number of carbon atoms which could be highly oxi-
dized (removed from the aromatic backbone of a gra-
phene BSU) by ozone in the two materials. The pres-
ence of five-membered rings in the fullerene black and
the organization into stacks of planar graphene units
in the carbon blacks are consistent structural ex-
planations. In the carbon black sample, the separation
into regimes of stability for acidic and basic functional
groups is much less resolved. This indicates a larger
structural diversity of the functional groups in the car-
bon black relative to the pronounced maximum of
acidic groups in the fullerene black.

The lower traces in Fig. 29 reveal that other de-
sorption processes occur with the decomposition of
oxygen functional groups. The polar oxygen groups
bind a layer of water molecules which desorbs above
415 K, after the removal of water multilayers slightly
above ambient temperature. The desorption of CO2

from acidic groups leaves behind a C-H function. If
this function is in an alkenic or aliphatic environment,
i.e. in a surface without a closed carbon hexagon ter-
mination, then desorption of methane can contribute to
a stabilization of the surface by removal of the non-
aromatic structures. The missing hydrogen atoms are
taken from reactions of water with these defective car-
bon centres. The respectively small methane signal is
displayed in Fig. 29. No higher hydrocarbons are de-
tectable in this experiment. A desorption of molecular
hydrogen at temperatures above 900 K from the termi-
nating hydrogen atoms with aromatic carbon structure
has been observed [33].
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Thermal desorption data can be integrated and may
be used to quantify the total number of oxygen func-
tional groups on a carbon surface. When these data
are compared with the sum of all chemically detected
functional groups a significant excess of the desorption
value over the chemical value is found. This excess is
confirmation for the existence of chemically neutral
oxygen functions which are, in part, strongly bound
to the substrate (keto functions, see Fig. 22). These
groups act as side blockers in surface reactions and are
known in the carbon oxidation literature [86] as "stable
complexes" which inhibit the oxidation.

The data in Figs 28 and 29 reveal that it is not pos-
sible to fully detect the oxygen desorption without
reaching temperatures at which structural changes
occur in the substrates. This is a significant problem
for hydrocarbon-rich carbons in catalytic deposits. The
application of thermal characterization methods has to
be regarded with significant reservation, as severe car-
bonization and dehydrogenation will go along with the
"analytical" desorption events. In subsequent adsorp-
tion or reaction experiments the presence of a stable
graphitic carbon as second phase is stated. The second
phase is, in fact, an artefact of the preceding thermal
treatment. This feature, which also complicates surface
science experiments with oxygen on carbons, has been
investigated [88, 90].

2.1.9.16 Carbon as Catalyst Support

The application of carbons in catalysis is mainly as
support for active phases in various reactions. Besides a
wide variety of noble metal-carbon systems for hydro-
genation reactions and fuel cell applications, the large-
scale application in the synthesis of vinyl acetate and
vinyl chloride are important technical applications
[185]. An important application of carbon-supported
oxides of silver and copper-chromium, known as
whctlcrite, is as the active mass in filters for gas masks.
The complex chemistry occurring upon oxidation of
hazardous gases requires the presence of the carbon
surface besides the oxide particles, which is interpreted
[186] as indication for a synergistic effect between car-
bon and oxides for chemisorption of the hazardous
gases and simultaneous selective oxidation by activated
oxygen. The special field of carbon gasification catal-
ysis is not covered here as in this reaction the carbon is
not only the support but also the substrate. The rare
case of a desired consumption of the catalyst support
creates a special situation [185, 187, 188]. The applica-
tion of carbon-supported catalysts in synthetic organic
chemistry has been reviewed [189].

In all synthetic catalytic applications, carbon is con-
sidered as a support with little reactivity towards sen-

sitive molecules with reactive functional groups which
would be activated by either Bronsted or Lewis acidity
of an oxidic substrate. This so-called weak metal-
support interaction was questioned in a comparative
study on metal-support interactions for platinum par-
ticles [190]. Unfortunately, the preparation conditions
were chosen such that gasification of the support had
occurred. For a detailed discussion see below. The ex-
tremely valuable advantage of an inert substrate con-
sequently has the disadvantage that the active phase is
difficult to anchor on the surface. It is hence difficult to
create and maintain any useful dispersion of the active
phase on carbon. An elegant way around this prob-
lem has been suggested [191]. A conventional oxide-
supported catalyst may be, after its synthesis, covered
with a deliberate carbon contamination layer on the
support oxide to shield the free support surface by a
carbonaceous deposit. Chemical vapor deposition of
carbon from propene on alumina carrying a tech-
nical HDS system as active phase was used as demon-
strator.

Two more classical ways to anchor the active phase
[36] to the substrate are the fixation on oxygen func-
tional groups or on surface defects such as steps in a
basal plane of a graphitic structure. In a recent study
[192] of the anchoring of the active phase on graphite,
the hydrolysis of a platinum complex followed by an in
situ reduction at low temperature allowed the grafting
of platelets of platinum metal with a highly preferred
(111) orientation and with high dispersion on a graph-
ite substrate. It is not yet demonstrated that this
attractive arrangement survives catalytic action under
useful conditions for useful times. The system was,
however, used to study the microstructure of the dis-
persed platinum. Figure 30 shows an STM image of a
raft of platinum (area 1) on graphite (001) (area 2). It
can be seen from the atomic resolution insets that both
surfaces exhibit the same symmetry, indicating the
(111) orientation of the platinum. The distinction be-
tween carbon and platinum was made possible by the
differing lattice constants. The noise in the graphite
image next to the platinum raft is attributed to a con-
tamination of the STM tip which was collected from
the metal. The thickness of the platinum raft is several
metal monolayers, making any accurate analysis dif-
ficult due to the imaging artefacts. The genesis of this
catalytically highly desirable structure is assumed to start
from a molecular anchoring of the precursor at atomic
defect sites. These act as nuclcation centers for the
metal platelets resulting from low-temperature chem-
ical reduction and subsequent coagulation of initially
formed metal clusters with no stable anchoring at the
basal plane.

References see page 188
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Figure 30. STM image of a platinum raft on a graphite powder particle. An organometallic route was used to deposit the metal at low
temperatures. The discrimination of metal and graphite with the same lattice geometry is possible by the different lattice parameters

The more conventional strategy contains several
steps of modification and activation [36, 189]:

• Use of a high surface area graphite with little pore
structure in which the active component can be
occluded.

• Creation of a maximum amount of acidic surface
functional groups with cation exchange capacity.

• Cation exchange of protons by metal ions or hydrol-
ysis of metal complexes by the surface acid groups.

• Chemical reduction of the metal at low temperatures.

This final activation step is often the difficult re-
action step as the reduction of the active component
should not reduce the anchoring sites at the carbon.
This reduction can occur either chemically by hydrogen
atom spill-over or thermally by decarboxylation of
the anchoring group. Figure 29 reveals that this de-
carboxylation can occur at such low temperatures that
the stability limit can easily be exceeded by a thermal
reduction, with hydrogen for example. The section on
surface groups reveals that it is not possible to use
stable functional surface groups for anchoring as these
groups are chemically inactive and all active groups are
thermally unstable.

The inherent problem of limited thermal and chem-
ical stability of metal anchoring sites on carbon limits
not only the activation temperature but also the appli-
cation conditions [185]. In oxidizing environments car-
bon supports are much less stable than the macroscopic
burn-off temperature (sec Figs 28 and 17). In order to

maintain the dispersion of the active phase, the limiting
temperature should be less than the decarboxylation
temperature of the anchoring groups. This temperature
is equal to the initial CO2 evolution which sets a mar-
gin of stability of the initial dispersion to about 450-
500 K. In hydrogenation applications the limiting tem-
perature can be even lower as the active catalyst can
produce a stream of active hydrogen which reacts
with oxidized anchoring groups under hydrogenolysis/
hydrogenation even below 500 K. As, however, most
hydrogenation reactions are carried out at temperatures
below 373 K to maintain high selectivities, the carbon-
metal systems are usually not limited by thermal deg-
radation in the case of hydrogenation reactions.

The reactivity of carbon surfaces without functional
groups is low with respect to most elements [193].
Important exceptions are molecular oxygen dihalogcns
[185] and alkali metals. The redox-amphotcric be-
havior of sp2 carbon, which is the basis for the inter-
calation chemistry [140], allows for a significant charge
transfer between adsorbed alkali (or halogen) atoms
and even carbon on the graphite (001) surface. Thcr-
modynamic properties of these adsorbates [194] predict
that such adlayers with submonolayer coverage should
be stable at high temperatures against desorption and
should withstand even hydrolysis in liquid water. This
is of significant relevance in applications where alkali is
needed as catalyst promoter and the carbon substrate
serves as reservoir for its storage [195].

Recent experiments [196] with high surface area car-
bons and iron particles strongly reduced in flowing h>-
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drogen at 1173 K reveal an intimate contact between
iron and carbon. It is further shown that an analogous
charge transfer between iron and graphite as between
alkali and graphite is operative when the iron particles
are flat platelets with a high interface area.

These observations mark a transition from the an-
choring strategy to the geometric fixation strategy for
fixation of active components on carbon. This strategy
relies on the assumption that chemically stable edge
sites on carbon act as geometric barriers for the diffu-
sion of catalyst particles at high temperatures where
molecular anchors are already unstable. A possible
additional chemical anchoring via metal carbon bonds
to the dangling bonds of the terminating graphene
layer reduces a possible lateral diffusion along the
step edge. The best fixation is achieved when the cata-
lyst particle digs a small hole in its fixating geometry
where it uniquely fits. Such a selective etching may be
achieved by the high temperature reductive treatment
mentioned in literature reports about metal carbon
catalyst systems [190, 195, 196].

The intuitive assumption that carbon surfaces with a
high surface fraction of prismatic faces (110, 100 and
higher indexed orientations of graphite) would be
suitable to create metal-carbon (carbidic) bonds is not
supported by experimental evidence. These prismatic
faces are chemically too reactive and undergo facile
gasification in oxygen or hydrogen. This leads to a
geometrically unstable situation for metal particles,
which, at reaction conditions, frequently lose their
specific adsorption site and become mobile with the
chance for agglomeration and deactivation. Successful
high-temperature carbon catalysts are always prepared
from materials with a smooth and preferentially
graphitic surface. Here, the average reactivity of the
support is minimized while still providing sufficient
structural defects to create mechanical anchoring sites
for active metal particles. This has been rationalized by
experiments with platinum particles on carbon and by
an analysis of the dispersion versus carbon pretreat-
ment [197, 198]. The two studies were carried out with
different carbons and using different reaction con-
ditions. Both concluded that the increase in smooth
surface area (not in porosity) is an important factor for
stabilizing small metal particles. An additional factor
of increased surface heterogeneity is given, with differ-
ent relative importance in both studies. In the present
context, this influence is traced back to increasing sur-
face defects allowing direct anchoring. For high tem-
perature preparations (at 723 K) the marked increase in
platinum stabilization [198] is traced back to the selec-
tive etch process.

The principle of mechanical fixation at step edges is
illustrated in Fig. 31 which shows Ru particles on a
graphite surface. The single crystalline flake is prefer-
entially (001) oriented but exhibits a system of step
structures as revealed by the Moire fringes (weak line

50 nm
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Figure 31. Ru metal particles on a flake of natural graphite
(TEM. lOOkeV) RU^COIJ was impregnated from toluene and
calcined in an inert atmosphere at 375 K EDX and the beam
stability confirmed the metallic character of these particles Note
the regular arrangement at step edges occurring from crystallite
edges causing the Moire contrast in the main image

contrast in the main image). The metal particles of a
few nm size are platelets which are occasionally stacked
above each other (top left plate in Fig. 31). In the main
image it can be seen how an almost regular array of
particles is formed at step edges of the surface. This
geometric arrangement is stable in hydrogen up to
725 K where the particles become efficient mcthanation
catalysts for their substrate. Such geometric arrange-
ments have led to speculations that intercalation com-
pounds between metal and graphite may constitute an
active catalyst with the particles seen in Fig. 31 being
mechanically bound between adjacent graphene layers.
The existence of such geometries is shown by TEM
[199]. The investigation of other samples discounts the
existence of a fixation by intercalation [200]. The ac-
tivity of the materials is traced back to particles sitting
only at external step edges.
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The concept of mechanical fixation of metal on car-
bon makes catalytic applications at high temperatures
possible. These applications require medium-sized ac-
tive particles because particles below 2 run in size are
not sufficiently stabilised by mechanical fixation and do
not survive the high temperature treatment required by
the selective etching. Typical reactions which have been
studied in detail are ammonia synthesis [195, 201-203]
and CO hydrogenation [204-207]. The idea that the
inert carbon support could remove all problems asso-
ciated with the reactivity of products with acid sites on
oxides was tested, with the hope that a thermally well-
conducting catalyst lacking strong-metal support inter-
actions, as on oxide supports, would result.

The picture which emerges from the studies of CO
hydrogenation is that in addition to this "clean" case
of large and active particles, a second class of small
particles occurs on less graphitic surfaces. These par-
ticles exhibit different activity and more importantly a
much more desirable product spectrum with a high al-
kene to paraffin ratio. These iron particles are super-
paramagnetic and may be partially oxidized [208]. The
electron deficiency which is stated in all studies for the
small particles is controversially discussed as pictures
of different phases or a specific charge transfer with the
carbon substrate.

This raises the question about the metal-support in-
teraction in carbons. The term "wetting" has been used
for the carbon-metal interaction [196, 206]. The usual
geometry of spherical metal particles, as well as chem-
ical arguments, render the formation of chemical bonds
between each metal atom and the carbon substrate less
likely. The case of alkali metals is an exception, but
only in the limiting case of submonolayer coverages.
The images in Figs 30 and 31 support the notion of
metal rafts floating on carbon rather than resting as
stable compounds. Such wetting interactions should be
very stable and are in strong contradiction to the ob-
served chemistry of metal-carbon catalysts. The raft
structures occur only in cases of mild preparative
conditions which allow the agglomeration of primary
metal clusters in a predominant two-dimensional fash-
ion. The existence of metal particles with supposed
strong interaction [190, 196] is described as always be-
ing associated with very severe chemical activation
conditions. It is suggested that under these conditions a
combination of selective etching with a redeposition of
carbon in the interface region between support struc-
ture and metal particle occurs in the same way as de-
scribed above for the carbon filament synthesis. Under
these conditions a reactive non-graphitic carbon binder
material cements the active particle into the substrate
and thus allows for a strong metal-carbon interaction
with covalent bonds between the metal and the support
mediated by the binder carbon. No microstructural
data are available in the literature to support this
hypothesis which would explain a large body of
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Figure 32. Schematic representation of the modes of fixation of
metal particles on graphitic surfaces. A stack of graphene layers
with a step edge is shown with a metal particle (granite pattern)
and surface anchoring groups (black). Nongraphic carbon de-
posits are shown in dark grey with fading contrast (bottom
sketch).

partly conflicting results about location and stability
of metal-carbon catalysts.

The whole range of carbon interactions with active
phases is summarized in Fig. 32. In all cases no strong
chemical interaction is assumed between the graphene
(001) layers and the metal platelet. The weakest inter-
action with, however, the highest possible dispersion is
obtained with surface anchoring via functional groups.
Better stability at low loading with smaller dispersion
can be obtained by mechanical fixation. This process
requires a flat geometry and thus selective removal of
all surface impurities which frequently cover basal
planes of graphitic carbons. An example of the appli-
cation of platinum particles on carbon in selective
NO reduction was made [209]. It was concluded from
kinetic arguments that the platinum behaves identically
to model single crystals with preferred (110) orienta-
tion. This can be seen as an indication for the weak
metal-support interaction and for the usefulness of non
highly dispersed metal-supported systems in selective
reactions.

Significantly higher stability is obtained when larger
agglomerates are brought into shallow holes (mono-
layer etch pits) of the basal planes. The generation of
such pits can be achieved by reductive gasification
under catalytic influence. An alternative to the in situ
generation is the strategy of using microporous carbons
which involves depositing metal particles at the pore
mouths. The usually broad distribution of pore sizes in
carbons prevents, however, the complete use of all the
metal loaded, as some particles disappear into deeper
parts of larger pores and fail to be active in catalysis
due to diffusional limitations. Redeposition of car-
bon from hydrocarbon sources (from cither catalytic
reactions or the ongoing reductive etching) at the
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Figure 33. Catalytic activity of Fe-Cu bimetallic particles sup-
ported on alumina (squares), activated carbon (triangles) and
carbon nanofibers (dots). The inset shows the activity of the metal
particles on nanofibers in the decomposition of ethylene into solid
carbon (squares), ethane (triangles) and methane (dots).

boundary between the metal particle and the carbon
substrate occurs. This carbon may not be graphitic but
can be of a more reactive connectivity (a-C-H for
example) and thus provide chemical bonding between
carbon and active particle.

The chemical fixation of metal particles onto carbon
via covalent interaction is possible not only via reactive
carbon entities as in the latter case but also directly
on to a sp2 surface. This occurs, provided that the
electronic structure is locally perturbed transforming
the carbon from aromatic into a (poly)alkenic struc-
ture. Such a transformation can be achieved by either
introducing controlled defect sites or by synthesizing
carbons with structurally localized double bonds. Full-
erene carbon is an example of the latter case. Oxidized
nanotubes or catalytically synthesized carbon nano-
fibers are examples of the first case. The carbon nano-
fiber approach has been tested in several reactions [210]
and the origin of the different chemical reactivities of
the same active metal on planar carbon and on nano-
fibers was investigated in detail. Figure 33 reveals that
the bimetallic iron-copper particles exhibit similar cat-
alytic activities in ethylene hydrogenation on alumina
and activated carbon but a considerably higher activity
on nanotubes. The inset shows that these bimetallic
particles are quite resistant against deactivation by
carbon deposition when ethylene is decomposed to
carbon filaments and methane plus ethane. The refer-
ence catalysts are fully deactivated by the time the
nanofiber catalyst has reached a steady state. The most
plausible explanation of a different particle size distri-
bution of the bimetallic particles was investigated by
TEM. Figure 34 shows the result. It occurs that the
widest size distribution by far, with a maximum for the
largest particles observed, is found for the most active
nanofiber catalyst. The narrowest size distribution with

Fe-Cu/Alumina

Fe-Cu/Carbon Nanofibers

f j Fe-Cu/Active Carbon

Figure 34. Particle size distributions derived from electron
microscopy of the catalysts used for the experiments shown in
Fig. 33.

the highest dispersion is achieved on the alumina sup-
port, whereas the metal-on-activated carbon catalyst
still exhibits a wide distribution of intermediate sized
particles. The authors claim the structure shown in Fig.
30 to be responsible for the effects. An epitactic rela-
tionship between graphite (001) and the metal close-
packed structure is anticipated. The geometric data from
Fig. 30 render a strong stabilization of an epitactic rela-
tionship surviving the activation step in hydrogen at
673 K less likely. The bonding of a broad spectrum of
particles on defects situated or created by reductive
etching on the graphene terminations of the dis-
continuous nanofibers (made by catalytic synthesis and
not via the fullerene way) as shown in Fig. 4 seems con-
siderably more plausible.

This example shows that a nonoxidic support can
give rise to interesting properties in active particles.
The catalytic performance is not simply correlated to
size distributions. The experiments presented in this
section reveal how few indisputable facts are yet known
concerning the metal-support interaction for carbon
substrates. Interactions of the type (metal d-states)-
(carbon sp')-(carbon sp2) mediated via amorphous
accommodation particles (Fig. 32) of intermediate
layers should be considered in the prevailing picture of
a yet unproved epitaxy between transition metals and
graphite (001) surfaces.

2.1.9.17 Carbon as Catalyst

Carbon may also be used as a catalyst without an
active component supported on it. This function may
overlap with the widespread application of high surface
area carbons and sorbents for selective chemisorption
processes which are not considered here. The applica-
tion of carbon as a catalyst in its own right has been
reviewed [211-213]. All applications are based on the

References see page ISS
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simultaneous action of two functions. The first one is
the selective chemisorption of an educt at the carbon
through either ion exchange via oxygen functions or
directly through dispersive forces involving the graph-
ite valence electronic system. The other function is the
production of atomic oxygen (or free organic radicals
in dehalogenation reactions [211]) occurring on the
graphene basal faces of every sp2 carbon material. Due
to its central function in carbon chemistry this process
is discussed in detail below. The conjecture that both
processes play an important role in catalysis and that,
in particular, surface patches with an intact graphene
electronic structure act as sinks and sources of electrons
in catalytic reaction steps, can be inferred from several
observations [34, 135, 211]. The importance of the
graphene layers in reactivity is still discussed rather
controversially in the literature. The inertness of the
basal planes in oxidation frequently dominates the
chemical intuition about the stability of an "aromatic"
surface.

The fact that carbon is already catalytically active at
ambient conditions and in aqueous media has led to
considerable efforts in applying carbon as a catalyst in
the condensed phase [213]. In many of these applica-
tion the surface reactivity is given by the ion exchange
capacity of the oxygen functional groups binding active
ions (instead of particles) and by the simultaneous
presence of delocalized electrons acting as redox
equivalents. The widespread use of glassy carbon as an
electrochemical surface is a special case of the use of
this bifunctional property of carbon under mild chem-
ical conditions. The irreversible oxidation under these
conditions, and thus the decarboxylation-desorption
of surface functional groups, limits drastically the
application of carbon catalysts in gas phase reactions.
The reactions are, in this case, very slow [214] and
allow the extensive use of these functionalities and their
broad chemical variation in catalytic applications.

2.1.9.18 Case Studies of Catalytic Applications

The catalytic oxidation of sulphurous acid in aqueous
medium to sulphuric acid [138, 84] has been suggested
as a probe reaction for the ability of a carbon to acti-
vate molecular oxygen at ambient conditions. Besides
this remarkable property the reaction is of interest in
atmospheric chemistry where it provides a sink for
all nonphotochemically oxidized sulfur dioxide [215].
Carbon plays a special role in this environmental
application as both pure carbon and active particles
(iron oxide [84] for example) anchored to carbon can
act as efficient catalysts. The detailed analysis of the
reactivity of various types of carbon [138] reveal that
basic surface oxides (see Fig. 23) are important to fix
the educt HSOj ion. It was found, in addition, that the

activation of molecular oxygen is of kinetic relevance.
A variety of surface treatments which did not modify
the surface basicity have drastic effects on the reaction
kinetics and affect the oxygen activation. The degree of
graphitic surface area, the content of nitrogen dopants
and the overall electronic structure in terms of the sur-
face perfection are found to be influencing factors. It is
suggested [138] that doping of the conduction band of
the carbon with free electrons from nitrogen atoms
[211] is an important factor.

The selective oxidation of hydrogen disulfide to sul-
fur with oxygen in the gas phase at around 400 K is an
important side reaction in hydrogen disulfide absorbers
used for natural gas treatments. The activated carbons
tolerate a high load of elemental sulfur but are even-
tually deactivated by a full coverage of the activated
surface with sulfur. This can be removed by high-
temperature steaming. Discussions about this reaction
are quite controversial regarding the reaction kinetics
[7, 216]. Different carbons with differing pretreatments
and different testing conditions were applied. All
papers agree on the relevance of the activation details
of the carbon for the performance of the catalysts.
The variation of the reaction orders between 0 and 1
for each educt makes it is difficult to discuss a mode
of action for the catalyst. Observations from other
reactions make the model presented in a review [216]
highly plausible. It is assumed that carbon produces
atomic oxygen which oxidises HS" anions present in
the aqueous film residing on the polar carbon surface
under reaction conditions. The promoters iodine and
ferrous ions act to support the chemisorption of HS~.
A compensation effect is claimed with a perfect linear
relationship between activation energy and preexpo-
nential factor. All these details point to a significant
impact of kinetic limitations which are not given by the
sequence of elementary reactions.

The reaction between phosgene and formaldehyde
does not occur as a homogeneous reaction under con-
ventional conditions. It proceeds, however, in the pres-
ence of a variety of carbons with ideal selectivity at
445 K [217]. Desorption experiments show that an in-
termediate adduct between the two educts is the most
abundant surface intermediate. The existence of highly
polar (acidic) surface groups and the absence of any
d-states, which decompose both educts immediately at
reaction temperature, are responsible for the success
of carbon in this reaction. The reaction involves the
selective breaking of a Cl-Cl bond in phosgene and
is thus somewhat similar to the well-known action of
charcoal in the synthesis of SOC12 from chlorine and
SOi. Carbon further catalyzes the synthesis of phos-
gene from CO and chlorine. It should be mentioned
that the existence of surface oxides is not sufficient to
explain the reaction as OH groups on oxides do not
catalyze the reaction.
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The example of selective oxidation of creatinine by
activated carbon and air in physiological environments
f2l8] shows again the relationship between catalysis
and chemisorption in carbon applications. The crea-
tinine oxidation plays a role as an unwanted side re-
action in artificial blood regeneration during dialysis.
Creatinine is the ketone to the carboxylic acid creatine
which is a heterocyclic nitrogen compound. Whereas
the carboxylic acid is only chemisorbed on carbons,
the ketone is slowly (time constant one day) oxidized
to unknown products which may be toxic. This bio-
logically relevant process occurs only in the presence
of molecular oxygen and can be poisoned by chem-
isorption of thiosulfate. Both indications point again to
the operating property of activation of molecular oxy-
gen under very mild conditions.

2.1.9.19 Catalytic Removal of NO by Carbon

One of the most interesting applications of carbon in
the future may be the selective reduction of NO with
a nonmetallic catalyst. Several highly selective and
very active metal oxide catalyst systems exist for this
application. They suffer, however, from lifetime and
stability problems in mobile applications such as in
advanced car systems. Carbon offers several unique
possibilities. First, it exhibits a self-renewing surface in
oxidizing and in reducing environments. This removes
the problem of catalyst destruction due to sudden in-
stabilities of the gas source. Second, it is less sensitive
to irreversible poisoning by metal adsorbates (lead,
arsenic, mercury). Finally it may be cultivated as an
autoreducing agent and may allow NO removal with-
out a second source of reducing agent, such as ammo-
nia or propene. The technological advantage is that it
is cheap and can be produced in large amounts. All this
has been demonstred through research effort, and two
kinds of carbon, as SCR (selective catalytic reduction)
catalyst [34, 219, 220] and as NO decomposition cat-
alyst [221, 222], have been established. The general
problem is to establish sufficient activity in a carbon
which is not acting as catalyst support and which is not
surface modified. Only then can the advantages of the
system over oxide systems be fully exploited. Carbon as
catalyst support for copper particles was also tested as
a successful alternative to oxide supports [223].

In the SCR application a viable solution has been
found [34] by activating the surface such that extremely
temperature-resistant surface functional groups with
nitrogen atoms are incorporated into the carbon.
Complete conversion was achieved at 575 K in the
presence of a significant excess of molecular oxygen.
The successful modification is obtained from a con-
trolled synthesis of carbons from organic precursors
with glucosamine as the nitrogen donor. A variety of

carbon samples with other nitrogen donors and car-
bonization-activation procedures also enhances the
SCR activity. There is, however, an unclear correlation
between activity and characterization parameters. It
is interesting to note that the nitrogen modification
results in a change in the interaction of oxygen with
the surface. The reaction order is zero with respect to
the reductant and positive respect to NO and oxygen.
The kinetic data, expressed as a rate constant of
NO conversion as function of oxygen partial pressure,
reveal a higher reaction order than the square-root
dependence on oxygen partial pressure intuitively ex-
pected for dissociative activation. Such a square-root
dependence was found in earlier experiments for un-
modified carbons [138]. A second type of SCR activity
is found over unmodified carbons in which the carbon
acts only as adsorption platform for the reactants. This is
indicated by a negative apparent activation energy [34].

The direct reaction of carbon as graphite or acti-
vated carbon [221, 222] with NO in the presence of
excess oxygen is a high-temperature process operat-
ing with full NO conversion only at about 875 K. The
parallel course of the activation curve for NO removal
and for oxidation is taken as indication [224] that
oxygen etches active sites into the carbon which de-
compose NO.

Mechanistic studies [225] lead to the conclusion that
NO reacts with the carbon to form CO and surface ni-
trogen groups, which activate the carbon to react with
molecular NO under formation of molecular nitrogen
and oxygen. The similarity of the relevant nitrogen
functional groups in the two reaction channels is strik-
ing as well as the importance of additional oxygen to
maintain high catalytic activity. This effect is sacrificial
in carbon but underlines the operation of a reaction in
which defective surfaces are removed and fresh graph-
itic surfaces are regenerated. The relevance of the sur-
face ordering is in line with the concept of graphene
(001) surfaces acting as electron donor-acceptor sites
for redox reactions. This unusual mode of catalyst op-
eration in which no specific surface functional group is
the key to activity, but rather the availability of a de-
fect-poor free surface, has been substantiated in several
studies with different kinds of carbon materials [226
228]. The question about the catalytic nature of this
reaction, which is to a certain extent sacrificial, has
been addressed in all studies and answered positively
by the determination of a factor F. This is defined as
the fraction of carbon consumed in the NO + O2/C
reaction. Values from about 0.25 down to 0.09 have
been reported for a variety of materials ranging from
activated carbon to coke and coal. The reaction is thus
clearly a catalytic process. For practical considerations
it should be mentioned that with this still "poor" cat-
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carbon

(3)

Time on stream

Figure 35. Mode of operation for the removal of a melt particle
from an oxidic support by growing a carbon filament. Stage (1)
initial saturation of the particle with carbon atoms from dis-
sociation of a hydrocarbon and subsurface dissolution of the re-
sulting free atoms. Stage (2) is after about 1 h on stream: the par-
ticle exsolutes at the most active faces carbon which grow in a
concentric set of graphene bands and remove the particle from the
support. Stage is (3) after some time on stream: the particle has
reshaped such that surfaces within the carbon tube also become
active for graphene formation and are deposited as little flakes
inside the tube.

alysis about 10 ml of solid carbon are sufficient to re-
move 1001 of gaseous NO in a 5vol% oxygen-inert
atmosphere at ambient pressure.

2.1.9.20 Removal of Carbon Deposits From Catalyst
Materials

This subject is a special subsection of the carbon
oxygen reaction system and has been treated in some
detail above. The present section summarizes obser-
vations of the deactivation and possible regeneration of
metal oxide catalyst systems. It has long been ration-
alized [229] that in oxidative regeneration of carbon-
ized catalysts the transport limitations play a more
important role than the chemistry of carbon. The fact
that part of the carbon is usually nonremovable under
regeneration conditions is indication of the parallel
carbonization reaction transforming disordered carbon
of CHV stoichiomctry into graphitic carbon with much
higher resistance to oxidation. To control this interplay
between carbonization and oxidation a detailed analy-
sis of the carbon deposit and a specific adjustment of
the kinetic details of the regeneration are necessary for
each catalytic system.

A second problem of catalyst regeneration is often
the modification of the dispersion of the active compo-
nent. Several studies [24. 230] clarify that carbon dep-
osition originating from hydrocarbons not only covers
an active particle but may remove it from its support.
This mode of carbonization occurs effectively with
metals catalyzing the formation of carbon filaments
(see above). Figure 35 summarizes this effect. A metal

Ru, Co
850 K

Figure 36. Oxidative decomposition of the carbon filaments
grown in the mode described in Fig. 35. Catalytic metals lower
the oxidation temperature and enable reversible removal; non-
catalytic metals require higher temperatures which lead to spatial
and structural modifications of the metal and finally to deactiva-
tion of the catalyst.

particle on an oxidic support (stage 1) is removed from
it by the solution-exsolution mechanism creating car-
bon filaments. In the initial growth stage a hollow fila-
ment results (stage 2). At later stages (3) the particle
restructures under the influence of the carbon hydrogen
dissolved in it and the filament is filled by the for-
mation of graphene layers segregating from the side
facets. This oversimplified growth history has been
observed in a variety of case studies by electron micro-
scopy [24].

In the later oxidative regeneration two cases of cat-
alytic and stoichiometric gasification [230] have to be
discriminated. In Fig. 36 the respective reaction path-
ways are depicted schematically. The catalytic path
leads to a reversal of the filament generation with the
effect that at comparatively moderate temperatures the
initial stage of a metal particle supported on the oxide
is restored. In the stoichiometric case the reaction
temperature is higher, leading to a preferential oxida-
tion of the inner filler graphene layers according to the
laycr-by-laycr sequence of events described abo\e.
During the final stage of tube-wall oxidation the rela-
tionship between the metal particle and the carbon fix-
ation is lost with the consequence that the metal particle
floats on the support surface and has a chance to agglo-
merate and move on the support surface. Depending on
the catalyst loading this loosening of the metal particle
will lead to severe structural deaetivation during the
first or during subsequent regeneration cycles.

This simple sequence of events can be distilled out
of the reviewed observations and detailed microscopic
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studies available [24,230]. It is in full agreement with the
fundamental aspects of the topochemistry of carbon
oxidation and the apparently difficult to understand
wide variation of reported sensitivities of metal-oxide
catalytic systems in carbon regeneration procedures.

2.1.9.21 Activation of Oxygen on Carbon Surfaces

The process of chemisorption and dissociation of
molecular oxygen on carbon is fundamental to almost
all aspects of carbon surface chemistry touched on
here. It is also the basis of the application of carbon as
a selective oxidation catalyst and is an essential part
of the carbon gasification reaction (reactions 1-3).
Despite this fundamental importance little reliable in-
formation is available on the mechanism, adsorption
kinetics and sticking coefficient, and on the orienta-
tional dependence of such data. This is because re-
action conditions and the preparation of well-defined
surfaces of carbon are incompatible with conventional
UHV systems. Data on polycrystalline samples or on
poorly defined surfaces are available. The following
cumulative assessment is given from a selection of these
data. It is pointed out that similar arguments hold for
the diamond surface. Only this interaction has been
well researched with UHV surface science methods as
the oxygen reaction controls the surface reconstruction
of diamond surfaces [231, 232]. Little is known about
the oxidation of diamond other than the fact that oxi-
dation and graphitization occur hand in hand.

A set of well defined and quantitative experiments on
oxygen chemisorption was carried out on a sample of
preheated graphitized carbon black called graphon.
This reference material is liberated from surface func-
tional groups by annealing at 1000 K in UHV and
subjection to oxygen exposures between 200 K and
550 K in a pressure range of 10 4-102mbar [136].
These conditions are suitable for the formation of basic
and neutral oxygen functional groups (see Figs 22
and 23). This leads to the conclusion that several
chemically inequivalent species are formed. A cumu-
lative analysis of the kinetics of adsorption reveal five
inequivalent sorption processes with different time
constants and activation energies between 12 kJ mol '
and 50kJmol~'. All species adsorbed are atomic oxy-
gen, as shown by isotope scrambling. Their formation
creates CO and CO2 in the gas phase. The observations
can only be rationalized as an indication for the re-
action of prism faces with oxygen ending in basic
functional groups. The desorption of adsorbed oxygen
is only possible by destructive high temperature treat-
ment, releasing CO and CO2 at 1000K. The adsorp-
tion and activation of molecular oxygen is undetectable
because the surface is too reactive to bind the dis-
sociation product atomic oxygen. These findings also

mean that molecular oxygen can be dissociated at
200 K on polycrystalline carbon with a small apparent
activation energy of 12kJmol~'.

According to these data no reactive atomic oxygen
at low and intermediate oxygen concentrations should
be present on carbon, which is in clear contradiction to
many chemical facts reported above. Other forms of
oxygen activation must co-exist with this immediate
functionalization of prismatic faces.

A first XPS spectroscopic study was aimed at the
chemisorption of oxygen at 300 K onto graphite
(001) [213]. A "very small but unmistakably present"
amount of oxygen was detected which we today inter-
pret as oxygen chemisorbed at the surface defects of the
sample which was not annealed prior to the experiment.
A sticking coefficient for molecular oxygen at 300 K of
10"14 is estimated. It is found that cleaning the surface
by Ar ion bombardment, which destroys the graphite
structure as we know today [163], enhances the sticking
coefficient to measurable dimensions of 10~7 on the
basal plane at 673 K. Kinetic data reveals in analogy to
the graphon experiments a variety of "at least four
different" species with binding energies between 530 eV
and 533 eV. As no C 1 s data were reported, it is dif-
ficult today to assign these shifts to different species.

The authors [233] later reduced the number of sur-
face species to two and assigned carbonyl and C-O-C
species to the XPS lines. It is found that atomic oxygen,
generated by a microwave discharge from NO, is
effectively chemisorbed at basal planes of graphite giv-
ing rise to excessive bulk oxidation. In this study the
disruption of the graphite structure upon Ar ion bom-
bardment is demonstrated. The release of implanted Ar
by subsequent oxidation is taken as an elegant measure
for the oxidation kinetics. Oxidation experiments on
natural diamond surfaces can be found in this paper.
These surfaces are much more inert in the as-received
state and are found to become similar to graphite upon
Ar etching. This is explained by ion bombardment-
induced graphitization of the diamond.

In a more recent set of experiments [84, 90, 163] a
pre-annealed surface of pyrographite with an average
(001) orientation was used to perform in situ oxidation
experiments which showed measurable conversions at
10~6mbar and 900 K. The oxygen XPS data reveals at
higher resolution the same two structures mentioned
above. On the basis of the in situ observation it is
shown conclusively that carbon-oxygen bonds give
rise to several unresolved peaks between 532 cV and
529.9 eV. The structure at 533 eV is found after low-
temperature chemisorption of molecular oxygen at
78 K and during in situ gasification at 900 K as a
shoulder on the strong peak of carbon-oxygen func-
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Figure 37. Temperature-programmed (10Ks ') of molecular oxygen from a cleaved and annealed (001) surface of HOPG graphite.
1000 L oxygen were admitted to the surface at 78 K and 10~6 mbar pressure.

tions. This high binding energy feature is assigned to a
peroxo-like molecular adsorbate species of oxygen
weakly bonded to the basal planes of graphitic carbon.

Supporting evidence for the existence of such a weakly
held precursor species to carbon-oxygen functions
comes from TDS experiments on a well-characterized
graphite (001) surface [90]. The material HOPG is not of
single crystalline quality and contains an uncharacter-
ized amount of surface defects. It is, however, the best
approximation to a single crystal basal surface which
technically can be handled. Figure 37 shows the desorp-
tion traces for molecular oxygen and CO2 recorded
simultaneously after adsorption of molecular oxygen
at 78 K. A structured desorption signal for molecular
oxygen is seen at low temperatures which is associated
with a chemisorbed molecular species. Variation of the
heating rate does not cause a shift of the main peak,
indicating a low formal reaction order. The detection
of a second signal around ambient temperature ex-
hibiting considerable structure was unexpected. These
features are taken to indicate a structural heterogeneity
of the adsorption sites, whereas the two peak systems at
150 K. and at 300 K. represent two chemically different
oxygen species. The simultaneously recorded CO2
emission indicates the following facts:

• At temperatures as low 180K. oxygen is activated
dissociatively and oxidizes (at defect sites) the carbon
(001) plane.

• This is shown by a repetition of the experiment
shown in Fig. 37 which is impossible on the oncc-
rcacted surface. Mechanical cleavage of the sample is
required to repeat the experiment.

• No unspecific re-adsorption of oxygen can be de-
tected for all sites from which chemisorbed oxygen
in the first experiment was removed by warming to
360 K.

• The desorptions of oxygen and CO2 occur partly
overlapping and partly alternating.

• The broad structure in CO2 desorption indicates the
existence of a variety of different reaction sites, com-
patible with varying local geometries around the
defect sites. The participation of prism faces is only
possible at step edges as the large prism face area of
the geometric sample block is passivated by the very
first experiment with the sample. Valence band elec-
tronic spectra recorded simultaneously with the de-
sorption experiment [90] reveal the transformation of
the semimetallic surface into a fully insulating state,
compatible with the creation of many surface defects
on the (001) plane.

• Oxygen is activated on patches of relatively electron-
rich graphitic structure and reacts at structural
defects which are numerous on the mechanically
cleaved surface.

These observations imply that no oxygen remains
unreacted with carbon above 350 K, which is in line
with the catalytic function of carbon exhibiting no
oxidation activity at high temperatures. This precludes,
however, the possibility that any of the species detected
so far can act as efficient precursors for carbon oxida-
tion which begins with the emission of CO at signif-
icantly higher temperatures.

Attempts were made with powdered carbons and
enlarged oxygen exposure pressures to detect further
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Figure 38. Temperature-programmed decomposition (0.25 K s ')
of oxygen surface functional groups from a graphite powder. The
simultaneous mass-spectroscopic analysis reveals the irreversible
character of this experiment in which the substrate surface is re-
moved during desorption of the adsorbate.

species of oxygen by thermal desorption (Fig. 38). The
spectra were obtained from a powdered graphite with a
low surface area. The arrows mark oxygen desorption
peaks from a sample of high surface area carbon black
(FW-1, DEGUSSA). It occurs that additional ad-
sorbed species of oxygen exist which exhibit, during
their thermal activation, a finite chance to desorb as
oxygen rather than the more likely thermally activated
reaction with carbon sites. A low-temperature process
reacts specifically to acid sites releasing CO2. A broad
structure and the sharp high-temperature desorption
peak generate increasingly more CO than CO2. Only
the high-temperature species has the chance to reach
the prism faces and to react with freshly created defect
sites. All other species react with very labile surface
defects which terminate in their activity after a few
reaction cycles. Considering the rough structure of
carbon surfaces shown in Fig. 16, this seems likely
for carbons with a small degree of total bum-off as is
the case with all surface science experiments.

The experimental observations can be summarized in
the following scenario of oxygen activation on carbon.
Two independent pathways of activation have to be
considered. Both require electron-rich adsorption sites
for molecular oxygen. The electrons may be either de-
localized on graphitic patches or may be localized in
dangling bonds at coordinatively unsaturated defects
(i.e. free radical centers). These latter sites exist only
after high temperature treatment in inert conditions or
as short-lived species during steady state gasification.
The graphitic surface patches on carbon exist after
mild bum-off (see Fig. 16) after the nitrogen activation
procedure discussed above and after UHV cleavage
and survive in reactive gas atmospheres such as water,
air, NO or halogen-containing environments, provided

2<O> + (2:

o—o

(26)

o—o

that the rate of defect formation via "hot" oxygen is
low enough not to passivate the graphitic character.

Reaction scheme 25 summarizes the activation of
oxygen on a radical center. This is exemplified here
as an intralayer defect (one C-C bond missing). Two
carbonyl groups are formed, eliminating the radical
centers. Two atomic oxygen species O may either sub-
sequently oxidize the former radical centers further to
a carboxylic acid site or may diffuse to other sites on
the carbon. This depends upon temperature and the
local structural environment of the primary radical
centers.

Reaction scheme 26 illustrates the chemisorption
pathway in which, after a precursor state, first a hy-
pcroxo species and then a pcroxo species is formed.
The dashed bonds indicate incomplete charge transfer.
Only at the final step of dissociation of the molecular
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precursor states is the aromatic character of the carbon
adsorption site lost. The following steps can then be the
diffusion of atomic oxygen, leaving behind a defective
carbon site (localized double bonds), or straight re-
action of the atomic oxygen with the carbons on which
they are chemisorbed. In the boundary condition of
high oxygen partial pressure and high temperatures or
at very low temperatures, both reaction pathways may
cooperate and thus explain the TDS observations dis-
cussed above.

Unfortunately, no quantitative data on any of these
reaction steps exist, which are obtained under strict
control of the experimental variables as in usual sur-
face science experiments with metallic surfaces. Micro-
kinetic modeling which could support in a quantitative
way the picture derived so far has to await such well-
defined experiments.

2.1.9.22 Conclusions

The surface chemistry of carbon is rather complex. At
a single adsorption site several chemically inequivalent
types of heteroatom bonds may form. Strong inter-
actions between surface functional groups further
complicate the list of surface chemical structures as
derived for the most relevant carbon-oxygen system
An additional dimension of complexity is presented
by the large variety of substrate structures of carbon
which arise from anisotropic covalent bonding rather
than by a isotropic metallic interaction.

It is not surprising that a very large body of seem-
ingly conflicting experimental observations has been
collected in the literature A great deal of confusion can
be traced back to inadequate analysis of the type of
carbon under study, as exemplified by the use of the
term "coke" in different fields of chemistry. Another
general problem is the insufficient consideration of
the reactivity of many carbon species during chemical
treatment or even during analytical experiments (tem-
perature-programmed methods). The underlying prob-
lem here is the insufficient distinction between thermo-
dynamic phases (allotropes of carbon) and mctastable
structures. It is a matter of debate how many allo-
tropes of carbon exist besides graphite and diamond
In this ill-defined situation a general description of
"the chemistry" of carbon is difficult and is thus not
even attempted here. The intention of this compila-
tion of experimental data is to assist the reader in
finding an adequate approach with which to analyse
the situation for a particular problem with carbon
chemistry.

A comprehensive review about particular case stud-
ies of carbon as a catalyst [236] provides detailed in-
formation and access to the original literature.
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2.2 Supported Catalysts

2.2.1 Deposition of Active Component

2.2.1.1 Impregnation and Ion Exchange

M CHE, O CLAUSE AND CH MARCILLY

A Introduction
Many practical catalysts consist of one or several
catalytically active component(s) deposited on a high-
surface-area support and the present article deals with
only such catalysts The main purpose of using a sup-
port is to achieve an optimal dispersion of the catalyti-
cally active component(s) and to stabilize it (them)
against sintering However, in a number of reactions,
the support is not inert and the overall process is ac-
tually a combination of two catalytic functions that of
the active componcnt(s) and that of the support Fig 1
gives the number of papers dealing with catalyst prep-
aration involving the supports most frequently studied
during the period 1967-1993

There are many definitions of catalyst preparation
but the most revealing one seems to have been given by
Richardson [1] "catalyst preparation is the secret to
achieving the desired activity, selectivity and life time"
This definition conveys the idea that catalyst prepara-
tion is a strategic procedure which should not be dis-
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Figure I Number of papers concerned with catalyst preparation involving the most frequently used supports during the period 1967 199}

closed or, if published, should be protected in the form
of patents

Although the preparation of supported catalysts is
one, if not the most, important step in the course of a
catalytic process, it is interesting to observe that little
attention has been given to this subject in most text-
books written on catalysis By contrast, the number of
documents published on this subject is very large (Fig
2(a)) This apparent contradiction lies in the fact that
most, if not all, papers and patents give preparation
procedures rather than rationalizations and concepts,
making any synthesis, usually required in textbooks,
rather difficult It is thus no surprise that the term
"catalyst design" has been little used

It is also interesting to observe that while the number
of papers steadily increases, the number of patents is,
by contrast, almost constant (Fig 2(a)) It is also im-
portant to note (Fig 2(b» that the literature on cata-
lyst characterization steadily increases but remains
almost one order of magnitude less abundant than
for catalyst preparation, explaining perhaps why our
understanding of the latter domain is not satisfactory
and is not well rationalized

For these reasons, there now appears to be a general
consensus that one should try to

(0 investigate the basic aspects of catalyst preparation.
(n) identify the elementary steps and the related perti-

nent parameters so that new sequences of such
steps can be proposed, making catalyst archi-
tecture possible,

(in) establish procedures for choosing the most appro-
priate method for industrial catalyst preparation

In recent years, major advances have been made on
techniques for physically and chemically characteriz-
ing supported catalysts [2] and on the quantitative and
qualitative aspects of catalyst preparation [3 12] so
that the design of supported catalysts has begun to be-
come a feasible activity

The term "design" is most appropriate when the
precise nature of the active center for a given reaction
is known and can be reproduced at the molecular level
including the oxidation state of the catalytically active
element, the nature and symmetry of the environment
namely the nature and number of the different ligands
(in particular the type of support and number of bonds
with the latter, the number and nature of ancillary
ligands) and the number of coordination vacancies

A properly designed catalyst should have the cssen
tial attributes of activity, stability, selectivity and re
gcncrabihty [13] Such characteristics can be related to
the physical and chemical properties of the catalyst
which in turn can be related to the many parameters
inherent to the method used to prepare the catalyst In
the past, much of the literature on supported catalvst>
has not included this information

There are two main steps in catalyst preparation
The lirst consists of depositing the active component
precursor, as a divided form, on the support and the
second of transforming this precursor into the required
active component which depending on the reaction
to be cataly/cd can be found in the oxide sullided or
metallic state A large majority of deposition methods
involve aqueous solutions and the liquid solid mtei
face In some cases, deposition can be also perlormed
trom the gas phase and involves the gas solid interlace
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Figure 2. Comparison of the number of papers and patents found in the literature dealing with (a) catalyst preparation and (b) charac-
terization during the period 1967-1993.

The methods most frequently used to achieve depo-
sition of the active component precursor are impreg-
nation, ion exchange, anchoring, grafting, spreading
and wetting, heterogeneization of complexes, deposi-
tion-precipitation (homogeneous and redox) and
adapted methods in the case of supported bimetallic
catalysts. In some cases, the active component (not
its precursor form) can be deposited directly on the
support.

When a support is put in a solution containing a
precursor of the active component, several phenomena
can occur among which ion exchange, impregnation,
dissolution of the support and formation of surface
compounds are the most important. If the experimental
parameters are not properly adjusted, there is a fair
probability that these phenomena may occur simulta-
neously. In what follows, we shall therefore discuss, for
the sake of simplicity, first ion exchange and then im-
pregnation. We will then consider the problem of oxide
dissolution.

B Ion Exchange
Ion exchange consists of replacing an ion in an elec-
trostatic interaction with the surface of a support by

another ion species. The support containing ion A is
plunged into an excess volume (compared to the pore
volume) of a solution containing ion B that is to be
introduced. Ion B gradually penetrates into the pore
space of the support and takes the place of ion A,
which passes into the solution, until an equilibrium is
established corresponding to a given distribution of the
two ions between the solid and the solution.

a Types of Ion Exchangers
Almost all solid mineral supports are oxides. They be-
have like ion exchangers when their surface bears elec-
tric charges. Two categories may be distinguished: (i)
natural exchangers and (ii) amphoteric oxides.

Natural exchangers are composed of a framework
bearing electric charges neutralized by ions of opposite
sign. For zeolites, for example, these charges are neg-
ative and are due to the particular environment of
aluminum. Aluminum, just like silicon, is effectively
situated in the center of a tetrahedron of four oxygen
atoms, which provides it with four negative charges,
whereas the aluminum itself has only three positive
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charges. The tetrahedron (AIO4) is thus an overall
bearer of a negative charge distributed over the oxygen
atoms, and this charge is neutralized by the presence of
various cations, Na+, K+, etc.

These cations are not definitively linked to the
framework but may be replaced by other cations dur-
ing an ion-exchange operation. Whatever the exchange
conditions, and in particular the pH, zeolites are cation
exchangers and have a constant number of exchange
sites, which is equal to the number of aluminum atoms
in their framework.

There are natural ion exchangers other than zeolites.
Clays and silicates are cation exchangers, whereas
hydrotalcites are anion exchangers. As in the case
of zeolites, the number of exchange sites is not pH
dependent.

Oxide surfaces contacted with water are generally
covered with hydroxy groups which can be schemati-
cally represented as S-OH where S stands for Al, Si,
Ti, Fe etc. Some of these groups may behave as
Bronsted acids, whereas other hydroxy groups may
behave as Brensted bases, giving rise to the following
equations:

S-OH = S-CT + H+

S-OH + H+ = S-OH+
(1)

The resulting surface charge which arises from an
excess of one type of charged site over the other, is a
function of the solution pH. A given value of pH exists
for which the particle is not charged overall. This value
is characteristic of the oxide and is called the pristine
point of zero charge (PPZC or simply ZPC) of the
oxide. There is some variation in terminology in the
literature in that ZPC sometimes means the isoelectric
point (IEP) [14-16]. The ZPC values of oxides fre-
quently used as catalyst supports have been reviewed
by Parks [14] and Kung [15]. When oxide particles arc
suspended in aqueous solutions with pH>ZPC, the
oxide particles tend to be negatively charged and
to adsorb cations. Conversely, at pH < ZPC, anion
adsorption is favored [16]. Reported values of the ZPC
for y-alumina range between 7 and 9, depending on
thermal activation and impurities. This is illustrated in
Fig. 3 which shows the variation of zeta potential as a
function of pH for silica and alumina. Thus y-alumina
is amphotcric and may adsorb cations as well as
anions. ZPC values for silica range between 1.5 and 3.
Silica may only adsorb cations. It should be mentioned
that cation adsorption is significant only above pH 7
[16, 17].

Many electrical double-layer and adsorption models
have been proposed to account for experimental data
dealing with the adsorption of ions on oxides. Stern
suggested separation of the solution region near the
surface into two parts, the first consisting of a layer of
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Figure 3. Variation of the zeta potential of silica and alumina
(gibbsite) as a function of pH.

ions adsorbed at the surface (compact layer) and the
second consisting of a diffuse Gouy layer [18]. More
specifically the compact region can be structured as an
inner Helmholtz plane (IHP) located at the surface of
the layer of Stern adsorbed ions and an outer Helm-
holtz plane (OHP), located on the plane of centers of
the next layer of ions [19, 20]. Specifically adsorbed
ions are located in the IHP, whereas electrostatically
adsorbed ions are located in the OHP (site binding
models) [19, 21-26].

Assumptions underlying the adsorption models arc
not often discussed in the literature, since the exact
nature of the relevant surface complexes or phases is
difficult to identify. In particular, lateral interactions
between adsorbed ions, site heterogeneity as well as
phenomena involving the oxide dissolution or rchy-
dration are not taken into account systematically. The
latter phenomena are discussed in section D.d. Lateral
interactions between adsorbed ions (ion coadsorption)
have been reported [27, 28] and make questionable the
use of mass action equations at interfaces. The effect
of surface structure, site heterogeneity and surface
composition, in particular on the ZPC value, were also
pointed out [29, 30].
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The adsorption of atomically dispersed ions gen-
erally allows for a much better dispersion of the active
agent than does simple wetting without exchange [31-
33]. Obviously, the high dispersions gained in the pre-
cursors have to be kept during the subsequent drying,
calcination or reduction operations, which is frequently
observed. For example, the metal dispersion on silica
resulting from impregnating Pt(NH3)4Cl2 by ion ex-
change is excellent, even when the platinum loading
reaches several weight percent, whereas incipient wet-
ness impregnation with H2PtCl6 solutions leads to the
formation of large metal crystallites after reduction
[34].

b Elementary Background of Single Ion Exchange
We have a single exchange when the solid-solution
system makes only two ions intervene: ion A+ to be
replaced on the solid Z, for instance a zeolite, by ion
B+ present in the solution.

For the simple case of two monovalent cations, the
exchange equilibrium can be written as

in which the subscripts S and Z represent the solution
and the solid, respectively.

An exchange is characterized by an isothermal ex-
change curve representing the variation of the CBZ
concentration of ion B+ in the solid as a function of the
CBS concentration of B+ in the solution. The concen-
trations CBZ and CBS are expressed in ion-grams per
unit of volume of the solid for the former and of the
solution for the latter.

A simple equation between CBZ and CBS may be
obtained by means of various simplifying assumptions.
If we take the case of an ideal exchange (both the ex-
changer and the solution are ideal), and which has only
a single category of site, the equilibrium constant Afa
can be written as

CBZCAS

CBSCAZ
(3)

with CAZ + CBz = Cz and CAS + CBS = Cs.
With Cz and Cs being the total concentrations of

cations in the solid and the solution respectively, it fol-
lows that

If the exchange is no longer ideal, eq 4 must be
expressed in terms of concentrations and activity co-
efficients. The problem becomes even more compli-
cated if the ions are not monovalent and if there are
several types of sites on the solid surface. In such cases,
often encountered in practice, theoretical predictions
are no longer possible. It then becomes indispensable
to have recourse to experiments to obtain isothermal

curves that can be used in predicting the number and
conditions of successive exchanges required to replace
a given fraction of ions A by ions B.

A simple and standard example of an exchange is
that used to replace sodium ions in zeolite NaY by
ammonium ions. Zeolite NaY, with the overall for-
mula Na2OAl2O3-5SiO2, contains 9.9wt% sodium.
Available isothermal exchange curves show that, at
room temperature, only about 73% of the sodium ions
can be exchanged and that, unless a very large volume
of solution is used with an ammonium salt, a single
exchange operation is not sufficient to eliminate all
of the exchangeable sodium ions. To reach a high ex-
change degree, we thus adopt either a discontinuous
technique, which involves several successive opera-
tions, or a continuous technique in which the exchange
solution crosses the solid bed and is renewed by the
progressive addition of fresh solution with the corre-
sponding drain of the balanced solution.

c Multiple or Competitive Ion Exchange Involving a
Single Metal Ion

This technique, which has been known for a long time
with regard to anions [35, 36], was suggested for the
first time with regard to cations by Benesi [37]. It
proves to be particularly useful when trying to intro-
duce and homogeneously distribute small amounts of a
noble metal on a support with a large surface area.
This situation is examined in detail by a simple exam-
ple, that of introducing the ion Pt(NH3)4

+ by cation
exchange into a zeolite NH4Y.

(i) Statement of the Problem
In zeolite NH4Y, about 73% of the ammonium ions
are situated in large cavities and can be replaced by
Pt(NH3)^

+ ions [38-40]. The saturation of all of these
exchangeable sites corresponds to the fixing of more
than 25 wt% of platinum in relation to the anhydrous
zeolite. Yet, for obvious reasons of price, industrial
catalysts must contain small amounts of noble metal,
less than 1 wt% in relation to the zeolite, and the cata-
lyst manufacturer will try to fix on the zeolite all the
metal contained in the solution. This amount of metal
contained thus represents 3-4% at the most of the ex-
changeable sites of the zeolite.

Let us consider a support composed of grains (beads,
extrudates or others) several millimeters in diameter
and containing a more or less large amount of zeolite Y
(20-70 wt%, for example). After impregnation, ques-
tion arises as to what is:

• the degree of metal fixation by the solid and hence,
the residual quantity of metal ions in solution, and
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Figure 4. Residual fraction of Pt in the solution as a function of the NH^ I • 2 Ptf* ratio of competition between NH4 and Pt2+ ions in the
whole system.

• the macroscopic distribution of the metal inside the
support.

The equilibrium between NH4 and Pt(NH3)4+ ions
is as follows:

[S) (5)

The isothermal exchange curve between NH4 ions
and Pt(NH3)4+ suggests that zeolite Y has a strong
affinity for the Pt(NH3)^+ ion [39, 40]. Since the ex-
change velocity is limited by the diffusion inside the
grain, tetrammine platinum ions will be quantitati\ely
and strongly fixed on the first sites encountered, I.C on
the periphery of the grains. The concentration of the
solution, which is almost the sole driving force behind
the diffusion (adsorbed-phase diffusion may be ne-
glected), will thus decrease rapidly. A state of pseudo-
equilibrium is obtained which is characterized by a
very heterogeneous metal deposit at the macroscopic
scale (crust deposit) and which evolves only very slowly
towards a state of true equilibrium corresponding to a
homogeneous dispersion inside the volume of the grain
[39, 40].

The only way of speeding up this evolution towards
true equilibrium is to increase the amount of residual
metal in solution Pt(NH3)4

+(S) or Pts (obviously while
maintaining constant the total amount of platinum
Pt, = PU + Pt7 in the system) so as to speed up dif-
fusion. This result is obtained, as shown by Fig. 4, by
adding an ionic agent, here NH4

f, whose role is to
make cq 5 regress towards the left, hence to increase
Pts. Such ionic agents are called "competitors" and the
resulting effect the "competition effect."

(ii) Thermodynamic Aspect • Fixation Degree of Metal
Ions on the Zeolite

The thermodynamic constant of eq 5 can be written in
terms of concentrations of the various ionic species:

K _ [Pt]7[NH4£
J [Pt],[NH4£

(6)

If concentrations are replaced by the amounts of the
corresponding ions in the system, for example [Pt], =
Pt7/ VT, eq 6 becomes

V7

PU(NR# Vs

where V7 and V% arc the volumes of the zeolite crystaN
and the solution, respectively. By replacing Pts by
Ptt - Pt7 and NH4s by NH4t - NH4,, eq 7 becomes

Pt7 N H 4 / \
2 V7

a (Pt,-Pt7) ' V
where NH4, is the total amount of ammonium ions in
the system.

If Pt, is small compared to the total number N, of
exchangeable sites of the zeolite, we can write
NH4/ a: N7. We can thus express the variation of the
fraction of Pt fixed on the zeolite as a function of the
total amount NH4t of the competing ion:

Pt,
Pt7 N7

(9)

It can thus be seen that the value of the fixation level
Pt7/Pt, can be adjusted to the desired value by adjust-
ing the total amounts of the competing ammonium ion
NH4, in the system.
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(Hi) Practical Aspects
The importance of the competition technique lies in the
possibility of speeding up the impregnation kinetics
and of reaching, within a reasonable length of time, a
homogeneous macroscopic distribution of the metal on
the support. This is particularly important when the
catalyst grains are larger than several millimeters, as
would be the case of a Y zeolite-based catalyst in the
form of cylindrical pellets about 3 mm in diameter and
2 mm long. In the absence of NH£ ions in the initial
solution, the platinum is distributed in a peripheral
crown about 0.5 mm thick. Castaing's microprobe
shows that, inside this crown, the platinum concen-
tration diminishes strongly from the outside to the in-
side. The choice of proper amount of NH^ ions per
Pt2+ ion in the system must leave less than 5% of the
initial platinum in equilibrium in the final solution, but
it must also bring about a quasihomogeneous distribu-
tion of the metal within a few hours. Proper stirring
of the medium is beneficial for the operation. In the
absence of stirring, the kinetics is actually limited by
diffusion in the bed of solid grains at the bottom of
the recipient and of the boundary layer surrounding
each grain.

The advantage of the competitive exchange tech-
nique is obviously much less evident when the zeolite is
exchanged in the form of a fine powder. If no com-
petition is used, various precautions must be strictly
respected:

• very effective stirring of the powder;
• progressive addition of the metal ion to the solution

(for about an hour);
• an exchange duration longer than or equal to about

5 hours.

Slight competition also speeds up the operation
appreciably.

C Impregnation without Precursor-Support Interaction
Such techniques consist of introducing, into the pore
space of a support, a solution of an inert precursor, i.e.
one that does not interact with the solid surface. In prin-
ciple, the precursor thus remains in the dissolved state
in the solution and does not become fixed on the surface
at this stage of preparation.

Two cases can be distinguished, depending on
whether the pore space of the support contains only
ambient air at the start or whether it is already filled by
the solvent from the impregnation solution (usually
water) or by another liquid. Impregnation is said to be
capillary in the former case and diffusional in the latter.

a Capillary Impregnation
The operation consists of putting into contact with the
previously dried support, with a pore volume Kp, a

volume V of solution containing the precursor selected
[41, 42]. In almost all cases, V = Kp, so that at the end
of the operation no excess solution remains outside of
the pore space. This is called dry impregnation.

Capillary impregnation is mainly characterized by
its exothermicity, by the capillary pressures developed
in pores and by the speed with which the pore space is
filled.

(i) Exothermicity
The replacement of the solid-gas interface by a solid-
liquid interface generally causes a considerable decrease
in the free enthalpy of the system. This causes a strong
release of heat, which often has little effect on the
quality of the impregnation, except in the following
specific cases:

• The precursor has retrograde solubility and its con-
centration is about the same as the saturation.

• In a solution containing an unstable mixture of
several metal precursors, the temperature rise risks
causing the precipitation of a mixed compound
poorly distributed on the surface.

• The impregnation solution is agressive with regard
to the support (very acid pH, for example), and an
attack of the support surface may then occur, with
accelerated alteration of its surface properties.

Solutions exist for avoiding these disadvantages,
such as:

• Deactivation of the support by means of superheated
steam to form a liquid surface film.

• Stabilization of the precursor(s), for example by
complex formation.

(ii) Pressures Developed in Pores upon Impregnation
As soon as the support is placed in contact with the
solution, the solution is sucked up by the pores [43-48].
Part of the air present in the pore space will be im-
prisoned and compressed under the effect of capillary
forces. The pressures developed inside the imprisoned
gas bubbles depend on the radii r of the curve of the
liquid-gas menisci and may reach several MPa (or tens
of bar) when r < 100 nm, as a result of the Young-
Laplace law:

(10)

where y is the liquid-gas interfacial tension.
Considerable forces will thus be exerted on the por-

tions of the pore walls in contact with these bubbles.
The walls that are not strong enough will break down.
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causing a degradation of the mechanical properties,
sometimes even bursting the catalyst grains.

The development of high pressures is a transitory
phenomenon. When highly compressed, air becomes
dissolved and progressively escapes from the solid.
The filling of the pore space is thus far from being
instantaneous.

Methods exist for preventing or limiting the bursting
of the support upon impregnation, such as operating in
vacuum and adding a surfactant to the solution.

(Hi) Capillary Impregnation Rate
Oversimplified calculations show that the time taken by
the liquid to fill up the pores is of the order of a few
seconds [49-53]. In reality, however, determination of
impregnation time must take into consideration the
imprisonment of air within the porosity and the elimi-
nation of this occluded air [48]. The impregnation pro-
cess will be limited by the dissolution of the imprisoned
and compressed air and its migration to the outside of
the grain. The Young-Laplace law (eq 10) shows that
the last bubbles to disappear are those present in the
largest pores, because they are subjected to the lowest
pressures.

b Diffusional Impregnation
If the pore space of the support is filled with the same
solvent as the impregnation solution, prior to being
placed in contact with the latter, the characteristics de-
fined above are valid only for the first phase of satu-
ration by the solvent.

The second phase is generally an immersion phase
that consists of plunging the solvent-saturated support
into the impregnation solution. This second phase is no
longer exothermic and docs not cause the development
of high pressures inside the pore space. The precursor
salt migrates progressively from the solution into the
heart of the grains of the support. The driving force
at all times is the concentration gradient between the
extragranular solution and the advancement front of
the soluble precursor in the intragranular solution.
The migration time is obviously much longer than for
capillary impregnation.

The principle of diffusional impregnation is much
simpler than when a precursor-support interaction
occurs. Two cases may be distinguished:

(i) when the concentration of the solution outside the
grains remains constant;

(ii) when this concentration varies from the start to the
end of the diffusion process.

The first case has been dealt with by various authors
[54-59]. Weisz [56] defines a relaxation time constant T
for the system, which is representative of the time re-

quired to be very close to equilibrium (reaching uni-
form concentration theoretically requires an infinite
time):

R2

(11)T ==

D

where R is a length parameter depending on the vol-
ume geometry (/? is the radius in the case of a sphere or
an extrudate) and D is the diffusion coefficient of the
precursor in the solvent.

When volume V is occupied by a porous solid, eq 11
is generally made to include a tortuosity coefficient /?,
the pore fraction e (fraction of the support grain vol-
ume occupied by the pore space) and an interaction
coefficient K between the precursor and the support
(K = 1 if there is no interaction):

* 2 P „ R2

D £ De{r

(12)

where £>cfr = sD/fiK is the effective or apparent dif-
fusion coefficient of the solute in the porous solid.

The values of /? are generally between 1.3 and 10,
more often between 2 and 6 (values determined from
various gases [60]). The values of £ are mostly between
0.3 and 0.7 [60]. The values of D in the liquid phases
are generally about 10"5 cm2 s~' [55 60].

As an example, consider a support made up of beads
with radius R = 2 mm, and assume that K = 1, D =
10~5 cm2 s~' and £ = 0.5. Time T calculated from eq 11
is:

if 0 = 1 . 3 , : x 3 h

if 0 = 5 , r s

Since the value of x is proportional to the square of the
radius, it can be appreciably reduced by diminishing
the size of the particles. Thus with beads having a
radius of 1 to 0.5 mm, the above value are divided by 4
and 16, respectively.

Diffusional impregnation is almost never used for
preparing catalysts when there is no appreciable inter-
action between the precursor and the support.

D Role of the Support During the Preparation Steps
Supported transition metal ions (TM1) which often are
catalytic sites can also be used to probe the role of the
support, via their own interaction with the latter. Be-
cause of their partly filled d orbitals, any change in
their first coordination sphere immediately affects their
optical and magnetic properties and can thus be de-
tected by spectroscopy. In the context of intcrfacial
coordination chemistry [12, 61], the approach has been
to use transition metal complexes in aqueous solutions
and to investigate the changes, occurring at the liquid
solid interface during deposition, in the interaction
between the TMI engaged in the complex and the
support.
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Figure 5. Interaction models between a TMI of a precursor complex and an oxide support (top) liquid: (bottom) gas. The left- and right-
hand sides represent the solid oxide and fluid phase respectively The vertical dotted lines represent the width of the interface, as explained
in Ref 12.

By a careful control of the preparation parameters,
it is possible to obtain the TMI successively in solu-
tion (Fig. 5, model I), on the surface in cxtraframc-
work position (models II-V), then in the surface in
framework position (model VI), to finally reach the
bulk of the oxide (model VII). Models II IV are
pertinent to the deposition of the active component
precursor.

a Physical Nature oj the Oxide Surface
When complexes involving TMI arc put in micro-
containers, such as the pores of amorphous solids or
in the cavities of zeolites, their coordination chem-
istry is basically not changed and model I (Fig. 5) is
applicable.

Riicrctucs .ur page 21)5
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For pHs where surface functions are essentially OH
groups, the oxide is able to enter the outer sphere of
solvation of the complex in the same way as the solvent
molecules (Fig. S, model I) and thus acts as a solid
solvent (Fig. 5, model II). When ligands have electro-
negative donor atoms (N, O, Cl, F), there can be some
hydrogen bonds (model II, assuming L = NH3, H2O)
between the ligands and the OH or/and oxygen ions of
the oxide [62]. This aspect, which is little documented, is
different from that encountered in zeolites which can act
as solid ionic solvents [63] or in solvent oxides where
TMIs come to rest after high temperature diffusion to
form doped or mixed oxides (Fig. 5, model VII) [64].

b Oxide Surface as a Counter Ion
The role of the support has been studied further, es-
sentially by diffuse reflectance spectroscopy, in the case
of the Ni/SiO2 system prepared by the competitive
cation exchange method using nickel nitrate in water-
ammonia solutions [12, 65]. In this method, the silica
surface is first contacted with an ammonia solution at a
pH above the ZPC of silica, leading to a negatively
charged surface (subsection B.a):

NH3 ^ {=SiO~,NH+} (13)

Upon contact of silica with a nickel nitrate ammo-
niacal solution, one observes that the purple blue colour,
characteristic of nickel hexaammine [Ni(NH3)6]2+, is
transferred from the solution to the silica support,
while the diffuse reflectance of the resulting wet powder
is the same as that of the initial solution. These phe-
nomena can be explained in terms of the following
competitive cation exchange, where ammonium ions
compete with nickel hexaammine complexes to occupy
the sSiO~ exchange sites of silica:

,[Ni(NH3)6]2+} + 2NH| (14)

Reaction 14 shows an ion pair is formed with the
oxide surface acting as a supramolecular counterion to
which the TMI is bonded by ligand-screened electro-
static adsorption (Fig. 5, model III).

c From Electrostatic Adsorption to Crafting: the Oxide
Surface as a Supramolecular Ligand

Upon washing with ammonia solutions, in conditions
of pH and NH3 concentration corresponding to the
stability range of the complex [Ni(NH3)4(H2O)2]2+, it
is suggested that grafting occurs via substitution of two
NH3 molecules by two surface sSiO~ ligands accord-
ing to the successive reactions

{2=SiO-,[Ni(NH3)6]2+}

^ {2=SiO , [Ni(NH3)4(H2O)2]2+} + 2NH3 (15)

{2SSiO-,[Ni(NH3)4(H2O)2]2+}

^ [Ni(NH3)4(sSiO)2] + 2H2O (16)

The intermediate tetraammine complex has not been
detected so far and the actual process can in fact be
written as the sum of the two preceding reactions as
follows:

{2=SiO-,[Ni(NH3)6]2+}

^ [Ni(NH3)4(=SiO)2] + 2NH3 (17)

It appears that the ligand exchange NH3/H2O in the
initial hexaammine complex weakens the coordination
sphere making grafting possible via two surface bonds
(Fig. 5, model IV), with formation of a neutral cis-
octahedral complex. It is important to note that the
oxide, entering into the coordination sphere of Ni2x,
becomes a supramolecular bidentate ligand via vicinal
sSiO" groups. The latter have been found to be the
most probable grafting sites, on the basis of geo-
metrical considerations [12, 65] and by analogy with
silicate structure [66]. This also has been confirmed by
EXAFS studies [67].

The chelating effect of the surface appears to be the
driving force for the formation of the surface cis-
octahedral complex. Equation 17, which is the sum of
eqs 15 and 16, is accompanied by an entropy increase
with the release of water molecules and the dis-
appearance of charged species leading to a subsequent
disordering of nearby solvent molecules. This aspect is
well documented in solution coordination chemistry
[68, 69].

Once TMI coming from complexes of the liquid
phase (Fig. 5, model I) become bonded to the oxide
surface (Fig. 5, model IV), they can remain attached to
the support even though the liquid phase is eliminated
and the remaining gas-solid system (Fig. 5, model V)
heated at higher temperatures. It is then possible to
produce vacant coordination sites. The reactivity of
such sites towards ligand addition or substitution is the
driving force for adsorption and catalysis. This con-
stitutes one of the major differences with coordination
compounds in solution [61].

Often, the active oxide forms oligomcric/polymeric
species, a monolayer or tridimensional oxide particles,
with the surface acting as a ligand. In some other cases.
intermediate compounds or solid solutions arc formed
when the support becomes a reactant. This aspect is
considered next.

d Support as a Chemical Reactant
The impregnations with or without interaction and the
ion exchange techniques described in the previous sec-
tions involve bringing oxide surfaces in contact with
aqueous solutions. The oxide-water system is thcrmo-
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dynamically metastable and evolves slowly towards the
oxide precursor, namely the hydrous oxide or hydrox-
ide Thus, a realistic description of oxide-water inter-
faces should take into account two phenomena, the
oxide rehydration and the oxide dissolution.

On exposure to water, an anhydrous oxide can
become hydrated by physical adsorption of water
molecules without dissociation, dissociative chemisorp-
tion of water leading to new hydroxy groups, and
finally to the formation of superficial oxyhydroxide
or hydroxide, such as for MgO [14]. When silica
groups are exposed to water for an extended time,
their hydroxylation produces polymeric chains of
-Si(OH)2-O-Si(OH)2-OH groups which can link up
to form three-dimensional silica gel networks. Around
2nm thick silica gel layers have been observed on silica
surfaces prepared by evaporation of silica on mica
which were exposed to humid air [70]. Thus, it may be
postulated that surface groups are present not only
in a two-dimensional oxide-liquid interface, but also in
a bulk phase of finite thickness extending from the
surface into the interior of the solid [71].

However, oxide dissolution has often been reported,
in particular when impregnations were conducted far
from the ZPC of the oxide, which is also the point of
minimum solubility of the solid [72]. It is known that
alumina dissolves in highly acidic impregnation sol-
utions and that a fraction of dissolved aluminum may
be readsorbed during impregnation or drying. Such an
effect has been reported during the preparation of
alumina-supported platinum [16, 73-76], nickel [77] or
palladium [78] catalysts. Silica solubility is constant
from pH 2-8, then increases very rapidly in basic me-
dium [16]. For pH 9-10.7 amorphous silica is in equi-
librium with the neutral Si(OH)4 monomers as well as
silicate ions. Above pH 10.7 silica dissolves to form
soluble silicates [17]. Silica dissolution in basic media
creates new hydroxy groups and hence new sites with
chemical affinity for cations, which may explain the
observed sharp increase of cation adsorption on silica
at pH higher than 10.5 [79, 80].

Interestingly, impurities such as aluminum, calcium,
magnesium or zinc were reported to reduce both the
rate of dissolution and the solubility of silica at equi-
librium. Nitric acid-cleaned silica was immersed in sol-
utions of Al, Be, Fe, Ga or Gd ions at pH from 2 to 9.
A drastic reduction of the solubility of silica was ob-
served. In particular, the introduction of Al ions ren-
dered silica insoluble at pH 9. This effect was attributed
to the formation of a monolayer of insoluble silicate
which lowered the silica solubility to that of the surface
compound [17]. Seemingly, silicates involving metal
ions are formed even at pH values apparently non-
aggressive for silica. However, the amount of metal
silicate is not specified and the formation of only a sil-
icate monolayer is purely speculative.

Recently, the formation of layer-type silicates was
demonstrated during the impregnation of silica with
ammine Ni11 ions in the 8-9 pH range [80]. No epitaxy
could be identified between the phyllosilicates and
the carrier, inferring a monolayer description. This
observation is consistent with experiments indicating
the weathering at 100 °C of pyrex vessels by aqueous
solutions containing Ni11 or Mg11 salts, leading to the
formation of antigorite-type silicates [81, 82]. Likewise,
the formation of hydrotalcite-type coprecipitates in-
volving Al ions extracted from the support was ob-
served during impregnation of y-alumina with Ni",
Co11 and Zn11 ions under mild conditions, i.e. pH close
to the ZPC, ambient temperature and reasonable con-
tact times [83, 84]. Anions whose presence was required
for the electroneutrality of the hydrotalcite-like struc-
tures were adsorbed simultaneously with the metal
cations. Thus, the oxide supports should not be con-
sidered systematically as inert even during impreg-
nations conducted at pH close to the isoelectric point.

The extent of phenomena such as coprecipitate for-
mation during the preparation of industrial catalysts,
i.e. during unit operations such as impregnation, sepa-
ration, aging or ripening, and drying, needs to be in-
vestigated in detail. Spectroscopies allowing coprecipi-
tate determination at the oxide-liquid interface, such
as IR, Raman or XAS, should be used for systematic
investigations of the role of parameters such as pH,
ionic strength, or contact time. It should be realized
that there is no need for significant solubility of the
support for the formation of surface compounds. The
dissolution of the support may be driven by a sub-
sequent coprecipitation with metal ions. Nevertheless,
gel-mediated pathways involving the diffusion of metal
cations and anions through a hydrous gel layer, by
analogy with phenomena occurring during the natural
weathering of soils, cannot be excluded [85, 86].

As shown above, the oxide support may play several
different roles and those may occur separately or si-
multaneously, depending on the preparation method
[87].

E Applications
The pertinent key parameters which may influence the
interaction of a transition metal complex with an oxide
support are first briefly discussed, before examples of
important applications of ion exchange and impreg-
nation are given.

a Key Experimental Parameters
When dealing with metal complexes in solution and a
preformed support, the main problem is to know how
to control the interaction (physical or chemical) be-
tween the complexes and the support. The discussion

References see page 205
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above distinguishes five main parameters, which can
create or influence the strength of this interaction.

(i) Isoelectric Point (IEP) of the Oxide Support:
Influence of Temperature, Impurities and Selective
Doping

This is an essential parameter with which to initiate the
electrostatic interaction between the metal complex
and the oxide support. A number of papers have been
devoted to the problem of regulating the IEP of oxides
and the concentration of the charged surface groups.
Two methods have been developed. The first one in-
volves the change of temperature of the impregnating
solution and the second involves the selective doping of
the support surface with various types of ions [88].
Different behaviors were observed depending upon the
support. For instance, the IEPS of y-A^Os and TiC>2
were found to increase upon increasing the temperature
of the impregnating solution, in contrast to that of
SiC>2 which was found to decrease. Selective doping of
7-AI2O3 by very small amounts of Na+ ions brought
about an abrupt increase of IEP, whereas doping with
F~ ions caused a shift to lower IEP values. It should be
mentioned that the selective doping method cannot be
applied when the dopant leads to catalyst deactivation.

(ii) Cationic and Anionic Metal Complexes
Metal complexes may exist in essentially two forms:
cationic and anionic. Neutral complexes, such as
Co(NH3)3Cl3, exist but are relatively rare and would
not lead to an electrostatic interaction which requires
entities (oxide surface and complex) of opposite
charges. In an earlier review, Brunelle [16] gathered the
complexes of metals belonging to Groups 7-11, most
frequently used in supported catalysts preparation.

(Hi) Solution pH
The pH appears to be a very versatile and important
parameter in the preparation process with which to
achieve the desired ion-support interaction. It is worth
noting that it influences separately or simultaneously
the liquid or/and solid part of the interface.

Qualitatively, the pH allows the sign of the surface
charge to be selected as shown by Fig. 3. On the liquid
side, it also determines the nature and nuclearity of the
complex. For instance, upon decreasing the pH from
14, complexes change from heaxaammine to hexa-
aquametal (III) for many transition metals or from
mononuclear MoO^ to polynuclear MogO^ [89].
Finally, it controls the solubility of the oxide support.
The dissolution of the latter is all the more important
as the pH of the solution departs from the IEP [16].

Quantitatively, the pH determines on the solid side
the value of the zeta potential related to the concen-
tration of charged surface sites (Fig. 3). On the liquid
side, it allows selection of the most abundant metal

complex from those coexisting at the same pH. Finally,
it controls the amount of monomer produced in the
solution upon oxide support dissolution [16].

Having emphasized the importance of the pH pa-
rameter, it should be recognized that its measurement
is in itself a difficult task [90]. When the surface is
charged, the overall ion concentrations are not con-
stant close to the oxide-fluid interface. For instance,
above the IEP, i.e. for negatively charged surfaces,
there is an increase in cation and proton concentrations
at the surface. Therefore, the pH is lower than in the
bulk of the solution. The situation is reversed at a pH
lower than the IEP. This is a typical compensation
effect of the pH.

In colloidal solutions the measurement of the pH is
always delicate, since it depends on the average dis-
tance between the oxide particles and the pH electrode.
This explains why the latter is a function of the stirring
rate of the solution. The best measure is the value ob-
tained without stirring, the solid being far from the
electrode and deposited at the bottom of the flask (a
centrifugation is sometimes necessary). This measure
can be considered as the pH of the bulk solution. This
latter value, combined with the characteristics of the
solution and the IEP of the oxide, allows calculation of
the pH profile from the theory developed by Davis et al.
[19]. Devices based on fiber-optic sensors [91] are being
developed which might help resolve the difficult prob-
lem of the determination of pH of oxides in suspension.

(iv) Ligand Nature
The ligand type greatly affects both the nature and
strength of the metal complex-surface interaction.
Several structural and electronic aspects have to be
considered for each ligand:

• The type of ligand (neutral molecules or anions) de-
termines the charge of the transition metal complex
and hence the conditions such as support nature and
pH range, for which ion exchange can occur.

• The bulkiness of the ligand will tend to screen and
decrease the electrostatic interaction between the
charged surface and the transition metal complex
[62].

• When the ligand possesses an appropriate element,
such as nitrogen, oxygen or hydrogen, there is a
possibility of forming hydrogen bonds with the sur-
face via S-OH groups [62].

• The polydentate nature of the ligand, whether it be
the solution mobile ligand such as ethylcncdiaminc,
or the rigid surface (sSiO)?, has a strong entropy
effect on the stability of either the initial solution
complex or the final grafted complex [61].

• Under conditions where oxide dissolution takes
place, the monomers released in solution can react
with the molecular species of the precursor compo-
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nent and M-O-M bonds can be formed via olation
and oxolation reactions:

M-OH + M-H2O ^ M-OH-M + H2O (18)

M-OH + M-OH ^ M-O-M + H2O (19)

where M is either the metal cation of the support
monomer or of the metal complex. The result is that
intermediate surface compounds are observed (see
subsection D.d) [12, 92]. It is important to note that
reactions 18 and 19 can take place because both OH
and O are bridging ligands. By contrast, when the
ligands of the metal complexes of the precursor
component are nonbridging, such as ammonia or
ethylenediamine, reactions (18) and (19) cannot oc-
cur and isolated grafted complexes are favored.

The understanding of what type of ligand the surface
can be identified with, is an important aspect which has
some practical consequences. It is well known for in-
stance, that the standard redox potential of TMI can be
largely modified depending upon the nature of its sur-
rounding ligands [93]. It is thus expected that different
supports will lead, for a given TMI, to different stan-
dard redox potentials.

(v) Competitive Ions
From a practical point of view, the reversibility of ad-
sorption by means of competing ions, as shown by
equilibria such as 5 and 14, is very important because it
leads to a redistribution of the adsorbed metal complex
ions among the charged surface sites, as discussed in
subsection B.C. Competitive ions achieve a homo-
geneous deposition not only on the support surface
but also, when pellets are used, throughout the catalyst
grain volume [47]. In the latter case, it is possible to
control [47, 94, 95] and to model [9] the exchange pro-
cess and the distribution profile of the active phase
along the radius of the grain as a function of time.
Some important industrial applications are presented
in section E.b.

(vi) Washing
It is known that washing has to be avoided after the
component precursor has been deposited by impregna-
tion. When other deposition methods are involved, the
washing step has been reported to have various effects.

The fundamental aspects of washing have not been
much studied in the past, although washing can have
important consequences. The first is electrostatic in
nature and refers to the oxide support as a charged
surface (sec subsection D.b). Washing can be accom-
panied by pH changes so that the surface and the
adsorbed species can acquire charges of opposite sign,
leading to repulsions [96]. The second consequence
rests on the ligand nature of the surface. Here the pH
changes accompanying washing may lead to grafting of

the component precursor and this aspect has been dis-
cussed in section D.c [65]. Yet another consequence of
washing is connected with the role of reactant of the
oxide support. The oxide dissolution will eventually
lead to intermediate compound formation at the sur-
face of the oxide support [80, 92].

b Application Examples

(i) Preparation of Monometallic Reforming Catalysts
Most conventional reforming catalysts are based on
well-dispersed platinum on an alumina promoted by a
halogen, usually chlorine. The two main alumina sup-
ports used are the two transition aluminas r\- and,
principally, y-Al2O3 [75].

The deposition of platinum on alumina is usually
carried out by immersing the alumina in an aqueous
solution of chloroplatinic acid and hydrochloric acid as
a competing agent [34, 75].

a Interactions Between Acid Solutions and the Surface
of Alumina

Hydroxy groups present at the surface of a transition
alumina behave like bases with respect to the protons
of the acids [16, 97]. According to various authors, the
reaction is represented by two different mechanisms A
and B in eq 20.

\
Al OH + H,O+ X

-)v<

— A I — x + 2 i i , n

H2O

( 20 )

In mechanism A, the OH group is protonated and its
interaction with the anion is electrostatic [16, 19, 98-
101]. In mechanism B [9, 13, 94, 100, 102, 103], the X
anion replaces the OH" group in the complexation
sphere of the surface aluminum. Mechanism A is
expected to predominate since the surface of the
transition aluminas is mainly covered with OH groups
[104-107], in presence of water.

Protonation of an oxygen atom of the surface can
also occur and lead to the scission of an Al-O bond,
according to reaction 21.

l/
Al + 11 •() X

\ / +
Al—O.

/ \

\ /
A l — O i l < - ' •

/ \

According to reactions 20A and 21, Al2Oi behaves like
an anion exchanger. The maximum quantity of anions
that the surface can fix, or the anion exchange capacity,
is related directly to the number of protonated OH
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groups [16, 19, 98, 100, 108]. Logically, it depends on
the equilibrium constant of reaction 20A. It rises as the
pH of the aqueous solution decreases [16, 19, 98, 100,
108, 109]. The process of anion fixation on the surface
is kinetically very fast [99], and rarely limits the overall
kinetics. The rate limiting step is expected to be the
diffusion of the ionic species in the pores of the alumina
particle.

b Platinum Deposition
The maximum amount of platinum fixed on alumina
from H2PtCl6 acid, without any significant attack of
the support, differs widely according to various authors
[16, 34, 35, 73, 95, 108, 110], varying between 2 and
about 8wt%. Most of the values obtained at saturation
of y-aluminas with surface areas ranging between 150
and 250m2g~1 are normally between 2 and about
4wt% [16, 34, 95, 110]. The platinum content of in-
dustrial catalysts is much lower, varying between 0.2
andO.6wt%.

Many authors have observed a strong interaction
between the chlorinated complex of platinum, H2PtCl6,
and 7-Al2O3 [16, 34-36, 94, 95, 111]. At impregnation
conditions approaching those used for the preparation
of reforming catalysts (i.e. small amounts of platinum,
generally less than 0.6 wt% of platinum with respect to
the support, and low pH, hence high anion exchange
capacity), platinum tends to be fixed rapidly and
strongly on the first sites encountered. This risk of a
heterogenenous macroscopic distribution of platinum
on the surface is similar to that described above in the
case of the zeolite NH4Y with Pt(NH3)^

+ cation.
To obtain homogeneously distributed platinum on

alumina, it is necessary to add a competitor ion to the
solution. The usual competitor is HC1 [34, 47, 112]
whose role is to act on the equilibrium between the
platinum precursor in the solution S and that fixed on
the alumina support Al according to the reaction

(22)
2"[PtCl6]
2"(S)

The quantity of Cl ions added to the system
is usually adjusted to leave a sufficient quantity of
[PtCla]2" in the aqueous solution to ensure easy
migration to the center of the grain so that, at the end
of the operation, this residual nonadsorbed amount is
only a small fraction of the total quantity of platinum
involved.

The chemical phenomena in this case are more
complicated than in competitive cation exchange on
NH4Y zeolite. HC1 acts not only as a competitor but
also as a stabilizing agent for the coordination sphere
of platinum. It has been shown [113, 114] that the
[PtCl6]

2~ anion can lose two to four chloride ligands
after a few hours in the absence of hydrochloric acid.

Another level of complexity is caused by the chem-
ical reactivity of the alumina surface, which can be
altered in an acidic medium.

c Chemical Alteration of Alumina
In an acidic media, simultaneously with the proto-
nation reaction 20A of the OH groups, a process of
attack and dissolution of the support also occurs [16,
31, 47, 101, 108, 111, 115]. This process occurs below
about pH 4, and the solubility of the support rises
rapidly with decreasing pH. Reaction 21 probably rep-
resents the first step of the formation of soluble
compounds of the type [Al(H2O)>,(OH);c]

(3-JC>+ with
x + y = 6. This is expected to occur only after reaction
20A is complete. Several experimental observations
[31] support these considerations. If alumina beads are
placed in contact with an HC1 solution, the following
sequence of events occurs: a rapid fixation of the Cl~
anion, probably due to reaction 20A; a subsequent
slowdown of this fixation; a decrease in the quantity of
chloride fixed probably due to the progressive dis-
solution of the external part of the alumina particle
(reaction 21), where the pH is the lowest; and finally a
slow fixation of the Cl~ anion. If the initial quantity of
acid used is small (less than 4-5 wt% Cl), the final
event (the slow chloride fixation) resumes after several
minutes [31], This happens because the situation at the
particle scale is still far from equilibrium - the pH in
the external solution is low but higher in the internal
solution near the center of the particle. The pH pro-
gressively evolves toward equilibrium, which corre-
sponds to a pH slightly higher than 3. At such a pH,
chlorinated aluminum species, which were solubilized
at the lower pH during the beginning of the reaction,
will be redeposited on the support. Note that, at the
concentrations used for the preparation of mono-
metallic reforming catalysts, the solubility of y-ANO.i is
very low (no more than a few hundred ppm).

(ii) Metal Concentration Profiles in Supports
For deposition of chloroplatinic acid on alumina,
competitors other than HC1 can be used [36, 94, 95,
111, 112, 116-123]. Acids such as HNO3 and H2SO4

are usually more effective than the corresponding salts,
such as ammonium, aluminum and sodium nitrates
[36]. Nitric acid is about five times more effective
than acetic acid [120]. Hydrofluoric acid has a much
stronger interaction with alumina than chloroplatinic
acid [112] - HF blocks the alumina sites inhibiting the
adsorption of the [PtCU]2" anions. Among the other
competitors used are COT [119], phosphoric acid [117,
118], organic acids such as formic, oxalic, propionic,
lactic, salicylic, tartaric and citric acids [94, 116-118,
121-123], miscellaneous salts such as alkaline phos-
phate [95], alkaline halogenides [95, 118], alkaline ben-
zoate [95], and amines such as monoethanolaminc [94].
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Precursor = metallic complex MC, competitor A

Homogeneous

o
2

eggshell

1 roughly same affinities of MC and A
2' high affinity of MC; no competition
3 high affinity of A, low affinity of MC, low A/MC ratio
4 high affinity of A, low affinity of MC, high A/MC ratio

Figure 6. The four main categories of macroscopic distribution
of a metal within a support. A/MC is the ratio representing com-
petition (with a proportionality factor depending upon the va-
lence of the ions).

Some of these competitors, such as monoethanol-
amine, really act not by a competition effect on ad-
sorption, but rather by a pH effect [94]. In fact a rise in
the pH tends to lower the exchange capacity of alu-
mina, causing a more uniform occupation of the sur-
face by the metallic complex.

Careful selection of metal precursors and of com-
petitors helps to obtain a large number of metal distri-
bution profiles on the support surface between the
periphery and the grain center [50, 95, 111, 124-127],
depending on the strength of their interaction with the
support. Four main types of profiles [50, 124-127]
serve to describe all the others: uniform, film or egg-
shell, internal ring or egg white, central or egg yolk
(Fig 6).

Hydrofluoric [112], oxalic, lactic, tartaric [121] and
citric acids [121, 128], for example, help to obtain an
egg-white or egg-yolk distribution of chloroplatinic
acid. These competing agents, which have a high
affinity for alumina, become irreversibly fixed on the
external sites of the support and force the platinum
precursor to migrate farther towards the center of the
grain in order to find free sites.

The profile of the macroscopic distribution of the
metal on the support depends not only on the com-
petition and time but also on the more or less strong
tendance of the metal ion to modify its sphere of coor-
dination or to polymerize. Thus [PtCU]2" can undergo,
in neutral or slightly acid medium, various reactions of
aquation and hydrolysis [16, 49, 129-131] which mod-
ify the metal environment, the ion charge and thus the
affinity of the latter for the support. Molybdic and
tungstic ions, present as monomers MoOj or WO;j'
in basic medium, polymerize when put in neutral or
acid medium. The polymerization of tungstic ions, for
example, influences the distribution profile [132] via
the diffusion rate of these ions. It can also lead to the
blocking of part of the pores.

A number of theoretical models of migration and
deposition of metallic ions with time in porous sup-
ports, with or without the presence of competitor
compounds, based on competing liquid-phase diffusion
and adsorption mechanisms, have been proposed to
account for the experimental results [56-58, 112, 133—
138].

F Conclusions
This short review has tried to emphasize the molecular
aspects of catalyst preparation, the role of the support
and the different interactions taking place between the
metal complex and the support. The case of ion ex-
change has been presented in more detail, because of
the possibilities of varying such interactions in a large
domain, ranging from weak physical interactions to
stronger chemical interactions.

Although catalyst preparations are usually com-
posed of several successive unit operations (e.g. ion
exchange, washing and drying) which are clearly sepa-
rated, the identification of the elementary steps taking
place at the molecular level are far more difficult to
detect and to separate. There seems, however, to be
some hope, using experimental key parameters, to
achieve a better identification and separation so that
new sequences can be proposed, making catalyst
architecture possible.
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2.2.1.2 Anchoring and Grafting of Coordination
Metal Complexes onto Oxide Surfaces

C. Louis AND M. CHE

A Introduction
Many heterogeneous catalysts have been reported in
the past to be prepared by anchoring or grafting, pro-
cesses whereby stable, covalent bonds are formed be-
tween an homogeneous transition metal complex and
an inert polymer or inorganic support [1-4] The aim
was to combine the potential versatility and selectivity
of homogeneous catalysts with the practical advantages
of a solid material [5]

According to the recommendations of the Interna-
tional Union of Pure and Applied Chemistry (IU-
PAC), "deposition involving the formation of a strong
(e g a covalent) bond between the support and the ac-
tive element is usually described as grafting or anchor-
ing This is achieved through a chemical reaction be-
tween functional groups (e g hydroxyl groups) on the
surface of the support and an appropriately selected
inorganic, or organometallic compound of the active
element [6] " Anchored catalysts are not distinguished
from grafted ones either in this definition or in the lit-
erature where the situation is made even more compli-
cated since other terms (immobilized, heterogcnized,
attached, etc ) can be found for the same type of cata-
lysts Recently, Campbell [7] attempted to distinguish
anchoring from grafting as follows* "An anchored cat-
alyst is created by the binding of a species, without
substantial change in its structure, to a solid surface A
grafted catalyst is produced when an initial structure
bound to the surface is altered considerably by subse-
quent treatments Here, the initially bound species is not
usually an active catalyst " Although it is difficult at
times to estimate how "substantial" or "considerable"
arc the changes undergone by a species attached to a
surface, we shall nevertheless use Campbell's definition
in what follows These definitions imply that anchoring
will necessarily occur before grafting can take place

The next few examples are given to illustrate the
distinction between anchoring and grafting By means

Referemes see page 215
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- o .
Si-(CH2)8_P(C 6H5)2 Si-(CH2)g—P(C6H5)2

OORMC11/2 [Rh(CO)2Cl]2

Figure 1. Example for the preparation of an anchored catalyst (from Ref. 1).
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Figure 2. Example for the preparation of a grafted catalyst (from Ref. 7).

of Fig. 1, an anchored complex is obtained which is a
close analog of /ra«s-L2Rh(CO)Cl, an active catalyst in
the homogeneous hydroformylation reaction [1]. The
anchored catalyst also catalyzes hydroformylation.

The example used by Campbell to illustrate grafting
concerns oxidation catalysts (Fig. 2) [7]: the formation
of the grafted catalyst starts by reacting the silanol
groups of a silica previously dehydrated at 473 K with
M0CI5; an intermediate anchored species is obtained.
With subsequent heating to 773 K in oxygen, the re-
maining chlorines are removed to finally produce a
grafted species with terminal molybdenyl bonds [8, 9].
The final surface complex catalyzes methanol oxida-
tion to produce methylformate with a 90-95% selec-
tivity at about 500 K [10].

It is possible to classify the coordination metal com-
plexes used as precursors for anchoring/grafting into
three types:

(i) metal halides and oxyhalides;
(ii) metal alkoxides;
(iii) organometallics, and especially metal allyls and

metal carbonyls.

Only metals in carbonyl complexes are in the zero-
valent state and can be polynuclear.

The history of the anchoring/grafting preparation
may be found in Chapter 1 and Appendix 2 of Ref. 11.
It appears that the first works have been performed to
heterogenize transition metal complexes used as ho-
mogeneous catalysts of polymerization.

This method is not extensively used for the prepara-
tion of industrial catalysts although many patents have
been issued. It is mainly developed in research labo-
ratories for the preparation of model catalysts.

The present review deals with the anchoring/grafting
of transition metal complexes (mononuclear, dinuclear,
or polynuclear) on inorganic supports except zeolites,
which are covered in Section A.2.3. Catalysts with
anchored complexes which are the analogs of homoge-
neous catalysts are described in Section A.2.2.1.4.

B Preparation: General Principles
The preparation of supported catalysts by anchoring/
grafting usually involves several basic steps.

a Support Pretreatment
Prior to the reaction, the inorganic oxide support is
thermally pretreated to remove physisorbed water and
thus avoid spurious reactions which would not lead
to anchoring/grafting. The support can be also dchy-
droxylated to various extents to control the amount
and dispersion of the anchored/grafted species. Differ-
ent types of hydroxy groups with different reactivities
are present on supports. The structure of support sur-
faces and their reactivity have been extensively described
in several reviews ([12-18] and references therein).

b Anchoring
The chemical reaction usually occurs as soon as the
coordination metal complex is in contact with the sup-
port. The anchoring involves a condensation reaction
between the precursor and the surface OH groups of
the support:

v[supp-OH] + MX,, -> [supp OjvMX,, , + vHX (1)

The metal oxidation state docs not change. In the case
of metal carbonyls, the anchoring involves an oxidative
addition of a surface OH group to the /erovalent com-
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plex (Eq. 2):

[supp-OH] + M3(CO)12

-»[supp-O]M3H(CO),0 + 2CO (2)
The coordination metal complexes are often air-sen-

sitive, so preparations involving nonaqueous and inert
solvents or vapor phase reactions (chemical vapor
deposition (CVD), Section A.4.9) are required. The re-
actions are usually performed between room temper-
ature and a maximum that is limited by the decom-
position temperature of the precursor for vapor phase
reactions, and the solvent reflux temperature for liquid
phase reactions.

As shown in Eq. 1, the support acts as a macroligand
for the metal. Depending on the number of bonds be-
tween the metal and the support {y = 1, 2 or 3), the
metal can be considered as singly, doubly, or triply
bonded to the support. The value of y may vary with
the reactivity, concentration, and nature of both the
OH and the coordination metal complex, and also with
the reaction temperature.

c Elimination of Physisorbed Metal Complexes
This treatment is obtained by purge under dry and in-
ert gas, for catalysts prepared in the vapor phase, and
by washing with pure solvent for catalysts prepared in
the liquid phase.

Such anchored complexes with remaining original
ligands may be directly used in reactions (Section
A.2.2.1.4), such as alkene metathesis (Section E.a
below).

d Grafting
The remaining initial ligands are eliminated as follows:

(i) By hydrolysis of the metal-ligand bond (e.g.
chloride) of the anchored complex with water (in
liquid or vapor phase at various temperatures):

[supp-O],MCln_, + {n-y) H2O
-> [supp-O],M(OH)n_, + (n-y) HC1 (3)

(ii) By decomposition of the anchored complexes (e.g.
alkoxidcs, organometallics) under mild thermal con-
ditions, for example:

[supp-O]vM(OC2H5)n^

-> [supp-O]vM(OH)n_, („ - (4)

The reaction stoichiometry may be determined from
the amount of anchored metal and the number of
ligands in the coordination sphere, or the amount of
gas evolved (e.g. HC1 or C2H4) during hydrolysis/de-
composition, provided that it docs not adsorb on
the support.

The anchored/grafted metal species may be charac-
terized by different spcctroscopic methods: IR, UV-Vis
diffuse reflectance (UV-Vis DRS), electron spin reso-

nance (ESR), X-ray photoelectron (XPS), Raman, X-
ray absorption fine-structure (EXAFS), magic angle
spinning-nuclear magnetic resonance (MAS NMR),
low energy ion scattering (LEIS), etc.

The main advantage of anchoring/grafting over
conventional impregnation is the deposition of tran-
sition metal elements in various given oxidation states,
from zero to high oxidation states. It is theoretically
possible to obtain:

(i) highly dispersed ions with previously partially de-
hydroxylated supports;

(ii) a monolayer if the reactive OH groups are close
enough to each other.

Theoretically, the amount of metal chemically bonded
to the support cannot exceed the monolayer; how-
ever, multilayers can be obtained by several cycles of
anchoring-hydrolysis or anchoring-decomposition.

In addition, because of the chemical interaction be-
tween transition metal ions and the support established
during anchoring, it is possible to prevent migration,
sintering and agglomerate formation during sub-
sequent thermal treatments, in contrast with species
deposited by mere impregnation which are mainly
physically adsorbed.

C Metal Chlorides and Oxychlorides
The anchoring/grafting may be performed with metal
chlorides (TiC4, VCI4, M0CI5, WC16, SnCl4), and oxy-
chlorides (VOCI3, WOCI4). Only grafted complexes
are used as catalysts since chlorides must be eliminated
before catalytic reactions.

After support dehydration and dehydroxylation, the
preparation consists of three steps:

(i) Anchoring between the (oxy)chloride and the hy-
droxy groups of the support:

[supp-OH], + MCln

-[supp-O],MCl lf_, + j>HCl (5)

(ii) Elimination of the physisorbed metal complexes
(as described in Section B).

(iii) Hydrolysis of the M-Cl bond with water (liquid
or vapor) to obtain grafted catalysts (see Eq. 3).

The determination of the stoichiometry of reaction 5
(most often leading to singly or doubly bonded species)
is usually based on the measurement of the amounts of
anchored metal and Cl on the catalyst, or HC1 evolved
during the reaction [19-24].

Based on the C1:V ratio and ESR analysis, Frickc
et al. [25] have shown that depending on the prctrcat-
ment temperature of the silica (523, 873, 1073K), VCL,

References see page 215
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can be anchored on silica via three, two or one bonds
at 333 K. Haukka and co-workers [26, 27] have also
found that the reaction mechanism depends on the re-
action temperature. For a reaction between TiCU and
silica at 450 K, the Cl:Ti ratio indicates the presence of
species anchored via one and two bonds to titania. The
proportion of singly anchored species increases with
the increase in the pretrcatment temperature of the
silica.

The structure of the anchored species may be also
deduced from in situ characterization. However, to our
knowledge, only a few attempts by ESR and UV-Vis
DRS have been reported [8, 19, 24].

It may be also noted that, depending on the systems,
the undesirable hydrolysis of the metal-support bond
(supp-O-M) may occur:

supp-O-M(OH)n_, +H 2 O
-»supp-O-H + HO-M(OH)n_, (6)

Hanke et al. [28] and Khalif et al. [29] have shown that
the sSi-O-V bond is hydrolyzed during chloride hy-
drolysis of VOCI3 anchored on silica:

=SiOVOCl2 + 2H2O -» =Si V(OH)3 + 2HC1

(7)

whereas the Ti-O-V bond is retained after anchor-
ing of VOCI3 on titania [30]. Fricke et al. [24] show
by ESR that reaction 6 also occurs during hydrolysis
of M0CI5 anchored on silica.

When the supp-O-M bonds are hydrolyzed (Eq. 6),
the released species must be removed by washing so
as to keep only really anchored species in the catalyst
[9, 31]. This washing step can advantageously replace
step d of the preparation (Section B above) since both
hydrolysis and elimination of the released metal species
can take place simultaneously. This crucial step is
barely mentioned in the literature. This may be the
reason why some authors claim that the grafting of
chloride complexes does not lead to homogeneously
dispersed species on the support surface and forms
three-dimensional oxide particles after calcination [29,
32, 33].

Highly dispersed grafted species can be obtained:
after grafting of M0CI5 [8] or SbCl5 [34] on silica, the
elimination of the released metal species during washing
with ammonia solution and water, respectively, leads
to the formation of highly dispersed isolated species.

The amount of grafted metal is usually low, for
several possible reasons: low support OH reactivity,
chlorination of the surface, and release of metal species
during hydrolysis. Bond and Bruckman [30] mentioned
that it is difficult to obtain a monolayer of vanadium
species on TiO2 because of the chlorination of the sup-
port surface by the HC1 evolved during the anchoring
ofVOCl3at313K.

Several cycles of anchoring reaction-hydrolysis can
be performed in order to increase the metal loading.
However, during the subsequent cycles, the metal
chloride complexes can react with the OH groups of
both the support and the grafted metal [35], and lead to
the formation of two-dimensional or three-dimensional
particles.

Hattori et al. [31] mentioned that after three cycles of
vapor phase reaction between SnCU and silica pre-
treated at 453 K, followed by washing and calcination,
the amount of grafted Sn is very close to that required
for a monolayer coverage. However, transmission
electron microscopy (TEM) and X-ray diffraction
(XRD) studies show that not all the silica surface OH
groups react with chlorides, and that SnCU prefers to
react with the Sn-OH formed during the hydrolysis.
After calcination at 773 K, SnO2 particles of 10-15 nm
are formed, whereas high and uniform dispersion of
SnO2 (<2nm) is obtained for samples prepared by
conventional impregnation. The reasons for this are
not given in the paper but these results show that
grafted catalysts do not always exhibit better charac-
teristics than conventional impregnated samples.

A few authors have mentioned that the use of chlo-
ride metal complexes gives a reproducible amount of
grafted metal: Benvenutti et al. [34] for the grafting of
SbCis on silica in CCI4 at the solvent-reflux temper-
ature, Lindblad and Lindfors [36] for the grafting of
WOCU on silica at 473 K, Haukka and Lakomaa [26]
for the grafting of TiCU on silica at 450 K and 723 K.

The central ions in (oxy)chloride metal complexes
are in a high oxidation state that is preserved during
anchoring (Eq. 5) and grafting. Therefore, these grafted
catalysts are mainly used to catalyze oxidation re-
actions, e.g. oxidative dehydrogenation of ethylbenzcnc
[31], oxidation of acrolein [29], methanol [10], and o-
xylene [30, 37].

For example, Khalif et al. [29] have observed that
the rate of oxidation of acrolein at 593 K per vanadium
atom is five times higher with a grafted sample than
with an impregnated one because of the higher V dis-
persion. In the case of Mo/SiO2, Louis et al. [10] have
found that the grafted Mo/Si02 exhibits a higher se-
lectivity in methylformate for methanol oxidation than
impregnated Mo/SiO2, which is selective in form-
aldehyde. The differences in the selectivity were ex-
plained in terms of the Mo dispersion, which is higher
on the grafted samples. Bond and Bruckman [30] have
shown that the activity and selectivity of V/TiO2 in the
oxidation of o-xylene to phthalic anhydride are highest
when the supported vanadium is close to a monolayer.

D Metal Alkoxides
The principle of preparation is as previously described.
The anchoring is often performed in the vapor phase
because of the high thermal stability of the alkoxidc
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Figure 3. Anchoring/grafting of [Mo(OC2H5)5]2 onto silica support (from Ref. 38).

complexes. The most studied precursors are the ethoxy
and acetylacetonate (acac = C5H7O2) complexes.

One of the earlier works using these precursors for
catalyst preparation was performed by Kuznetsov et al.
[38] and Yermakov et al. [11] with the anchoring of
[Mo(OC2H5)5]2 and [Re(OC2H5)3]3 on silica:

j,(=Si-OH) + [M(OC2H5)

(8)

with y = 4 for Mo and y = 2 or 3 for Re. Further ther-
mal oxidation-reduction treatments may take place,
leading to the formation of grafted species with differ-
ent oxidation states, characterized by XPS, EXAFS,
ESR (Fig. 3).

The authors [11, 38] mention that the oxidation of
anchored ethoxy complexes without preliminary reduc-
tion destroys some of the bonds between the metal ions
and the silica. This also applies to allyl complexes [11]
(see Section E.a below).

The control of the amount of reactants permits the
deposition of highly dispersed species. This can be illu-
strated by the anchoring of VO(OC2Hs)3 from vapor
phase onto silica at 423 K, followed by a desorption at
723 K [39]. Singly and doubly anchored V species
(n = 1 or 2 in Eq. 9) can be obtained whose ratio de-
pends on the pretreatment temperature of silica:

«(=Si-OH) + VO(OC2H5)3

- (=Si-O)nVO(OC2H5)3_n «C2H5OH (9)

Grafted V is obtained upon thermal decomposition at
523-723 K:

(SSi-O)nVO(OC2H5)1 „
- (^Si-O)nVO(OH)3_n + (3 - «)C2H4 (10)

Simultaneously, condensation reactions with other sur-
face sites can also occur, leading to the regeneration of
surface OH groups:

(=Si-O)VO(OH)2 + sSi-O-SiEE
— (=Si-O)2VO(OH) + =Si-O-H (11)

or
2(=Si-O)2VO(OH)

— (=Si-O)2VO-O-VO(OH)(O-Si=) + =Si-O-H

(12)

Several cycles of anchoring-decomposition may be
performed since both the V-OH and the regenerated
sSi-O-H (Eqs 11 and 12) can again react with the
precursors; Si-OH can take part in the lateral growth
of the vanadium oxide layer along the silica surface,
and V-OH in the thickening of the layer. XRD,
Raman, EXAFS and XPS reveal that for a 19.4wt%
V2O5 loading, a thin layer is obtained with the grafted
sample, whereas V2O5 cristallites are formed with the
impregnated one [39, 40]. The grafted sample is three
to four times more active in the reaction of oxidative
dehydrogenation of ethanol to acetaldehyde than the
impregnated one because of the higher surface area of
vanadium oxide [40].

Cu(acac)2 in acetonitrile does not react at room
temperature with SiO2. Heated at 503 K, the physically
adsorbed Cu(acac)2 reacts with silanol groups and
looses one acac per Cu. Subsequent calcination in air at
673 K removes fragments of acac and leaves only OH
on the grafted complex [41]:

Cu(acac)2
503 K
-Hacac

=Si-OCu(acac)
673 K

-Hacac
^Si-OCuOH (13)

Anchoring can occur directly when the reaction is
performed at higher temperature. Chromium acctyla-

Rvferences sec page 215
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cetonate was found to react from the vapor phase at
473-553 K with the OH of silica, leading to the release
of one acac ligand [42]. Depending on the intended use
of the Cr/SiO2 samples, the ligands can be removed
either by water vapor at 588 K, which prevents the
Cr111 from oxidizing to CrVI, or by air treatment at
673 K, which produces CrVI species. The same type of
study has been made with the Ni(acac)2-alumina sys-
tem at 473 K [43].

It is suggested [41-43] that the steric hindrance due
to the size of the anchored complexes determines the
maximum amount of metal bonded to the support, and
makes them atomically dispersed. The metal loading
can be also controlled by the pretreatment temperature
of the support which determines the number of OH
groups, and by the reaction temperature. The prepara-
tions of Cr/SiO2 and Ni/A^Os described above give
homogeneous and reproducible metal contents.

Several cycles of anchoring-air treatment can be made.
It was found with the Ni(acac)2-alumina system [44] that
the atomically dispersed Ni11 species grafted during the
first step act as nuclei for the growth of nickel particles
during the subsequent preparation cycles.

E Organometallics
Organometallic complexes are one of the most com-
mon types of precursors used in catalyst preparation
by anchoring/grafting. Among them the allyls and the
carbonyls are most used, but other ligands such as
methyl, w-butyl, benzyl, neopentyl (<x ligands), cyclo-
pentadienyl, arene (TI ligands) can be also employed.

a Metal Allyls
The metal allyls can provide a large variety of an-
chored/grafted species with different oxidation states
after subsequent thermal treatments. They are involved
as model catalysts in various catalytic reactions: hy-
drogenation, oxidation, metathesis, isomerization, or
polymerization. The most widely studied metal allyls
are Mo and Cr. A list of the metal allyls used as pre-
cursors for anchoring/grafting as well as their catalytic
applications can be found in Table 5 of Ref. 15.

Earlier reviews devoted to the use of metal allyls
and other organometallics for the preparation of sup-
ported catalysts have been written by Ballard [45], and
Candlin and Thomas [46]; extensive work has been
performed by Yermakov and co-workers [11, 47-50],
and also by Iwasawa and co-workers [15, 16, 51, 52]
on difficult-to-reduce elements (e.g. Ti, Zr, Hf, Cr,
Mo, W) and, for example, by Basset and co-workers
[53-55] on easy-to-reducc elements (e.g. Ni, Pd, Pt).

Typically, the anchoring consists of a reaction be-
tween an allyl metal complex, either mononuclear
(e.g. Mo, or Crtf-CjHs)4) or binuclear (e.g. M02 or
Cr2(f/

3-C3H5)4), and the OH of the support, according
toEq. 1.

A doubly bonded anchored metal complex is usually
obtained with Cr, Mo, and W, a singly bonded one
with Ni, Pd, and Pt, and either one with Ti, Zr, and Rh
(Table 5 of Ref. 15).

The reactions are usually performed at room tem-
perature in pentane, but other solvents can be used,
such as toluene. After reaction, the samples are washed
several times with pure solvent in order to eliminate
unreacted complexes (see step c in Section B); this step
is not always mentioned in the related papers. Some-
times [54], the precursor may be sublimed under vac-
uum at room temperature.

The remaining organic ligands can be removed
under mild reduction conditions (step A in Eq. 14), so
as to lead to grafted metal catalysts.

[supp-Ol [supp-O^M,,

[supp-O] M, (14)

After step A, the grafted species is in a low oxidation
state, and exhibits catalytic activity. For example, the
grafted Mo11 dimers are more active in 1,3-butadiene
hydrogenation at 273 K than the corresponding con-
ventional impregnated Mo catalysts similarly reduced
with H2 - by two orders of magnitude when grafted on
silica and by more than three orders when grafted on
alumina [16].

During step A of Eq. 14, hydrides can be formed
with Group 4 elements (Ti, Zr, Hf). For example,
the anchored [=Si-O]2ZrIV(73-CjH5)2 species is trans-
formed into grafted zirconium dihydride [=Si O]2ZrIVHi
after treatment under hydrogen at 393 K [56]. The
anchored ZrIV species is known to be active in ethylenc
polymerization [45], whereas the grafted zirconium hy-
drides are found to be the direct precursors of the
propagation centers for ethylene polymerization [56].
These hydrides also exhibit high activity in alkene
isomerization, especially of 1-butene, with higher rates
at 300 K than homogeneous or other heterogeneous
catalysts [57].

After oxidation (step B of Eq. 14), grafted oxidized
species are obtained with a well-defined structure, char-
acterized for example by EXAFS [16].

Highly dispersed grafted species can be obtained with
metal allyls. Figure 4 shows an example of the change
in the structure and oxidation state of isolated Mo
grafted on silica after different oxidation-reduction
treatments [16]. The different species obtained on silica
have been characterized by Yermakov and co-workers
[11, 47] and on alumina by Iwasawa [15, 16] using
techniques such as EXAFS, UV-Vis DRS, and IR.
Grafted MoVI catalysts (species 4) are found to be 11
times more active than the corresponding catalyst ob-
tained by impregnation in the selective oxidation of
propene to acrolcin [16]. Molybdcnum(IV) (species 3)
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anchored onto silica to form a monolayer (from Ref. 15, FM = full monolayer).

exhibits activity for propene metathesis, but species 1
with allyl ligands is more effective.

A monolayer catalyst can be also obtained. For ex-
ample, in the case of a reaction between excess Cr(>/*-
QH5)3 and a full monolayer of OH groups on silica, a
two-dimensional layer of grafted Cr"1 has been ob-
tained (species 8 in Fig. 5; FM = full monolayer) [15].
After anchoring, the resultant species 5 has about one
allyl ligand per two Cr atoms which can be readily re-
moved by Hi treatment at 853 K. to form a Cr" mo-
nolayer 6. The latter is oxidized with O2 at 773 K. into a
CrVI monolayer 7 which can be transformed into a
Cr1" monolayer 8 by treatment at 858 K. under vac-
uum. Each Cr"1 ion is square pyramidal and exhibits
one vacant site in its coordination sphere, which makes
it more active by two orders of magnitude for the cat-
alytic oxidation of CO at about 473 K. than a conven-
tional impregnated Cr catalyst that usually exhibits a
three-dimensional CriOj phase [15].

H is also possible to prepare supported metal cata-
lysts from casy-to-rcduce elements. For example,
[=Supp O]Rh(»/:i-C3H5)2 (with supp = Al, Si, or Ti)
reacts with H? at room temperature to give rhodium
metal particles (1.5 nm) [54, 58]. Diallyl compounds of
Group 10 elements (Ni, Pd, Pt), forming species singly
anchored onto silica or alumina, arc transformed into
small metal particles (<lnm) after reduction under

H2 at 300-373 K (Pt°, Pd°) and 573-673 K (Ni°) [11,
47, 59].

The metal allyls can be also used to prepare dis-
persed metal particles stabilized by the presence of
low-valent ions (coming from hard-to-reduce transition
elements) and produce bimetallic supported catalysts
[47-50, 60] after the following sequence of steps:

(i) Interaction of benzyl Ti, Hf, allyl Zr (Group 4) or
allyl Mo, W complexes (Group 6) with a silica
previously calcined at 773 873 K.

(ii) Reduction at 773-873 K. to obtain grafted low-
valcnt ions.

(iii) Treatment of the reduced catalyst with a solution of
allyl Ni,Pd, or Pt complexes (Group 10) in pentane.

(iv) Reduction with hydrogen.

These mixed catalysts exhibit a higher metal dispersion
than monometallic catalysts as well as a stabilization of
the metal particles against sintering. Diflicult-to-reducc
elements (Ti, Hf, Zr, Mo, W) are supposed to act as
nuclcation sites for the growth of metal particles. Be-
cause of the change in the electron density of the metal
particles, these catalysts exhibit a higher specific activ-
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ity than monometallic catalysts in benzene hydro-
genation and ethane hydrogenolysis.

b Metal Carbonyls
Many reviews have been devoted to the use of carbonyl
metal complexes for the preparation of supported cat-
alysts [2, 4, 17, 18, 61-67].

The main differences between the carbonyl metal
complexes and the metal complexes previously de-
scribed, are the following:

(i) The reactivity of metal carbonyls with inorganic
oxide surfaces appears more complex; indeed,
several types of reaction with the support may be
involved, depending on various parameters such
as the carbonyl metal complex, the acid-base
character of the support, the nature of the carrier
gas, the reaction temperature; they lead to differ-
ent metal complex-support bondings, from Van
der Waals to iono-covalent [17, 18, 61, 67]; hence,
the anchoring reaction cannot always occur.

(ii) The metal in the carbonyl complexes is zerovalent;
therefore, the anchoring reaction does not involve
a condensation reaction with the surface OH
groups (Eq. 1) but an oxidative addition of an OH
group to the zerovalent complexes (Eq. 2).

(iii) The complexes can be mononuclear [63], poly-
nuclear, or heteronuclear (carbonyl clusters) [64,
67].

The main reasons for using carbonyl metal com-
plexes as precursors for catalyst preparation are the
following:

(i) Anchored metal carbonyls can be used as hetero-
geneous analogs of the metal carbonyls used in
homogeneous catalysis (see Section A.2.2.1.4).

(ii) Grafted mononuclear or polynuclear entities can
be produced upon decomposition of the anchored
carbonyl species.

(iii) Small metal particles can be easily produced by
decomposition or low-temperature reduction of
supported metal carbonyls.

A summary of the studies devoted to supported car-
bonyl metal complexes can be found in Table 2 of
Ref. 2.

The anchoring/grafting of carbonyl metal complexes
on a support may be ideally described as follows. After
thermal pretreatment of the support, the carbonyl metal
complex is introduced most often from the vapor phase
or via organic solvents such as benzene, cyclohcxanc,
and pentanc. At this stage, the complexes arc cither
anchored or physisorbed. When physisorbed. their de-
composition as well as the elimination of the excess
of physisorbed carbonyl metal complexes occur upon

heating the system under vacuum. Upon increasing
temperature, ligands may be lost in a stepwise way,
leading to subcarbonyl anchored species, and finally to
grafted species.

Among monomeric metal carbonyls, Mo(CO)6,
Cr(CO)6, Fe(CO)5, and Ni(CO)4 have been most
studied. Their stepwise decomposition on the support
may lead to the formation of grafted species. For ex-
ample, Mo(CO)6 is first physically adsorbed onto
hydroxylated alumina at room temperature [2, 62, 63,
68]. Thermal decomposition leads to the formation of
adsorbed subcarbonyl species such as Mo(CO)s and
then Mo(CO)3 at 373 K. Complete dccarbonylation at
573 K is observed upon oxidative addition of the metal
on surface hydroxy groups:

Mo°(CO)3(ads) + 2=AI-OH
-»(=Al-O)2Mo" + 3CO + H2 (15)

Such grafted catalysts exhibit higher activity in alkene
metathesis than conventional catalysts. More details
concerning this example can be found in Refs. 2, 62,
63, 68, and references therein.

The deposition of polynuclear carbonyl complexes
with metals of Groups 7-9 on oxide supports has been
extensively studied as well as that of bimetallic com-
plexes ([64, 67] and references therein). As mentioned
above, the pathway leading to anchored/grafted cat-
ions or metal particles depends on the nature of the
support, i.e. the nature and the amount of surface OH
groups. Thus, Ru3(CO)i2 exhibits stronger interaction
with y-Al2O3 than with SiO2 [69, 70]. The EXAFS
results show that at room temperature, Ru3(CO)u
is physisorbed on silica, whereas it reacts with the
OH groups of alumina and forms the anchored
[HRu3(CO)]0(O AN)] species (Fig. 6). Upon treat-
ment under vacuum at about 450 K, Ru3(CO)i2 phys-
isorbed on silica partially decomposes into "adsorbed"
Ru3(CO)6 (no Ru-O-Si bonding), whereas Ru an-
chored on alumina transforms into [Ru(CO)2(O
Als)2]. Reduction under H2 at 723 K leads to small
metal particles [Ru]i2 on silica and to grafted oxidi/ed
Ru entities [Ru6(O-Al=)6] on alumina (Fig. 6).

This example shows that, in contrast to what is ob-
served with the metal allyls, the formation of metal
particles may not involve the formation of anchored
species, i.e. cationic species.

It may be noted that other reactions can occur
with polynuclear carbonyl complexes, such as oxida-
tive fragmentation [17, 61, 66]. This is observed when
[HRu3(CO)io(0-Al=)] is transformed into [Ru(CO):
(0-A1H) 2 ] at 473 K (Fig. 6), leading to an oxidation of
Ru(H into Ru11.

F Conclusion
The anchoring of coordination metal complexes was
first used to hctcrogcncizc homogeneous catalysts.
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Figure 6. Transformation of Ruj(CO)i2 supported on silica and alumina during thermal treatment (from Ref. 69, 70).

However, it was soon realized that the resulting an-
chored complexes exhibited unusual catalytic proper-
ties, and that the grafted catalysts could be obtained
with controlled dispersion (isolated species, monolayers,
multilayers). It appears that the nature of the catalysts
obtained depends on many parameters such as the na-
ture of the precursor.

The general problem for using these metal molecular
precursors is the necessity of (i) using water- and air-
free conditions, and (ii) synthesizing them when they
are not commercially available.

In addition, the anchoring reaction does not permit
the deposition of metal loadings higher than that cor-
responding to the monolayer. The metal loading
mainly depends on the number of surface OH groups
of the support provided that they all can react with the
precursor. To get higher loading, i.e. multilayers, it
is necessary to perform several cycles of anchoring/
decomposition or hydrolysis, which require long and
tedious procedures.

Up to now, the most used metal complexes to pre-
pare catalysts by anchoring/grafting have been orga-
nometallics, and especially, metal allyls; it appears
possible to obtain versatile catalysts containing metal
ions with controlled dispersion, various coordination
numbers, various ligands, and various but uniform ox-
idation states, in contrast with impregnated samples.

Metal carbonyls may be used as precursors for
anchoring/grafting preparation but their reactivity is
much more intricate, and it is uncertain which type of
bonding will be predominent and therefore whether
anchoring will occur.

Less systematically studied have been chloride metal
complexes and those containing alkoxidc ligands.
Some studies suggest that they are less reliable for ob-
taining species as well-defined as with allyl precursors.
However, recent works [26, 27, 36, 42-44, 71] devoted
to the anchoring/grafting in vapor phase (CVD) (sec
Sections C and D), show that a well-defined supported
phase may be obtained when each preparation param-
eter is carefully controlled and a systematic procedure
is used.

However, one must be aware that (oxy)chloride
metal complexes are only used for the preparation of
grafted ions in a rather high oxidation state whereas
alkoxide and allyl precursors can provide ions in vari-
ous oxidation states (Figs. 3-5).
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2.2.1.3 Spreading and Wetting

H KNOZINGER AND E. TAGLAUER

A Introduction
Many solid catalysts consist of several (at least two)
solid phases which are brought into intimate contact
One of these phases is frequently the support with the
catalytically active phases being dispersed on its sur-
face The most obvious examples of these types of het-
erogeneous catalysts are supported metals or oxides
Wetting and spreading phenomena frequently occur in
such composite matenals and may cntically influence
or determine the structure and morphology of the ac-
tive phases and hence, their catalytic properties

Wetting and spreading processes may play an im-
portant role in several steps of catalyst syntheses, in
catalyst ageing, and rejuvenation. One example are sup-
ported metal catalysts which are typically prepared by
impregnation from solutions containing suitable salt
precursors Dispersed metal particles are formed dur-
ing subsequent reduction steps The growth mecha-
nisms of the metal particles, their sintering during use
and their redispersion during regeneration processes
are strongly influenced by the wetting properties be-
tween the participating metal and oxide phases Metal
support interactions (Section A 3.2.4) can be discussed
on the basis of wetting properties. The encapsulation of
small metal particles by an overlaycr of support oxide
which leads to the so-called strong metal-support in-
teraction SMSI [1] is clearly due to the spreading of the
support oxide material across the surface of the metal
particles Further, promoter effects are frequently, it
not always, due to the formation of an intimate contact
between, for example, a metal particle and an oxide
promoter In bimetallic catalysts containing two metals
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Figure 1. The solid-solid-gas interphase.

that are immiscible in the bulk (such as Cu and Ru),
one metal may still wet the other and thus form an
overlayer (Cu on Ru) which may ultimately lead to
complete encapsulation [2].

Another example is the synthesis of supported oxide
catalysts by spreading of one oxide across the surface
of another (support) oxide in physical mixtures. Also,
the phenomenon of solid-state ion exchange in zeolites
may be discussed within the framework of the wetting
and spreading concept.

Despite the significance of wetting and spreading
processes in heterogeneous catalysis, they have not
been considered very frequently in the catalytic liter-
ature. In a recent review [3], Ko argues that this may
be due to the fact that the term wetting is attributed to
the liquid-solid interface by most researchers and he
raises the question as to whether the term wetting in its
strictest sense can be used to describe solids that have
low atomic mobility at ambient temperature. However,
mobility may be induced in solid materials at catalyti-
cally relevant temperature conditions, and the general
formalism of the thermodynamics of wetting can be
applied to solid-solid interfaces [1]. This has been
advocated by Haber and co-workers [4-7] in several
articles, and the increasing awareness by catalytic
chemists of the importance of wetting and spreading
phenomena in heterogeneous catalysts is documented
in three recent review articles by Xie and Tang [8],
by Knozinger and Taglauer [9], and by Ko [3].

The present chapter first briefly discusses in general
terms the formalism of the thermodynamics of wetting
and spreading, and the dynamics of the spreading pro-
cess. Experimental results related to supported metal
catalysts including sintering, redispersion, encapsula-
tion of a metal particle by oxide (SMSI) or by another
metal are then presented. Finally, the spreading of one
oxide on the surface of another oxide is discussed in
some detail and solid-state ion exchange in zeolites are
mentioned briefly.

B Theoretical Considerations
a Thermodynamics of Wetting and Spreading
The thermodynamics of wetting of a solid by a liquid is
well established and discussed in detail in textbooks on
colloid and interface chemistry. A schematic repre-

sentation of wetting and spreading is shown in Fig. 1
where 0 is the contact angle between the two phases
that are contacting each other. 0 is defined by Young's
equation,

yagcos0 = )>sg-}>as (1)

where ytj denotes the specific interface free energy be-
tween phases / and j , and the subscripts a, s, and g de-
note active phase, support and gas phases, respectively.
If under equilibrium conditions the contact angle is
0 > 90°, the supported active phase does not wet the
support, whereas wetting occurs for 0 < 90°. Spread-
ing of the supported phase across the support surface
may occur for the limiting case when 0 approaches
zero.

When active phase material is brought into contact
with an uniform support, the overall change in inter-
facial energy AF is given by eq 2

AF = (2)

The AA are the changes in surface-interface areas. For
spreading to occur of the active phase across the sup-
port surface, AFmust be negative. In the opposite case
when AF > 0, islands of the active phase will form on
the support which will tend to coalesce into larger par-
ticles in order to decrease the free energy of the system.

To fulfil the condition for spreading, namely
AF < 0, the inequality

+ (3)

or

(7a« + (4)

if \AA3\ = \AAS\ = \AAas\, must hold.
The interfacial free energy yas is given by [10-13]

7as — y.ag y * * - (5)

where

= I/in, ~ U,strain (6)

Here, Uml is the interaction energy per unit interface
area between the two phases and t/s,rajn is the strain

References see page 229
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Table 1. Surface free energies, three-dimensional melting points
and Tammann temperatures (Tram) of oxides [14].

Oxide

A12O3

MgO

SiO2

TiO2

ZnO
ZrO2

y
(10"6Jcm-2)

68-70
90

110 115
110
60
39

28-38
90

59-80
113

T"
(K)

2323
2123
298

1870
298

2063
2125-2600

1423-2573
< 1423

Tmelt
(K)

2327

3073

1986

2173 (rutile)
2248
2988

TVam
(K)

1163

1536

993

1086
1124
1494

"Temperatures at which surface free energies were measured.

energy per unit area which is generated by the mis-
match of the lattices of the two phases. Combining eqs
4 and 5 gives

'ag (7)

i.e. f/as must be greater than two times the surface free
energy yag of the active phase for spreading to occur.

For predictions to be made as to whether or not
solid-solid wetting can in principal occur in a given
system, surface free energies must be known for the ex-
perimental temperature and environmental conditions
applied. Surface free energies of metals and pure binary
oxides have been compiled by Overbury et al. [14]. The
available data are typically measured near the melting
point of the material and the temperature coefficients
of the y values (which are of the order of magnitude of
-10 8Jcm 2 K"' [14]) are not known in most cases.
Surface free energies will also vary with the nature and
composition of the gas phase in an unknown form.
Therefore, tabulated values can only be used for order-
of-magnitude considerations. Surface free energies of
several metals and oxides, which bear relevance in het-
erogeneous catalysis, are summarized in Tables 1 and
2, respectively, together with their bulk melting points
rmcu and Tammann temperatures TTzm ~ 0.5Fme|t.

The ratio f/as/27ag is considered to be a measure for
the tendency toward spreading of phase a across the
surface of phase s (eq 7). In a microscopic picture, the
same ratio must also be a measure of the relative
strengths of interactions between the atoms of phase a
and those of phase s in the interface and among the
atoms of phase a themselves. The interactions between
the two phases arc complex in nature and may involve
dispersion, polar, and covalcnt interactions depending
on the chemical nature of the two phases.

Van Delft et al. [15, 16] have discussed the tendency
of monolayer formation versus crystallite growth of a
metal phase a on a substrate s. Deliberately ignoring
entropy effects, they calculated the difference AE in

binding energy per atom for an infinite number of
adsorbate atoms in either a monolayer or a cubic
crystallite:

monolayer bulk

(8)

If AZs<0, monolayer formation (spreading) will occur,
whereas AE » 0 predicts the nucleation of crystallites
(Volmer-Weber growth mechanism). For a small pos-
itive value of AE, flat islands may be formed. For low
coverages (finite number of adsorbate atoms), mono-
layer formation is favored over crystallite growth,
since the crystallite would have a finite size so that
the unfavorable contributions of the binding energies
of adsorbate atoms at the surface, and particularly at
edges and corners of the crystallite, would become rel-
evant [15]. The same authors also proposed that simi-
lar considerations may determine whether a layer-by-
layer growth (Frank-van der Merwe mechanism) or
growth of crystallites on top of a monolayer (Stranski-
Krastanov mechanism) will occur. They also pointed
out that this simple broken-bond model cannot be ap-
plied to systems of ionic solids (oxide-oxide) [16].

It must be noted that the thermodynamic treatment
of wetting and spreading given above, is strictly correct
only if the thickness of a film produced on a support
surface by spreading is large enough to be considered
as a bulk phase. As shown by Ruckenstein [17, 18], the
free energy change becomes dependent on film thick-
ness when the range of the interaction forces between
an atom at the exposed surface of the film and the
support is comparable to the thickness of the film. The
continuum approach of these authors shows that there
exists a critical film thickness for which the free energy
change assumes a maximum negative value, which
is typically of the order of interatomic distances and
hence corresponds to the thickness of a monolayer.

Ruckenstein [19] also analyzed the stabilities of small
crystallites relative to film formation. They showed that
there is a minimum crystallite radius rm above which
the crystallite state is thermodynamically more stable
than a film. This minimum radius depends on the con-
tact angle and hence, on the degree of wetting of the
support by the active phase:

rm =
1 — cos©

(9)

In eq 9, which is valid for thick films, h denotes the
film thickness. Note that rm becomes very large for
cos 0 = 1 (wetting situation), suggesting that the film is
always favored relative to crystallite formation. For
situations relevant to supported catalysts, the loading
of the support by active phase would generally be small
and, hence, the films would be thin. In this case, rm

becomes dependent on a parameter a, which is pro-
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Table 2.

_-

Metal
•

Cu
Ir
Fe

Mo
Ni
Pd
Pt

Rh
Ru

Surface free energies and Tammann

y(10-6Jcnr2)

135
225
185

225
180
150
180

200
225

ra(K)

1356
2683
1808

2890
1726
1827
2045

2239
2583

temperatures of selected metals

rTsm(K)

678
1342
904

1445
863
914

1023

1120
1292

Oxide

FeO

Fe2O3
MoO3

Re2O7

V2O5
WO,
ZnO

[113] and their oxides [14].

y(10-6Jcm-2)

59-73
105

36-40
5-7

3-4

8-9
10
9

Ta(K)

1573-1693
1683
1811
1068

600-800

963
1746

7Vam(K)

846

906
534

285

482
873
988

•Temperature of measurement.

portional to the difference of two quantities represent-
ing the strength of interactions between atoms of the
active phase (a-a interactions) and the strength of in-
teractions between a-atoms and s-atoms of the sub-
strate (a-s interactions). For thin films, the minimum
crystallite radius rm is then given by

rm = 1 - c o s 0 + <z/A2yag

If the a-a interactions are stronger than the a-s inter-
actions, the parameter will most likely be negative, and
if A is sufficiently small, rm can become negative. In this
situation, the crystallite state is always thermodynami-
cally favored over the film state. If, however, the de-
nominator of eq 10 becomes positive, when a-s inter-
actions are stronger than a-a interactions, then the
radius rm can become very large and positive. Under
these conditions, the film state may be the thermody-
namically preferred situation. For further details, the
reader is referred to the detailed treatment by Rucken-
stein[19].

Based on his thermodynamic treatment of wetting
and spreading, Ruckenstein [20] concluded, that surface-
phase transformations may occur. Below a critical load-
ing of the support, a submonolayer of active phase exists
on the support. Above the critical loading, large crys-
tallites will form in addition to the submonolayer (or
monolayer). It is most likely that submonolayer films
always exist in equilibrium with crystallites, although
the fractional coverage can be very low. Obviously,
these situations are closely related to the growth mech-
anisms of particles on the support surface.

b Qualitative Discussion of the Dynamics of Interfacial
Processes

The foregoing discussions on the thermodynamics of
wetting and spreading are limited to systems which arc

in their equilibrium state. This is not the case for many
solid catalysts and in particular not for supported cat-
alysts in which the support material is supposed to
stabilize small particles of the active phase. Because of
the resulting high dispersions and high surface areas,
such systems are typically in a state of high surface
free energy. During heating and/or during catalytic re-
actions, these materials therefore have a high tendency
to sinter, thereby decreasing the exposed surface area
and the surface free energy of the system. Especially,
supported metals tend to age via crystallite growth.
Under certain conditions and for certain combinations
of active phase/support materials, the surface area of
the active phase, especially oxides, being exposed to the
chemical environment can be increased. Redispersion
or spreading may occur. Sintering, redispersion and
spreading are dynamic processes which drive a given
system toward its equilibrium state. The extent of sin-
tering or dispersion of a given catalytic material de-
pends on several parameters including time of treat-
ment or use, temperature, gas phase composition,
presence of additional species on the support surface,
and the properties of the support and of the active
phase. Here, the surface free energies of the two com-
ponents and the two-dimensional mobility (surface dif-
fusion coefficients) of atoms, molecules or clusters of
the active phase are of special importance.

The formation of highly dispersed particles or crys-
tallites in the synthesis process of, for example, a sup-
ported metal catalyst, is governed by nucleation and
growth mechanisms (vide supra) that have been de-
scribed in the literature [15, 16, 21-23]. For sintering or
redispersion (spreading and film formation) to occur,
particles or atoms, molecules or clusters of the active

References see page 229
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phase must become mobile. As a rule of thumb, the
Tammann temperature (in degrees K)

* 0.572* (11)

is considered to be sufficient to make atoms or ions of
the bulk of a solid sufficiently mobile for bulk-to-
surface migrations, whereas the Huttig temperature
(approximately one-third of the bulk melting temper-
ature) is enough to make the species already located on
the surface sufficiently mobile to undergo agglomer-
ation or sintering. Ruckenstein [13, 24] has shown
that the enhanced mobility can be associated with the
two-dimensional melting of the surface of a solid par-
ticle that leads to a liquid-like behavior of the surface
layer. A theory of two-dimensional melting has been
advanced by Kosterlitz and Thouless [25] which is
based on the dislocation pairs model of melting. The
two-dimensional melting temperature is given by

where m is the atomic mass, k the Boltzmann constant,
h Planck's constant, a the lattice parameter, and 9 the
Debye temperature. It turns out that 7̂ j"e*

m as given by
eq 12 is proportional to the bulk melting temperature
as obtained by Lindemann [26] with the propor-
tionality constant being close to 0.5, the value used in
the definition of the Tammann temperature. Values of
bulk melting temperatures of catalytically relevant
metals and oxides are summarized in Tables 1 and 2,
respectively.

Baker [27] observed mobilization of small particles
of several metal oxides on graphite at a temperature
(the so-called mobility temperature) that was identical
to the Tammann temperature. Thus, at least in systems
exhibiting relatively weak interactions between active
phase and support surface, particle mobility may be
induced at this temperature. The particle migration
may perhaps be described as a floating of the active
phase particle on the liquid-like surface layer.

For the sintering of small (metal) particles situated
on a support surface, several simple mechanisms have
been proposed:

(i) migration of crystallites and their coalescence [28,
29];

(ii) emission of atoms from small crystallites and their
capture by large ones by Ostwald ripening [30-34];

(iii) a combination of the two previous mechanisms
[32].

The theoretical treatment of these various mecha-
nisms has been reviewed by Ruckenstein [35]. The
essential features of sintering (of metal particles) can be
qualitatively summarized on the basis of these simple
processes. Consider a supported metal catalyst with
a broad particle-size distribution ranging from single

atoms to large particles. Single atoms may migrate
across the surface of the support at sufficiently high
temperatures and be captured by particles. Simulta-
neously small particles can migrate across the surface
and coalesce when they encounter each other or large
ones. This process can be diffusion-controlled if the in-
teraction between two particles in contact are so strong
that they form a single particle within a time that is
short compared to the time of migration. If, however,
the coalescence of two particles into one is slow com-
pared to the diffusion time, the process is said to be
coalescence controlled or interface controlled.

The migration rate of particles is size (i.e. mass) de-
pendent. Small particles, being the mobile ones, will
therefore tend to be exhausted and further sintering can
only occur if the remaining (slow or immobile) particles
will emit atoms that migrate from smaller particles to
larger ones by which they are captured. It can be
shown that there exists a critical radius for the particles
[32]. Those particles that have a radius r smaller than
the critical radius rc will loose atoms while particles
with r > rc will gain atoms and grow bigger. This is,
of course, the mechanism of Ostwald ripening. As
indicated in the previous section, monolayer or sub-
monolayer films can coexist with particles. If there is a
particle size distribution with small and large particles
being present, atoms will be emitted to the film by the
small particles and captured by the larger ones because
the film is undersaturated relative to small ones but
supersaturated with respect to the large ones. This
process can be considered as global ripening and
should preferentially be operative at high metal load-
ings. Alternatively, direct ripening may occur at low
metal loadings whereby atoms arc transferred directly
from small particles to large ones without involving the
two-dimensional film of single atoms.

It is clear that the sintering process can be globally
dominated by either particle migration or single atom
migration. The properties of the support and active
phase of the considered catalyst system determine
which of the two possible pathways will be dominantly
chosen. Ruckenstein and Dadyburjor [32] considered
a sintering mechanism in which single atoms and clus-
ters of atoms are emitted from particles, particles of
all sizes migrate at size-dependent rates, two particles
(including single atoms) that collide, tend to coalesce.
The theoretical treatment provided by Ruckenstein and
Dadyburjor [32] takes into account the effects of metal
loading, two-dimensional solubility, diffusional and in-
terfacial processes for all sizes. All these models how-
ever, cannot fully describe the mechanisms of sintering
because they still disregard the influence of wetting
phenomena. Wetting determines the surface contact
between support and active phase and therefore affects
the migration of the active-phase particles across the
support surface. Moreover, the two-dimensional film
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serving as a pool of single atoms in global ripening
must be formed via the spreading of a submonolayer of
atoms from the crystallites.

In all the models discussed so far, the support surface
was assumed to be flat. In fact, very many case studies,
particularly of supported metals, have used flat, low-
surface-area substrates. However, Wynblatt and Ahn
[36] have demonstrated that surface curvature does
affect the surface free energy, the growth of particles
(sintering) via particle migration and interparticle
transport. Therefore, the sintering process of practical
supported catalysts which frequently use high-surface-
area, porous supports must be significantly more com-
plex than described by the simple models.

Redispersion processes are very closely related to
wetting and spreading phenomena. Inspection of the
data accumulated in Table 2 shows that typically the
surface free energies of metals are higher than those of
the respective oxides. Hence, the thermodynamic con-
dition for spreading (eq 7) on the surface of an oxide
support is more likely to be fulfilled for supported
metal catalysts in an oxidizing atmosphere, particularly
when strong chemical interactions (compound for-
mation) are occurring, thus increasing the value of f/as.
It appears that smaller particles spread on the support
surface more easily than larger ones do. This phenom-
enon has been interpreted by Ruckenstein and Chu [37],
by introducing a critical radius rc for spreading (which
obviously is very closely related to the critical radius
for particle growth by emission and capture of atoms
(vide supra)). Smaller particles have a higher dis-
solution pressure than larger ones, and thus develop a
higher tendency towards spreading. Particles with a
radius smaller than rc can spread completely across
the support surface as a monolayer patch.

It is for the above reasons that rejuvenation of sup-
ported metal catalysts is typically performed in oxidiz-
ing atmospheres. However, redispersion mechanisms
may be much more complex than indicated since frag-
mentation of particles may also occur during the ther-
mal treatments in oxidizing atmospheres (see sub-
section C).

Several oxides which are used as active phases in
supported oxide catalysts or catalyst precursors are
also capable of spreading on typical support materials,
such as alumina or titania [3, 8, 9]. Two driving forces
may be principally involved in the spreading process.
One is the concentration gradient of the active phase
which might induce independent atom/molecule dif-
fusion onto the support surface. Haber and co-workers
[5, 38], however, argued that surface diffusion should
be very slow in oxide systems in the temperature ranges
frequently encountered in the solid state synthesis of
oxide systems, because of the typically high values of
the lattice energies of oxides. Therefore the variation
of the surface free energy along the interface of a bi-

M ^ ^
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Figure 2. Schematic representation of surface transport pro-
cesses: (A) unrolling-carpet mechanism; (B) transport by defect
diffusion.

nary oxide system must be considered as the dominant
driving force. The overall surface free energy in such a
system can be minimized through the expansion of re-
gions with a low surface free energy and contraction of
those with high surface free energy. The gradient of the
surface free energy along the surface creates a shear
stress on the supported oxide phase and the molecules
of this phase may then migrate under the action of this
stress from regions of lower to those of higher surface
free energy.

As discussed above, surface melting may occur at the
Tammann temperature. The mechanism of spreading
in powder mixtures of oxides has therefore been de-
scribed [9] as a migration of species from a liquid-like
surface layer of one solid across contact boundaries
between grains onto the surface of the support, where
they may be immobilized again if the interaction en-
ergy t/im is sufficiently high. A thin film (possibly a
single atomic or molecular layer) may thus extend from
the contact boundary between the particles onto the
support surface. Further transport of the active oxide
material can then be envisaged to occur via migration
of the active species over the film surface toward the
leading edge of the film where they would ultimately be
trapped again on the support surface. This process may
be described as an unrolling carpet mechanism [39]
which is schematically represented in Fig. 2. One may
expect that once a monolayer of active material has
formed on the support, excess active phase is forming
crystallites. Depending on the individual properties of
the interacting oxide materials, formation of thick films
(several molecular layers) or islands (particles) with
finite contact angle may also occur [13] (vide supra).

Still another model for the spreading of an active
oxide (V2Os) under oxidizing conditions onto the sur-
face of a support (anatase) was proposed by Haber
et al. [40]. In this model, the active phase crystallite
spreads spontaneously at the beginning of the thermal
treatment (hot plate effect) which leads to amorphiza-
tion of the active phase. Thereafter the spreading is
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Figure 3. Schematic representation of metal-support interactions (adopted from Ref. 16).

assumed to be diffusion-controlled. Since migration of
active phase across the monolayers already formed was
found to be highly improbable, it was proposed that
spreading in this second stage occurs by diffusion of
defects (vacancies) through the monolayer [39], these
defects being refilled at the interface between the
monolayer and the amorphous active phase (see Fig.
2). Most probably this transport via vacancy diffusion
can only occur if the interaction between active phase
and support is sufficiently weak for vacancies in the
monolayer to be formed under the applied thermal
conditions.

It may be interesting to note that Neiman [41] has
recently proposed a mechanism for cooperative trans-
port processes in complex oxide materials involving V,
Nb, Mo, and W. In this model, it is assumed that the
mobile species are MeO.v complexes (because of the
high covalence of the Mc-O bonds) which migrate by
rearrangement of the Mc-O bonds in regions of local
amorphization and quasi-melting of the lattice. It may
be speculated that similar processes also occur during
spreading of two-dimensional films across the surface
of supports.

C Supported Metal Catalysts
The various stages of the preparation and thermal
treatments of supported metal catalysts arc very sche-
matically illustrated in Fig. 3. A very similar presen-
tation was earlier given by van Delft et al. [16]. Typi-
cally, the support is impregnated with a metal salt (sec
Section A.2.2.1.1) which serves as the metal precursor
and should be well dispersed. Small metal particles
may be formed by either direct reduction under mild
conditions or by reduction after an intermediate oxi-
dation step. Mild oxidation will lead to thin oxide films
spread out on the support or to small oxide particles,
where particles and film may also coexist. More severe
treatments in oxidative atmospheres can lead to the

formation of surface compounds (e.g. spinels) which
again may coexist with oxide particles. Continued re-
duction or thermal treatment in reducing atmosphere
under more severe conditions can induce several pro-
cesses, depending on the nature of the metal and of the
support. If the metal is mobile and strong cohesive in-
teractions are operative sintering will occur, whereas
the metal particles may spread out and form flat islands
(pill-box) if the metal-support interactions are strong.
If, in contrast, the support is mobile and strong adhe-
sive interactions come into play, the metal particles can
become encapsulated and the so-called SMSI state
(strong-metal-support-interaction) may be induced.

It is clear that wetting and spreading phenomena are
significantly involved in all steps indicated in Fig. 3.
Rather than report on the many studies on sintering
and rcdispersion in practical supported metal catalysts.
the following discussion briefly highlights some model
studies which have been nicely reviewed by Rucken-
stein et al. [1].

a Sintering and Redispersion
Chen and Ruckenstein [42] have performed a mecha-
nistic study of the sintering of Pd on alumina by
transmission electron microscopy (TEM) using model
catalysts. These consisted of thin self-supporting and
electron-transparent 7-AI2O3 films onto which Pd
metal was vacuum evaporated. The resulting thin Pd
film was transformed during treatment in flowing H :

into crystallites in the diameter range 1 -7 nm. Starting
from this situation, the effects of additional heat treat-
ments in H2 at various temperatures and for increasing
periods of time were studied by TEM. The time se-
quences of changes in size, shape and position of indi-
vidual particles at 923 K. indicated that the major pro-
cesses occurring were large-scale crystallite migration
and coalescence, because a large number of small
crystallites were shown to disappear without change of
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size with the average diameters of crystallites simulta-
neously growing. Interestingly, crystallites having di-
ameters as large as 7.5 nm did migrate at 923 K, while
some smaller ones appeared to be immobile. Thus,
mobilities of crystallites are not only dependent on size.
Small crystallites may be trapped in valleys or pits of a
rough surface, whereas larger ones, which contact only
the tips of the ridges on the surface may travel with
greater ease. In addition, the local surface morpholo-
gies may affect the interaction forces between particles
and support surface. Although the size of small par-
ticles did not in general decrease before they dis-
appeared, the possibility of Ostwald ripening could not
be excluded. In fact, in localized regions where a few
small crystallites were located in close vicinity to larger
ones, the former decreased in size and then dis-
appeared. This observation was interpreted as being
due to direct ripening (vide supra).

Under more severe H2 treatment, facetting of crys-
tallites larger than 12.5 nm also occurred.

Particle migration (up to 8nm particles migrated
over 25 nm at 773 K) was also observed for Pt on alu-
mina [43]. The two major mechanisms of sintering of
supported Pt crystallites appeared to be (i) short-dis-
tance, direction-selective migration of particles fol-
lowed by either collision and coalescence or by direct
transfer of atoms between the two approaching par-
ticles, or (ii) localized direct ripening between a few
immobile, adjacent particles.

Chen and Ruckenstein [44] also investigated the be-
haviour of large Pd crystallites on y-Al2O3 model sup-
ports in O2 atmospheres in the temperature range 623-
1193 K. The Pd crystallites are oxidized to form PdO at
temperatures below the decomposition temperature of
1143 K. Since the surface free energy of PdO is smaller
than that of Pd metal (Table 2), the crystallites ex-
tended on the support surface to a smaller wetting an-
gle as expected. Spreading under oxidizing conditions
occurs because the surface free energy of the metal
oxide yag and the interface free energy yas between
the oxidized palladium and the alumina support are
smaller. As can be seen from eq 5, yas is smaller be-
cause yag is smaller and the interaction energy C/as is
larger for the metal oxide than for the metal.

However, additional much more complex phenom-
ena have been observed. Depending on crystallite size
and temperature conditions, the formation of porous
structures, of torus-like particles, the extension of par-
ticles developing irregular leading edges with pits and
cavities, and ultimately tearing and fragmentation was
observed in 1 bar O2 over the temperature range men-
tioned. The pit formation was explained as a surface
tension gradient-driven phenomenon (perhapsenhanced
by a wetting-produced stress), and/or as a consequence
of crack propagation caused by stress, which was in-
duced by wetting and enhanced by the oxidation of

the freshly exposed surface at the tip of the crack.
The formation of the torus-like particle was attributed
to incomplete oxidation of larger particles at lower
temperatures.

It should be noted that, at temperatures higher than
the decomposition temperature of bulk PdO in 1 bar
O2, the palladium particles sintered and formed fac-
etted crystallites.

Very similar phenomena were observed by Rucken-
stein and Lee [45] when Ni supported on model alu-
mina films was treated in O2 atmospheres. Extension of
the particles leading to a torus shape during heating
was reported, the torus being divided into interlinked
subunits and containing small crystallites within the
ring. The extension of the oxidized Ni particles is ob-
viously due to the lower surface free energy of NiO and
to the lower interfacial free energy between the NiO
and the alumina support as outlined above for the Pd-
alumina system. However, the interfacial free energy
yas can be extremely small (perhaps even negative
under nonequilibrium conditions) when strong chem-
ical interactions or surface compound formation in-
crease the interaction energy C/as in eq 5. In contrast to
PdO, NiO has a high tendency toward surface spinel
formation in contact with alumina [46, 47], and hence
t/as should be large. Therefore, under dynamic oxida-
tion conditions, the large decrease in the dynamic value
of yas and the simultaneous decrease of yag, can very
significantly increase the driving force for spreading.
Spinel formation starts at the interface between the
NiO particle and the alumina support and propagates
into the latter. The surface spinel layer grows until the
rate of formation is slowed down by a large diffusional
resistance. The interaction energy t/as is only large
during the formation of the surface compound and de-
creases again for the interaction of the NiO with the
surface spinel. Therefore, when C/as is plotted against
time, it passes through a maximum while, correspond-
ingly, yas passes through a minimum (which can be
negative) as illustrated schematically in Fig. 4. Al-
though there may also be thermodynamic reasons for
the appearance of the torus-shaped NiO particles,
Ruckenstein and Lee [45] could also explain their for-
mation as a kinetic phenomenon. They suggested that
very rapid spreading takes place as soon as the surface
spinel starts forming because of the resulting large
driving force for wetting, and that this may lead to the
formation of the torus shape by stress-simulated frac-
ture of the crystallites.

In a similar study, Sushumna and Ruckenstein [48]
demonstrated that the composition of gas atmosphere
can be of critical importance for the detailed be-
haviour of Fe supported on alumina catalysts. Even
trace impurities of O2 and H2O in H2 in the ppm range
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time

Figure 4. Time dependence of {/as and ya5 (adopted from Ref. 1).

had detectable effects on the sintering behavior of Fe
particles.

Industrial regeneration techniques [49] of supported
metal catalysts typically involve oxidation/reduction
cycles. Redispersion is achieved during thermal treat-
ments in oxidative atmospheres containing O2, water,
halogens and others [50] often as mixtures since the
UdS, interaction energies and, thus, the tendency to-
wards wetting and spreading of the active phase onto
the support surface is strongly enhanced under those
conditions. As a consequence, highly dispersed metal
particles may be formed under subsequent mild reduc-
tion conditions.

An interesting case of wetting-nonwetting transition
under reaction conditions was recently described by
Clausen et al. [51]. By measuring the changes of Cu
Cu coordination numbers by EXAFS for a Cu/ZnO
catalyst, these authors inferred that small metallic Cu
particles dynamically changed morphology, when the
oxidation potential of the H2O/CO/CO2/H2 gas phase
was varied by changing the partial pressure of the
components. The morphology changes were attributed
to wetting-nonwetting phenomena which were due to
gas phase-induced changes of the interaction energy
between Cu metal and the ZnO support. Essentially no
changes of morphology were detected for Cu/SiOi
catalysts.

b Strong Metal Support Interactions (SMSI)
As schematically shown in Fig. 3, two extreme sit-
uations may occur during thermal treatment at high
temperature (>773 K.) in reducing atmospheres. If the
support is immobile and strong interactions occur be-
tween metal particle and support, the metal may spread
out on the support surface and form flat islands (pill-
box model). If, however, the metal has a high melting
point and the support is mobile, then encapsulation of
the metal particle may occur by wetting of the metal by
support oxide. Since Taustcr and co-workers [52, 53]
first reported that the chemisorption capacity for H:

and CO decreased dramatically for supported metal
catalysts in the SMSI state, there has been continuing
discussion as to whether the phenomenon was caused
by electronic or by geometric/morphological effects
[1, 54, 55] (see Section A.3.2.4). The encapsulation or
decoration model was proposed because of the failure
of the electron transfer models to explain the behavior
of large particles supported on titania [56-58]. How-
ever, electron transfer effects may also be important
contributions for the encapsulation to occur. The phe-
nomenon of encapsulation can be explained in terms of
wetting and spreading.

The SMSI effect has been observed for support
materials such as TiC>2, V2O5, Nb2C>5, and Ta2Os. In-
spection of the surface free energies of these oxides (see
Table 1), show that they are smaller than those of other
supports such as SiO2, AI2O3, ZrO2, MgO which do
not manifest SMSI. Considering the unrealistic sit-
uation of the formation of a thick oxide film on the
metal particle, low ysg values (the support must spread
for encapsulation of the metal) would be favorable for
spreading as the ratio f/sa/2ysg would increase. The
driving force for spreading would even further increase
if the interaction energy U^ between the metal and the
support oxide is large. It should be noted that the ox-
ides that manifest SMSI are reducible, and it is gen-
erally accepted that partial reduction (possibly cata-
lyzed by the metal) of the support is a prerequisite for
encapsulation to occur [1, 54, 55]. Electron transfer
from the oxide support to the metal may in fact occur
with greater ease if the oxide is in a reduced state. This
would increase U^, and significantly enhance the driv-
ing force for spreading. It should, however, also be
noted that the surface free energies of reducible oxides
increase if they become oxygen deficient, and that their
melting points simultaneously increase. Therefore, the
driving force for spreading and the mobility of the ox-
ide decrease in the reduced state. These effects may in-
fluence the tendency toward encapsulation, although
the enhancement of the interaction term f/sa seems to
overcompensate them.

In reality, the strong interactions are short range,
and therefore the oxide film forming on the metal par-
ticle is expected to be a monolaycr or submonolaycr
film. The driving forces involved are therefore the con-
centration gradient of the oxide and the gradient of the
surface free energy along the metal surface which leads
to shcar-strcss-induccd migration of oxide molecules
across the metal surface, as already discussed above.

Several studies have been reported in which mode!
TiO: thin films were used as supports, which clearly
demonstrated the metal particle encapsulation [59. 60].
Linsmeicr ct al. [61] and Taglaucr and Knozingcr [62]
have studied the behavior of Rh which was evaporated
onto an clcctrochcmically produced TiO: (anatasc) film
using low energy ion scattering (LE1S; sec Section
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Figure 5. Low energy ion scattering on Rh/TiC>2 model catalysts: (A) structure models; (B) expected intensity profiles; (C) experimental
intensity profiles (adopted from Ref. 62).

A.3.2.1.2) as a surface-sensitive analytical technique.
Figure 5(A) shows two models for supported metal
catalysts, namely (a) a monolayer of atoms A on the
support surface S; and (b) small islands of atoms A
which are encapsulated by support S. Figure 5(B) rep-
resents the corresponding profiles that are expected for
the two models when the scattering intensity ratio
/A//s is plotted versus the fluence (total number of He+

ions impinging on the surface). Experimental results
for the Rh/TiC>2 model catalyst after mild H2 treat-
ment at 723 K (non-SMSI state) and after severe H2

treatment at 773 K (SMSI state) are shown in Fig.
5(C). The experimental profile obtained after low tem-
perature treatment resembles that of a highly dispersed
metal film, whereas the profile after high temperature
treatment passes through a maximum and clearly in-
dicates the encapsulation of the Rh particles. A rough
estimate showed that the fluence at the position of the
maximum corresponds to the average value required to
sputter one monolayer of oxide. This result nicely re-
lates to the prediction made above for the expected film
thickness.

c Bimetallic Catalysts
Surface segregation phenomena and the surface com-
position of bimetallic catalysts are controlled by the
surface free energies of the constituents of the bi-
metallic particles. The deposition of metal on metal in
relation to bimetallic catalysts has been discussed by
Dodson [63].

Particularly interesting systems in the context of
wetting are bimetallic supported catalysts containing

two metals that are immiscible in the bulk, such as Ru
and Cu. Sinfelt ad co-workers [64, 65] first reported on
a Cu-induced suppression of hydrogen chemisorption
for SiC>2-supported RuCu catalysts; this observation
was consistent with the structural model of the bi-
metallic particles consisting of a Ru core encapsulated
by a Cu layer, which was developed by Sinfelt et al.
[66] on the basis of EXAFS results. Several surface
science studies also demonstrated the formation of
Cu films on the surface of Ru single crystal surfaces
[67, 68] and infrared studies of CO chemisorption
on RuCu/SiC>2 catalysts supported the encapsulation
model [69]. The available experimental evidence there-
fore clearly demonstrates that - although the two
metals do not form binary allows - Cu does wet the
Ru. The surface free energy ycu of Cu is relatively small
(see Table 2) and lower than that of Ru. Moreover,
surface science studies on single crystal model systems
[70] and infrared spectra of chemisorbed CO on RuCu/
SK>2 catalysts [69] showed that electron transfer occurs
from Cu to Ru. This electron transfer contributes to
the strength of interaction between the two metals at
the interface and presumably leads to a ratio £/RUCU/
2ycu > 1, so that the spreading condition for Cu across
the surface of Ru is fulfilled.

D Supported Oxide Catalysts
Supported oxides of transition metals, particularly of
groups Vb (V), VIb (Cr, Mo, W) and Vllb (Re) are
widely used as catalysts or catalyst precursors for vari-

References see page 229
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ous industrially important reactions. These so-called
monolayer-type catalysts are formed when one metal
oxide (mobile active phase) is dispersed on the surface
of a second metal oxide (immobile support). Typical
catalyst supports in industrial applications are tran-
sition aluminas, silica, and titania. Inspection of the
data summarized in Table 1 indicates, that the surface
free energies of these support oxides are higher than
those of the mentioned transition metal oxides. As-
suming the formation of thick films, the spreading
condition of eq 7, namely £/as/2yag > 1, must be ful-
filled. Unfortunately the interaction energies £/as are
practically always unknown. However, it has been ar-
gued [71] that chemical contributions to Uas should be
high if the two components have a tendency to form a
ternary oxide via solid-state reactions. In this case the
spreading condition should be fulfilled. Based on these
arguments, the experimentally observed spreading of
MOO3 on alumina and titania could be explained [71]
since both supports form bulk ternary oxide phases
with MOO3 (Al2(MoO4)3 and Ti(MoC>4)2, respectively)
at higher temperatures, although these are not detected
under the spreading conditions. In contrast, MoO3 is
not known to undergo a solid-state reaction with silica,
and consequently spreading of MOO3 on the surface of
silica was not observed [71].

As already mentioned above, the interaction forces
between active phase and support are short range and
should be restricted to the interface. Therefore, the
driving forces for spreading are expected to decrease
significantly once a molecular monolayer is formed. As
a consequence, oxide particles or crystallites of the ac-
tive phase are expected to form when the loading by
the active oxide exceeds the theoretical monolayer ca-
pacity of the support. Experimental evidence for this
situation has in fact been reported in the literature [9].

These principles can be applied for the preparation
of supported oxide monolayer catalysts from mechan-
ical mixtures, the advantage of this route being that the
handling of solutions for impregnation can be avoided.
However, for efficient spreading to occur, the two
components of a powder mixture must be brought into
intimate contact and optimal mixing is required so as
to obtain a homogenous product. Moreover, the active
(and mobile) phase must be present as crystallites hav-
ing diameters below a critical value (see eqs 9 and 10),
since otherwise the crystallite state may be thermody-
namically more stable than the film. Grinding or mill-
ing is therefore usually applied to the powder mixture
prior to thermal treatments. Often these processes are
not well controlled when powder mixtures are prepared
for solid-state synthesis of bulk products or supported
catalysts, although they must be expected to influence
the reactivity of the powders very significantly.

Grinding will certainly influence the grain sizes and
grain-size distributions, and thus the rates of spreading.

Also, the two-dimensional melting temperature should
be dependent on the grain size (curvature). Several ad-
ditional phenomena occur in the very complex grinding
process that must influence the spreading and reactivity
behavior of powder mixtures [72-74]. During grinding,
several particles are simultaneously and repeatedly sub-
jected to stress application in the grinding zone. With
each stress application, several fractures may occur in
each particle. Cracks will be initiated and will prop-
agate; flaw interaction in a particle, secondary break-
age, and interaction of particles with each other will
occur. The physical and chemical interaction between
particles and the grinding environment, and the trans-
port of material through the grinding zone will also
affect the nature of the product obtained. Occasionally
material transport between chemically distinct particles
may already lead to spreading during the grinding and
milling procedure. This may particularly occur when
crystallites are involved that have layer structures (e.g.
V2O5), so that stress application may lead to exfoliation
processes. Even solid-state reactions in bulk phases can
be induced by mechanical activation of solid materials
and several tribochemical processes have found tech-
nological application [75]. For example, Angelov and
Bonchev [76] have reported on the formation of a Cu-
rich surface layer on Co3O4 by mechanically treating
a powder mixture of CuO and CO3O4 in a friction
grinder. These reactions are believed to occur due to
strong local temperature increases which may lead to
melting of microscopic zones within contact regions.

The effect of mechanical stress applied to MoO-,
by grinding in a planetary mill have recently been
studied by Mestl and co-workers [77-79]. It was shown
that the crystallite sizes decreased from an initial value
of about 1 fim to 50 nm, with some ultrafinc amor-
phous material also being produced. The BET surface
area simultaneously increased from an initial value of
1.3m2g ' to 32m2g~'. A substoichiometric MoOi x

was formed during grinding. The presence of shear de-
fects was indicated by XRD, and Mo5+ was detected
by ESR and optical spectroscopy. When this milled
MOO3 was gently mixed with alumina without apply-
ing additional mechanical stress, and then thermally
treated in O? at 823 K. (melting point of bulk MoOi is
1068K), in situ high temperature Raman spectroscopy
demonstrated the existence of a surface melt of mo-
lybdenum oxide which transformed into a glassy MoO?
surface phase on quenching to room temperature [80].
The experiments described by Mcstl et al. [80] clearly
showed the higher reactivity of the milled MoO.3 and
its more efficient spreading on the alumina surface as
compared to the initial low-surface-area material.

Since the reported literature has been summarized
in several recent review articles [3, 8, 9], we will only
briefly describe a few experimental studies on spreading
in oxide mixtures.
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a Molybdenum-based Catalysts
The most thoroughly studied supported oxide systems
are those involving molybdenum oxide as the mobile
phase. As already mentioned, spreading of MOO3 in
physical mixtures was observed on the surfaces of alu-
minas and titania (anatase) but not on silica; the reason
for the different behavior of these support oxides was
thought to be connected with the interaction energy
(/as between MOO3 and the support materials [71].
Highly dispersed molybdenum oxide surface phases
were also detected on MgO [81, 82] and on SnO2 [81].
It is interesting to note that MOO3 and MgO undergo a
solid state reaction to form MgMoC>4.

The transport of MOO3 across the surface of alu-
mina was demonstrated in several model experiments.
Hayden et al. [83] prepared molybdenum oxide on a
graphite support. Because of the weak interaction be-
tween these two components, MOO3 particles were
formed. This material was then mixed with AI2O3 and
studied by controlled atmosphere electron microscopy.
MOO3 particles were mobile on the graphite surface at
930 K and spontaneously disappeared when they con-
tacted alumina grains. This observation was explained
by rapid spreading of the MOO3 over the AI2O3 sur-
face, and related to the higher surface free energy of
alumina as compared to graphite. It should, however,
be emphasized that the large interaction energy £/as

between MOO3 and AI2O3 is crucial for the large driv-
ing force for spreading. Leyrer et al. [84] used model
samples which consist of an alumina wafer in contact
with a MOO3 wafer forming a sharp dividing line.
Concentration profiles across the dividing line between
the two oxides were measured by Raman microscopy
with a lateral resolution of approximately 20 /im. The
results clearly demonstrated that MOO3 was in fact
transported onto the y-AhC^ surface at 800 K in
streams of either dry or humid O2 whereby the initially
sharp concentration profile became diffuse and reached
widths of several hundred (up to 1000/im) micrometers
after 100 h. It was also shown that the presence of
water vapor increased the rate of spreading, and led to
the formation of a surface polymolybdate (vide infra).
These model experiments also enabled gas phase
transport and surface diffusion in a concentration gra-
dient to be discounted as possible mechanisms for the
migration of MOO3, since no transport occurred onto a
SiC>2 wafer in an analogous experiment. This result
again emphasizes the crucial importance of the inter-
action energy in fulfilling the spreading conditions
given by eq 7.

Spreading of polycrystalline MOO3 in powder mix-
tures with y-ANCb and TiC>2 (anatase) was indicated
by the disappearance of the X-ray diffraction pattern
of MoOi after thermal treatment, provided that the
MOO3 content remained below a certain limit [8, 85,
86]. This limiting MOO3 content was determined as

H e + - MoO3/TiO2

0.4- a: physical mixture
b: 720 K, 24 h H2O sat.

4 8 12 16
FluenceUO16 ions/cm2)

Figure 6. LEIS intensity profiles for MOO3/T1O2 catalyst: (a)
physical mixture prior to thermal treatment; (b) after thermal treat-
ment for 24 h at 720 K in an O2 flow saturated with water vapor.

0.12g MOO3 per 100 m2 of both alumina and titania,
and was interpreted as corresponding to the monolayer
capacity. More direct evidence for spreading has been
obtained by surface-sensitive techniques such as XPS
[8, 9, 85-87] and LEIS [8, 9, 62, 71, 88, 89]. As an ex-
ample, Fig. 6 shows ion scattering data which clearly
support the spreading of MOO3 on TiC>2 during ther-
mal treatment at 720 K. In the figure, the intensity of
He+ ions backscattered from Mo atoms relative to that
of He+ backscattered from Ti atoms is plotted against
the fluence (=total number of He+ ions that have im-
pinged on unit surface area). Profile (a) represents the
one characteristic of the physical mixture prior to
thermal treatment; the second profile (b) was obtained
after thermal treatment of the same mixture at 720 K
for 5 h in a flow of oxygen saturated with 32 mbar H2O
vapor. The intensity ratios extrapolated to zero fluence
are characteristic of the virgin surface being unaffected
by sputtering processes. This value is very low for the
starting physical mixture consisting of grains of AI2O3
and small crystallites of MOO3. Because of the surface
sensitivity of the LEIS technique, the Mo/Ti intensity
ratio extrapolated to zero fluence is expected to ap-
proach infinity if a monolayer of molybdenum oxide is
formed on the TiC>2 surface. Profile (b) indeed steeply
rises near zero fluence and thus strongly supports the
spreading of MOO3 on TiC>2. Similar results were ob-
tained with alumina as the support. LEIS experiments
also verified that spreading of MOO3 on both supports
occurred in O2 in the presence and in the absence of
water vapor.

References see page 229
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Figure 7. Raman spectra of a physical mixture of 9 wt% MOO3-
AI2O3 prior to thermal treatment (bottom) and after calcination
at 723 K in a stream of O2 saturated with water vapour for 10 and
30 h (adopted from Ref. 90).

Neither XPS nor LEIS provide structural infor-
mation of the molybdenum oxide overlayers on the
support surfaces. Therefore, laser Raman spectroscopy
(LRS) [9, 71, 81, 88-90] and X-ray absorption spec-
troscopy [91, 92] have been applied to elucidate the
structural characteristics of the two-dimensional oxide
films. LRS emphasized the role of water vapor for the
structure formation. As a representative example, Fig.
7 shows spectra of MOO3-AI2O3 mixtures [89]. The
bottom spectrum is characteristic for the oxide mixture
prior to thermal treatment and represents the signature
of polycrystalline MOO3. When the mixture was ther-
mally treated in water-free O2, the same spectrum was
obtained for the dispersed oxide film, suggesting that
the X-ray-amorphous film still preserved the structural
characteristics of MOO3. Figure 7 also shows the spec-
tra of the MOO3-AI2O3 mixture after thermal treat-
ment in humid O2 obtained after 10 and 30 h. These
spectra demonstrate the chemical transformation of
MOO3 into a surface heptamolybdate (spectrum after
30 h) with an intermediate monomeric MoO^~ anion
being detectable by the characteristic band at 915 cm"'.
These conclusions were supported by X-ray absorption
five structure spectroscopy (EXAFS) [91] for the
MOO3-AI2O3 mixture and by the preedge and X-ray
absorption near-edge (XANES) structure for the
MoO3-TiO2 system [92].

The chemical transformation of MOO3 into a sur-
face polymolybdate on AI2O3 and TiCh was de-
scribed as being due to the intermediate formation of

MoC>2(OH)2, a reaction which is known to occur under
the experimental spreading conditions [93]:

MOO3 + H2O ^ MoO2(OH)2 (11)

This oxyhydroxide was assumed to react with basic
surface hydroxy groups [OH"]S to yield the monomeric
surface molybdate [MoO^^ that was detected by LRS
as an intermediate (see Fig. 7):

MoO2(OH)2 + 2[OH-]S ^ [MoO^], + 2H2O (12)

These intermediates subsequently undergo conden-
sation with formation of the surface polymolybdate
if the local concentration of the monomer becomes
sufficiently high.

Since gas-phase transport and diffusion in a concen-
tration gradient could be excluded (vide supra), trans-
port of the molybdenum oxide via the unrolling carpet
mechanism was proposed [9] (Fig. 2). However, mi-
gration via defect diffusion may still be an alternative.
Recent in situ LRS studies [80] indicated the presence
of a liquid-like layer containing monomers and
oligomers of MOO3 which might be considered as the
migrating species.

b Vanadium-based Catalysts
The spreading of V2O5 on alumina and titania has
been studied intensely because of the importance of
these monolayer-type materials as catalysts for se-
lective catalytic oxidation (see Sections B.4.6.2 and
B.4.6.6) and for selective catalytic reduction of NO,
(Section B.1.2). V2O5 has a low melting point, and
hence high mobility under mild temperature con-
ditions. It also has a low surface free energy and prob-
ably undergoes strong interaction with supports such
as alumina since it forms the ternary oxide AIVO4.
Thus, the spreading condition t/as/2yag > 1 should be
fulfilled. Moreover, in the presence of water vapor,
highly volatile and reactive oxyhydroxides such as
V2O3(OH)4 [94] or VO(OH)3 [95] are formed which
permit an interpretation of surface chemical trans-
formations of V2O5. The many studies on vanadia-
based materials have been reviewed [3, 9].

Haber and co-workers [4-6, 38, 40, 96, 97] have
demonstrated in several detailed investigations that
spreading occurred in V^Os/TiC^ mixtures. They
showed in particular [38] that migration of V2O5 over
the surface of anatase grains led to encapsulation of the
latter by a thin overlayer, the properties of which were
strongly modified by the interaction with the anatase
support. On top of this inner layer on outer layer was
detected, its properties being similar to those of V^O^
Centi and co-workers [98, 99] also reported on spread-
ing of V2O5 over the surface of titania with formation
of an oxide monolayer of V41^ oxide species [98] on top
of which amorphous multilayer patches of V5 f oxide
were believed to grow [99].
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In contrast to Haber and co-workers [4-6, 38], Centi
et al. [98, 99] observed the spreading of V2Os not only
on anatase but also on the rutile modification. Based
on their results, Haber and co-workers [4-6, 38] pro-
posed that spreading was dependent on the crystallo-
graphic modification of the support and on the type of
crystal plane.

The migration mechanism of V2O5 on the surfaces of
alumina and titania is not yet understood in detail.
As already mentioned, very recent results reported
by Haber et al. [40] seem to indicate that a process
of defect diffusion through the vanadia monolayer is
involved.

c Tungsten-based Catalysts
The thermodynamic spreading condition may be ful-
filled for WO3 since its surface free energy is relatively
low and it definitely forms a ternary oxide Al2(WO4)3

with alumina. However, the Tammann temperature is
873 K, leading to low mobility. Nevertheless, spreading
of WO3 on y-A^Oa, although slow, was observed at
820 K by LEIS [71] and LRS, and EXAFS [100] pro-
vided evidence for the formation of a surface poly-
tungstate in the presence of water vapor via an inter-
mediate oxyhydroxide WO2(OH)2. An analogous
surface chemistry was also reported for physical mix-
tures of WO3 with TiO2 (anatase) [100].

d Zeolites as Supports
A few studies involving zeolites and layer silicates as
supports for oxides are reported in the literature. Haase
et al [101] have provided experimental evidence for the
spreading of V2O5 on mordenite. Migration of Ga2(>3
in H-ZSM-5 zeolites was observed by Meriaudeau and
Naccache [102]. Fierro et al. [103] proposed the in-
corporation of MOO3 into the intracrystalline cavities
of Y-type zeolites by means of vaporization of MOO3
by reaction with water vapor at 623 K. It was claimed
that the zeolite structure was largely retained under
these conditions. At higher temperatures, however, a
progressive loss of crystallinity was observed. Leyrer
and Knozingcr [104] have shown that complete degra-
dation of the zeolite structure resulted, when in-
corporation of Mo into Y-zeolites was attempted via
gas-phase transport of MoO2(OH)2 at 720 K.

D Solid-state Ion Exchange of Zeolites
Solid-state ion exchange may be related to phenomena
of wetting and spreading in solid-solid systems. Rabo
et al. [105-106] first reported that proton-containing
samples of zeolite Y reacted with sodium chloride
under evolution of HC1. Later, Karge and co-workers
[107-111] developed solid-state ion exchange further as
a synthetic route for the preparation of alkaline, alka-
line earth, rare earth, and transition and noblc-metal-
containing zeolites starting from parent materials that

contain H+ , NHJ, or Na+. In several cases a 100%
cation incorporation could be achieved in a one-step
solid-state reaction. Very recently, even the large Cs+

ions could be driven into Si sites of zeolite Y via solid-
state ion exchange [112]. Such degrees of exchange are
difficult to obtain by conventional methods.
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A Heterogenization of Complexes
In the early 1960s, new processes embracing homoge-
neous solution catalysis of transition metal complexes
emerged. Due to the built-in selectivity advantages and
because of its promise to utilize the metals employed
up to 100% efficiency - especially for noble metals -
homogeneous catalysis advanced rapidly. It soon be-
came obvious that catalyst recycling represented a
major hurdle and had to be solved to give homo-
geneous catalysis a broader industrial future. In the
search to combine the advantages of both heterogen-
eous and homogeneous catalysis, the field of heterogen-
izing homogeneous transition metal-based catalysts
developed. The reasons are obvious: ease of separation
of the catalyst from the products; molecular dispersion
and accessibility of nearly all metal atoms; achievement
of high selectivity; potential for ligand tailoring, mild
reaction conditions, use of conventional equipment such
as packed-bed or fluidized-bed reactors.

A number of different approaches developed to sup-
port homogeneous metal complex catalysts:

(i) supported liquid-phase catalysis [1, 2];
(ii) heterogenized metal complexes;

(iii) porous material entrapped complexes (see Section
A.2.3.5);

(iv) use of membrane filtration;
(v) use of oligomeric complexes (application of mem-

branes) [3].

Many publications have appeared on the heterogeni-
zation of complexes. Reference is given to the reviews,
which have appeared in this field over the last two
decades [4].

The heterogenization of supported solid phase (SSP)
catalysts has attracted considerable attention, and Fig.
1 summarizes the various approaches that have been
used.

The chemically bound metal complex catalysts may
be further subdivided into covalently attached com-
plexes and those that are ionically bound. In all het-
erogenized catalysts the main feature of a homogen-
eous metal-based catalyst, namely ligand coordination
and means to tailor-make a catalyst by ligand varia-
tion on a molecular level, are given. In this context the
immobilization of organometallic compounds or clus-
ters on inorganic supports followed by decomposition,
which is used to achieve a high dispersion, must also
be mentioned. Examples are chemical vapor deposition
(CVD) and the thermal or photochemical decomposi-
tion of the complexes (clusters) supported [5]. They are
outside of the scope of this chapter.

a Organic Supports
The use of organic supports (macroreticular/macro-
porous polymers) as carriers for an organometallic
complex, which by itself may serve as the catalyst pre-
cursor complex, has been widely studied. The polymers
must be macroporous, providing a highly accessible
internal surface area.

In catalyst preparation the following steps can be
distinguished: monomer synthesis —> monomer poly-
merization —> functionalization —> metal attachment —>
activation.

In monomer synthesis it is possible to functionalizc a
monomer selected prior to polymerization, as exempli-
fied in Eqs 1 and 2.
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W. KEIM AND B. DRIEBEN-HOLSCHER

A Heterogenization of Complexes
In the early 1960s, new processes embracing homoge-
neous solution catalysis of transition metal complexes
emerged. Due to the built-in selectivity advantages and
because of its promise to utilize the metals employed
up to 100% efficiency - especially for noble metals -
homogeneous catalysis advanced rapidly. It soon be-
came obvious that catalyst recycling represented a
major hurdle and had to be solved to give homo-
geneous catalysis a broader industrial future. In the
search to combine the advantages of both heterogen-
eous and homogeneous catalysis, the field of hcterogen-
izing homogeneous transition metal-based catalysts
developed. The reasons are obvious: ease of separation
of the catalyst from the products; molecular dispersion
and accessibility of nearly all metal atoms; achievement
of high selectivity; potential for ligand tailoring, mild
reaction conditions, use of conventional equipment such
as packed-bed or fluidized-bed reactors.

A number of different approaches developed to sup-
port homogeneous metal complex catalysts:

(i) supported liquid-phase catalysis [1, 2];
(ii) heterogenized metal complexes;

(iii) porous material entrapped complexes (see Section
A.2.3.5);

(iv) use of membrane filtration;
(v) use of oligomeric complexes (application of mem-

branes) [3].

Many publications have appeared on the heterogeni-
zation of complexes. Reference is given to the reviews,
which have appeared in this field over the last two
decades [4].

The heterogenization of supported solid phase (SSP)
catalysts has attracted considerable attention, and Fig.
1 summarizes the various approaches that have been
used.

The chemically bound metal complex catalysts may
be further subdivided into covalently attached com-
plexes and those that are ionically bound. In all het-
erogenized catalysts the main feature of a homogen-
eous metal-based catalyst, namely ligand coordination
and means to tailor-make a catalyst by ligand varia-
tion on a molecular level, are given. In this context the
immobilization of organometallic compounds or clus-
ters on inorganic supports followed by decomposition,
which is used to achieve a high dispersion, must also
be mentioned. Examples are chemical vapor deposition
(CVD) and the thermal or photochemical decomposi-
tion of the complexes (clusters) supported [5]. They are
outside of the scope of this chapter.

a Organic Supports
The use of organic supports (macroreticular/macro-
porous polymers) as carriers for an organometallic
complex, which by itself may serve as the catalyst pre-
cursor complex, has been widely studied. The polymers
must be macroporous, providing a highly accessible
internal surface area.

In catalyst preparation the following steps can be
distinguished: monomer synthesis —> monomer poly-
merization —> functionalization —> metal attachment —>
activation.

In monomer synthesis it is possible to functionalize a
monomer selected prior to polymerization, as exempli-
fied in Eqs 1 and 2.

c=c

,PPhj

PPh, " HC1

.PPh,

PPh,

(I)

(2)
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Support

inorganic
organic (polymer)

physical chemical bond entrapped in pores
adsorption (covalent, ionic) (zeolites, pillared
on support to support clays) of support

physical chemical bond entrapped
adsorption (covalent, ionic) in pores of
on support to support support

Figure 1. How to heterogenize complexes.

+ LiC,H9 y

+CIPPh,

-CH2—NMe2

CH2—SH

= Merrifield's resin

Figure 2. Functionalization of Merrifield's resin.

The monomers obtained can be polymerized by them-
selves or copolymerized with other monomers. The co-
polymerization route is effective for the synthesis of
tailor-made polymer supports with precise control over
functionality and other polymer characteristics, but it
is laborious and requires specialized skills in polymer
synthesis.

To be useful as a catalyst support, the gelular poly-
mers must be swellable, the propensity of which can be
controlled by the degree of cross-linking. Polymers
can be tailor-made to swell in a particular solvent by
appropriate selection of monomer and cross-linking
agent.

The functionalization of a polymer can be effected
by numerous synthetic procedures and can be achieved
chemically or by grafting onto a polymeric material
that can, by itself, be used to support metal complexes.
Often, the grafting occurs via radiation.

A frequently investigated approach is based on
Merrifield's resin, which is a polystyrene polymer [6].

The multiplicity of ways in which to functionalize these
resins is shown in Fig. 2.

The functionalization method appears particularly
convenient, because underivatized beaded resins of vari-
ous types and many polymers (such as polyethylene,
polystyrene, polyacrylates, polysaccharides, and many
others) are commercially available. However, this meth-
od suffers from the possibility of side-reactions on the
cross-linked polymer, and can yield poorly characterized
polymer supports.

Another approach is the use of ion-exchanged resins.
Figure 3 illustrates the principle.

Again P- or P-N-containing polymeric supports are
commercially available [6]. They include:

(i) Polystyrene cross-linked with typically 1 -2% di-
vinylbenzene, available with the following func-
tional groups: aminomethyl(-CH^NHT), a-amino-
bcnzyl (-CH(NH:)C6H5), chloromethyl (-
bromo (Br) and diphenylphosphino
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[P}-SO,H

19-SO3—HP (NMe2) 3

©
—HP (OC2H4NMe2) 3

©
—HPPh2 (C2H4) NEt (C2H4PPh2)

©
19-SO3— HP (C6H4NMe2) 3

( P ) = ion - exchanged r e s i n

Figure 3. Ion-exchanged resin as a support.

(ii) Amberlyst resins - macroreticular styrene-divinyl-
benzene ion-exchange resins (with a high divinyl-
benzene content) designed for use with organic
solvents, functionalized with ~SO3H, -N(CH3)2,
-N(CH3)^, CH3COCr, CN-, NO2, SCN , and
BH4.

(iii) Poly-4-vinylpyridine and pyridinium resins cross-
linked with (typically) 2% divinylbenzene. Pyridi-
nium resins are available as the chloride (Cl ),
toluene-4-sulphonate (CF^Cgl-USOj"), tribromide
(Brj), chlorochromate (CrClOj) and dichromate
(\CT2Oj ) Poly-4-vinylpyridine resins are available
as poly-4-vinylpyridine-sulphur trioxide complex
and poly-2-vinylpyridine-borane complex (Nafion)
[V].

The functionalized polymers can react in a ligand ex-
change reaction as shown in Eqs 3 and 4, leading to
the corresponding polymer-supported organometallic
complexes. Figure 4 illustrates the broad versatility of
this approach.

N i ( P h 3 P ) 4

PPh2Ni (Ph3P) 3 (3)

(4)

+ RuH2(Ph3P)4

^ (p)-COORuH (Ph3P)

P)= polymer chain

One of the most widely quoted examples of site iso-
lation involves polymer-supported titanocenc accord-
ing to Eq. 5 [8].

Various attempts have been reported in which a
complex containing a double bond amenable to poly-

o L i
CpTiCl,

(5)

merization is polymerized: cw-[PdCl2(CN(CH2)3-
OCO-CH=CH2]2 [9], vinyl ferrocene, and dimethyl
acrylamide [10].

b Inorganic Supports
Various approaches to support complexes on inorganic
supports are feasible:

(i) the complexes are adsorbed on surfaces such as
SiO2, AI2O3, Al2(VSiO2;

(ii) the complexes are fixed by a chemical bond;
(iii) the complexes are entrapped in cavities of zeolites

or pillared clays [2].

Numerous papers deal with the immobilization of com-
plexes physisorbed/chemisorbed on inorganic supports.
In particular, the anchoring of clusters has attracted
much attention. For instance, a structure such as 1 was
proposed in which the adduct formation is reached by
a CO-interaction of the cluster with the AI2O3 surface
[11].

References see page 239
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(Ph3P)2Ni(CO)2

(Ph3P)3NiBr2

(Ph3P) 3RhCl

pVf \-PPh,NiPPh2Ni(CO)2(Ph3P)

PPh2NiBr2(Ph3P).

(Ph3P)2RuCl2(CO)2 '

(Ph3P)2Ir(CO)Cl

Fe2Pt(CO)9(PPh3)

RuPt2(CO)s(PPh3)3

PPh2RhH (CO) (Ph3P)2

PPh2RuCl2(CO)2(Ph3P)

PP»»2Ir(CO)Cl(PPh3)

-PPh2)3RuPt2(CO)5

P) = polymer chain

Figure 4. Attachment of metals to organic supports.

The reactive surface hydroxy groups can also react
with organometallic compounds as exemplified in Eq. 6
[12].

fSiO^—OH + (a l ly l ) ,Rh — ^ »• (SiO.( ^ O H -Rh

SiO2)= silica surface (6)

Many authors have investigated the surface organo-
metallic chemistry, which gives rise to a great variety of
reaction pathways [13]. A second approach is based on
ligand tailoring of inorganic surfaces. Inorganic ma-
trices have reactive surface hydroxy groups, and com-
mon practice involves their reaction with organochlo-
rosilanes which either contain the desired functional
group according to Eq. 7 or can be subject to subse-
quent modification [14].

It is also feasible to proceed according to Eq. 8 using
hydrolysis of the -Si(OR)3~ units. Catalysts of this type

( SiOJ—OH + X 3 Si (CH2) nPR2

SiO2>—O—Si-(CH2) nPR2

X = C l , OR

ACB2)n— Si(OR)3

+ H2O

(CH2) n%

(CH2)n-Si(OR)3
 N(CH2) n '

X = NH, PR, S

• S i O ,

(S)

are commercially available under the tradenamc Dc-
loxan [15]. The silica used can be modified as is well
known in heterogeneous catalysis.
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Additionally, ion-exchanged structures can be tied
to SiO2 as in [(EtO)3Si(CH2)3PBu3]+. It is also possible
to synthesize a complex such as (Ph3P)2R2P-4(CH2)JC •
Si(OR)3RhCl which, upon hydrogenolysis, yields a
silica-supported rhodium catalyst.

The metals can be added by various routes: by
ligand exchange reations as in Eq. 9, by ion-exchange
as in Eq. 10, or by an acid-base reaction as in Eq. 11
[17]-

(CH2)XPR2 + (Ph3P)3RhCl

(SiO2J (CH2)XNR2 + HX

(CH2) xPRjRh (Ph3P) 2C1 (9)

(siCU (CH2)3£NR2H~|+X "

- X HFe3(CO)n
(10)

(CH2)XNH2R~| + HFe3 (CO)(

SiO2 (CH2) x-NH2 + HFeCo3 (CO) .

( I I )

-NH3^+ FeCo3(C0)12~]

c Chemical Reactions
Heterogenized complexes have been used to catalyze a
great number of reactions, such as: hydrogenation
[18], hydroformylation [19], ethylene oligomerization
[20], hydrosilylation [21, 22], polymerization [23], telo-
merization [24], oxidation [25], oligomerization of
monoalkenc [26], methanol carbonylation [27], buta-
diene oligomerization [28], synthesis gas chemistry [29],
and isomerization [30].

One of the most attractive fields of homogeneous
catalysis is catalysis by chiral transition metal com-
plexes, as the tool for preparing very valuable optically
active products from prochiral reactants.

The use of heterogenized complexes looks promising
due to the expected fixation of the prochiral reactant in
the support matrix. The literature contains some exam-
ples, especially in hydrogenation [31], but also in telo-
merization [32].

To be commercially useful, a catalyst must possess
several desirable features. It must exhibit high selec-
tivity, reasonable activity per unit volume of reactor
space, and its cost per unit mass of product produced
should be low.

The principal disadvantages of organic polymers are
their poor heat-transfer ability and in many cases their
poor mechanical properties which prevent them from
being used in stirred reactors in which they are pul-
verized. In this regard inorganic supports look more
promising. In addition, one of the greatest difficulties in
polymer-supported catalysts is their swelling.

One major consequence of confining a catalyst to
the surface of a solid is that reagents have a reduced
degree of freedom for access to and egress from the site
of catalytic activity. Liquid-phase diffusion rates are
generally % 10~5cms~', whereas diffusion rates com-
monly experienced in polymer matrices are often an
order of magnitude lower (x 10~6cms"1). If the chem-
ical reaction is fast compared with diffusion, the solid
catalyst is not used effectively, and a reduced specific
activity per site will be observed. This lower activity is
expressed in terms of an effectiveness factor which is
defined as the ratio of the observed to the intrinsic rate
constants: rj = ^obs/̂ mir- This phenomenon has been
described extensively for catalysis by ion-exchange
resins and has also been observed for heterogenized
catalysts.

Despite the large amount of work done in the field of
support-bound metal catalysis, no important practical
application has emerged. One explanation can be the
need for a multidisciplinary approach. Various areas
of competence in coordination chemistry, polymer sci-
ence, and engineering must be combined. In addition,
the flexible polymer chain can lead to a blocking of
free coordination sites needed for catalysis, as shown in
Fig. 5. Also metal bleeding represents a great problem.
The covalently bond ligands can easily dissociate, thus
freeing the metal (Fig. 5).

Everyone working in the respective areas knows
about the difficulties in characterizing catalysts and
polymers. This certainly becomes no easier in the het-
erogenization of complexes.

B Heterogenization of Enzymes
The heterogenization of complexes is directed towards
immobilizing the catalytic centers which ensure the
high activity and selectivity of the heterogenized com-
plexes. In the case of immobilized enzymes the situa-
tion is quite different (see Section B4.15). Enzymes act
in aqueous media under mild conditions very specifi-
cally. They arc not always ideal catalysts for practical

References see page 239
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coordination sites coordination sites

are blocked are available

Figure 5. Dissociation of ligands.

applications, because they are generally unstable and
can seldom be used in organic solvents or at elevated
temperatures. As one of the methods employed to
make enzymes more suitable in biocatalysis, the im-
mobilization of enzymes has been studied since the late
1950s. The number of enzymes known with potential
industrial application is impressive, and attempts to
heterogenize enzymes have been numerous (Section
B4.15). Therefore, within the framework of this article,
it is impossible to cover all of them, and reference is
given to various reviews in this field [33-46].

There are many advantages when using immobilized
enzymes:

(i) high stability and resistance to sheer stress and
contamination;

(ii) ease of developing continuous processes;
(iii) fast reaction rate due to high catalyst concentra-

tion;
(iv) easy separation of biocatalysts from fermentation

media;
(v) repetitive use of biocatalysts.

However there are also disadvantages:

(i) the existence of mass transfer resistances;
(ii) the necessity of immobilization processes;
(iii) the additional costs of immobilization reagents.

a Enzyme Heterogenization Methods
Methods for the immobilization of enzymes - paral-
leling those for complexes shown in Figure 1 - can be
classified into three categories, namely carrier binding,
cross-linking, and entrapping methods. Carrier binding
is based on linking enzymes to water-insoluble ma-
trices. A further division can be made considering the
binding mode: physical adsorption, ionic binding, and
covalent binding. Figure 6 exhibits a schematic draw-
ing of the important types of bonding. It is possible to
use inorganic, organic, or biological carrier materials.

(£) (E)
hiiini

() () (
mihiii

adsorption

i/finnTin

covalent bonding

Encapsulation Entrapment

777777777777 = surface of support

( E ) = Enzyme

Figure 6. Schematic representation of enzyme immobilization.

Adsorption is the bonding of an enzyme to the sur-
face of a carrier, which does not contain a functional-
ized group for covalent bonding. In theory the adsorp-
tion should be reversible, but in practice this is rarely
the case. The adsorption is a simple and economic
method but highly unreliable. In the following, carrier
binding by chemical bonds will be predominantly con-
sidered.

Carrier Binding to Inorganic Supports
Inorganic carrier materials used for chromatography
have been applied to covalent enzyme immobilization
over the last 25 years [47]. The properties of the sup-
port must be adjusted to the enzyme. Several aspects.
such as pore morphology, durability in the solvents.
handling, compression strength, amount of loading,
toleration of maximum pressure drop, and storage
must be considered. Inorganic materials have an ad-
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-Si—CH2—CH2—CH2—NH2 + C—CH2—CH2—CH2—C + H2N

modified glass

H H

glutardialdehyde enzyme

2H2O

0—S i—CH2—CH2—CH2—NH=CH— CH2—CH2—CH2—CH=N

Figure 7. Covalent bonding of an enzyme with glutardialdehyde.

vantage in that they come as particles of all shapes and
sizes as well as in the shape of monolithic porous sup-
ports or filter materials. They show no compression
even at extremely high pressure drops. Other advan-
tages are that they are not susceptible to microbial
attack and that they do not shrink or swell in organic
solvents or with pH changes. The most important as-
pect is their loading capacity which is high enough for
a variety of applications.

Common industrial inorganic supports are [14] silica,
porous glass, alumina, zeolites, ceramics, Aerosil, and
glass balls. Prior to its use the porous silica glass, for
instance, must be modified as shown in Eq. 12 with
amino alkoxy silanes [141.

OC2H5

H + H 5 C 2 O—Si—(CH 2 ) 3—NH2

OC2H5

polymers contain hydroxy, amino, oxirane, and an-
hydride groups. Methods of covalent enzyme bonding
[44] are azide, carbodiimide, isothiocyanate, and cya-
nogen bromide. Polymers with weakly active OH
groups must be activated with bifunctional reagents
such as cyanogen bromide, trichlorotriazine, tresyl-
chloride, or tosylchloride. Acrylic bead polymers with
oxirane groups show preferable properties and im-
mobilization is shown in Eq. 13.

H2—O—CH2—CH—CH2 + H2t

CH,—O—CH,—C—CH,—NH-( E

O
I

— . ^ <—Si—(CH2) 3—NH2

O
C2H5OH I

(12)

The amino group can be activated with bifunctional
reagents. A commonly applied procedure is the intro-
duction of an aldehyde function by the bifunctional
reagent glutardialdehyde. The activated carrier can be
used directly for the covalent bonding of the enzyme as
shown in Fig. 7. Table 1 summarizes various examples
of enzyme immobilization.

Carrier Binding to Organic Supports
Frequently used organic carrier materials are polymers
such as polyacrylamide, polymcthacrylamidc, poly-
hydroxycthylmcthacrylatc, polyamide, vinylacetatc-
divinylcthylcne, and polystyrene [66], Often applied

= carrier

1E) = enzyme (13)

The following list may serve as an introduction to
a variety of polymers used [41]: polyacrylamide [67],
polyester [68], polyethylene [69], polystyrene [70], Ny-
lon [71].

Carrier Binding to Biological Supports
Biological materials with OH- and NHi- groups for
covalent enzyme coupling are agarose, cellulose, algi-
natc, chitosan, dextran, and collagen. The polysac-
charides agarose and cellulose, with their hydroxy

References see page 239
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Table 1. Examples of enzymes covalently coupled to inorganic support materials through silane coupling agents.

Support material Immobilized component Reference

Silica
Silica
Silica
Porous silica
Porous silica
Porous silica

Silica gel

Magnetite

Alumina

Ca-Ti phosphate
Controlled-pore glass
Controlled-pore glass
Controlled-pore glass
Sintered glass
Titanium oxide

/?-galactosidase
cellulase
glucose oxidase
carbonic anhydrase
peroxidase, amyloglucosidase, urease
glucose isomerase.
/?-galactosidase,
cellulase
peroxidase, urease,
amlyoglucosidase
0-galactosidase,
cellulase
alkaline protease,
glucose oxidase,
alcohol dehydrogenase
invertase
acetylcholinesterase
amyloglucosidase
glucose oxidase
amyloglucosidase
hydrogenase

49
50
51
52
53
54

55
56

57
58
59

60
61
62
63
64
65

groups, are widely applicable to the covalent coupling
of enzymes. The highly active NH2- groups in chitosan
can easily be activated with glutardialdehyde in a sim-
ilar manner to that shown in Fig. 7.

Entrapping I Encapsulation Methods
Enzymes can be immobilized by physical entrapment
without involving any chemical bonding. This route is
somewhat more laborious but yields an enzyme that is
least altered by the immobilization.

The enzyme can be entrapped into the growing poly-
mer or gel materials or microcapsules (microcncapsu-
lation). The retention of enzymes in the reaction vessel
can also be achieved by an ultrafiltration membrane.
All these immobilization types have in common that
the enzymes are not modified and are still acting in
their soluble form, so that they should be freely mobile
in their "cage". An older but good review of these
techniques is given by Tramper [72]. Frequently used
matrices for gel entrapment are polyacrylamide and
collagen [41]. The membrane inclusion method is a
broadly applicable one.

A number of single-enzyme reactions have also been
described that function in an enzyme membrane reac-
tor [73].

The main disadvantage is that entrapping methods
can often be used for the conversion of low-molecular-
weight substrates only, and there is always the possibility
for losses of the enzyme to the surrounding environment.

When using the encapsulation method the enzyme is
enclosed in a semipcrmeablc membrane. Particles of 1 -

100/im diameter are obtained during the immobil-
ization procedure. The encapsulation method, similar
to the entrapment method, is suitable only for enzymes
acting on low-molecular-weight substrates. Applications
of entrapped or encapsulated enzymes are limited.

b Summary and Prospective Trends
No single immobilization method is best for all en-
zymes or all applications of any given enzyme. The
choice of a given immobilization method, an appro-
priate matrix, or even the best enzyme to use depends
strongly on the application and must be checked from
case to case. However, the number of immobilized en-
zymes with possible industrial application is impressive
[74].

One would recommend the use of immobilized en-
zymes in industry when a novel product can be ob-
tained, when the biotechnological process can compete
with a corresponding known chemical process, and
when the reaction shows regio- and/or stereo specific-
ity. Developments are expected in the following areas.
First, in the synthesis and separation of chiral drugs.
One approach could involve a combination of enzyme-
catalyzed and chemical asymmetric reactions. Sec-
ondly, processes involving enzyme-catalyzed reactions
in nonaqueous media will develop further, thus cir-
cumventing one of the problems of enzymes associated
with limited activity in organic solvents. Thirdly, the
coenzyme regeneration may expand to increase the
economic feasibility of these rather labile and expensive
compounds. Finally, immobilized enzymes can be used
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for the treatment of waste water, particularly when the
water has been polluted by one or more well-charac-
tenzed contaminants that can be specifically modified
or eliminated by enzymes.

An interesting and quite new technique is the treat-
ment of enzyme microcrystals with glutardialdehyde
The cross-linked enzyme crystals obtained remain active
in otherwise hostile environments such as prolonged
exposure to high temperatures, extreme pH values, or
in organic solvents [75]

It can be expected that the use of immobilized en-
zymes and cells in the food, pharmaceutical, and chem-
ical industries will continue to expand in the future
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2.2.1.5 Preparation of Supported Catalysts by
Deposition-Precipitation

J W GEUS AND A J VAN DILLEN

A Introduction
The activity of solid catalysts is usually proportional
to the active surface area per unit volume of catalyst A
high activity per unit volume consequently calls for
(extremely) small particles Since most active species
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a)

Q)

Figure 1. (a) Rapid sintering of unsupported active particles, (b)
Supported thermostable active material.

sinter rapidly at the temperatures at which the thermal
pretreatment and the catalytic reaction are performed
[1], small particles of the active species alone do not
provide thermostable, highly active catalysts. To pro-
vide solid catalysts with the desired thermal stability, a
support is therefore generally utilized. A support is a
highly porous, thermostable material onto which the
active species is dispersed. As indicated in Fig. 1, sin-
tering of small particles leads to a low active surface
area; application on a support stabilizes the active sur-
face area.

In view of the favorable bulk density, the price, and
its thermal stability, the most frequently used support is
alumina. The other supports often used are silica and
active carbon. Silica has a lower bulk density, and is
more liable than alumina to sintering at temperatures
above about 900 K. Furthermore, silica can volatilize
at high steam pressures and elevated temperatures.
Active carbon supports usually offer very high surface
areas. In an environment inert to carbon the thermal
stability is extremely high. In an oxidizing environ-
ment, however, active carbon will rapidly react with
oxygen, and with hydrogen or carbon dioxide, reaction
to methane or carbon monoxide, respectively, can pro-
ceed. The mechanical strength of carbon supports is.
moreover, often insufficient.

Depending upon the nature of the active component
two different types of supported catalysts can be dis-
tinguished [2]. When the active component is highly
expensive, as with precious metals, a maximum active
surface area per unit weight of active component is
aimed at. With less costly active components, such as
base metals, base metal oxides, or sulfides, a maximum
active surface area per unit volume is most attractive.
The reason is that a high active surface area causes a
relatively small catalytic reactor volume to be sufficient
to achieve a technically satisfactory conversion. When

b)

Figure 2. (a) Characteristic supported precious metal catalyst,
(b) Characteristic supported base metal catalyst.

the costs of the reactor dominate the process, a high
loading of the support maximizing the active surface
area per unit volume will be attractive. Conversely,
when the costs of the active component are most im-
portant, the maximum active surface area per unit
weight of active component is desired. Expensive active
components, therefore, will be applied to supports at
low loadings leading to small or very small supported
active particles, thus providing a high active surface
area per unit weight of active component. Since the
support is diluting the active component, much higher
loadings of the support are generally utilized with base
metals or base metal compounds. However, the mo-
bility of the atoms of the active species over the surface
of the active component is usually high under the con-
ditions of the catalytic reaction or the thermal pre-
treatment of the catalyst. As a result, contacting active
particles will rapidly decrease their surface area by sin-
tering, which can lead at high loadings to very large
bodies of the active component(s) exposing a small ac-
tive surface area. Contact between the supported active
particles must consequently be limited as much as pos-
sible. An even and dense distribution of small particles
of (the precursor) of the active component over the
surface of the support is therefore desired for catalysts
containing base metal (compounds) as the active com-
ponent. Figure 2 schematically indicates a supported
precious metal catalyst and an active component con-
sisting of a base metal applied at a high loading on a
support.

When the surface area of the support is not affected
by the active precursor, the maximum active surface
area that can be achieved is of the same order of mag-
nitude as the surface area of the support. A surface of
the support thus covered with the active component in
a way that the active particles are just not touching will
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Figure 3. Usual supported, highly loaded base metal catalyst

ising is a technique for the preparation of synthetic
clay minerals by deposition-precipitation A number
of embodiments of the procedure are mentioned, in-
cluding a technically attractive electrochemical precip-
itation method Finally, the application of catalytically
active precursors into preshaped support bodies is dealt
with

provide an active surface area approaching that of the
support Usually such a coverage calls for small par-
ticles of the active component However, the activity
per unit surface area of the active component may vary
with the size of the supported active moieties When
the activity per unit surface area drops with the size of
the active species, the specific activity may be so low
that the resulting activity is disappointing, in spite of a
high catalytically active surface area per unit volume
of catalyst Reactions for which the surface structure
of the catalytically active component is affecting the
activity and/or the selectivity are known as structure-
sensitive or demanding [3] With structure-insensitive or
facile reactions the structure of the surface of the active
component is not affecting the catalytic properties
Small particles may not be favorable when the reaction
is structure-sensitive; larger particles may exhibit a
higher activity and/or selectivity per unit surface area
Although the active surface area is lower, the higher
activity per unit surface area of the active phase results
in a higher overall activity With the selectivity the
effect of the size of the active moieties may be even
stronger, which causes small supported active particles
to be very unfavorable The most favorable size of sup-
ported active particles has, however, only rarely been
established The reason is that it is difficult to vary
systematically the size of the active particles deposited
on a support while maintaining a narrow particle size
distribution It is consequently desirable to be able to
apply the active component(s) uniformly and densely
over the surface of the support as particles of con-
trolled si/e This is one of the main goals in the prepa-
ration of supported catalysts by deposition-precip-
itation In Fig 3 a very highly loaded support surface is
schematically indicated - such a loading of a support is
difficult to achieve in practice

After a general discussion of the production of sup-
ported catalysts, the theory of nucleation and growth
of solids is surveyed Next the interaction between
supports and precipitating precursors of the active com-
ponents, which is dominating the nucleation with pre-
cipitation onto suspended supports, is discussed This is
followed by a review of the loading of powdered sup-
ports suspended in an aqueous solution of the active
precursor(s) by deposition-precipitation Highly prom-

B Production of Supported Catalysts
The procedures for the production of supported cata-
lysts can be divided into two main groups, namely
selective removal of one or more components out of
usually nonporous bodies of a compound containing
precursors of the support and the active component(s),
and application of (a precursor of) the active compo-
nents) onto a separately produced support [2] Both
procedures are carried out extensively on a technical
scale

a Selective Removal of One or More Components
With highly loaded supports, the first procedure se-
lective removal, is often employed The most successful
example is the technical ammonia synthesis catalyst,
which is produced from magnetite (FeiO4) containing
some (up to about 4wt%) alumina [4] Selective re-
moval of the oxygen of the magnetite by reduction
leads to a highly porous material, in which metallic
iron particles of about 40 nm are separated by the re-
maining alumina In the reduced catalyst the loading of
active component is no less than 96-98 wt%, while the
mechanical strength is extremely high With the copper-
based catalysts for the mcthanol synthesis and for the
low-temperature carbon monoxide shift conversion
water, carbon dioxide, and oxygen bonded to the cop-
per are selectively removed from a coprecipitate of
coppcr(II), aluminum(III), and 7inc(II) A last exam
pie is the removal of water and carbon dioxide from
mixed oxalates, as with copper-magnesium or nickel
magnesium oxalates [5] As shown in Fig 4, selective
removal can result in a porous body, as with the am-
monia synthesis catalyst, or in a powder of the support
loaded with the active component as with mixed oxa-
latc precursors

Although with the selective removal procedure the
active component and the support are usually verv
intimately mixed, it is difficult to control the porous
structure and/or the mechanical strength ol the result
ing catalyst bodies Nonetheless the procedure is dif-
ficult to beat for the production of highly loaded
supports The most well known example of selective
removal, the preparation of Raney metals, where alu
minum is selectively removed, leaves behind almost
exclusively the desired active metal
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Figure 4. Production of supported catalysts by selective removal
of components from nonporous precursor leading to porous bod-
ies (above) or powder of supported active component (below).

b Application on Separately Produced Supports
Application of an active precursor onto a separately
produced support can be performed with powdered
supports and with preshapcd support bodies. A pow-
dered support minimizes transport problems during
loading with the active component(s), but the subse-
quent shaping of the loaded support to mechanically
strong artifacts may present difficulties. Also, control
of the pore structure of the final catalyst can be difficult
with loaded, finely divided supports. The most rapid
procedure to prepare technical catalysts is to start from
commercially available preshaped support bodies of
the desired size, shape, porous structure, and mechan-
ical properties. Applying the active componcnt(s) uni-
formly and finely divided into the support bodies leads
immediately to the technical catalyst. However, trans-
port through the long pores of preshaped support
bodies can prevent the establishment of a uniform,
dense distribution of the active component(s).

Impregnation of Supports and Drying. Most obvious
is incipient wetness impregnation of a support with a
solution of an active precursor and subsequent drying
and calcination of the thus loaded support [6]. Incipient
wetness or pore-volume impregnation is especially at-
tractive with preshaped support bodies. When the ac-
tive component has to be in the metallic state, reduc-
tion can be carried out after the calcination step. Often,
the catalyst is reduced after loading into the reactor to
prevent a separate passivation step, in which the sur-
face of the pyrophoric reduced catalyst is carefully
oxidized. However, to achieve reproducible catalysts
the catalyst manufacturer usually reduces the catalyst
and delivers the passivatcd catalyst, which then only
needs a short additional reduction.

It is advantageous if no waste water is produced with
impregnation and drying, or if loss of active precursor
can be prevented fairly easily. To produce supported
precious metal catalysts impregnation and drying is
therefore the procedure of choice. For the low loadings
usual with precious metals, e.g. 0.5 wt%, adsorption of
the precursor on the surface of the support can be used.
With alumina, negatively charged precious metal com-
plexes are applied at relatively low pH levels, whereas
with silica positively charged ammine complexes are
usually employed

When high loadings are required, pore-volume im-
pregnation is more difficult. First, the solubility of the
precursor has to be sufficiently high to allow one to
dissolve the required amount of the active component
or its precursor in a volume of liquid equal to the pore
volume of the support. Often the concentration of the
active precursor in the liquid cannot be raised suffi-
ciently. Consequently multiple impregnations are re-
quired to achieve the desired loading of the active
component. The final distribution of the active com-
ponent within the support bodies after drying is also
often unfavorable. Extensive research has demon-
strated that the active precursor is frequently deposited
at the external edge of the impregnated support bodies.
Boon [7] has shown that for supports with wide pores
deposition at the external edge is due to the small
crystallites of the active precursor deposited initially at
the external edge. The interstices between the small
crystallites arc more narrow than the pores of the sup-
port, which causes a capillary flow of the impregnated
liquid from the wide pores of the support to the small
crystallites of the active precursor. The result is a po-
rous crust of active precursor, deposited at the external
edge of the support bodies. Sometimes no active pre-
cursor is deposited at all within the internal volume of
the support bodies, as indicated in Fig. 5.

With supports having narrow pores, deposition of
the active precursor appears to proceed usually at the
external edge of the support bodies. The transport of
the liquid to the external edge was found to be much
faster than the transport of the water vapor through
the pores of the support. When the pores of the sup-
port are completely filled, capillary flow transports the
liquid to the external edge of the support bodies. Fur-
thermore, Knijff [6] and van den Brink [8] have shown
that with partly emptied pores the transport of the
liquid proceeds through fluid elements capillary-con-
densed in necks present between the elementary par-
ticles of the support. The condition with filled necks
bordering the regions of the pore system that have been
emptied is known as the funicular state of the im-
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Crust ef active precursor Support

almost bare

Figure 5. Unfavorable distribution of active precursor after im-
pregnation and drying.

pregnated porous solid. As a result the active pre-
cursor is mainly deposited at the external edge of the
support bodies, where the evaporation of the solvent
proceeds and where consequently the concentration is
highest.

To prevent migration of the main fraction of the
active precursor to the external edge of the support
bodies, an active precursor has to be utilized that does
not crystallize readily and exhibits a high interaction
with the surface of the support, preferably through hy-
drogen-bridge bonding. Solutions of citrates or ethylene-
diaminetetraacetic acid (EDTA) complexes have been
found to be very effective at preventing deposition of
the active precursor exclusively at the external edge of
the support bodies [9-12]. With EDTA complexes es-
pecially, the pH of the solution being impregnated has
to be considered carefully. Much information can be
obtained by drying a drop on a microscope slide. If the
dissolved material is deposited as a ring, impregnation
of a preshaped support and drying is likely to lead to
deposition of the precursor on the external edge of the
support bodies. If, however, the area of the microscope
slide initially covered by the liquid is almost equal to
that covered by the dried solid, an even deposition
throughout the pores of the support can be expected.

Nevertheless, high loadings often cannot be achieved
by pore-volume impregnation, since the required amount
of the active precursor cannot be dissolved in the pore-
volume of the support. Suspension of the support in a
volume of the solution of the active precursor larger
than the pore-volume and subsequent drying docs not
lead to a uniform distribution of the active precursor
over the internal surface of the support. The evapo-
ration of the solvent proceeds essentially outside the
pore system of the support and the active precursor is
deposited where the solvent evaporates. With a pow-
dered, finely divided support, however, that is con-
tinuously and intensively stirred, reasonable results can
be obtained. Nonetheless the loading of the support is
always inhomogencous, and the procedure is very dif-
ficult to scale up satisfactorily.

Ouster of Particles
of Active ftecuruor

Figure 6. Clusters of particles of active precursor within support.

Precipitation onto a Suspended Support. Precipitation
of an active precursor onto a support suspended in a
solution of the precursor can provide high loadings,
since the compound(s) dissolved in a liquid volume
large as compared to the pore-volume of the support
are concentrated on the support. Besides coprecipita-
tion of the precursors of the support and the active
material and subsequent selective removal of some
components, precipitation in the presence of a sus-
pended support is also often carried out to achieve high
loadings of the support. The apparatus and the proce-
dures do not differ significantly. However, the precip-
itation usually proceeds where the precipitating liquid
is entering the suspension, and the precipitant neces-
sarily does not enter the suspension within the porous
conglomerates of the support. When nucleation and
growth of the precipitate of the precursor are rapid,
large crystallites of precursor result. With rapid nu-
cleation and slow growth, which is usually encountered
with poorly soluble compounds, clusters of small par-
ticles of the active precursor outside the pore system
of the support are often obtained. At the high con-
centration at the point where the precipitant enters the
suspension, the small particles rapidly and irreversibly
flocculate, which leads to the above clusters of small
particles. Thus prepared catalysts are liable to rapid
dcactivation during pretreatment or use at elevated
temperatures, since the small elementary particles of
the precursor arc intimately connected and therefore
sinter readily. Figure 6 schematically indicates the type
of cluster often found with supported catalysts pre-
pared by precipitation.

The above discussion has indicated that precipitation
onto a suspended support is often required to produce
catalysts in which the support is highly loaded. Highly
loaded supports are especially desirable for catalysts
containing (compounds of) base metals as mentioned
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above. To be able to effect precipitation within the po-
rous system of a suspended support we have to modify
the precipitation process so as to enable the still soluble
active precursor to migrate into the pores of the sup-
port. Since the diffusion of colloidal particles is fairly
slow, we even have to prevent formation of colloidal
particles of the active precursor outside the pore sys-
tem of the support. To obtain the conditions required
to achieve transport into the pores of a suspended sup-
port, the nucleation of insoluble solids within (aqueous)
solution must be considered.

C Theory of Nucleation
Only a simple review of the theory of nucleation and
precipitation [13, 14], to assess the conditions to achieve
precipitation exclusively on the surface of the support, is
presented here. Consider first the formation of a spher-
ical nucleus in the bulk of the solution. The change in
the free enthalpy upon formation of the above nucleus

is

in which

AG.O. = ACV — AC,

AGV =

ACS = 4nr2y

+ 4nr2y

Here, ACV is the volume change in free enthalpy and
AGS is the interfacial energy of the precipitating solid
with the solution, 1r is the diameter of the nucleus of
the precipitate, \i% the molecular free enthalpy of the
solid precipitate, and \ix of the dissolved solid, while y is
the interfacial energy. The term A\iA, the difference in
molecular free enthalpy between the solid and the dis-
solved compound, is negative with the bulk solid being
stable. For a small change in the size of the nucleus the
change in free enthalpy is

A maximum in the free enthalpy is obtained when

AGtot

dr
= 0

that is

= 0

rc =

Note that in the latter expression the negative quantity
/isi has been changed for fik, a positive value. When the
size 2r of the nucleus is greater than 2rc, the critical size

for nucleation, the free enthalpy drops when the size of
the nucleus rises. The critical size of the nucleus cor-
responds to the maximum in free enthalpy that has to
be crossed to arrive at a stable nucleus. Afisl strongly
increases with the activity and thus with the concen-
tration of the dissolved compound. The size of the
critical nucleus therefore drops rapidly at growing con-
centration of the dissolved compound.

The rate of nucleation is generally assumed to be
proportional to the incidence rate of elementary moi-
eties of the crystallizing species onto the critical nuclei.
The rate of nucleation is therefore proportional to the
concentration of critical nuclei, which is proportional
to

AG
exp -

AG1OA

RT )

Provided that rAfisl > 3y, the rate of nucleation is pro-
portional to

.( 1 6
exp - T « -

Insertion of the earlier derived expression leads to the
latter relation to which the density of critical nuclei
and, hence, the rate of nucleation is proportional. It
can be seen that a higher activity and thus a higher
concentration of the precipitating active precursor,
which leads to a higher value of Afi[s, causes the con-
centration of critical nuclei to increase exponentially.
At a higher concentration the rate of nucleation thus
rises sharply.

To account for the interaction with the support con-
sider a hemispherical nucleus attached to the support.
The change in free enthalpy upon crystallization to
form cap-shape nuclei on the support is

AGtot = + 2nr2yk + nr2ys

where yss is the interfacial energy with the support. The
above equations indicate that interaction with the sup-
port causing a low value of yss can decrease consid-
erably the change in free enthalpy of the formation of a
nucleus and hence the concentration of the dissolved
active precursor at which a substantial rate of crystal-
lization is exhibited.

We can survey the precipitation in the usual equi-
librium diagram, in which the concentration and the
temperature of the saturated solutions arc represented.
Figure 7 schematically indicates the solubility of a
solid as a function of the temperature. It can be seen
that at increasing temperatures the solubility increases.
Since the rate of crystallization or precipitation in-
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Temperature

I Solubility Curve

Solubility of Compound
Temperature with Support Solubility Curve

Supersolubility Curve

Concentration

Figure 7. Solubility plot also showing the supersolubility curve.

creases rapidly over a narrow range of concentrations,
the concentration as a function of the temperature can
be indicated where the precipitation abruptly becomes
measurable. The plot of the above concentrations is
known as the supersolubility curve, which is also rep-
resented in the figure. It is important to note that at
concentrations between the solubility and supersolubil-
ity curves precipitation within the bulk of the solution
does not proceed, although large crystallites of the
precursor are stable in the solution.

When the nuclei of the precursor to be precipitated
interact significantly with the surface of the support,
the rate of precipitation is measurable at much lower
concentrations. Accordingly it is possible to perform
precipitation exclusively on the surface of the support
by maintaining the concentration of the precursor be-
tween that of the solubility and supersolubility curve.
Control of the concentration of catalytically active pre-
cursors within the above range is the basis of the de-
position-precipitation procedure. With sparingly solu-
ble solids, the concentration difference between the
solubility and supersolubility curves is small. The con-
centration therefore has to be controlled fairly accu-
rately.

Figure 8 shows the case when the active precursor
reacts with the surface of the support to yield a com-
pound of a lower solubility. Now both the solubility
and the supersolubility curve have been shifted to lower
concentrations. We will see that reaction to form a
compound with the support often takes place.

With the usual addition of a precipitant to a solu-
tion, as schematically represented in Fig. 9, the local
concentration rises temporarily above that of the super-
solubility curve, which causes rapid nucleation of the
precipitate. When after homogenizing the liquid, the
final concentration is lower than that of the super-
solubility curve, nucleation has already proceeded and
the crystallites precipitated are stable. Consequently,
the concentration has to be maintained continuously

~ Supersolubility Curve
Supersolubility of Compound

with Support

Concentration —

Figure 8. Reaction of precipitating active precursor with support
to form a less soluble compound.

below that of the supersolubility curve. With deposi-
tion-precipitation this is achieved by performing pre-
cipitation from a homogeneous solution [15-17]. A
homogeneous solution is most easily obtained by sepa-
rating the mixing and the generation of the precipitant.
This is usually brought about by mixing at a suffi-
ciently low temperature that the reaction generating
the precipitant does not proceed markedly, and sub-
sequently raising the temperature to a level where the
generation of the precipitant is rapid.

D Deposition-Precipitation onto Suspended Finely
Divided Supports

As discussed above, sufficiently large interaction be-
tween the nuclei of an insoluble active precursor and
the surface of a suspended support can bring about
precipitation of the precursor exclusively at the sur-
face of the support. Procedures have been developed
to achieve deposition-precipitation by changing the
pH level, or the valence state of the active precursor, or
the concentration of a complexing agent. The com-
plexing agent keeps the active precursor in solution
under conditions where the (hyd rated) metal ion alone
precipitates. To ensure a sufficiently smooth transport
of the precipitating species into the pore system of
the support, a finely divided support is generally used.
When the support after being loaded and separated
from the liquid is dried, shaping is usually very easy.
The hydroxy groups present in the loaded carrier sub-
stantially facilitate the shaping of the support by es-
tablishing hydrogen-bridge bonds.

a Change of pH Level
Precipitation by raising the pH level can be used with
the preparation of many catalysts. Especially with tin.
nickel and cobalt the procedure is fairly straight-
forward. The support to be loaded is suspended in a
solution of the metal nitrate and a compound is added
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Temperature

Solubility Curve

Figure 9. Usual addition of precipitant to suspension of support in solution of active precursor, rapid nucleation outside porous support.

that is able to consume hydrogen ions. Urea can be
utilized to increase the pH of the suspension. Usually
the amount of urea is chosen to be 1.5-2.5 times the
amount theoretically needed. Urea reacts according to

CO(NH2)2 — NH+ + CNCT

CNCT + 3H2O ; + 2OH" + CO2

This reaction in which the urea first reacts to produce
cyanate and subsequently to ammonium, carbon diox-
ide, and hydroxy groups, exhibits only a measurable
rate at temperatures above about 330 K. It is the first of
the above reactions that calls for a temperature of at
least 330 K, because ammonium cyanate reacts rapidly
at room temperature. Mixing can therefore be carried
out at room temperature, while the generation of hy-
droxy groups proceeds at higher temperatures. When it
is desired to perform the precipitation at lower tem-
peratures, ammonium cyanate or a cyanate of an alkali
metal can be used. Now, however, mixing has to be
done with a suspension kept at about 273 K, to prevent
rapid reaction during mixing. An enzyme, urease, has
been tried to hydrolyze the urea at low temperatures.
However, this enzyme did not work in the presence of
usual dissolved catalytically active precursors.

When high loadings of the support have to be ap-
plied, the formation of ammonium ions leads to diffi-
culties, because at the higher pH levels required to de-
posit nickel hydroxide or cobalt hydroxide onto its own
lattice, the concentration of ammonium (NH3) is fairly
high. As a result nickel(II) and cobalt(II) redissolve
as ammonium complexes. The ammonia can be vola-
tilized by keeping the suspension for a prolonged time
at a temperature near 373 K, but then redissolution of
nickel or cobalt is difficult to prevent. At high loadings,
therefore, it is advantageous to use sodium nitrite,

which does not lead to formation of ammonium. So-
dium nitrite reacts according to

3NO2" + H2O - 2NO + NO3- + 2OH"

Oxygen (air) has to be excluded, because oxidation of
the NO released leads to the generation of hydrogen
ions according to

2NO + O2 r=* 2NO2

(2/3)(3NO2 + H2O ^ NO + 2NO3~ + 2H+)

Consequently the pH changes much less when the ni-
trogen oxide released can be oxidized by oxygen.

A problem with the use of urea or cyanate can be
the production of waste water containing chemically
bonded nitrogen, which is difficult to deal with. With
the hydrolysis of urea the reaction can be significantly
accelerated by performing the reaction at slightly ele-
vated pressures and at temperatures above 373 K. Since
the suspension of the support can be thoroughly mixed
at a temperature where the reaction does not proceed,
very concentrated solutions can be utilized with urea.

Also the NO released with the disproportionation of
nitrite calls for special measures to avoid emission. The
environmental problems and the lack of accurate con-
trol of the course of the pH level with time has led to
the development of an additional deposition-precip-
itation method, namely the injection procedure. It has
been observed that injection of an alkaline solution
through a tube ending below the surface of the sus-
pension of the support, avoids locally high concen-
trations. The reason is that high shear stresses can be
established around the end of the injection tube, which
is not possible at the surface of the suspension. The
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Figure 10. Precipitation of nickel(II) from a homogeneous solution by injection of sodium hydroxide at 293 K. A measurement without
suspended alumina and measurement with suspended alumina are represented. The final nickel loading is indicated in the figure [18].

injection must be performed slowly and continuously
to maintain the solution homogeneous. At a high rate
of injection, elements of the solution being injected are
brought rapidly in the bulk of the suspension, where
the shear stresses are low. Although the injection
procedure can be controlled more accurately than the
methods using hydroxy ions generating reactants, the
procedure calls for much more attention.

Scaling up of the deposition-precipitation procedure
does not present any difficulty with urea or sodium ni-
trite. The preparation of tin oxide on silica catalysts
has been scaled up from 11 to a vessel of 2 m3 without
any difference in the final catalyst. The injection pro-
cedure has been scaled up by recirculating the suspen-
sion of the support from a large vessel through a small
vessel in which the alkaline solution was injected into
the vigorously agitated suspension. Provided the flow
of the fluid being injected was kept slow and contin-
uous, excellent results have thus been obtained.

Interaction with the support is a prerequisite to
achieve the desired dense and uniform coverage of the
surface of the support with the precursor of the active
component. Precipitation from a homogeneous solu-
tion without interaction with the support leads usually
to relatively large precipitated crystallites. The interac-
tion with the support can be easily assessed by mea-
suring the pH as a function of time or of the amount of
alkali injected both with and without a suspended sup-
port. If there is a significant interaction with the sup-
port, the level of the pH remains with a suspended
support considerably below that of the pH measured
without a suspended support. Without a support, the
concentration of the supcrsolubility curve is often ap-
parent from the pH curve passing through a maximum.

When the concentration of the supersolubility curve
has been attained, nucleation proceeds rapidly and the
subsequent growth of the nuclei proceeds faster than
the generation or addition of hydroxy ions.

Figure 10 shows the course of the pH during in-
jection of alkali into a nickel nitrate solution kept at
293 K [18]. It can be seen that without a suspended
alumina support, the pH passes through the maximum
mentioned above. When alumina has been suspended
in the solution, the pH remains below the pH level
measured with nickel nitrate alone. At a low loading of
the support, as with the loading of 5% in Fig. 10, the
pH remains considerably below the level exhibited with
only nickel nitrate. The low pH level indicates reaction
of the surface of the suspended alumina support with
nickel(II) ions to a hydrotalcite structure. At higher
loadings of the alumina support the nickel ions can no
longer be completely accommodated in the surface hy-
drotalcite and nickel hydroxide grows, which is evident
from the pH curve merging the curve measured with
nickel nitrate alone. In Fig. 10 a vertical arrow indi-
cates the point where the curve measured with sus-
pended alumina reaches the curve measured with nickel
nitrate only. Using temperature-programmed reduction
De Bokx et al. [18] demonstrated that the fraction of
hydroxy ions consumed at pH levels lower than that
observed with nickel nitrate alone measures the frac-
tion of nickel hydrotalcite formed.

Figure 11 shows the course of the pH during the
precipitation of zinc(II) with and without suspended
alumina [19]. The pH is recorded during addition of
alkali to the same volume of water, of a suspension of
alumina in water, and of a solution of nickel nitrate. In
the figure the curve obtained by addition of the hy-
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Figure 11. Precipitation of zinc(II) from a homogeneous solution by injection of sodium hydroxide at 293 K [19].

Water

Nickel nitrate
Calculated nickel nitrate and silica

Measured nickel nitrate and silica

298 K

Water
i

Silica

Nickel nitrate

Measured nickel nitrate and silica

363 K

ml 0.0952N NaOH
2 —

40 50 60
2>
30

ml 0.0952N NaOH

40 50 60

Figure 12. Precipitation of nickel(II) from a homogeneous solu- Figure 13. Precipitation of nickel(ll) from a homogeneous solu-
tion by injection of sodium hydroxide at 298 K [20, 21]. tion by injection of sodium hydroxide at 363 K [20, 21].

droxy ions consumed in the above three measurements
is compared with the pH curve experimentally mea-
sured with suspended alumina. It is evident that the
calculated pH curve runs appreciably above the curve
recorded experimentally. The interaction of the precip-
itating zinc ions with the alumina is evident from the
consumption of hydroxy ions at a relatively low pH
level.

Analogous experiments with silica as the support
indicate the appreciable interaction of precipitating
nickel(II) ions with silica [20, 21]. In the experiments
represented in Fig. 12 the solutions or the suspension
was kept at 298 K. The curve measured with suspended
silica runs again considerably below the curve calcu-
lated from the curves recorded with water, suspended
silica, and nickel nitrate alone. The interaction with the
silica support causes a higher consumption of hydroxy
ions at a low pH level. Burch and Flambard [22] per-

formed the same experiments with both silica and tita-
nia supports. They observed exactly the same behavior,
namely a considerably lower pH level when the preci-
pitation of nickel(II) was carried out in the presence of
a silica or titania support.

Figure 13 represents measurements at 363 K with
silica as a support. The curve measured with suspended
silica in a nickel(II) solution at 363K. remains appre-
ciably below the curve measured with nickel nitrate
alone and does not approach the curve measured with-
out suspended silica. The course of the pH with sus-
pended silica indicates formation of a bulk compound
with the support, as schematically indicated in Fig. 8.
Formation of nickel antigorite (a 1 : 1 clay mineral) or
nickel hectorite (a 1:2 clay mineral) is evident from X-
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Figure 14. Precipitation of iron(II) from a homogeneous solu-
tion by injection of sodium hydroxide at 363 K [24].

Copper(ll) nitrate and urea

Figure 15. Precipitation of copper(II) from a homogeneous
solution of copper nitrate by hydrolysis of urea both with and
without suspended silica [25].

ray diffraction, electron microscopy, temperature-pro-
grammed reduction, and the considerable in crease in
BET surface area of the silica support after reaction
with the nickel ions. Richardson et al. [23] have re-
ported precisely the same results with the precipitation
of nickel(II) ions from a homogeneous solution in the
presence of a suspended silica (Cabosil) support.

Figure 14 indicates that iron(II) reacts analogously
with silica upon precipitation from a homogeneous
solution kept at 363 K [24]. Reaction to a new solid
phase is also apparent from the maximum exhibited
by the pH curve measured with suspended silica. Also
with precipitating nickel and suspended silica a max-
imum in the pH level is often observed when the pH
is homogeneously raised at 353 K or at a higher tem-
perature (as shown in Fig. 18).

Figure 15 shows the course of the pH when the pH
of a coppcr(II) nitrate solution is raised by the hydro-
lysis of urea [20, 25]. Curves with and without sus-
pended silica are represented. Both curves show a dis-
tinct maximum and are almost identical. Consequently

Without suspended silica

With suspended silica

Copper perchlorate 303 K
Sodium hydroxide injection

Tune(h) —

10 12

Figure 16. Precipitation of copper(II) from a homogeneous
solution of copper perchlorate by injection of sodium hydroxide
at 303 K [25].

copper(II) ions precipitating at a pH level below about
4 in the presence of nitrate ions exhibit no interaction
with a suspended silica support. During the precipi-
tation of copper(II) from a homogeneous solution of
copper nitrate, the copper(II) precipitates as large thin
platelets of basic copper nitrate, Cu2(OH)3NO3. Nu-
cleation of the basic copper(II) nitrate and the subse-
quent rapid growth and consequent rapid consumption
of hydroxy ions lead to the pronounced maximum ex-
hibited in the curves of Fig. 15. In the presence of sul-
fate and chloride ions the corresponding basic salts are
precipitating as relatively large crystallites upon pre-
cipitation from a homogeneous solution.

With perchlorate ions, which interact less strongly
with precipitating copper(II) ions, nucleation of preci-
pitated copper species proceeds at a significantly higher
pH level, as can be concluded from Fig. 16. When
more alkali has been added, reaction of the basic salt
initially precipitated to (brown or black) copper oxide,
which is more stable, takes place. Consequently, a drop
in pH level is exhibited due to the exchange of per-
chlorate ions for hydroxy ions. With suspended silica
the pH curve runs initially below the level measured
without suspended silica. The stabilization of the cop-
per species precipitated by interaction with the support
is evident from the fact that now no copper oxide re-
sults when more alkali has been added. The loaded
support displays still a blue color when the precip-
itation has finished which is maintained after drying at
383 K.

Figure 17 shows the precipitation of coppcr(ll) at
363 K in the presence of suspended silica when more
hydroxy ions are admitted and consequently higher pH
levels are obtained [26]. It has been observed that the
basic copper nitrate initially precipitated becomes un-
stable and reacts with the support at higher pH levels.
The silica support reacts to a considerable extent with
the coppcr(II) ions to a hydrosilicate, which has a
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Figure 17. Deposition-precipitation of coppei(II) onto sus-
pended silica by injection of sodium hydroxide [26].

structure analogous to that of the mineral chrysocolla.
Nickel hydrosilicate grows without nucleation on silica
having reacted with copper(II) ions as is shown in
Fig. 18 [27]. When nickel(II) ions are precipitating
from homogeneous solution by hydrolysis of urea at
363 K. in the presence of suspended silica, the pH passes
through a maximum as can be seen in Fig. 18. Since
the pH level remains much lower than with the precip-
itation of nickel(II) without suspended silica, nuclea-
tion of a nickel hydrosilicate (a clay mineral) is in-
dicated. In the presence of suspended silica that has
reacted with copper, the pH remains substantially
lower than with pure silica as exhibited in Fig. 18. Ac-
cordingly, growth of a mixed hydrosilicate proceeds
smoothly with copper(II) hydrosilicate.

It is important to consider the interaction with the
support more closely. Often an electrostatic model has
been used to account for the interaction of precipitat-
ing species with the support. It has been established
that species having an electrostatic charge of the same
sign as the support do not deposit onto the support.
The isoelectric point of silica is, for instance, about 2,
which implies that at lower pH levels the silica is pos-
itively charged due to the uptake of hydrogen ions,
whereas at higher pH levels ionization of surface hy-
droxy groups leads to a negative charge:

Si(OH+) ^ SiOH ^ SiCT + H+

If an electrostatic interaction alone would determine
the interaction of precipitating species with the sur-
face of a suspended support, the interaction with pre-
cipitating hydrated iron(III) oxide would be small,
whereas the interaction with precipitating copper(II)
hydroxide would be considerable. Indeed it was ob-
served that hydrated iron(III) oxide, which reacts to
form clusters of very small moieties at pH levels of 2,
docs not interact significantly with suspended silica.
However, the precipitation of copper(II), which also
proceeds at a pH level of about 3 with most anions, is
not markedly affected by the presence of suspended

silica. As shown by the experimental results presented
above, copper(II) precipitates with many anions as a
basic salt of the anion being present during the precip-
itation without a significant interaction with the sus-
pended silica support. Actually small silica particles are
being supported by large crystallites of the basic copper
salts after performing a deposition-precipitation. The
above results with copper(II) were measured by Van
der Meijden, who extensively studied the precipitation
of copper(II) with and without suspended silica [20,
25]. His data show that a pH level above about 4 is
required for interaction of precipitating copper(II) with
suspended silica. Precipitation from copper(II) perchlo-
rate solutions, which do not readily react to basic cop-
per(II) perchlorate, and which proceeds at higher pH
levels, leads to a significant interaction with the silica
support.

We therefore feel that besides an electrostatic inter-
action a chemical interaction between the precipitating
species and the support is also required. With colloidal
silica solutions a reaction proceeds between the hy-
droxy groups present on different silica particles. Con-
densation of water leads to formation of oxygen
bridges between the silica particles, which causes ge-
lation of the silica sol. An analogous reaction will pro-
ceed between hydroxy groups present on the surface of
silica particles and hydroxy groups of partially hy-
droxylated metal ions. The gelation of silica calls for
a pH level of at least about 4, which agrees very well
with the pH level at which hydroxylated metal ions are
exhibiting interaction with silica. The reaction of the
hydroxy groups is schematically indicated in Fig. 19.

Iron consequently has to be applied onto silica from
iron(ll) solutions, since iron(II) precipitates at a much
higher pH level than iron(III) [28]. With iron(II) a
high interaction with silica supports is observed. With
iron(III) a reverse precipitation has to be carried out.
An acid iron(III) solution is injected into a suspension
of silica, kept at a pH level of about 6 by simultaneous
hydrolysis of urea or simultaneous injection of an al-
kaline solution.

The behavior of copper(II) is interesting. At higher
pH levels the initially precipitated basic salt becomes
unstable and copper(II) is precipitating onto the sus-
pended silica support. At higher temperatures without
suspended silica, black copper(II) oxide results, whereas
at lower temperatures without suspended silica blue
copper hydroxide is formed. With urea, intermediate
formation of malachite, basic copper(II) carbonate, is
observed in the absence of suspended silica.

A number of catalytically important metals cannot
be applied smoothly on silica, namely metals present in
the most stable state as highly charged metal ions
forming anions with oxygen. The most important in-
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7 j- Solutions of nickel nitrate and urea kept at 363 K
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Figure 18. Comparison of deposition-precipitation of nickel(II) ions on silica and on silica having previously reacted with copper(II) ions
[27].
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Figure 19. Schematic representation of the reaction between hydroxy groups on different silica particles leading to gelation of silica sols
(left-hand side) and of the hydroxy group(s) on partially hydroxylated metal ions with surface hydroxy groups of silica.

stances of this group of metals are molybdenum, tung-
sten, and vanadium. The negatively charged MoOj",
WO4 , and VO3 ions cannot be deposited on silica,
which is also negatively charged. The electrostatic
charges of the support and of the species to be depo-
sited being opposite is a necessary, but not a sufficient
condition to have a sufficient interaction with the sup-
port to enable one to perform deposition-precipitation.
Vogt et al. [29, 30] have established that decreasing
the valence of the metal ions caused the metal ions to
be present as hydrated cations in an aqueous solution.
Electrochemical reduction of vanadium(V) and moly-
bdenum(VI) to trivalcnt metal ions can be performed
smoothly. Overbeek [31] has carried out the scaling
up of the electrochemical reduction and has achieved
a very high current efficiency. With the lower valcnt
metal ions the usual deposition-precipitation can be
performed by raising the pH of a suspension of silica in
a solution of the lower valent metal ion [30, 32, 33].

The behavior of vanadia and molybdcna deposited
very finely divided on silica is interesting. Vogt showed
that vanadia applied as V1" and subsequently oxidized
to Vv by calcination at 623 K for 72 h was deposited
on silica as a monolayer; the infrared absorption due
to vibrations of hydroxy groups of the silica surface

disappeared at a monolayer coverage of vanadia.
Apparently the interaction of the precipitating vana-
dium(III) with the silica surface is strong. De Boer [33]
accurately investigated the interaction of molybdcna
with silica. With molybdena deposited as Mo1" and
oxidized to MoVI the vibrations of hydroxy groups of
the silica surface did not disappear completely, which
indicates that the molybdenum oxide species is not
covering the silica surface completely. Low-energy ion
scattering, Laser-Raman spectroscopy, and EXAFS
have revealed that the molybdena species arc present
as small hydrated clusters on the silica surface. Upon
dehydration, the molybdcnum(VI) oxide moieties are
spreading over the silica surface and covering the silica
surface completely; rehydration leads again to clusters
and to some bare silica. When the molybdenum(Vl)
oxide is finely divided, nucleation of MoO;i cannot
proceed and the molybdenum oxide is strongly inter-
acting with the silica. The uniform thin layer of molyb-
denum oxide can only be established by deposition
from molybdcnum(III) solutions.

The chemical interaction of metal ions precipitating
from a homogeneous solution with silica at higher tem-
peratures has been confirmed extensively. With finely
divided silica, reaction with synthetic clay minerals
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has been established. Consequently the reaction is not
confined to the surface of silica, but involves also the
bulk of small silica particles. Reaction with another
solid phase was already concluded from the maximum
through which the pH curve often passes during the
deposition-precipitation of nickel at a temperature of
about 350 K or higher. The complete reaction of the
silica particles is also evident from electron micrographs
[2], which show a complete disappearance of the silica
particles initially present. When the amount of bivalent
metal ions is not sufficient to convert the silica com-
pletely, growth of platelets of clay minerals out of the
silica particles can be easily seen.

By precipitation from homogeneous solution in the
presence of suspended silica a procedure for the pro-
duction of synthetic clay minerals has thus been
achieved that is much more favorable than the proce-
dures used in the state of the art, which involves hy-
drothermal treatment at high temperatures and pres-
sures for prolonged periods of time [34]. The clay
minerals from bivalent metal ions are of the hectorite
type; the bivalent metal ions are present within the
octahedral holes of a central layer, which is covered at
both sides by a layer containing Si2Os(OH) groups.
With magnesium very small platelets exhibiting a sur-
face area of about 700m2g~I are obtained, and with
zinc much larger platelets having a surface area of
about 200 m2g"' . The surface areas with nickel and
cobalt are intermediate. The surface areas are consid-
erably higher than the surface area of the original silica
support. The reaction to clay minerals is also evident
from the acid groups present within thus loaded silica
supports after partial reduction of reducible metal
ions, such as, nickel or copper. Addition of tetrahe-
drally coordinated aluminum during the deposition
precipitation leads to reaction to saponite clay miner-
als, in which a fraction of the silicon ions present in
the tetrahedral holes is substituted by aluminum ions.
After exchange of the interlayer cations, usually am-
monium after the preparation, acid protons are present
in the saponite clay minerals. The above preparation
procedure yields reproducible clay minerals, the prop-
erties of which can be accurately controlled within a
wide range, offers interesting possibilities for the tech-
nical application of clay minerals in catalytic reactions.

Also, with alumina, reaction of the support to com-
pounds with active precursors can proceed, although
the reaction remains generally limited to the surface
layer of the alumina. With bivalent metal ions reac-
tion to compounds of a hydrotalcite structure occurs
[18]. Hydrotalcitc is a mixed magnesium-aluminum
hydroxide (Mg6Al2(OH)16CO3 • 4H2O) and takovite
(Ni6Al2(OH)16CO3 • 4H2O) is the analogous nickel
compound. The metal ions are present in the octahe-
dral sites of the brucite structure. Due to the presence
of trivalent aluminum ions, the electrostatic charge

cannot be compensated by the hydroxy ions only and
anions, such as carbonate ions, are accommodated in
the interlayer between the hydroxy groups. Reaction to
the analogous nickel-aluminum and cobalt-aluminum
compounds has been observed with deposition-pre-
cipitation of nickel or cobalt on suspended alumina.
Actually the reaction to the surface hydrotalcites (or
Feitknecht compounds) is unfavorable, since nuclea-
tion of spinels of the bivalent metal ions, e.g. N1AI2O4,
proceeds upon thermal treatment of the surface hydro-
talcites.

It is notable that when performing reactions within
a homogeneous solution, interfacial inorganic reac-
tions often take place that are completely analogous
to geochemical reactions. Both the reactions with clay
minerals and with hydrotalcites are also well known in
geochemistry.

Effecting deposition-precipitation by decreasing the
pH level is interesting with metal ions present in
the stable state in aqueous solution as anions [35]. With
silica no interaction is observed, which has led to the
development of the electrochemical reduction proce-
dure. To apply metal ions, such as, molybdenum or
vanadium, on alumina, a homogeneous decrease in pH
level is interesting. The pH level has been decreased by
injection of nitric acid or perchloric acid and electro-
chemically. However, the rate of crystallization of the
hydrated oxides of vanadium(V) and molybdenum(VI)
was observed to be fairly low. To prevent dissolution of
the alumina supports the pH cannot be decreased to
levels below about 3, at which the crystallization of the
hydrated metal oxides does not proceed rapidly.

Decreasing the pH levels of suspensions of a suitable
support in a solution of an active precursor has there-
fore been studied much less than raising the pH level.

b Changing the Valency of Precursor Ions
Precipitation from a homogeneous solution by chang-
ing the valence of the metal ions to be precipitated can
be performed very smoothly in some cases. An increase
in valency has been used with iron and manganese.
Iron(II) and mangancse(II) are much more soluble
than iron(III) and manganese(III) and -(IV). Oxida-
tion with a dissolved oxidizing agent therefore leads
to precipitation from a homogeneous solution. With
iron(II) the oxidation can be carried out with nitrate
ions [28]. Since hydrolysis of the resulting iron(III) ions
releases hydrogen ions, the pH must be kept constant
by simultaneous injection of an alkaline solution or by
hydrolysis of urea. Usually, oxidation of iron(II) from
a homogeneous solution leads to precipitation of mag-
netite, Fe3O4. When other suitable bivalent metal ions
are present in the solution, other ferritcs, such as, nickel
or cobalt ferrite, result:
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3Fe2+ 4H 3Fe3+ + NO + 2H2O

Fe2+ + 2Fe3+ + 4H2O ^ Fe3O4 + 8H+

Ni2+ + 2Fe3+ + 4H2O ^ NiFe2O4 + 8H+

Finely divided magnetite deposited on a support is
liable to oxidation and hydrolysis, which leads to hy-
drated supported iron(III) oxide. To prevent oxidation
and hydration, the loaded support has to be dried in an
inert gas. After being dried the supported magnetite is
fairly stable on exposure to atmospheric air, although
reaction to y-Fe2C>3 may proceed.

Precipitation by reduction of metal ions has many
applications [36]. Precipitation from a homogeneous
solution of chromium by reduction of chromium(VI),
which is soluble at pH levels around 7, to chrom-
ium(III), which is insoluble at this pH range, has been
done. Also, reduction of metal ions, such as, silver,
palladium or platinum, to the metallic state can lead to
very finely divided metal particles. De Jong and Geus
have studied precipitation by reduction of silver ions in
the presence of a suspended silica support [37, 38]. A
bimodal particle size distribution usually results. The
silver complexes adsorbed on the support react with
the reducing agent to very small silver particles (about
1 nm), whereas in the bulk of the solution the more
difficult nucleation of metallic silver leads to relatively
large particles (at least 10 nm). With other precious
metals an analogous behavior has been observed. With
suspended silica supports that were loaded at pH
levels around 7, it was demonstrated that the electro-
static charge of the precursor complexes is determining
whether precipitation by reduction to the metal on
the support can proceed. Only positively charged com-
plexes, such as the silver ammine complex, resulted in
small silver particles deposited evenly over the silica
support. The amount of silver complex that can be ad-
sorbed on the silica support, however, was also found
to be limited. A higher concentration of silver simply
resulted in large silver particles formed in the bulk of
the solution.

Controlled growth of previously deposited very small
silver particles can also be performed. The procedure
involves to establish first the minimum temperature
at which reduction of the metal proceeds in the bulk
of the solution. With the reduction of silver ammine
complexes by formaldehyde, the temperature to effect
reduction in the bulk of the liquid is about 310 K. It
has been found that metallic silver particles catalyze
the reduction of the silver ammine complexes. By sus-
pension of a silica support covered with small silver
particles in a solution of Ag(NH3)2' cooling the sus-
pension to 273 K and subsequently injection of form-
aldehyde, controlled growth of the silver particles can
be achieved. It is interesting that the silver particles

grow to an elongated shape; apparently the electro-
static repulsion between the positively charged silver
complexes brings about an approach from opposite
sides. Thermal treatment at a moderate temperature in
a reducing gas flow suffices to produce symmetrical
metal particles. An analogous procedure can also be
carried out with small particles of precious metals, such
as platinum or palladium. It is also possible to grow
different metals on small metallic nuclei, such as silver,
onto platinum particles.

c Removal of Complexing Agent
The best known procedure in which a complexing
agent is removed involves the volatilization of ammo-
nia from ammine complexes. It is important to start
from an insoluble compound and to dissolve the metal
ions of the solid compound by complexing with am-
monia. An instance is nickel hydroxide, which is dis-
solved in a mixture of ammonium carbonate and am-
monia; removal of the ammonia leads to precipitation
of nickel carbonate. It is therefore difficult to achieve a
sufficiently high concentration of dissolved nickel. An-
other problem is the relatively high pH level required
to bring the ammonium concentration at the required
level to dissolve the nickel completely. At the high pH
levels due to the required ammonia concentration, sup-
ports such as alumina and silica dissolve.

Procedures have also been developed to oxidize com-
plexing agents, such as EDTA or ethylenediamine. The
oxidation was performed with hydrogen peroxide (per-
hydrol) at a pH level where the uncomplexed metal
ions are insoluble [39]. With a number of metal ions,
the procedure was successful. With copper, however,
cautious operation was required. The oxidation of a
copper EDTA complex exhibits an induction period
of about 30 min. After this period of time very finely
divided copper oxide is deposited onto the support,
thus providing a very efficient catalyst for the decom-
position of hydrogen peroxide. The hydrogen peroxide
rapidly decomposes, releasing a large volume of oxy-
gen, which results in a blowout of the contents of the
reactor. To carry out the preparation procedure in-
volving the oxidation of EDTA complexes by hydro-
gen peroxide on a large scale, a film reactor was uti-
lized to enable the rapid evolution of gas.

d Electrochemical Deposition-Precipitation
Base metals arc generally cheaper than the correspond-
ing metal salts. One reason is that production and
transport of the salt, which is heavier per unit weight of
metal than the pure metal, can be avoided. With the
production of supported catalysts it is therefore often
advantageous to start from the metal to be applied
onto an appropriate support and not from a salt of the
metal. According to the usual procedure the metal has
to be dissolved in a suitable acid in the catalyst pro-
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duction plant. To minimize environmental problems
hydrochloric acid is often used, although nitric acid can
be more easily removed from the catalyst by a thermal
treatment. Precipitation of the metal as a hydroxide,
hydrated oxide, or basic salt, calls for soda or other
alkaline compounds and leads to the production of
salts of the alkali metals used, which has to be dis-
posed.

An attractive procedure is possible when a metal
is applied without being completely dissolved. Van
Stiphout and co-workers have developed a precipita-
tion method in which a metal, such as copper, nickel,
or cobalt, can be deposited onto a suspended support
by anodic dissolution of the metal [19, 40, 41]. Metal
rods or scrap are put into a polymeric basket and con-
nected to an electrode. When the metal is the anode
and the voltage for dissolution is lower than the voltage
to produce oxygen from water, dissolution of the metal
proceeds readily. However, deposition of the metal
onto the cathode has to be prevented. At the cathode
hydrogen and hydroxy ions should be produced. Van
Stiphout and co-workers investigated two methods to
prevent deposition of the catalytically active metal
onto a platinum cathode. With a polymer membrane
capable of a rapid transport of hydrogen ions and
water, slow transport of hydroxy ions and copper, zinc,
and cadmium ions, migration of anodically dissolved
metal atoms to the cathode can be prevented or im-
peded. As an alternative, a thin chromia layer can be
deposited onto the platinum. Apparently, nucleation of
a metal on the chromia proceeds much more slowly
than on platinum metal.

The above authors have established that the proce-
dure with the polymeric membrane is not satisfactory.
At high current densities, metallic nickel nucleates on
the polymeric membrane. Although a reasonable load-
ing of a suspended silica carrier could be achieved, a
considerable fraction of the nickel was deposited on the
polymeric membrane. The chromia layer method was
observed to yield much better results.

Using the electrochemical precipitation procedure
silica-supported catalysts having nickel, copper, and
copper-nickel as the active components have been pre-
pared. The thus prepared catalysts showed analogous
characteristics as the catalysts prepared by deposition
precipitation using urea. The copper-nickel catalysts
are especially interesting. Measurement of the satura-
tion magnetization and temperature-programmed re-
duction experiments indicated the formation of copper-
nickel alloys after reduction of supports loaded simul-
taneously or sequentially with copper and nickel. Since
the dissolution of nickel or copper is accompanied by
the reaction of hydrogen ions to gaseous hydrogen, re-
sulting in the formation of hydroxy ions, the pH level
of the suspension docs not vary provided that hydrox-
ides or layered silicates containing Si2C>5~ species are

generated. When no suspended silica is present, anodi-
cally dissolved copper initially reacts to basic copper
salts, which leads to a rapid rise in pH, since the loss
of hydrogen ions is not compensated by an equivalent
consumption of hydroxy ions. With suspended silica,
however, the pH remains virtually constant, except
when nitrate ions are present and reaction to nitrite
or nitrogen oxide can proceed at the cathode. Both re-
actions consume hydrogen ions.

Electrochemical procedures can thus be used in the
production of solid catalysts for the reduction of higher
valent metal ions, usually present as oxyanions, to a
lower valent state, where they are less acidic. Also, the
above deposition-precipitation method can be extremely
well controlled by electrochemical means.

E Deposition-Precipitation within Preshaped Support
Bodies

Application of one or more precursor(s) uniformly over
the internal surface of preshaped support bodies is
attractive for the development of industrial catalysts
within a short period of time. Since impregnation and
drying often leads to deposition more or less exclu-
sively at the external edge of the support bodies, an
improved procedure is highly desirable.

Knijff et al. have extensively studied deposition-
precipitation within the pore-systems of preshaped
support bodies [6, 42]. Impregnation was performed
with a solution of the active precursor and urea or
ammonium or sodium nitrite. Preferably, the support
bodies were evacuated before the impregnating fluid
was admitted. To prevent evaporation of the liquid
while maintaining the impregnated support bodies at a
temperature of about 350 K, their open container was
placed in a vessel with an atmosphere of water satu-
rated at 350 K. With the hydrolysis of urea and with
the disproportionation of nitrite, gases are evolved. It
is possible that gas bubbles generated within narrow
pores push the liquid out of the pores, thus preventing
deposition of the active precursor onto the pore walls.
Some experiments showed that removal of the liquid
out of (part of) the pore system by gas bubbles did not
occur. Apparently, dissolution of the gases in the liquid
present in the pore system effectively transports the
evolved gases out of the pore system of the supports.

Extremely good distributions of the active precursor
over the internal surface of the support bodies were
obtained. The difficulty, however, is the loading that
can be achieved. The limited pore volume of preshaped
support bodies and the solubility of the precursor to
be deposited and of the agent(s) for deposition-precip-
itation necessitate multiple impregnations in order to
achieve loadings characteristic of base metal (com-
pounds). With urea and simple nitrates, however, highly
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concentrated solutions can be used, which allows the
application of high loadings of the active component.
The difficulty here is to fill the pore system completely
with the highly viscous concentrated solution. Deposi-
tion-precipitation within the pores of preshaped sup-
port bodies is therefore attractive for supports with a
very high pore volume and calls for additional research
when high loadings are desired with supports of a low
or intermediate pore volume

F Concluding Remarks
The above procedures for catalyst preparation have
generally provided excellent results. Especially impor-
tant are surface-sensitive reactions. With supported
catalysts in which the active components have a nar-
row particle-size distribution, the optimum particle size
for a demanding reaction can be established. Major
improvements of supported catalysts, e.g. with respect
to carbon deposition and ammonia decomposition, can
be achieved by preparing catalysts with a narrow par-
ticle-size distribution. Also, the preparation of catalysts
in which the active components have a uniform chem-
ical composition is highly important One instance is
the preparation of supported vanadium oxide phos-
phorus oxide (VPO) catalysts for the selective oxida-
tion of w-butane to maleic anhydride, which has been
carried out using vanadium(III) deposition onto silica
[31]

Technically, the most desirable procedures are those
that can use existing equipment for the commercial
production of catalysts. Impregnation of preshaped sup-
port bodies, drying, and subsequent calcination and/or
reduction are therefore attractive, since these techniques
can usually be executed in existing equipment. It is in-
teresting that the inorganic chemistry and the techniques
to produce advanced catalysts can also be used for the
production of magnetic materials, inorganic pigments,
and finely divided metals.

Much of the material covered in this review has only
been published in the patent literature Reference is
made to the relevant patent literature, since the patents
contain accurately described experiments, that nicely
exemplify the results dealt with in this review.
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2.2.1.6 Redox Methods for Preparation of Bimetallic
Catalysts

J. BARBIER

A Introduction
The main problem when preparing bimetallic catalysts
is to create close interaction between the two metals
[1-5]-

The classic co-impregnation or successive impreg-
nation of two metallic salts often proves to be unsat-
isfactory and new techniques are being tried [6-10].
In all cases these techniques call for the preparation
of a monometallic catalyst (i.e. parent catalyst) which
is then modified by addition of the second metal. This
modification occurs through a selective reaction which
takes place solely on the monometallic particles of the
parent catalyst.

Metal-metal interactions can result from surface re-
dox reactions occurring in a liquid phase between a re-
ducing agent present or adsorbed on the parent metal
and the oxidized form of the second metal [2-10]. The
nature of the reductant depends on the various method
used:

(i) preparation of bimetallic catalysts by direct redox
reaction - the reductant of the modifier is the
parent metal;

(ii) preparation of bimetallic catalysts by redox reac-
tion of adsorbed reductant - the reductant is pre-
adsorbed on the metallic surface of the parent
catalyst (hydrogen is most commonly used);

(iii) preparation of bimetallic catalysts by catalytic re-
duction - the catalytic properties of the parent
metal are used to improve the rate of the reaction
between a reductant and the modifier;

(iv) preparation of bimetallic catalysts by under-po-
tential deposition - in some cases deposition of
adatoms or submonolayers of modifier can occur
at a higher potential than the thermodynamic
potential required for bulk deposition.

B Preparation of Bimetallic Catalysts by Direct Redox
Reaction

A typical redox reaction can be expressed as

The evolution of the overall reaction is defined by
comparing the equilibrium potentials of the two half
reactions:

Oxi + Zie~ ^ Redi

Ox2 + Z2e" ^ Red2

These potentials can be calculated from Nernst's law:

(2)

(2')

where aox and aRed are the activities of the oxidized
and reduced species, respectively, and the other sym-
bols have their usual meanings.

The difference in equilibrium potentials determines
the value of the change in the free energy and, there-
fore, the direction of the overall reaction:

AG = - Z , Z 2 F ( £ , - £ 2 ) (3)

shown here for eq 1 going from left to right. For
E\ > Ei, AG will be negative and the oxidized form
Ox.i will be reduced by the reductant Red2.

Direct redox reactions can be of great interest for the
preparation of bimetallic catalysts, in cases where a
parent monometallic catalyst is prepared and is modi-
fied by reaction with the oxidized form of a second
metal. A typical reaction can be expressed as

Z'M + ZM'Z'+ -» Z'MZ+ + ZM' (deposited on M)

where M is the parent metal and M' the modifier.
In practice the preparation of bimetallic catalysts

using direct redox reactions can be extensively used for
depositing a noble metal with a high standard electro-
chemical potential onto a non-noble metal with a lower
standard electrochemical potential (eq 3).

From an experimental point of view a monometallic
catalyst is reduced in a reactor, outgassed under a
nitrogen flow and then immersed in an aqueous solu-
tion. The solution is continuously stirred by a counter-
current of nitrogen. The modifier salt, which acts as
precursor of the additive, is introduced as a solution.
The concentration of the solution is adjusted to equal
the number of modifier atoms required for the required
composition of the bimetallic phase.

An example of the use of direct redox reactions in the
preparation of bimetallic catalysts is the modification
of copper catalysts by the addition of ruthenium, plat-
inum, gold, or palladium [11-14]. Assuming the met-
allic state for copper atoms on the surface, the redox
reaction with the noble metal salts is

nCu(s) + 2Mn+ - nCu2+ + 2M(s)

Ox, + Red2 ^ Ox2 + Redi (1) References see page 263
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Table 1. Standard redox potentials.

Reaction

Cu2+

ptci2,-

AuCl<
Pd2+

Ru3+

ReO^ + 8H+

PdClJ"

+ 2e"

+ 4e~

+ 3e-
+ 2e-
+ 3e"

+ 7e-

+ 2e"

^ Pt + 6cr
^ Au + 4C1-
^ Pd

^ R u

^ Re -1- 4H2O

^ Pd + 4C1-

£«(V)

0.34

0.74

1.00
0.99

0.38

0.37

0.62

where (s) indicates surface location. Comparison of the
standard electrochemical potentials (Table 1) shows
that three redox reactions can occur.

Chemical analysis of solids and solutions indicate
that in all cases metallic ruthenium, platinum, and gold
are deposited on copper. Ruthenium, deposit is re-
stricted to approximately 0.33 of the copper surface
atoms, demonstrating that the redox reaction between
Cu and Ru3+ can occur only on some special copper
sites [11]. With platinum or gold, for the highest
amount of modifier introduced (M"+/Cu(s) > 100), a
deposit larger than a monolayer is obtained, indicating
that all accessible copper atoms and subsurface copper
atoms are involved in the redox reaction [13].

Particles of Raney copper, modified by redox depo-
sition of ruthenium, platinum, or gold were charac-
terized by energy dispersive spectroscopy. Ruthenium
is deposited preferentially on the rims of the copper
particles while low Miller-index planes are totally free
of deposited ruthenium atoms. For platinum or gold
the deposition can occur over the whole copper surface
[11].

The extent of deposition of a metal M introduced as
M"+ on a Cu catalyst (or on a metal of lower standard
potential) depends on the redox reaction equilibrium
constant:

RT

According to the standard electrochemical potentials
(Table 1), with Cu/Cu2+ and Ru/Ru3+ couples, the
amount of ruthenium deposited on metallic copper will
be small, whereas the redox reaction carried out in
presence of platinum or gold salts will occur to a large
extent. On the other hand, for electrodes of first type
(metal immersed in a solution of a salt of that metal),
the standard electrochemical potentials as defined by
thermodynamics are calculated with regard to a poly-
crystalline metallic phase of infinite size. However, in
the case of small metallic particles, characterized by
metallic atoms of different coordination numbers, the
notion of a local potential can be introduced. That no-

tion is well known for corrosion reactions which occur
preferentially on more oxizable metal sites, such as
faults, and generally on metallic atoms of low coordi-
nation numbers.

As a consequence when the difference between equi-
librium potentials of the two half redox reactions is
low, the modifying metal, during the preparation of a
bimetallic catalyst by direct redox reaction, will be de-
posited selectively on specific sites of the parent metal
(i.e. sites that are highly oxidizable such as corners,
edges, etc.). However, the equilibrium potentials are
defined by Nemst's law which provides facilities to fit
the potential values by changing the concentrations of
the oxidized and reduced forms (eqs 2 and 2') and so
induces selective deposition of the modifier on the
parent catalyst.
Finally, the redox properties can be modified by using
different ligands which, by chelating metallic ions, alter
the standard redox potentials and consequently the
equilibrium potentials. As an example, a rhodium cat-
alyst was modified by the surface deposition of palla-
dium obtained when metallic rhodium (£" ,. =

Rn/ Rh

0.79 V) was exposed to palladium nitrate solution
(,£j> 2- = 0.99 V); the reaction is given by

2Rh(s) + 3Pd2+ -> 3Pd(s) + 2Rh3+

However, in the presence of chloride ions which in-
duce a complexation of the palladium ions (£JL/Pdri: =
0.62 V), the overall reaction is reversed and rhodium
can be deposited on the surface of a metallic palladium
catalyst according to the reaction

3Pd(s) 12Cr 2Rh(s)

Identical results have been obtained with platinum and
rhodium couples for preparation of model exhaust gas
catalysts.

In summary, the direct redox reactions can be largely
used in the preparation of bimetallic catalysts with a
close interaction between the metallic constituents. In
that case a metal with a high electrochemical potential
is deposited on a metal with a lower potential. The
applicability of the technique can be extended sig-
nificantly by using different ligands which, by chelat-
ing metallic ions, modify the standard electrochemical
potentials.

Finally, under well-defined experimental conditions
(essentially the concentrations), the modifying metal
can be deposited selectively on specific sites of the par-
ent metal. Such deposition can significantly influence
the selectivity of the bimetallic catalysts [12, 14].

C Preparation of Bimetallic Catalysts by Redox
Reaction of Adsorbed Reductant

Bimetallic catalysts can be prepared by using a reduc-
tant that prcadsorbs selectively on the parent metal.



2.2 Supported Catalysts 259

The ions of the second metal (additive) are reduced by
that reagent and the two metals interact. This tech-
nique was extensively studied by Szabo and co-workers
who, using hydrogen as reductant, describe the tech-
nique as the "adsorption of metallic ions via ionization
of adsorbed hydrogen" [15-19].

A simple example of using preadsorbed hydrogen as
reductant was the preparation of a homodispersed Pt/
AI2O3 catalyst with increasing particle sizes prepared
by platinum returning to the parent Pt/A^Oj catalyst
saturated with irreversibly chemisorbed hydrogen [20].

Hydrogen, preadsorbed on noble metals, is com-
monly used to prepare bimetallic catalysts by redox
reaction. This requires the parent metal to chemisorb
hydrogen (Pt, Pd, Rh, Ru, etc.) and to introduce a
modifier that is reducible by hydrogen (Cu, Re, Ir, Rh,
Pd, Pt, Au, etc.). All combinations of these metals
have been prepared and characterized. For example,
this technique has been used to prepare model Pt-Re
reforming catalysts. Also, Pt-Rh and Pd-Rh were
preformed to examine the interaction between plati-
num and rhodium in exhaust gas catalysts [8-10, 15-
20, 21].

An interesting example is the preparation of Ru-Cu
bimetallic catalysts by the reaction

2RuH + Cu2+ — Ru2Cu + 2H+

Previously, Cu-Ru was prepared by direct redox reac-
tion, with Ru deposited on Cu. In this case, however,
Cu is deposited on Ru. Comparison between the two
bimetallic catalysts showed, during D-glucitol trans-
formation that the two bimetallic phases, with same
surface compositions, but prepared by two different
techniques, had very different catalytic properties [22].

Szabo, Nagy, Margitfalvi, and co-workers [9, 23, 24]
investigated the preparation of platinum-gold and
platinum-palladium bimetallic catalysts using the ion-
ization of hydrogen preadsorbed on platinum. The first
step is the bulk deposition of additive according to the
equations

l̂ " + 2e" -• Pdbuik + 4C1"

AUCI4 + 3e~ -> Aubuik + 4C1

In the presence of chloride ions, the first step is fol-
lowed by the following spontaneous redistribution of
the additive as adsorbed adatoms:

+ 4Cr -• PdClJ" + 2e"

These reactions can also be written for AuCl4~, which
suggests that the chloride ions play an important role.
Thus, the chelating power of the chloride ions in the
transition metal complexes is critical in deposition and

redistribution on the parent catalyst surface of the
metal additive. If there are few or no chloride ions (that
is, in the absence of chloride ions other than those of
the precursor or if a chloride-free precursor such as
Pd(NC>3)2 is used) the bulk deposition-reoxidation re-
action is negligible and the deposition of the additive is
stable.

Furthermore preparation of Pt-Au bimetallic cata-
lysts using hydrogen preadsorbed on platinum is a
complex reaction involving simultaneously reduction
of AuCl4~ by hydrogen but also direct oxidation of
metallic platinum atoms by AUCI4 (Table 1) [25].

A kinetic study of reduction of AUCI4 by hydrogen
adsorbed on platinum or by direct oxidation of bare
reduced platinum demonstrated that the rate of reduc-
tion by hydrogen is 100 times higher than that of the
direct redox reaction. Therefore, during preparation of
Pt-Au bimetallic catalysts, for low gold coverages
(when the quantity of adsorbed hydrogen is sufficient
to reduce all the introduced gold ions), gold is reduced
by preadsorbed hydrogen; however, for higher gold
concentrations, reduction by preadsorbed hydrogen
and by direct oxidation of platinum can occur simul-
taneously.

Different Pt-Au catalysts loaded by different amounts
of gold were characterized by energy dispersive spectro-
scopy which allows the local elemental analysis of the
two components [25]. It appeared that, at low gold cover-
age, the deposition of the additive occurs statistically on
the whole surface of platinum. In that case gold is reduced
by hydrogen atoms which are adsorbed on all accessible
platinum atoms. For higher gold contents the deposi-
tion occurs by direct redox reaction and preferentially
on high Miller-index planes of platinum particles.

At present considerable research is being carried
out to investigate reductants other than hydrogen; the
emphasis here is on possible structural sensitivity. For
example, hydrazine and aldehydes (such as glucose) at
low coverages are selectively adsorbed by particular
sites of the basic metal, and can then be used to induce
the deposition of additives on those sites [8].

In summary, the preparation of bimetallic catalysts
by surface redox reaction using a reductant pre-
adsorbed on the parent monometallic catalyst has been
studied in detail. Unfortunately, the method is intricate
and time consuming, especially if several successive
operations are required. Furthermore, when the modi-
fier has a standard electrochemical potential higher
than that of the parent metal (AUCI4 deposited on Pt°),
the overall reaction is a complex one involving a re-
duction by adsorbed reductant but also direct oxida-
tion of the metallic parent catalyst. The relative rate of
the two parallel reactions determines the catalytic
properties of the resulting bimetallic catalyst.

References see page 263
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D Preparation of Bimetallic Catalysts by Catalytic
Reduction

The aim of this technique is to use the catalytic prop-
erties of the parent catalyst to increase the rate of re-
duction of the modifier. Thus the additive is deposited
on the catalytic site that is active for the reduction re-
action, and the two metals are closely situated.

The catalytic reduction of copper by hydrogen has
been investigated on platinum, rhodium, ruthenium,
and palladium. Thermodynamics show that Cu2+ in
aqueous solution can be reduced by molecular hydro-
gen at room temperature. However, a copper solution
under a hydrogen flow is perfectly stable because of the
slow kinetics of the reaction. Metals such as platinum,
palladium, and rhodium, which are able to activate
hydrogen, can catalyze the reduction of copper.

The catalytic reduction of Cu2+ by hydrogen is faster
on small platinum particles since the turn over number
increases from 0.37 Cu2+ ions reduced per accessible
platinum atom per hour to 3.0 when the platinum dis-
persion increases from 11% to 54% [8]. Thus the cata-
lytic hydrogenation of Cu2+ ions is a structure-sensitive
reaction occurring preferentially on small platinum
particles.

Analogous experiments have been performed with
rhodium/alumina catalysts [26, 27]. Catalysts (mono-
metallic Rh/AhCh and modified Rh-Cu/A^C^) were
characterized by IR spectroscopy using carbon mon-
oxide as a probe molecule. The evolution of the relative
intensity gem/linear bonds can be explained by assum-
ing that copper is preferentially deposited on rhodium
atoms of low coordination numbers. These results are
in agreement with the kinetic study and confirm the view
that copper, catalytically reduced by hydrogen, deposits
preferentially on high Miller-index planes of the rho-
dium particles. Similar selective deposition of copper on
parent metal particles was achieved by catalytic reduc-
tion of Cu2+ by hydrogen on a Pd/SiC>2 catalyst. Such
selective deposition of an inactive compound (Cu) on
specific active sites of the parent metal (Pt, Rh, Pd, etc.)
produces significant modifications of catalytic proper-
ties, particularly with regard to selectivity [27, 28].

The technique of catalytic reduction can be extended
to reducing agents other than hydrogen. The redox
potentials of many organic compounds are well known
and the most used system in electrochemistry is the
quinone-hydroquinone system. According to Bodnar
et al. [29], an organic oxidant-reductant system would
irreversibly poison a metallic surface, causing loss of
catalytic activity. However, hydrazine and hydroxyl-
amine (in a slightly basic medium) or ascorbic acid
were used at a working equilibrium potential less
cathodic than hydrogen. Under these conditions, bulk
deposition of the additive is limited, thus promoting
the generation of submonolayers by underpotential
deposition (see next section) [8].

A practical example of using a reductant other than
hydrogen is the preparation of Rh-Cu/A^Oj bi-
metallic catalysts from catalytic reduction of copper by
glucose on rhodium. A comparison of the catalytic
properties of the two solids (reduction of copper by
hydrogen and reduction of copper by glucose), in the
conversion of methylcyclopentane shows that the two
catalysts perform very differently with regard to hydro-
genolysis, yielding low hydrocarbons. These results were
explained by assuming that the glucose molecule, to be
adsorbed, needs a large ensemble of rhodium atoms and
induces deposition of copper on large planes, whereas
reduction by hydrogen occurs selectively at the edges
and corners of rhodium particles. In conclusion, the
catalytic reduction of copper on rhodium is a structure-
sensitive reaction which allows deposition of copper
onto particular sites, but the structural sensitivity de-
pends on the nature of the reductant [30].

The preparation of bimetallic catalysts by catalytic
reduction ensures that the additive is deposited on the
metallic site that is active for the reduction reaction. If
the additive itself is not catalytically active, only one
atom of additive metal would be deposited per active
site. In fact, in the case of copper deposition on plati-
num, using hydrogen as the reducing agent, almost
200 atoms of copper can be deposited per accessible
platinum atom. This property was used in the so-
called electroless process which allows, for example,
the preparation of supported copper catalysts. In this
case the support is preactivated by impregnation of
very low palladium loadings (almost 0.01%). Then the
catalytic reduction of copper by hydrogen or form-
aldehyde, using the catalytic properties of the palla-
dium atoms, yields almost 5% loaded copper catalysts
[31].

In bimetallic catalysts prepared by catalytic reduc-
tion of copper by hydrogen, copper is deposited as
three-dimensional agglomerates which are located, at
low copper loadings, on the edges, corners, and rims of
the parent metallic particles. The mechanism of depo-
sition can be transferred from that proposed in corro-
sion and involving a local electrochemical cell:

(i) the activation of hydrogen can occur on the free
platinum surface area:

H2 - 2Hads

2Hads ^ 2H+ + 2e"

(ii) then the reduction reaction, allowed by a transfer
of electrons through the metallic phase, can occur
on the copper surface:

Cu24 + 2c" -+ Cu deposited on Cu

Finally, at high copper loading (almost 200 copper
atoms for one accessible platinum atom), the platinum
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E/V(NHE)

Figure 1. Stationary intensity potential curves: electroreduction
of ReO^; electrooxidation of H2 (at two values of PH ;).

surface is totally covered and the deposition reaction is
terminated.

The additive loading at saturation of the parent cat-
alyst is dependent on the experimental conditions. So,
different Pt-Re/Al2C>3 bimetallic catalysts were pre-
pared by catalytic reduction of ReO^ by hydrogen.

On such bimetallic catalysts the rhenium loading at
saturation of a 0.6% Pt/Al2O3 catalyst depends on the
hydrogen pressure. From a thermodynamic point of
view the quantity of additive deposited at saturation is
defined by the equilibrium conditions of the system
under consideration. By taking into account the reduc-
tion of ReO4 to Re0 at 303 K (Table 1),

0.06, (H+)2

—-log-
pH2

where 0RC is the coverage of platinum by rhenium.
This relationship allows the calculation of 0Re (over
Pt) for different concentrations of ReOj, different pH
values, and different hydrogen pressures.

As an example, Fig. 1 introduces the stationary in-
tensity-potential curves of the two redox systems
(H2 ^ 2H+ and ReO^ ^ Re0) and illustrates the effect
of the experimental conditions on the nature of the de-
posit. It can be seen that at high hydrogen pressure the
working point of the system E, (the potential at which

reduction of Re7+ and oxidation of H2 occur at the
same rate (same intensity)) is close to the reversible
potential of hydrogen (almost 300 mV more cathodic
than the bulk deposition of Re). At low hydrogen
pressure (with lower limiting diffusion intensity) the
working potential E2 is close to the reversible potential
of reduction of ReO^. In electrodeposition it is known
that the lower the potential of reduction (more catho-
dic) the higher the roughness of the deposit and the
higher the extent of a three-dimensional electro-deposit.

In summary, the technique of catalytic reduction
for the preparation of bimetallic catalysts can be ex-
tensively used with a variety of parent metals and re-
ductants. However, some structure sensitivities of the
reduction reactions become apparent and the modify-
ing metal can be selectively deposited on specific sites
of the parent-supported metal. Furthermore, such
structure sensitivity depends on the nature of the re-
ductant, and a given modifier can be deposited, ac-
cording to the reductant used, selectively onto different
parts of the metallic surface. In fact, a bimetallic cata-
lyst can be tailored to provide the optimum activity,
selectivity and lifetime for a given reaction.

E Preparation of Bimetallic Catalysts by
Underpotential Deposition

For the three techniques previously described, the
deposition of the modifier occurs at electrochemical
potentials (working potential of the system) which are
lower than the equilibrium potential of the modifier
(Fig. 1). Under such conditions the deposition of the
modifier takes place as a three-dimensional deposit. By
contrast, the underpotential deposition (UPD) char-
acteristically forms submonolayer adatom structures
[32, 33].

For the electroreduction of M' the equilibrium po-
tential is

•iZ' + Z'e" - M'M

For bulk deposition the activity of the deposited
metal, aw, is assumed to be constant and equal to one.
When the metal M' is reduced and deposited on a basic
metal M (different to M'), the activity of the deposit in
the submonolayer is less than one until the coverage of
M by M' is complete. The following linear relationship
is assumed between the activity aw of the deposit and
the coverage 0 of M by M' [34-37]:

where VM- is the activity coefficient of M'. For © = 1,

References see page 263
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Table 2. Underpotential shifts (A£p) of metal ions deposited on
platinum.

Metal ion Supporting electrolyte (V)

Ag+
Cu 2 +

Sb3+

Ge4+

Pb2+

Bi3+

Cd2+

0.5 M H2SO4

0.5MH2SO4

0.5MH2SO4

0.5MH2SO4

I.OMHCIO4

O.I2MHCIO4

I.OMHCIO4

0.44
0.41

0.64

0.75

0.87

0.59

0.96

For the deposition of a submonolayer the equilib-
rium potential is given by

M'/M'z'+

For 0 < 1

+ •
RT

In * M '

monolayer £M,/M,z'+
i l

Z'F 0
the equilibrium potential of the sub-

is always more positive than
Nernst's potential of bulk deposition E ,M,z'+ • As a
result, an underpotential deposition of M' over M may
occur.

The electrochemical potential difference between
£(0) and E corresponds to a free energy difference:

AC = -Z'eo(E(Q) -E) = = Z'e0AEp

where the chemical potentials of M' deposited in the
submonolayer form and in the bulk are ^ , and nM,,
respectively and where eo is the elemental charge of the
electron.

The difference between /i®, and nw, is a direct
measurement of the difference between the adatom
binding energy of M' deposited on M and the binding
energy of M' deposited on M'. Consequently, the po-
tential at which UPD occurs for adatom M' varies
depending on the substrate M. If A/sp is known, the
binding energy between the substrate M and the de-
posited atom M' can be determined [38-39] (this bind-
ing energy is in fact a free energy of chemisorption).

To describe these UPDs quantitatively, Kolb [32]
proposed values of A£p for a series of substrate-ada-
tom systems. Table 2 gives estimated values of under-
potential shifts (A£p) for various metal ions deposited
on platinum. Based on these estimated values, A£p

varies significantly, with the nature of the adatom.
Kolb, Gerischer and co-workers [34-39] showed that

the excess energy (A£p) due to UPD varies linearly
with the difference between the work functions (A<D) of
the substrate and of the adsorbate:

= 0.5A4>

Note, however, that the work functions vary with the
surface orientation. Thus, the structure of the crystal-

(Volts)

Re' *4H?0 = Red,,- »8H*» 7e"

Figure 2. Typical voltammogram of polycrystalline Pt in H2SO4

medium.

line metal (M) should lead to the preferential deposi-
tion of the additive M' on specific sites of M.

The simplest method to investigate UPD deposit is
cyclic voltammetry. This technique, by a linear varia-
tion of potential, allows a direct observation of ad-
sorption and desorption peaks of adatoms. As an ex-
ample Fig. 2 shows a typical voltammogram obtained
on polycrystalline platinum electrodes in acidic me-
dium. The first area (between 0 to 0.4V/RHE (Ref-
erence Hydrogen Electrode; the reversible potential of
hydrogen at the given pH is taken as reference)) is
related to hydrogen adsorption (at negative current,
according to the electroreduction of protons: H* + e~
—» Hads) and with hydrogen desorption (at positive
current, according to the electroxidation of adsorbed
hydrogen: Hads -• H+ + e"). The potential at zero
current is the equilibrium potential corresponding to the
redox equilibrium H2 ^ 2H+ + 2e~ and is given by the
Nernst's law. At lower potential than this, equilibrium
potential evolution of molecular hydrogen takes place,
but at higher potential the peaks of hydrogen adsorp-
tion can be offered as a first example of underpotential
deposition. At least two forms of adsorbed hydro-
gen are reflected by the two different peaks. These
two forms (strongly and weakly bonded) correspond
to the chemisorption of hydrogen on different sites of
platinum.

The influence of structure on UPD for different
metals adsorbed polycrystalline electrodes has been
extensively studied in electrochemistry. One general
conclusion [35, 37, 40, 49] is that the formation of
a submonolayer of adatoms by UPD differs sub-
stantially, depending on the substrate structure and the
crystal orientation. Indeed, with a heterogeneous poly-
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crystalline surface, the deposition potential can be
controlled so that adatoms adsorb preferentially on
specific sites of the polycrystal.

In heterogeneous catalysis, the first tests on UPD
were performed on bulk catalysts which allows, for the
preparation of the bimetallic catalyst, easy control of
the electrochemical potential by an external device
(potentiostat). In the same way all electrochemical
techniques, particularly the control of catalyst potential
required for submonolayer deposition, can be extra-
polated to metallic catalysts supported on conductive
materials such as carbon or carbides [8].

However, in heterogeneous catalysis, metals are
usually deposited on nonconducting supports such as
alumina or silica. For such conditions electrochemical
techniques cannot be used and the potential of the
metallic particles is controlled by means of a supple-
mentary redox system [8, 33]. Each particle behaves
like a microelectrode and assumes the reversible equi-
librium potential of the supplementary redox system in
use. For example, with a platinum catalyst deposited
on silica in an aqueous solution and in the presence of
hydrogen, each particle of platinum takes the reversible
potential of the equilibrium 2H+ + 2e~ ^ H2, given by
Nemst's law as

This potential, adjusted as a function of the pH of the
solution and of the hydrogen pressure, is easily fixed
between +0 1 V and -0.9V/NHE (Normal Hydrogen
Electrode). The H2/H+ couple was used to prepare
supported catalysts with platinum, palladium, ruthe-
nium, and rhodium modified with deposits of tin, lead,
iron, germanium, and bismuth [50-54]. These catalysts
were proposed for their good selectivities for different
reactions in specialize organic chemistry.

In fact the UPD technique has been used empirically
by specialists of organic chemistry who, in order to in-
crease the selectivity of liquid-phase hydrogenation
catalysts, recommended the addition of metallic cati-
ons to the hydrogenating reactors. For example, during
the selective hydrogenation of ethylenic aldehydes,
cations such as Co2+, Ru3+, Ag+, Zn2+, Fe^ , or Fe2+

were often added to the solvents to promote the se-
lectivity of platinum [55-56]. Under the hydrogenating
conditions used, in the presence of hydrogen, and in a
protonic solvent, UPD of the additive adatom explains
the changes in the selectivity.

Redox systems other than the H2/H+ couple can be
used to monitor the potential of the parent metal par-
ticles. For example, the quinonc-hydroquinone system
can be used to keep the electrochemical potential be-
tween 0.5 and 0.0 V/NHE by varying the pH from 0 to
7 for solutions of equal concentrations of quinone and
of hydroquinonc [57]. UPD clearly opens up a vast

field of research since few well-known organic redox
systems have used it to date. Note, however, that such
surface arrangements may be unstable due to the dif-
fusion of adatoms on the surface or in the bulk of the
metal. In some situations, such instability could ex-
clude the use of the catalyst at high temperatures.

In conclusion, as deposition of adatoms can be con-
trolled on well-defined fractions of the parent metal,
the UPD technique, by a precise adjustment of the po-
tential, allows a real tailoring of bimetallic catalysts.

F Concluding Remarks
Surface redox reactions represent a relatively new ap-
proach for preparing supported bimetallic catalysts.
Three main techniques have already been identified •

(i) direct redox reactions between the parent metal
and the modifier;

(ii) redox reactions between a reductant and the
modifier - the reductant can be previously ad-
sorbed on the parent metal or introduced as a re-
agent in the reactor (if no homogeneous reaction
can occur between the modifier and the reductant);

(iii) underpotential deposition.

All these variants are complementary to one an-
other and, by using different experimental conditions,
ligands, reductants, and modes of preparation, this
approach can apparently be used to prepare any type
of bimetallic couple. However, the catalytic properties
of the final catalyst will depend strongly on the tech-
nique used. The selection of one variant over another
depends on the desired structure of the bimetallic
phase.

In conclusion, redox reactions allow the surface to be
tailored during catalyst preparation, which explains the
exceptional catalytic properties, particularly in terms of
selectivity, of bimetallic catalysts prepared by these
techniques.
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2.2.2 Formation of Final Catalyst

B. DELMON

2.2.2.0 Introduction and Background

A Introduction
In most cases, the solids prepared according to the
methods described in Section A 2 2 1 are not cataly-
tically active as such The only exceptions are some
grafted catalysts (2 2 1 2), most heterogenized com-
plexes (2 2 14) and a large proportion of the catalysts
prepared by redox methods (2 2 16) In the other
cases, the substance deposited on the support must be
transformed to a suitable compound (e g transforma-
tion of hydroxide or oxide to metal or to sulfidc) in
order to acquire the desired activity

When a substance is supported on a carrier, its
chemical reactivity is fundamentally altered Compar-
ing reactions of a nonsupported compound with those
of the same compound dispersed on a earner indicates
that the kinetics in exactly the same conditions are al-
ways altered, and that they may even lead to different
products, namely different catalytic materials

Some of those changes are intuitively expected This
is the case when some chemical reaction has taken
place between the active substance and the support
The reactivity then reflects that of the new compound
But other modifications are very often not properly
recognized One of the most common errors results
from the ignorance that, beyond a certain threshold,
the simple fact that a substance is more highly dis-
persed may not lead to increased, but rather diminished
reactivity

The present section will examine the phenomena
taking place during the last stages of the formation of
the active phase, namely calcination, reduction, or sul
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Figure 1. Nucleation-controlled interface reaction (NCI) and interface-controlled reaction (ICI) at various times in-i

fidation. These last stages, especially reduction and
sulfidation, are usually called activation [1]: activation
is defined by IUPAC as the transformation of the pre-
cursor solid to the active phase. This is a crucial oper-
ation. For a large part it determines or influences all
the practical properties of catalysts: activity, selectivity,
and resistance to ageing. Only a small proportion of
the practical catalysts is used unsupported. Although
the activation of such catalysts is important, much
more space has to be alloted to supported precursors.
This is why the present section belongs to Part A.2.2.
of the Handbook. The reason for this importance is
the already mentioned fact that the particular behavior
of supported phases with respect to chemical trans-
formation is poorly understood in general. Principally,
two factors must be taken into account. The first is the
state of dispersion of the precursor. The second is the
interaction of the precursor with the support. Two sec-
tions are devoted to these aspects in what follows.

B Particulars of Chemical Reactions for Supported
Substances

a General Kinetic Features of Solid-State Reactions
In the transformation of a dispersed supported pre-
cursor to its oxide (in calcination), and further to metal
or sulfide, various types of reactions take place. It is
necessary to recall briefly the different fundamental
processes which are involved in such reactions.

In a general way, two main families of reactions in-
volving solids must be distinguished :

(i) Reactions taking place as a result of diffusion of a
chemical species through the bulk of one of the
solids involved (reactant or product). These are
solid-state diffusion or ssDC reactions. Typical ex-
amples of such reactions are those of transition
metal oxides, such as NiO or CO3O4, with an alu-

mina support, making a solid solution of the tran-
sition metal in y-Al2O3, or even leading to the for-
mation of a spinel, NiA^C^ or COAI2O4.

(ii) Reactions taking place at an interface and kineti-
cally limited by processes occurring at this inter-
face. These are interface controlled or IC reactions.
This corresponds to the case of many dehydrox-
ylations (transformation of hydroxides to oxides),
reductions of oxides to metals (NiO to Ni) or re-
duction-sulfidation processes leading to sulfides
(deposited "cobalt molybdate" bilayer, transform-
ing to Co9S8 + MoS2).

IC reactions can be of two types. The nucleation of
the new phase (e.g. Ni produced by the reduction of
NiO) may be rate determining. In that case, separate
nuclei of the new phase can be detected (Fig. l(a)).
These are called nucleation-controlled interface or NCI
reactions. In other cases, all the surface of the initial
solid reacts, and a continuous interface entirely covers
the solid reactant. With respect to kinetics, the inter-
facial process entirely controls the reaction in this last
case. This is an ICI reaction (Fig. 1 (b)).

For interface-controlled reactions, the rate of re-
action at the interface, r,, is proportional to the area of
the interface 5,, with a proportionality factor &; which
is the rate or velocity of interface movement:

r, = £jS,

The factor A:J depends on the experimental conditions.
For ICI reactions in constant conditions, rx keeps de-
creasing during the whole reaction. Figure l(b) sug-
gests that the area of the interface between product
(black) and reactant (white) steadily decreases. This is
not the case for NCI reactions, where r, first increases

References see page 283
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1 2 3
t (arbitrary units)

Figure 2. Comparison of the course of reaction (degree of re-
action vs. time) of samples composed of identical spherical par-
ticles of various diameter. Conventionally, dimension unit is 1 for
the curve at the left (adapted from Fig. XI.23, Ref. [7]).

and later decreases: this is suggested in Fig. l(a) where
the interface has considerably shrunk at time ty. The
overall phenomenon thus depends both on the rate of
nucleation rn (number of nuclei forming per unit sur-
face area per unit time) and &, [2, 3].

It is possible to calculate the variation of the overall
rate r, due to the convolution of the kinetics of nuclea-
tion and interface movement [4-7]. The corresponding
variation of the degree of transformation of the solid,
«, can be calculated from k, and 5,. This can be done
for different shapes of particles [7], but it is sufficient
here to outline the result of calculations made with the
assumption of spherical particles of identical diameter.
Starting from large particles, a diminution of their size
will lead to higher rates of overall reaction. But, con-
trary to intuitive expectation, the rate will diminish
when the particles become very small. This is shown in
Fig. 2, which is a plot of the degree of transformation
against time (common scale for all curves) for samples
composed of particles of diameter d\ in this figure, by
convention, d = 1 for the sample reacting with the
highest rate at the lower a values. The rate of reaction
decreases dramatically by a factor of approximately 20
when the particles are one order of magnitude smaller
in diameter. Particles with very different sizes, namely
0.46 and 21.5, surprisingly have comparable reactivities.
It should be clear that the parameter governing those
changes is the ratio of the rates of nucleation and inter-
face movement; more details can be found in Ref. 7.

It should be noted that this phenomenon has to be
taken into account in thermoprogrammed reactions
(TPR, TPS, etc.) for correct interpretation. A shift of
a reaction peak to higher temperature should not be
automatically attributed to a change of chemical com-
position of the reactant or to the fact that it is less dis-
persed [8]. The contrary may be true.

b Interaction Between Supported Phases and Supports
Generally, the observation that activation, or, more
generally, the reactions of supported phases, occur dif-
ferently compared to those of the corresponding pure
unsupported material, is generally attributed to inter-
actions between the supported phase and the support.
This is of course true phenomenologically. But an es-
sential concept is missing, namely the distinction be-
tween two different effects:

(i) The first effect is merely brought about by the fact
that the state of dispersion of the deposited phase is
different; this was examined in the previous section.

(ii) The second effect concerns the nature of the chem-
ical or physico-chemical forces which act between
the supported phase and the support and keep the
former attached to the latter.

The error in many interpretations in the literature is
that this distinction is not clearly made. This may have
serious consequences with respect to the understanding
of the activation mechanism and the efficient search
for experimental parameters permitting the control of
activation.

Considering now the chemical or physico-chemical
interactions between the supported phase and the sup-
port, it is clear that a change of reactivity will be ob-
served if the supported phase reacts chemically with
the carrier: for example, nickel can combine with silica
to make some hydroxysilicate compound when the
deposition-precipitation method is used for prepara-
tion. The reactivity of the hydroxysilicate with hydro-
gen during activation by reduction is very different
(actually lower) compared to that of nickel oxide. But
careful analysis of the various examples mentioned
in literature shows that quite different situations may
exist.

Figures 3-10 reflect one way to classify the various
categories of precursor-support interaction with em-
phasis on the chemical or physico-chemical nature of
the interaction and the consequence with respect to the
structure of the supported phase. Most of the possible
situations are represented. Relevant examples can only
be found if very different precursors are considered.
It should, however, be clear, when considering these
figures, that the precursor-support system taken as
representative of one category may also correspond in
specific cases to other categories. The reason is that the
structure of a complex solid system depends strongly
on the whole succession of phenomena having taken
place during the preparation. In spite of the difficulty
resulting from this effect, a clear distinction between
the different possible situations definitely needs to be
made for understanding the multiplicity of behaviors
of precursors during activation. The classification pre-
sented in the succession of Figs 3-10 and the comments
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Figure
forces.

3. Supported phase-support interaction: very weak Figure 4.
action.

Supported phase-support interaction: electronic inter-

below correspond to increasingly stronger chemical in-
teractions between the supported phase and the sup-
port (see also Section A.3.2.4).

Case 1: Very weak forces (Fig. 3). This is the case of
Van der Waals forces or hydrogen bonds. Such weak
forces are probably insufficient for retaining an active
phase attached to the support during an industrial
process, but may be sufficient for handling a precursor.
Organic precursors deposited from organic solutions
are retained on the support by this sort of interaction in
most cases. For hydrated salts, hydrogen bonds may
also contribute to the attachment of the deposited sub-
stance. In both cases, the role of the support is only to
disperse the precursor. In principle, weak forces could
also be sufficient to bring about some preferential lat-
tice orientation of the crystallites of the precursor.
Graphite [9] and, perhaps, sometimes silica [10] could
be examples of carriers which exert only a weak action
on the supported substance. But care must be taken
that carbon may have a functionnalized surface and
that the hydroxyls of silica can react with a precursor
to form Si-O-R bridges (where R may represent many
different organic or inorganic moieties: acyl or alkyl
species, coordination compounds, etc.).

Case 2: Electronic interaction (Fig. 4). In principle,
semiconducting or conducting substances deposited on
a semiconducting support may form a junction, in the
electronic sense, with the latter, even if no chemical
bond as defined conventionally is formed. Electron
transfer across the boundary can, in principle, change
the electron density of deposited aggregates. The effect
is expected to be more pronounced for small aggre-
gates. This could change the reactivity of the deposited
precursor.

Case 3: Attachment through a thin transition layer
(Fig. 5). In adhesion or attachment of two solids to-
gether, by more or less strong forces, a whole spectrum

Figure 5. Supported phase-support interaction: attachment
through a transition layer.

of mechanisms may explain the mutual interaction
across the interface. However, except for the two cases
mentioned above, the existence of a transition layer is
always assumed. This transition layer may be a mixed
compound of molecular thickness joining together the
solids, or involve a thicker layer across which the
composition progressively changes from that of one of
the solids to that of the other [11]. Figure 5, for sim-
plicity, represents the first situation. The mechanisms
permitting adhesion are the same as those which will be
discussed in the next cases of interaction (monolayers
and bilayers). The main difference is that here the
present surface energy of the deposited precursors is
higher than the interface energy of the interface with
the support, thus favoring the formation of deposited
crystallites rather than that of covering layers. There
is certainly a whole spectrum of possible situations
between the weak or relatively weak interactions dis-
cussed above and very strong chemical interactions.
This is reflected by the variety of situations observed in
practice. A good example of a precursor which corrc-

References see page 283
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Figure 6. Supported phase-support interaction: patches of
monolayer (rafts) or complete monolayer.

Figure 7. Supported phase-support interaction: formation of
bilayers.

sponds to the present case is cobalt oxide (obtained
from nitrate) on silica. In that case, there is a relatively
strong interaction, as shown by the partial formation of
a monolayer, but the stable situation corresponds to
crystallites deposited on silica. The interface probably
has the structure of a cobalt silicate but is certainly
only a few angstroms or nanometers thick. Another
example, actually not corresponding to precursors but
to the active phase, is M0S2 supported on alumina,
where a molybdenum oxysulfide makes the transition.
This compound may be considered as partly aluminum
molybdate, on the alumina side, and molybdenum sul-
fide, on the other side.

With respect to reactivity in the activation reaction,
the situation represented in Fig. 5 suggests that the
features of the activation will initially resemble those of
the above cases 1 or 2 (Figs 3 or 4), but that new pro-
cesses will be necessary for making the reaction possi-
ble in the final stages. These are expected to be similar
to those described for cases 4 through 9.

Case 4: Chemical interaction: patches of monolayers
or complete monolayer (Fig. 6). This category corre-
sponds to situations where all the atoms or molecules
of the supported precursor are exposed on the surface.
The upper limit is encountered when the precursor
phase combines with the carrier surface as a contin-
uous monolayer. Figure 6 represents a partial cover-
age with one-molecule-thick patches (also called rafts).
A typical example corresponds to the formation of
a monolayer of MOO3 on the surface of y-Al2C>3 as
follows:

V-AI2O3

HO
N

+
LOH

y-Al2O3

Mo

Mo + 2H2O

Much evidence of this phenomenon has been pre-
sented [ 12-17]. It is due to a real surface reaction, leading
to the formation of a two-dimensional compound with
well defined physico-chemical characteristics. The most
conspicuous ones are electronic effects [ 18-24]: a shift of
about 0.5 eV towards higher binding energies, of the Mo
3d3/2 and 3d5/2 levels, has been reported.

Special structural features have also been detected
using various spectroscopies (see, for example, Ref. 25
and the comprehensive review of Ref. 26). These results
have been reproduced very frequently by many authors.

In such a case, one must conclude that a real two-
dimensional aluminum molybdate is formed. As long
as the quantity of aluminum molybdate corresponds to
less than a monolayer, no three-dimensional aluminum
molybdate forms.

The reactivity (and all chemical properties) of mono-
layers are very different from those of the pure sup-
ported precursor (here MoO3) or those of the bulk
mixed compound of composition similar to the mono-
layer (here Al2(MoO4)3) (see Ref. 26).

Case 5: Chemical interaction: formation of bilayers
(Fig. 7). The formation of a two-dimensional com-
pound of molecular thickness is not limited to com-
pounds of a single catalytically active element. The
phenomenon also occurs when a precursor contains
two elements. The most conspicuous example is that
of the cobalt-molybdenum and nickel-molybdenum
oxide bilayers on y-Al2O3 [26-28]. Much of the struc-
ture of these bilayers is known [26, 28-30]. They
should be considered as two-dimensional cobalt or
nickel molybdates; Ion scattering spectroscopy (ISS)
studies show that the Group VIII element may, ac-
cording to circumstances, sit on the outside (exposed
to the exterior) or inside (between y-Al^Oi and the
bilayer) [29, 30]. Bilayers have also been the object of
innumerable studies reproducing the initial results or
sometimes adding particular details.

Comments with respect to reactivity are essentially
similar to those made for monolaycrs. As generally ex-
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Figure 8. Supported phase-support interaction: partial forma-
tion of solid solutions.

Figure 9. Supported phase-support interaction: partial forma-
tion of new compounds.

pected with oxides containing two or several metallic
elements [44], their reactivity is promoted by the pres-
ence of the element most easily reacted (e.g. Co or Ni
in Co-Mo or Ni-Mo oxide monolayer with respect to
reduction).

Case 6: Partial formation of solid solutions (Fig. 8). A
more extensive reaction between a precursor and the
support is often observed. This can lead to the for-
mation of solid solutions of the supported element in
the support. Other compounds of ill-defined stoi-
chiometry can also form between the two partners.
This can occur during the precipitation stage, by par-
tial dissolution, and by precipitation, as shown in very
recent work [31]. A still more extensive reaction can
occur during calcination aimed at producing supported
oxide precursors.

Depending on the temperature of calcination, the
oxide and the carrier, when their structures are com-
patible, can dissolve in each other to different extents.
The result may range from an ionic exchange confined
to the near interface regions, to a multiple layer thick
solid solution (or even, ultimately, a homogeneous
one). Figure 8 presents a simple case, namely when a
precursor, schematically indicated as possessing a well
defined structure, can dissolve partially in the support.
This is the most common case, but the other phenom-
ena mentioned above can also occur. The occurrence of
the different situations and their bearing on reactivity
have been discussed in a case not related to supported
catalysts, but quite illustrative, namely that of the
NiO-CuO system [3, 32]. Instances of formation of
homogeneous solid solution involving substances used
as supports arc abundant in literature. For example,
Cr^Oj can react with an alumina support [33] and a
similar effect is observed when CoO is contacted with a
magnesia support [34]. A technologically very impor-
tant case is the partial dissolution of cobalt (or nickel)
in y-AKO.i in HDS catalyst precursors. For cobalt, this

is easily explained by the fact that CO3O4 and y-
both have the spinel structure.

The changes in reactivity which may occur when
solid solutions are formed are discussed in detail else-
where [3]. The support is necessarily very inert with
respect to activation conditions. The element trapped
in the solid solution will therefore be much less reac-
tive. Consequently, only part of the active element
contained in the precursor gets activated. Indeed, the
loss of part of cobalt or nickel by reaction with y-AbC^
is of concern in hydrotreating reactions; regeneration
by calcination, which increases the proportion of the
active elements trapped in the support as solid solution,
decreases the amount of cobalt or nickel which can
play a catalytic role.

Case 7: Partial formation of new compounds (Fig. 9).
The formation of a new compound can be either re-
stricted to the near surface domains or extend to the
bulk of the solid. It is likely that real spinels, rather
than solid solutions (as in the present case) can form
when oxide precursors containing transition metal ele-
ments such as copper or manganese (and also cobalt
or nickel) are submitted to calcination when supported
on alumina [35-38]. Other instances correspond un-
ambiguously to the formation of a well defined new
phase. Nickel hydroxysilicate is formed in the prepara-
tion of the precursor of Ni/SiO2 catalysts. At high
loading of MoO3 (e.g. 20% MoO3) on y-Al2O3, for ex-
ample those used presently for very difficult hydro-
treating reactions. A^MoOah crystallites arc formed
[39, 40].

The comments concerning reactivity of precursors
forming compounds with the support arc identical to
those of case 6. The general situation is also presented
in Ref. 3.

References see page 283
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Table 1. Behavior of MOO3 with respect to various supports or
oxides involved in catalysis.

Support Observed phenomena References

Figure 10. Supported phase-support interaction: grafted pre-
cursors.

Case 8: Grafted precursors (Fig. 10). OrganometaUic
complexes are now very frequently anchored (or
grafted) on inorganic surfaces. They may be used as
catalysts without any further treatment. However, an
increasing number of attempts are made to use these
atomically dispersed species as precursors for all sorts
of catalysts (oxides, bare metal crystallites, sulfides).
This implies that these organometaUic complexes also
undergo an activation procedure. In parallel with these
developments, other molecules attacking the surfaces
through a chemical bond are also used. This is the case
for chlorides which, by reacting with surface hydroxyls
to release HC1, make a bond between the remaining
oxygen and the metal. This has been used for dispersing
vanadium pentoxide on anatase and for making other
highly dispersed catalysts [41-43]. Recently, highly dis-
persed supported precursors have been successfully pre-
pared using grafted alkoxides as precursors [41-43].

It could be expected that such precursors do not be-
have as solid reactants, but rather as molecular species.
However, the resulting molecular product (bare metal
atoms in the zero-valent state, oxide or sulfide mono-
mers) aggregate very rapidly in most cases, leading
to the formation of tiny crystallites, so that it is very
difficult to clarify mechanisms or even to distinguish
general trends. Although the chemical mechanisms
concerning grafting are now investigated in detail
(Sections A.2.2.1.2. and A.2.2.I.4.), it seems that the
transformation for activation of the grafted species has
not yet been explored in much detail.

Case 9: Intermediate cases. There are two major diffi-
culties in describing the supported oxide or, more gen-
erally, the precursor (e.g. oxychlorides, salts of various
oxides or other compounds) which undergo activation.
One is the fact that a same precursor may be involved
in different types of interactions according to the na-
ture of the support. The second is that several of the
situations described above may coexist in a given cata-
lyst. MOOI offers an excellent illustration of these two
difficulties.

Sb2O4

BiPO4

CO3O4
SiO2

TiO2

ZrO 2

MnO 2

SnO2

MgO
A12O3

Bi2MoO6

BHMOO?

detaches completely
spontaneous segregation
no MOO3 or B1PO4
no spreading
almost complete monolayer formation
but weak interaction
tendency to detach, especially when

another ion (e.g. Co, Ni) is present
monolayer up to 50% theoretical

value
spontaneous spreading of MOO3 on

TiO2

above 50%: amorphous tridimensional
and epitaxially grown MOO3

probably same as TiO2

spontaneous spreading
spontaneous spreading
spontaneous spreading
extremely stable monolayer (almost

complete coverage)
spontaneous spreading
strong modifications of properties of

MoOj
reaction to, respectively, BiiMoO?

and BUMO3O12 via, probably.
strong surface contamination with
MOOT

45-47
48
49
50
51,52
53-55
56,57

54, 58-61

50,53

62

54
50
53
53,54
innumerable

53
innumerable

63,64

Table 1 summarizes the interaction between MoOi
and various supports or oxides [44-64]. There is a
whole range of situations. At one end is the extremely
weak interaction with a-Sb2O4. The MoO^/a-SbiOa
interface energy is weaker than the surface energy of
MOOT, so that MOO3 detaches spontaneously from 2-
Sb2O4. At the other end stays the MoO^/y-AhCh
system, with a strong tendency to form a monolayer.
Other oxides, such as bismuth molybdates, behave as
/-AI2O3.

With respect to coexistence of several types of inter-
actions between given partners, this mainly concerns
situations 3 through 7 above. This can be illustrated by
the case of MOO3 dispersed on silica. Silica is generally
considered as an inert carrier. It is expected to have
only weak interactions with the supported phase and
to act merely as a dispersing agent. This is not the
case [65, 66]. A series of MoO3/SiO2 catalysts, pre-
pared by pore volume impregnation, followed by dry-
ing at 383 K and calcination at 773 K, show a pro-
gressive shift towards higher values of the binding
energy (BE) of the Si:p line, with increasing active
phase loading from 0-20 wt% MoO3, where the pos-
itive shift reaches 1 eV [52]. This corresponds to a
strong chemical interaction, which is substantiated by
the formation of a monolayer [52, 56, 57], This mono-
layer structure has limited stability and MOO3 crys-
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Figure 11. Product distribution in MoO3/SiC>2 catalysts as de-
termined from acidimetric titrations: (*) silicomolybdic acid; (o)
dimolybdates; (•) polymolybdates. The estimation of MoO3 (i 1) is
derived from the intensity ratio of the reflectance bands at 360
and 440 cm"1 [66].

tallites can form by spontaneous detachment of the
monolayer. As a consequence, the following species are
found in MoO3/SiC>2 precursors: MOO3; dimolybdates
(DMA); polymolybdates (PMA); silicomolybdic acid
(SMA); molybdenum bound to the surface of the sup-
port as a monolayer [14]. As shown in Fig. 11, the
proportion of the various species changes according to
composition [66].

As a consequence of the coexistence of several spe-
cies, the MOO3/S1O2 precursor contains:

(i) monolayer patches (situation 4 above);
(ii) MOO3 crystallites (situation 3 above);

(iii) silicomolybdic compounds (situation 7 above).

The situation for the oxidic form of HDS catalysts
supported on alumina is still more complicated, as was
shown very early [35, 39, 67] and confirmed later by
a very large number of authors. The system contains
or may contain, according to the situation: free co-
balt oxide; cobalt pseudoaluminate or COAI2O4; free
MoO3; the Cox-Moy-O: bilayer; possibly A ^ M o O ^
at high loading.

The temperature of calcination of a support before
impregnation understandably modifies the interaction
between the precursor and the support, as shown in the
above case and that of alumina-supported nickel cata-
lysts [68].

Another additional complication arises when two or
several dilTcrcnt oxides are deposited on a support,
namely the possibility that they combine together. In
this respect, cobalt molybdate C0M004, although
rarely found, can be added to the above list.

The examples selected for supporting the comments
on the different types of interactions correspond to
samples obtained after calcination. However, it is easy
to see that most of these types of interactions can also
occur in systems involving a precursor salt (to be de-
composed to a catalytic active oxide) or a metal (e.g.
to be sulfided) and a support (oxide or otherwise).

C Article Structure
This article covers the activation of supported catalysts.
It examines the formation of the final catalysts, as
achieved by three categories of treatment: calcination,
reduction, and sulfidation (more precisely reduction
sulfidation). Detailed studies of these three categories
of processes did not lead to an equally detailed analy-
sis. Outside very general (phenomenological) obser-
vations, very little is known concerning the calcination
of supported precursors. By contrast, some particular
systems have been studied in some detail in reduction
(e.g. NiO/support for activation to Ni/support) or sul-
fidation (CoxMoyO:ly-A\2Oi to sulfides).

The discussion is based on the main distinctions be-
tween calcination, reduction, sulphidation, and other
reactions. Within each of these topics, the unsupported
and supported situation will be examined individually
if necessary. More emphasis is given to explaining these
effects by using typical examples rather than by giving
an inventory of the literature. The important point is
to understand the general rules, the general trends
that are to be observed when the activation parame-
ters are modified, and the various structural and tex-
tural changes that activation may bring about.

These subsections will show why activation is such
an important process, by demonstrating that it can al-
ter most, probably all, the properties of catalysts.

2.2.2.1 Activation of Supported Catalysts by
Calcination

Some catalyst activation processes are extremely im-
portant : this is the case for oxides used as catalysts and
supports (AI2O3, SiC>2, TiOi, ZrCh, silica-aluminas),
and zeolites. Extremely elaborate procedures are used.
This concerns bulk, not supported systems, and is dealt
with in Section A.2.1. The case of SiO2 mixed with ac-
tive phases (e.g. in oxidation) has little relevance to the
subject of the present section, as it seems that SiO2 does
not play the role of a real support, but rather that of a
diluent or spacer. An electron microscopy study cou-
pled with microanalysis on a typical oxidation catalyst
(propene to acrolein) shows that only a small fraction
of the active phases is attached to silica or is situated in
its immediate proximity [69]. There are not many cases
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of truly supported catalysts whose final active form
is obtained through calcination. The only notable and
important instances are V2C>5/anatase, used for the
oxidation of o-xylene to phthalic anhydride, and V2O5
deposited on TiO2 (or various modified supports) used
for the selective catalytic reduction of NO*. In all these
cases, the literature has given much attention to details
of impregnation or grafting, in particular the pretreat-
ment of the support, the influence of support modifiers,
and the mechanism by which the active element can
be attached to the support (e.g. by grafting, by reaction
with surface hydroxyls, etc.). However, only general
information on calcination has been given.

Literature does not mention any systematic attempt
to analyze the process taking place in the trans-
formation of a supported precursor to the correspond-
ing catalytically active supported oxide. Only scattered
and too specific information is available. It is thus only
possible to mention general ways which, according to
circumstances, could be used to provide a better un-
derstanding and control of activation by calcination.
This is the object of the following paragraphs.

The overall changes in the transformation of the
supported precursor to the supported active oxide
should obviously be understood. The supported initial
precursor and the supported final oxide each corre-
spond to one of the types of supported phase-support
interactions described in Figs 3-9. It is very important
to identify changes from one picture to another during
calcination. The general tendency will be to reach
higher thermodynamic stability through:

(i) the situation of Fig. 3, corresponding to very
weak interaction if the oxide and the support have
no affinity to each other. The example (Table 1) is
a-Sb2O4-MoO3 where the oxides detach from
each other during calcination irrespective of the
precursors used;

(ii) the formation of a monolayer or a bilayer (Fig. 6
or 7);

(iii) the extensive formation of a solid solution or
new compounds. These may contribute to anchor
the active oxide crystallites to the support. This
is approximately the case of the V2C>5/anatase
catalysts, where one observes very highly dispersed
species (perhaps as patches of monolayers), small
rafts which are several V2O5 lattice units thick,
and some dissolution of vanadium in anatasc.
There are good arguments suggesting that the for-
mation of a solid solution or a compound between
the support and the active phase keeps the latter in
a higher dispersion state (Section 2.2.2.2).

The simple identification of supported phase-sup-
port interaction suggests many ways to control the cal-
cination step: favoring the spreading of the precursor

thanks to adequate additives, inhibiting or promoting
the formation of solid solutions or new compounds
with the support by adequate doping of the latter,
ramping increase of temperature or modification of
calcination atmosphere (for controlling oxidation states
of elements, which in turn modify the interactions with
the support), etc.

A second approach to the understanding of calcina-
tion is to suppose that there is an analogy between ac-
tivation of the supported precursor and the decom-
position in the presence of oxygen of the corresponding
bulk unsupported phase. Thermal decompositions have
been the object of very intensive studies since the early
1940s, and rich information can be found in the classic
books [2, 3, 70], in the proceedings of the International
Symposia on the Reactivity of Solids, and in journals
such as Solid State Ionics or Thermochimica Ada. With
respect to the symposia, we give here reference to the
7th, 8th, 9th and 10th [71-74]; the two subsequent ones
(1988, 1992) were published in Solid State Ionics. When
using analogies with the reaction of bulk compounds,
the factors mentioned in Section 2.2.2.0 should be
taken into account. These could suggest modifications
of the calcination procedure such as previous handling
in vacuum or in a reducing atmosphere, or use of a
succession of different reaction conditions in order to
influence nucleation. The role of water vapor in the
calcination furnace is very important: according to the
circumstances, it can be detrimental (in particular to
dispersion), or favorable (e.g. if it is wished to intro-
duce vacancies into the activated supported oxide).

It is also possible to take advantage of studies deal-
ing with the preparation of supported oxide precursors
(namely, oxides to be further activated to produce active
metals or sulfides by reduction or sulfidation, respec-
tively). Although there is limited information in this
field, some scattered information has been published,
essentially for MOO3 and V2O5. Infrared and Raman
spectroscopies have provided data concerning various
steps in the transformation of precursor salts to oxides.

Summarizing, it is surprising that activation by cal-
cination and, more generally, the calcination of pre-
cursor salts to oxides, has not been the object of more
systematic studies. For supported catalysts working in
the oxide state, the activation step has the same crucial
importance as for metals or sulfides. Although the field
is mostly unexplored, understanding calcination is cer-
tainly possible, on the basis of the general knowledge
on reactions of solids, and using analogies with similar
reactions of bulk or supported materials. The physico-
chemical techniques now available in catalysis labo-
ratories could provide a wealth of useful information,
and allow a better control. These are, among others,
the spcctroscopic techniques (IR, UV, Raman), XPS,
electron transmission microscopy and microanalysis
with high spatial resolution.
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2.2.2.2 Activation of Supported Catalysts by
Reduction

In the majority of cases, the last step in the preparation
of catalytically active metals is a reduction. The pre-
cursor is very frequently an oxide. An oxychloride is
the real precursor of active platinum and some noble
metals if chlorometal complexes (e.g. chloroplatinic
acid) are used. It may be advantageous to use still other
precursors and to reduce them directly without any
intermediary transformation to oxide. On the other
hand, nearly all catalytic metals are used as supported
catalysts. The only notable exception is iron for am-
monia synthesis, which is a very special case and then
the huge body of industrial experience renders scientific
analysis of little relevance. The other important metals
are Raney nickel, platinum sponge or platinum black,
and similar catalysts, but they are obtained by pro-
cesses other than reduction. This shows the importance
of understanding the mechanisms involved in activa-
tion by reduction.

Reduction is a typical reaction of a solid. It has been
investigated in detail with bulk unsupported mate-
rials. The necessary background for the present section,
namely that concerning unsupported oxides, can be
found in general books [3, 7, 75, 76], the latter for more
chemical engineering oriented problems. The backbone
of the discussion will be provided by results on the ac-
tivation of supported nickel catalysts. These catalysts
constitute a good example, because the interpretation
can benefit from the result of studies dealing with un-
supported NiO. The reduction of NiO has been the
object of the most extensive fundamental investigation.
In addition, the activation of supported nickel catalysts
has also been studied in comparatively more detail
than other systems.

We shall examine in succession the effect of the dis-
persion of the precursor, calcination temperature in
the preparation of the precursor, nature and amount of
precursor, formation of compounds between precursor
and supports, nature of support, effect of modifiers,
and activation conditions.

A General: Effect of Precursor Dispersion
The general tendency is clearly that a more dispersed
precursor will correspond to a higher rate of reduction
and the production of a more dispersed activated
metal, provided chemical interactions do not cause
side-effects. This is indeed the trend, for all reactions
which are not nucleation limited. However, care should
be taken that diffusion limitations in the pores may
limit activation in the interior of catalyst particles
(beads, pellets, tablets).

As previously mentioned, the situation is more com-
plicated in nucleation-limited (NCI) reactions, where
extreme dispersion brings about a diminution of reac-

Figure 12. Quantitative comparison of the reduction (a = frac-
tion reduced) of bulk and silica-supported NiO at 538 K in a flow
of pure H2 [78]. The parameter A characterizes the relative rates
of nucleation (constant kn) and interface progress (constant £,).
Assuming spherical particles, A corresponds to the average num-
ber of nuclei being formed on each NiO particle in the time nec-
essary for the interface to travel a distance equal to the radius a of
the particle [7]: A = 4nkn x ^"'a3 .

tivity. This effect is illustrated and confirmed by Fig.
12, where the continuous curves correspond to the
theory on which Fig. 2 is based and points correspond
to experimental data. Electron microscopy data give an
average diameter of 500 nm (0.5 jim) for bulk NiO [7],
and 80-100 nm for NiO/SiO2 [77]. Figure 12 [78] in-
dicates that the diminution of reactivity of NiO/SiO2 is
due to a reduction of NiO particle size by a factor of
about 6 (cube root of the ratio of A = 0.5 for bulk to
A = 0.002 for supported NiO). This is about the figure
given by electron microscopy (factor of 5-6.3).

The conclusion that nucleation limited the rate of
activation by reduction of NiO/SiO2 precursor was
simultaneously proposed following the above deduc-
tions [79] and by Coenen, using an impressive series of
converging arguments [80].

B Overall Effects: Influence of Calcination
Temperature in Precursor Preparation

Figure 13 shows the influence of the calcination tem-
perature on the reactivity of NiO supported on silica.
The effect is very important [81]. Such effects are often
found [82]. These are still more dramatic if the support
has not been calcined before impregnation [68].

However, calcination temperature may influence sev-
eral characteristics of the supported precursor: disper-
sion, extent of formation of a compound by reaction
with the support, etc. The curve giving the fraction of
NiO reduced after 40 min suggests the general trends:
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Figure 13. Influence of calcination temperature on the reduction
of NiO/SiO2 at 598 K by pure H2 [81] SiO2 334 m 2 g- ' ,
18 9%wtNi, calcined at 773 K, 5h, t02s is the time necessary to
reduce 25% of the NiO, the degree of reduction obtained after
40 min is indicated on the nght-hand axis

between 570 and 770 K, dispersion of NiO diminishes
and the reaction rate increases as indicated in the pre-
vious subsection. Above 770 K, NiO reacts with silica
so that the rate of reduction (I/fo2s) and the amount
reduced decrease

The various parameters are analyzed separately in
the following subsections

C Role of Precursors
Not surprisingly, the reduction depends on the nature
of the precursors, because their overall chemical reac-
tivities are different Some aspects of the changes,
among others, are differences in pure chemical reac-
tivity between compounds (as measured, for example,
by rate of interface progress), different states of dis-
persion, and intervention or not of rate-limiting nucle-
ation processes As a consequence, the characteristics
of the activated catalysts are also different An inter-
esting illustration of these changes concerns nickel cat-
alysts prepared by incipient wetness impregnation of
silica with an aqueous solution of nickel nitrate One
sample was simply dried at 393 K, the other one cal-
cined at 723 K In neither of these catalysts was nickel
silicate detected, but the calcined sample exhibited very
sharp X-ray diffraction peaks of NiO [83]. Figure 14
shows the TPR profiles of these samples, together with
those of a bulk NiO Referring to Fig 2 and Section
2 2 2 2 A, the lower reactivity of supported "calcined"
NiO compared to bulk NiO is due to its high disper-
sion The temperature programmed reduction (TPR)
peak consists of two components, very likely corre-
sponding to two collections of crystallites of different
particle size (bimodal size distribution) As shown in-
dependently, nickel combined with silica would reduce
at temperatures 160-180 K higher [83, 84] The dried
sample reacts 70-90 K lower The bulk NiO sample

I

273 C73

Figure 14. Comparison of the TPR profiles of samples of NiO/
SiO2 SiO2 surface area 275m2 g~\ pore volume OSOcm^g '
pore distribution maximum 8 nm, incipient wetness impregnation
by Ni(NO3)2 solution, drying 393 K, 16 h (dried), calcination at
723 K, 16 h (calcined), NiO weight content, on the basis of
S1O2 + NiO, 10 6%, TPR, measured as weight loss, was per
formed in deoxygenated, predned H2, with a heating rate of
lOKmn ' The two peaks at 403 and 468 K for the dried
sample probably correspond, respectively to dehydroxylation
of Ni(OH)2 and decomposition-reduction of ill-defined com
pounds containing nitrate ions [83]

used for comparison had been shown to correspond
approximately to the maximum reactivity permitted
by dispersion (curve 1 of Fig 2) Nevertheless, the
dried sample, with a much higher dispersion than
the calcined sample, reacts 25 K lower than bulk NiO
(peak at the highest temperature) The dispersion of
reduced supported nickel (measured by hydrogen
chemisorption, on the assumption of 2 atoms per Ni
atom and a surface area of 6 33 A2 occupied by one Ni
atom) was 20 1% for the dried sample, and only 2% for
the calcined sample, after reduction at 773 K for 6 h
This result, which concerns samples which are as com-
parable as possible, dramatically shows the influence of
the chemical nature of the precursor

This conclusion prompts two observations The first
underlines the difference of reactivity of Ni(OH>2 or
partially decomposed Ni(NO3):, on the one hand, and
NiO, on the other hand, when used as supported pre
cursors. The second suggests that it is advantageous in
many cases to start from uncalcincd samples for acti
vation by reduction if deeper reduction and higher dis-
persion are wanted

The case of cobalt catalysts supported on silica also
suggests interesting differences when either the nitrate
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Figure IS. Increase in size of crystallites supported on SiO2 with
increasing amount of NiO [83]. The SiC>2 used had a surface area
of 415 m2 g"1, pore volume 1.12cm3g~'. The samples were ob-
tained by pore volume impregnation with an aqueous solution of
nickel nitrate. Calcination was at 773 K for 4 h. The size of the
crystallites was determined by electron microscopy.

acetate or chloride is used [82]. The corresponding
study, however, did not isolate the effect on impreg-
nation from that on activation.

D Influence of the Loading of Deposited Precursor
The influence of the amount of supported precursor is
very easy to understand when this precursor mainly
forms crystallites. The size of the crystallites tends to
increase with the amount deposited (Fig. 15) [68, 79].
The effect on the rate of reduction by hydrogen can
easily be inferred from this figure, taking account of
Section A.

When the supported phase can form both partial
monolayer patches and crystallites, as does MoO3/SiO2
(case 9). the situation is more complicated, as indicated
in Fig. 16. The decrease of reactivity for low loadings is
due both to the fact that the reduction of MOO3 crys-
tallites to MoO2 is nucleation limited (as mentioned
in Section A) and that the monolayer patches which
coexist with crystallites may have a lower reactivity
than the latter. The decrease of reactivity for loadings
exceeding 14% is due to the fact that the MoO3 crys-
tallites increase in size in a range of dimensions where
the role of interface progress is more rate-limiting than
nucleation. These effects have been analyzed in some
detail [3, 85].

E Effect of the Formation of Compounds Between the
Precursor of the Active Metal and the Support

Impregnation of SiO? by nickel nitrate brings about
very little chemical interaction when calcination is
made at low temperature (below 770 K). But the ne-

MoO3 wt

Figure 16. Degree a of reduction of MoO3/SiO2 to MoO2/SiO2

after 10 h at 673 K, H2 pressure 100 kPa [78].

cessity to increase dispersion leads to the use of other
methods [80, 87], in particular the highly successful
deposition-precipitation technique (Section 2.2.1.5).
This brings about the formation of large amounts of
nickel hydroxysilicate, which appear as filaments in
electron micrography [80, 83, 87]. Compared with
Fig. 14, this corresponds to a considerable decrease of
reducibility (Fig. 17), as shown by various authors
[83, 84].

The reduction of samples impregnated with nickel
hexammine [Ni(NH3)6]

2+ also shows a dramatic de-
crease in the reduction rate and ultimate degree of re-
duction, compared to the nitrate-impregnated catalysts
[79]. The explanation in that case must take into ac-
count two factors which have a parallel influence,
namely the formation of a small amount of nickel sili-
cate (or hydroxysilicate) and a much higher dis-
persion : for a NiO loading of 9.43%, the ratio of the
Ni2P to Si?p XPS bands is multiplied by a factor of
about 14 [79].

F Nature of the Support
At the end of sub-Section 2.2.2.0.B, we underlined the
fact that the state of dispersion and magnitude of
the interaction with the support depend strongly on
the support. This has necessarily an influence on acti-
vation, as shown by a comparison of SiC>2, TiC>2, and
Nb2O5 in the case of nickel [86]. Figure 18, taken from
a study of the reduction of NiO supported on a range
of silica-aluminas [88], illustrates this point. All cata-
lysts were prepared in identical conditions. The re-
ducibility reflects the change in the chemical interaction
of NiO with the support, as indicated
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Figure 17. Comparison of TPR profiles of samples of NiO/SiO2

prepared by nitrate impregnation (legend or Fig. 14) or by depo-
sition-precipitation on the same support [83]. The NiO load-
ings were almost identical (10.6 and 10.9wt%, on the basis of
S1O2 4- NiO): (1) nitrate impregnated, calcined at 723 K (same as
in Fig. 14); (2) deposition-precipitation, dried at 393 K for 16 h;
(3) same precursor, calcined in the same conditions as the nitrate-
impregnated sample. The curve Tor bulk NiO is added.

(i) by UV reflection spectra - the presence of Ni2+ in
an octahedral environment on alumina-rich sam-
ples (especially SA-15 and SA-40);

(ii) by XPS - a strong change in the binding energy of
nickel, silicon and surface oxygen.

In addition, the dispersion of nickel oxide on the sur-
face increases as expected when the alumina content
increases, as indicated by XPS [88, 89].

G Effect of Modifiers (Promoters)
It can be expected that modifiers considerably alter the
course of the activation of catalysts by reduction.

The role of common additives, such as alkali metals
used for depressing support acidity, and other additives
oppositely promoting acidity, can be inferred from a
series of studies using alumina as a support, and cobalt
or molybdenum oxide as the supported phase [90-109].
The phenomena are very complex. They result from
complicated reactions during its impregnation step,
leading to changes of dispersion, migration of species
inside pores, and formation of compounds involving
the supported phase and the modifier. This consid-
erably alters the reducibility of the supported precursor
and the distribution and dispersion of the reduced
metal. To our knowledge, this has only been shown

05

Figure 18. Influence of the nature or the support on the re-
ducibility of NiO. Silica aluminas (SA) containing the percentage
of SiO2 indicated in the designation of the sample (e.g. SA-55 •
55 wt % SiO2) were impregnated by nickel nitrate using pore vol-
ume impregnation; NiO content 10wt%. The samples were dried
for 2 h at 383 K., and calcined at 773 K for 6h. Reduction in pure
H2 (100 kPa) was carried out at 598 K; a represents the fraction of
NiO reduced [88].

quantitatively but not analyzed in detail. One such
example is the role of Ba and La for N1/7-AI2O3 [110].

One case deserves special consideration. This is the
role of metal additives such as platinum, copper, or
donors of spillover hydrogen used in small quantities in
comparison with the supported precursor. Figure 19
shows that the maximum degree of reduction, amax, of
N1O/S1O2 increases very much when 0.5 wt% copper
(as Cu) is added [81]. Platinum and palladium bring
about the same kind of effect [81].

Figure 20 compares the amount of NiO reducible at
598 K without (txm!lx) and with copper, for samples of
different NiO loading containing 5.3 wt% Cu on the
basis of the Ni content. Copper brings about a sub-
stantial increase of ultimate reducibility. The pro-
portion of NiO which becomes reducible, thanks to the
action of Cu, diminishes as the overall NiO loading
increases [81].

The explanation is that Cu (or Pt, or Pd) produces
spillover hydrogen which considerably accelerates the
nucleation of nickel metal in the reduction conditions.
At low loading, the high dispersion of NiO makes that
nucleation is rate-limiting if NiO is pure; copper per-
mits nucleation and, consequently, reduction. The ef-
fect is proportionally smaller for high NiO loading,
because the NiO crystallites are larger and can nucleate
more easily (see Sections 2.2.2.0.B.a and 2.2.2.1, and
Ref. 3).

This effect had been discovered with unsupported
oxides. A review of the results obtained is available
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523

Figure 19. Influence of copper as a promoter on the reduction of
NiO/SiO2. The NiO/SiCh sample is the same as for the experi-
ments of Fig. 13. Part of the sample was subjected to a second
impregnation with copper nitrate (total Cu added 0.4 wt%) cal-
culated on the total NiO 4- SiO2 weight) and calcined at 773 K
in air for 5h. The apparent (or conventional) maximum degree
of reduction, ama,, corresponds to that obtained after 40min.
Reduction in pure hydrogen (lOOkPa) [81].

elsewhere [3, 81, 113], as is more data [81, 113-115].
Some publications mention the use of platinum [111,
112] to promote the activation of supported catalysts
by reduction.

Let us mention, incidentally, that experiments con-
cerning the influence of other promoters and additives
on the reduction of bulk oxide [3, 113-115] can some-
times give pieces of information which are useful for
understanding the behavior of supported oxides.

H Influence of Activation Conditions
Very few systematic studies have been done concerning
the influence of the conditions in which the activation
by reduction is carried out. Very notable exceptions are
two studies concerning NiO/SiO2 [80, 116].

A higher temperature always brings about a higher
degree of reduction [117], as shown in the preceding
section. However, this is accompanied by a loss of dis-
persion, unless this increase permits the reaction of a
compound of the active metal. For example, nickel
from hydroxy silicates is usually more dispersed and
less prone to sintering than nickel from NiO. Ex-
tremely high reduction temperatures may lead to the
so-called strong metal support interaction (SMSI)
effect, or alloying of the active metal with the reduced
metallic element of the support, e.g. Ni and Si [118,
119].

The overwhelming majority of activation procedures
use hydrogen as reducing gas. Other gases (e.g. CO)
can indeed produce carbon deposits. There do not seem

o
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Figure 20. Additional reduction of NiO due to copper in NiO/
SiO2 catalysts. Samples of different NiO loadings (wt% of total
sample, upper scale; or wt in gram in a 4gNiO/SiO2 sample,
lower scale) prepared on the same silica and with the same pro-
cedure as the samples used for Figs 13 and 19. Copper was in-
troduced as explained in the legend of Fig. 19, in the proportion
Cu : Ni = 5.3 wt%. Reduction by pure H2 (100 kPa) at 598 K. The
weight of NiO reduced corresponds to amax after 40min. The
double arrow indicates the magnitude of the additional reduction
due to copper [81].

to have been studies on the influence of hydrogen
pressure on activation. The influence of water seems to
be always unfavorable [80, 120], and this for two rea-
sons. The first is that water has an inhibitory effect.
Working in the presence of water necessitates higher
temperatures, with the consequence of an increased
danger of loss of metal surface area by purely thermal
sintering. The second reason is that water usually pro-
motes sintering for reasons which are not clarified yet.

It is the opinion of the present contributor that some
well-selected additives in the reducing gas could fa-
vorably modify dispersion and resistance to sintering
of the activated metal, but there are no undebatable
proofs of such effects.

I Overall View
The actual activation process is the result of all the
factors mentioned above and, consequently, relatively
complicated. A short article [121] and another one
cited above [81], however, suggest that the fundamen-
tal approach presented above is very useful in under-
standing the overall phenomenon and controlling the
activation process. Because of this complexity, no sin-
gle method can provide all the information necessary
for optimizing activation by reduction. Temperature
programmed reduction used in previous examples and

References see page 283
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in many other studies [84, 122] is valuable for provid-
ing a first set of data, but it must be completed by
techniques adapted to the system (e.g. Mossbauer
spectroscopy if Fe is the active phase [123]).

Although nickel catalysts have served as examples,
articles dealing with other metals show that the same
concepts apply. This is the case for Co deposition on
silica or alumina [82], CU/7-AI2O3 [124], and Ag/>/-
AI2O3 and Ag/TiC>2 [125], for example. The prepara-
tion of bimetallic catalysts is more complicated because
of possible preferential reduction of one metal before
the other, a phenomenon well known with the bulk
oxides [3]. A few studies suggest that approaches sim-
ilar to those mentioned above can also be used in these
cases [122].

This section, by focussing on the solid-state aspect of
activation by reduction, shows the main parameters
which are involved, and hence suggests methods for
better control, but many aspects remain unclear. One
of the strongest phenomena is the increase of thiore-
sistance of Ni/Al2O3 catalysts thanks to controlled
partial reduction [126].

2.2.2.3 Reduction-Sulfidation

The hydrotreating reactions (hydrodesulfurization, hy-
drodenitrogenation, hydrodeoxygenation, hydrodeme-
tallation) (Section B.3.8)and some hydrocracking re-
actions (Section B.3.1.3) use sulfided catalysts. Until
very recently, these catalysts contained, as main active
species, molybdenum (or sometimes tungsten). They
also contained promoters (cobalt or nickel, or some-
times iron). These are the traditional hydrotreating
catalysts. Only very recently have noble metals been
used for deep hydrodesulfurization or deep dearomati-
zation. The traditional catalysts are prepared by dif-
ferent techniques which all produce, in a more or less
perfect way, bilayers containing active metals (Mo or
W) and promoters (Co, Ni or Fe) in the oxide state.
This corresponds to the precursor structure shown in
Fig. 7. The formation of the active sulfided catalysts
necessitates a deep reduction-sulfidation of the oxide
precursor. This operation, always called activation in
the field of hydrotreating, is absolutely crucial. Changes
in temperature, rate of temperature increase or com-
position of the reducing-sulfiding medium can bring
about variations of activity by factors exceeding 2 or 3,
alter the selectivity, and also extend or diminish cata-
lyst life [127].

In the early days of hydrotreating, the precursors
were simply contacted with hydrogen and a sulfur-
containing feed, usually an ordinary petroleum fraction
10 which sulfur-containing compounds were added (a
so-called "spiked" feed). Later, the catalysts, charged
in the reactor, were treated by a special mixture con-
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Figure 21. Schematic representation of a tiny crystallite of MoS;
(diameter typically 5-10nm) attached on the alumina surface in a
sulfided hydrotreating catalyst.

taining, in addition to hydrogen, either H2S or a sulfur-
containing compound very easily decomposed to H2S
in the presence of hydrogen (e.g. dimethyl disulfide or a
mercaptan). However, the operation in a large reactor
is still difficult to control. For this reason, it seems that
presulfidation outside the reactor may be the solution
for the future.

Except for a part of the recent attempts to avoid in
situ sulfidation, the activation of traditional hydro-
treating catalysts always corresponds to the reaction of
hydrogen and sulfur-containing compounds with the
oxide precursor. Innumerable recipes are proposed for
use in industry and have been described in literature.
One article, among many, gives a still valuable over-
view of the possible procedures [128].

The present section deals only with the traditional
catalysts, because too little is known presently on cat-
alysts whose formulation includes noble metals. The
objective will be to outline general trends, without at-
tempting the almost impossible task of examining all
the various recipes mentioned in the technical or scien-
tific literature. The next section examines some funda-
mental aspects; subsequent sections outline the influ-
ence of various parameters.

A Fundamental Data
Reduction-sulfidation corresponds to a drastic change
of the structure of the active species. The starting bi-
layer is a two-dimensional oxide adhering to the sup-
port (usually alumina) along a continuous interface.
The active catalyst is constituted of liny crystallites at-
tached to this support by small patches of transition
interfaces (Fig. 21). The whole reduction sulfidation
reaction involves many simultaneous or successive
processes: reduction of Mo61 to Mo41, sulfidation of
Mo4f to M0S2, sulfidation of the Group VI11 metal
initally in an oxide state to a sulfide, destruction of the
bilaycr, and formation of crystallites. The Group VI
and VIII metals, initially associated in the bilayer. seg-
regate to a large extent in the sulfided state (the extent
of segregation is still being debated [129-132]). The
existence of strong coupling effects in reactions of sol-
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ids [3, 133] makes the full analysis of the process dif-
ficult, but suggests that many parameters can have a
strong influence on the structure and texture of the final
sulfided catalyst.

The most striking result of these coupling effects ap-
pears at a macroscopic scale, when reduction and sul-
fidation as a whole are considered. MoO3 is reduced at
much lower temperatures (sometimes 200 K lower) in
a H2S/H2 mixture than in pure H2 [134, 135]. Start-
ing from already reduced molybdenum, namely Mo4+

in MOO2, sulfidation takes place at a lower rate than
when reduction and sulfidation are simultaneous
(namely when starting from Mo6+, i.e. MOO3). The
presence of cobalt (or nickel) probably has a slightly
promoting effect on the reduction [136-138] because
the corresponding oxides are more easily reduced and
sulfided than molybdenum (or tungsten).

The explanation of the coupling effect is probably
the following. The reduction of MOO3 to MoO2 is nu-
cleation rate-limited [139]. Spillover hydrogen accel-
erates the reaction [115, 140, 141]. Because it adsorbs
dissociatively on the surface [139, 142], H2S probably
also produces a reactive H species, promoting nuclea-
tion of lower Mo oxides at low temperature and, as a
consequence, further reduction. The tiny nuclei of the
thus-formed suboxide react easily to sulfides because
of their high state of dispersion. In contrast, MoO2

produced by separate reduction has a well organized
lattice and is much less reactive.

The above conclusions are based on fundamental
studies of Steinbrunn and co-workers [139, 143]. The
results of these authors also shed some light on the
origin of the coupling effect. Upon reduction-sulfida-
tion with pure H2S, the surface of MoCh is first re-
duced to MoO2, then sulfided at a much slower rate
to M0S2 [143]. During reaction with H2S/H2 mixtures,
a more complicated mechanism sets in, which leads to
the formation of highly dispersed MoS2 clusters [139,
144]. MoS2 crystals are formed only at a later stage.
The reduction step (to MoO2) turns out to be slower
with H2S/H2 than with H2S. Some refinements were
obtained with MOO3 thin films [145]. Studies with
composite thin films of MoO3 evaporated on a freshly
cleaned CoO surface indicate that these observations
are still valid in the presence of cobalt [146]. The suc-
cess of the reduction-sulfidation is due to the better
balance between reduction and sulfidation rates. Thanks
to this better balance, the formation of much smaller
M0S2 domains (cluster, instead of crystallites) is possi-
ble. This is very important for the activation of hydro-
treating catalysts, because smaller crystallites of the
active phase arc finally formed.

A comparison with studies on supported catalysts
containing only cobalt or molybdenum [19, 20, 147-
149] shows that the simultaneous presence of both ele-
ments profoundly alters the processes. This is linked to
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Figure 22. Comparison of the sulfur content of a commercial
CoMo catalyst (Procatalyse HR 306) activated by simultaneous
reduction-sulfidation (RS) or by reduction followed by sulfidation
(R + RSSI). (a) Simultaneous reduction-sulfidation by a H2S/H2
mixture (15% H2S by volume). Except for the experiment at 573 K,
the samples were first reacted for 4 h at 673 K, then progressively
heated to the reaction temperature indicated in the figure and
maintained at that temperature for 4h. (b) Reduction at the in-
dicated temperature for 4h, followed by sulndation with the H2S/
H2 mixture at 673 K for 4h (RSst subscript denotes standard
temperature) [138].

the existence of the CoMo oxide bilayer, and partly
due to the interaction of both elements in the reduc-
tion-sulfidation, partly also to the segregation of co-
balt from molybdenum in this process. The reduction
sulfidation of cobalt molybdate C0M004 seems of little
relevance [144, 150]; the reason is perhaps that it gets
sulfided before sufficient reduction, as shown by grav-
imetry [151].

B Influence of the Sequence of Steps in Reduction
Sulfidation

The coupling between reduction and sulfidation brings
about complex phenomena in the activation of hydro-
treating catalysts. A very direct consequence of the
above discussion is the different degree of sulfidation
reached if the precursor is, on the one hand, simulta-
neously reduced and sulfided or, on the other hand,
reduced first and sulfided afterwards (Fig. 22). Sulfi-
dation of the prereduced catalyst becomes increasingly
less efficient as reduction temperature increases. This is
presumably due to the growth of MoO2 crystallites
which become increasingly more refractory to sulfida-
tion. When carried out at low temperature (below
about 600 K), a preliminary reduction step is much less
harmful. Such a prereduction has even been recom-
mended. The reason is probably that the Group Vlll
metal gets reduced, segregates and, in the form of sul-
fide, enhances the production of spillover hydrogen in
the subsequent reduction-sulfidation.

References see page 283
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Figure 23. Typical modification of reactor temperature versus
time in the activation of a CoMo/y-AhOs catalyst with a spiked
feed.

The crucial experiment of Fig. 22 can be analyzed in
more detail [138]. Mo5+ species can be detected by XPS
in series (R + RS), not in series (RS), indicating in-
complete reduction. The gain in weight due to sulfida-
tion takes place more rapidly in (RS) than in the (RS)
step of (R + RS) experiments. This is paradoxical, as
oxygen is removed in (RS), thus partially compensat-
ing the weight gain due to the introduction of sulfur
by a weight loss. This demonstrates that sulfidation
is more rapid when starting from Mo6+ than from re-
duced forms of molybdenum. NO adsorbed on Mo
ions exhibits a special IR band at 1680-1700 cm"1, the
position of which is characteristic of the reduction state
of Mo. After the (R + RS) treatment, some deeply re-
duced Mo ions are present on the surface, whereas in
(RS) catalysts only Mo4+ ions are observed. This
proves that sulfidation is difficult when starting from
Mo4+ ions [134, 138].

C Influence of Activation Temperature
The changes in activation procedure lead to very large
modifications of the activity and selectivity of catalysts,
as could be expected from the data of the previous
subsection. In view of the previous comments, it is not
surprising that activation of HDN or HDS catalysts in
the industrial plant must be conducted according to
well controlled procedures. The temperature being a
major parameter, as suggested by Fig. 22, it is recom-
mended in all in situ activation procedures that the
temperature be raised stepwise. Figure 23 is an exam-
ple of such a temperature vs. time heating procedure.
However, the precise procedure to use depends on the
catalyst, the nature of the sulfur-containing compound
used for sulfidation, and all other operating conditions
[128]. The objective of the present discussion is to out-
line the fundamental phenomena which could justify
these procedures.

300 500 700 900
Temperature K

Figure 24. Hydrodesulfurization activity of catalysts (Procata-
lyse HR 306) activated according to different procedures at dif-
ferent temperatures: (RS) simultaneous reduction sulfidation
(15% H2S in H2) - except for the experiment at 573 K, the sam-
ples were first reacted for 4 h at 673 K, then progressively heated
to the temperature indicated in the figure and maintained at this
temperature for 4 h; (R + RS) successive reduction in H2 (4 h)
and reduction-sulfidation, as above (4h), both at the tempera-
ture indicated; (R + RSst) reduction at the temperature indicated
(4 h) followed by reduction-sulfidation at 673 K (4 h) as above;
(S + RS) sulfidation by pure H2S (4 h) followed by reduction
sulfidation as above (4h), both steps at the temperature indicated.
The reaction with hydrogen with a feed containing 0.5% thio-
phene and 30% cyclohexene in cyclohexane was made under a
total pressure of 3 M Pa [138, 152].

The dramatic influence of temperature is always con-
spicuous, without consideration of the reduction-sulfi-
dation procedure used. Figures 24 and 25 correspond
to activity in hydrodesulfurization and hydrogenation.
respectively, where both reactions (HDS of thiophene
and hydrogenation of cyclohexene) occurred simulta-
neously in a continuous flow equipment under a pres-
sure of 3 MPa [138, 152]. In addition to the procedures
used for the results of Fig. 22, samples were also suc-
cessively reduced and then sulfidcd at the same tem-
perature (procedure R + RS; note that there is here no
subscript) or, alternatively, were sulfidcd by pure H^S
and subsequently reduced-sulfidcd, at the same tem-
perature (S + RS). The activities change dramatically.
A careful examination of the figure shows that the
HDS/hydrogenation selectivity also changes. For the
(RS) series, the selectivity varies by a factor larger than
2. Selectivity to HDS is the lowest after activation at
673 K; similar high selectivities are observed for both
573 K and 1073 K [153].

Understandably, the M0S2 crystallites grow larger as
the activation temperature increases. Electron micro-
scopy shows that the ratio of the total edge plane area
to that of the basal planes changes little (by about
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Figure 25. Hydrogenation activity of catalysts activated accord-
ing to different procedures. The experimental conditions are de-
scribed for Fig. 24 [138, 152].
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±20%). The area of the edge planes relative to the vol-
ume of the crystallites decreases considerably (by a
factor of 5) for activation temperatures growing from
673 to 1073 K [153]. This reflects a proportional change
of both the diameter and thickness of the crystallites.
Figure 26, which shows the distribution in thickness of
the M0S2 stacks, indicates how the repartition in size
varies with temperature [153]. Infrared studies of ad-
sorbed NO, ISS studies [138, 152, 154] as well as 57Co
Mossbauer emission studies have also been made.
When the activation temperature increases, the signal
of cobalt pseudoaluminate (or cobalt aluminatc-like
species) diminishes, indicating that part of the cobalt
strongly bound to alumina reacts. The signal attri-
buted to the so-called "Co-Mo-S" phase gets strongly
decreased at 923 K, although the catalytic activity re-
mains high (Fig. 27) [152, 155, 156].

Among many studies, three additional systematic
studies of the influence of temperature must be cited
here [157-159].

D Influence of the Sulfiding Molecule
It has long been known that the nature of the feed, the
spiking of the feed, and the chemical nature of the sul-
fiding molecules generally, are of considerable impor-
tance [128, 160, 161]. This is illustrated by Figs 28 and
29 concerning the hydrodesulfurization of thiophene
and the hydrogenation of cyclohexene [160]. The opti-
mal temperature for activation is different according to
the sulfur containing molecule. As in Figs 24 and 25, it
is noteworthy that changing the activating molecule
modifies the selectivity.

There is no explanation yet for this effect, except that
the very delicate coupling effects between the various

V z/ ND2

Figure 26. Variation of the size of the M0S2 crystallites on sup-
ported C0M0 catalyst (Procatalyse HR 306) obtained after acti-
vation at different temperatures (procedure RS, see captions for
the above figures) as determined by high resolution electron mi-
croscopy. The figure considers the collection of crystallites
(number n) with the same number N of M0S2 layers (thickness
N). The total volume of each collection can be calculated as in-
dicated in the figure. The fraction in volume (or weight) thai each
collection represents in the overall sample, V ^ / I l ^ gives the
height of the corresponding bar in the figure [153].

elementary reactions mentioned in subsection A are
modified when a different source of sulfur is used. The
possible formation of highly dispersed carbon in the
case of some organic molecules could also explain
some differences.

E Other Results
Other notable data on the reduction-sulfidation of
COMO/AI2O3 catalysts can be found in articles not
mentioned yet [162, 163]. In a work using supports
calcined at various temperatures, incomplete reduction
or reduction-sulfidation according to several proce-
dures and characterization of used samples, an attempt
has been made to obtain a more in-depth under-
standing of activation. The merit of the article is to
show that accepted conclusions still hold when the ac-
tivation is conducted in a wider investigation range
than in previous studies [164]. The activation of hydro-
desulfurization or hydrodenitrogenation catalysts other

References see page 2N3
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Figure 27. Distribution of cobalt among the various species of
an activated HDS catalyst, as determined by emission Mossbauer
spectroscopy. The catalyst, prepared by impregnation of ammo-
nium heptamolybdate and 57Co nitrate, was as similar as possible
to the commercial one used for obtaining the results presented in
the previous figures (3wt% as CoO, 13 wt% as M063 on -/-alu-
mina). All precautions were taken to avoid possible errors due to
noninstantaneous charge compensation in the sequence of nuclear
events in $7Co decay (this has to be taken into account in the
nonconducting M0S2 matrix) [155, 156].
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Figure 28. Influence of the nature of the sulfiding agent on HDS
activity. The catalyst was Procatalyse HR 306. The amount of
sulfiding agent was calculated in order to obtain a sulfur content
of 3 wt% in the charge (hexane). The precursor samples (2 g) were
heated in argon (36Lh~', 3MPa) up to the desired activation
temperature. The argon was then replaced by hydrogen (36 L h ')
and the feed introduced (liquid hourly space velocity 42 h ').
Activation time was 4h. Activity measurements were made as
explained for Fig. 24 [160],

than C0M0 has also been the object of various studies:
NiMo [165-168], NiW [163, 169], FeMo [170].

F Outlook
The tendency at present is to presulfide the catalyst
before loading the reactor. This is logical, as it permits
a better control of the activation. The control of the
activation process is easier in a dedicated plant than in
gigantic reactors where temperature control is prob-
lematic and uniformity of composition of the sulfiding
mixture is practically impossible to achieve.

A new technology is emerging for avoiding the pit-
falls of in situ activation. It essentially consists in
coating the precursor (oxide) catalyst with a mixture of
organic sulfides or polysulfides. The technique had its
origin in in situ soaking techniques developed in the
late 1970s [128]. Some data are available on some of
these new techniques [171]. The effect of this sort of
presulfiding with alkylpolysulfides has been discussed
[172]. The decomposition of the polysulfides at low
temperature releases active species which permit sulfi-
dation at low temperature. We speculate that these ac-
tive species responsible for the efficiency of the process
are not only sulfur but also hydrogen.

2.2.2.4 Other Methods of Activation

Some steps at the end of catalyst manufacture are
sometimes called activation. This is the case, for ex-
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Figure 29. Influence of the nature of the sulfiding agent on hy-
drogenation activity. Conditions as indicated for Fig. 28 [160].

ample, for the leaching step in the preparation of
Rancy nickel (Section A.2.1.2); however, this is a spe-
cial case. A situation which is closer to the topics dis-
cussed in the present section is the spontaneous activa-
tion which takes place when precursors arc contacted
with the reacting mixture or feed. It was mentioned in
the previous subsection that catalysts were activated in
this way in the early development of hydrotreatments.
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Another example is the activation of vanadium phos-
phate (VPO) catalysts in the oxidation of butane to
maleic anhydride: the fixed-bed VPO catalyst has to
be contacted for several days with air-butane mixture
before reaching normal activity. This case and that of
Raney nickel (both unsupported) fall outside the scope
of the present discussion

2.2.2.5 Conclusions

Although crucial for activity, selectivity, and sustained
activity for long periods (catalyst life), the activation of
catalysts has not yet been systematically investigated.
This article suggests that a methodical study of activa-
tion is possible. Scientific interpretation is very often
possible and leads to the design of improved proce-
dures The equipment generally available in most cat-
alysis laboratories, in industry, university, and research
institutes, is sufficient for gathering the necessary in-
formation Well established mechanisms explain the
phenomena observed Unfortunately, the science of the
reactivity of solids is often ignored, and this hampers
proper interpretation and limits the development of
improved activation procedures. This article hopefully
shows that a better multidisciphnary approach can
provide a much clearer picture of the various facets of
activation of supported catalysts.
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2.4 Solid Superacids

K. TANABE AND H. HATTORI

A solid superacid is defined as a solid material which
shows an acid strength higher than the acid strength
(//o = - H 9 ) of 100% sulfuric acid [1]. The acid
strength is measured by use of basic indicators having
different pATa values [2]. However, this method is not
suitable for colored materials and may have some
problems when pore sizes of a solid are too small for
large molecules of the indicators and if there exist any
interactions between the indicators and any sites (basic
or redox sites) other than acid sites. The catalytic ac-
tivity for the skeletal isomerization of «-butane is a
measure of superacidity, since the reaction does not
take place in the presence of 100% sulfuric acid at
room temperature. Superacidity can be estimated also
by utilizing the temperature-programmed desorption
(TPD) method using ammonia or pyridine, provided
that the relative value in TPD is related to the absolute
value (Ho) and the interaction of ammonia or pyridine
with basic sites on solid surfaces is confirmed to be
negligible.

Recently, various kinds of solid superacids have been
developed. The first group is metal oxides and mixed
oxides containing a small amount of sulfate ion, and
those modified with platinum. The second group is
metal oxides, mixed oxides, graphite, metal salts, etc.
treated or combined with antimony fluoride or alumi-
num chloride. The third group is perfluorinated poly-
mer sulfuric acid (Nafion-H). The fourth and fifth
groups are H-ZSM-5 and a type of heteropolyacids,
respectively. The last group is simply mixed oxides.

The solid superacids of the second group which
have a possibility of leaching or evaporating of halo-
gen compounds seem to be environmentally undesir-
able as catalysts. These superacids and Nafion-H
have been extensively reviewed [1-5]. H-ZSM-5 and
heteropolyacids are discussed in Sections 2.3.3 and
2.1.7 of this handbook, respectively. Therefore, the
superacids of the first group for which many papers
have been contributed recently and the industrial appli-
cation of which is promising, are mainly described here
and the other superacids are dealt with only briefly.

2.4.1 Sulfatc-I rcatcd Metal Oxides,
Mixed Oxides, and Those Modified
with Platinum

Preparation of these kinds of solid superacids is de-
scribed first and the effects of the preparation method
on the morphology, surface properties, structure of su-
peracid sites, and catalytic performance are discussed.

2.4.1.1 Preparative Methods

The solid superacids such as SO4~/ZrO2, SO4 /TiO2

and SC>4~/Fe2C>3 are easily prepared by impregnating
Zr(OH)4, TiO2«H2O, and Fe(OH)3, respectively,
with (NH4)2SO4 or H2SO4 followed by calcination at
773-923 K [2, 6]. As an example, the preparation of
SC>4~/ZrO2 is described in more detail. Commercially
available ZrOCl2, ZrO(NO3)2, or Zr(NO3)4 is hydro-
lyzed with 28% aqueous ammonia and the precipitates
formed are washed thoroughly with distilled water and
dried at 373 K overnight to obtain Zr(OH)4. The pH in
the precipitation of Zr(OH)4 strongly influences the
surface property, the structure of ZrO2, and the cata-
lytic activity of SO4~/ZrO2. Variation of the surface
areas of hydrous and calcined ZrO2 and SO4 /ZrO2

with pH in the precipitation of Zr(OH)4 is shown in
Fig. 1 [7]. The higher the pH, the higher the surface
area. The time required for precipitation also affects
the surface areas. The hydroxide, Zr(OH)4, is im-
mersed into an aqueous solution of (NH4)2SO4 or
H2SO4, and the suspended solution is evaporated to
drynes, followed by heat treatment in air or in a vac-
uum at 773-923 K to obtain SO4"/ZrO2. When H2SO4

was used, the concentration in aqueous solution affects
the catalytic activity of SC>4~/ZrO2 for the isomer-
ization of M-butane [8]. The optimum content of SO4
in SO4~ /ZrO2 changes from 1 to 8 wt % depending on
the type of reaction. For the isomerization of «-butane,
maximum activity was observed when the intrinsic sul-
fur content corresponds to roughly the mondoyer [8].
In the case of acylation of chlorobenzene with chlor-
obenzoyl chloride, 8wt% of SO4~ was optimum [9].
Waqif et al. [10] point out that ZrO2 and TiO2 con-
taining a large amount of sulfate form sulfur complexes
different from those in the samples containing a small
amount of sulfate.

The optimum temperature of calcination changes,
depending on the SO;- source (H2SO4 or (NH4)2SO4).
the type of metal oxide in SO^"/metal oxides, and the
type of reaction. In the acylation reaction, the opti-
mum temperatures arc 823 and 873 K for H2SO4-
treated ZrO2 and (NH4)2SO4 treated ZrO2, respec-
tively, as shown in Fig. 2 [9]. For the isomcrizations
of M-butane and n-pentane, the optimum calcination
temperature of SO4~/ZrO2 at which the highest acid
strength is observed is 923 K, while that of SO;;" /TiO:
is 773 K [11].

An important point is to use metal hydroxides in-
stead of metal oxides as adsorbents of SO4 . Since
solid superacids lose supcracidity by absorbing moisture
and carbon monoxide [12], calcination in Pyrex glass
tubes and storage in scaled tubes are recommended.

As in the case of (NH4)2SO4 or H2SO4, the addition
of SO3 to ZrO2, TiO2, and Fe2O3 causes the generation
of supcracidity [13]. However, the addition of SO2 or
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Figure 1. Variation of surface area of ZrO2 «H2O (o), ZrO2

(v), and SO4~/ZrO2 (•) with pH change in precipitation of
Zr(OH)4.
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Figure 2. Catalytic activities of SO^ /ZrOi prepared by use of
H:SO4 (•) and (NH4);SO4 (>) vs calcination temperature. Yield
% of dichlorobenzophenone in acylation of chlorobenzene with
o-chlorobenzoyl chloride at 403 K in 3 h.

H2S (adsorption at 673 K) docs not generate super-
acidity. It is interesting that SC^/FejO.i or H2S/Fe2Oj
docs not show any acidity, but exhibits supcracidity
when oxidized with O2 at 773 K [14]. On the other
hand, SO;; /FeiO.i loses its acidity when reduced with
H2 at 773 K. These facts indicate that oxidation and
reduction influence the acidity of sulfur-containing su-
peracids. It should be noted that the solid superacids
cannot be used in the presence of reducing reagents

such as hydrogen, alcohols, etc. at high temperatures
(above 673 K).

In the preparation of Zr(OH)4, the homogeneous pre-
cipitation method using urea can be applied. Namely,
Zr(OH)4 is prepared by hydrolyzing with an aqueous
solution of 10% urea at 368-370 K to precipitate the
hydroxide [15]. In the next section the morphology
and surface properties are compared with Zr(OH)4

prepared by the usual heterogeneous method using
aqueous ammonia.

A SO4~/TiC>2-ZrO2 superacid is prepared similarly
as SO^/ZrCh except that TiO2 • «H2O-Zr(OH)4 is
obtained from a mixed solution of TICI4 and ZrOCl2

by coprecipitation with aqueous ammonia [3]. Fe, Mn,
SO4~/ZrO2 superacids are prepared by impregnating
dried ZrO2 with aqueous Fe(NO3>3, Mn(NO3)2 and
(NH4)SO4, containing 1.5 wt% Fe, 0.5wt% Mn and
4.0 wt% (NH4)2SO4 and by calcining at 998 K for 1 h
[16,17].

The SO4 /ZrC>2 modified with Pt is prepared by im-
pregnating SC>4~/ZrO2 w ' t n a n aqueous solution of
H2PtCl6, followed by drying at 383 K and calcining at
873 K in air [18, 19]. For example, the amounts of Pt
and S are 0.5 and 1.5 wt%, respectively [18].

The SO4 /metal oxides supported on SiO2 are pre-
pared as follows. The required amount of ZrO2 is
mounted on SiO2 (surface area = 299 m2 g"1, calcined
at 773 K) from a methanol solution of ZrO(NO3)2,
decomposed in air at 673 K and finally activated
by admitting SO3 gas at room temperature, calcining
at 873 K and then oxidizing at 573 K [3, 20]. The
SO4 /Fe2O3/SiO2 is obtained by anchoring various
iron compounds such as [Fe3(CH3COO)7OH]NO3,
Fe(NO3)3, NH4Fe(SO4)2, and Fe(CO)3 on a SiO2 sur-
face and by activating with SO3 [21]. The amount of Fe
compound is important for generation of strong acid-
ity, about 3 mmol of Fe per gram of SiO2 being used.

2.4.1.2 Morphology and Surface Properties

The exothermic peak of ZrO2 in a differential thermal
analysis profile is shifted from 693 to 813-885 K by
SO^ treatment [15]. Crystallographic phase composi-
tions of various SO^ /ZrO2 is shown in Table 1 [22].
It is evident that a mctastablc tetragonal phase is
stabilized when a small amount of SO4 is present.
The development of a monoclinic form in ZrO2 and
the transformation of tetragonal to monoclinic in
SO4" -promoted ZrO2 arc almost independent of the
preparation method (heterogeneous or homogeneous,
with H2SO4 or (NH4)2SO4). However, the ratio of
the tetragonal to the monoclinic phase changes with
changes of the pH in the precipitation of Zr(OH)4.

References see page 411
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Table 1. Crystallographic phase transformation in various Z1O2
samples.

Calcination temperature (K.y

Sample

ZrO2-A
H2SO4/ZrO2-A
(NH4)2SO4/ZiO2-A
ZrO2-U
H2SO4/Z1O2-U
(NH4)2SO4/ZrO2-U

623

M
Amor.
Amor.
M
Amor.
Amor.

Ill

M
T
T
M
T

I

923

M
T
T
M
T
T

1073

M
T, M
T, M
M
T, M
T,M

(mir

0.58
1.31
2.57
3.00
3.50

SOj
a Amor. = amorphous; M = monoclinic; M_ = monoclinic (not well
developed); T = tetragonal; T = tetragonal (not well developed);
ZrO2-A = prepared by hydrolysis of ZrO(NOj)2 2H2O with
aqueous ammonia; ZrO2-U = prepared by hydrolysis of
ZrO(N03)2 • 2H2O with urea.

Table 2. Surface areas of SO4 /ZrO2 (Table 1 gives the defi-
nition of Z r O 2 - A and Z r O 2 - U ) .

Sample Surface area (m2g~')

ZrO2-A
ZrO2-U

H2SO4/Z1O2-A
H2SO4/Z1O2-U

47.1
41.7

119.5
119.2
85.2
65.1

When the pH is increased from 6 to 9.4, the percent-
age of the tetragonal form in SO^/ZrCh increases
from 73 to 100%, although that in pure Z1O2 increases
from 33 to 70%, only [7].

There is little change in surface area with change of
precipitating reagents; ZrC>2-A prepared with ammo-
nia has a slightly larger area than ZrO2-U prepared
with urea as shown in Table 2 [15]. An H2SO4 treat-
ment caused a considerably lower surface area than in
the case of a (NH4)2SO4 treatment. The surface area of
SO^"/ZrO2 changes not only with the pH (Fig. 1), but
also with the time of preparation of Z1O2. For exam-
ple, the surface areas of SO4 /ZrO2 in which Zr(OH)4

was prepared at precipitation times of 0.5, 1, and 8h at
constant pH = 8.3 were reported to be 92, 127, and
132 m2 g~', respectively [7].

The highest acid strengths of SO^/ZrOi and
SO4 /TiO2 measured in sulfuryl chloride by the in-
dicator method are Ho < —16.0 [22] and Ho < -14.5
[23], respectively, being higher than that of 100%
H2SO4. However, the acid strength of SO^/ZiO* was
reported to be Ho < -13.16 according to recent study
by Ishikawa ct al. [24] and Ho ~ -12 by a spectro-
photometric method [25]. The difference may be due
to the difference in the preparation method and the

Table 3. Acid strength of supported solid superacid (SOj /ZrO, /
SiO2).

Amount of Z1O2 Acid strength in Ho acidity scale3

-ii

-11.4 -13.2 -13.8 -14.5

a +, present; - , absent.

measurement method. As mentioned above, the pre-
paration method changes the surface property. Con-
cerning the measurement method using indicators,
measurement in a vacuum system [26] seems necessary.
Recently, the acid strengts of SC>4~/TiC>2 (73mol%)-
SiO2 [27] and SO2 /ZrO2 (85mol%)-SiO2 [28] are re-
ported to be Ho = -14.5 according to the indicator
method in benzene. The acid strengths of SO4 /Fe2O3

and Fe2O3-MnO2-SO4VZrO2 cannot be measured by
color change of indicators because of their dark colors.
However, these are regarded as superacids, judging
from their catalytic activities for the isomerization of
n-butane at room temperature [29, 16]. The Fe2O3

MnC>2-SC>4~/ZrO2 superacid is reported to be
about three orders of magnitude more active than
SC>4~/ZrO2 for the isomerization reaction [16]. Its
superacidity was ascertained to be higher than that of
SO^/ZrC^ on the basis of the TPD data using very
weak bases such as benzene, monofluorobenzene, di-
fluorobenzenc, etc. and the amount of superacid sites
being also larger [17]. Fe2O3-MnO2-SO^"/ZrO2 shows
the highest acid strength among solid superacids con-
taining SO4 .

The acid strength of Pt-SO^ /ZrO2 is determined to
be Ho < -12.7 [30]. Sulfatcd zirconia supported on
silica shows superacidity (Table 3) and the amount of
SO^ is important for exhibiting the highest super-
acidity [20].

The type of superacid sites on SOj"/metal oxides
evacuated at 773 K is only a Lewis type according to
the IR absorption bands of adsorbed pyridinc [31].
Morterra ct al. [32] have shown that pyridinc adsorbed
on Lewis acid sites dominated the spectra of samples
evacuated at 673 K and that the addition of water at
300 K significantly increased the amount of Bronsted
acidity. Nascimcnto ct al. [8] report that both Bronsted
and Lewis acid sites exist on SO^ /ZrO: treated at
723 K and the ratio of Bronsted to Lewis sites changes
with the change of sulfur content. Recently. Lunsford
et al. revealed by use of 31P MAS NMR spectra of ad-
sorbed trimcthylphosphinc that three types of Lewis
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Figure 3. Change in fraction of P-Py (proton acid site-pyridine)
and L-Py (Lewis acid site-pyridine) caused by exposure to hydro-
gen at different temperatures.

acid sites exist on the surface of SO4 /ZrC>2 treated at
593 K [33].

In the case of Pt-SO4~/ZrO2, molecular hydrogen
converts into Brensted acid sites on the surface with
concomitant decrease in Lewis acid sites at tem-
peratures above 423 K, as shown in Fig. 3. Molecular
hydrogen in the gas phase seems to dissociate on plati-
num to form hydrogen atoms which migrate onto the
oxide and lose their electrons at Lewis acid sites to
convert into Brensted acid sites [18].

According to an ESR study, the adsorption of per-
ylcne gave the typical signal of its cation radical on
SO4 /ZrO?, while no signal was found on ZrO2 [15].
This indicates that an oxidizing property (single-
electron accepting property) also appears on the solid
supcracid.

2.4.1.3 Structure of Superacid Sites

Infrared spectroscopic investigation revealed that the
SO; /ZrO2, SO^/TiO2, and SO^~/Fe2O3 gave a
common characteristic strong absorption at 1375—
1390 cm ' which indicates high double bond nature of
S=O [31]. This band is missing after hydration and the
magnitude of the shift after pyridinc adsorption is cor-
related with catalytic activity; the larger the shift, the
higher the catalytic activity.

The X-ray photoclcctron spectrum of S 2P}/2 for
SO; /Fe2O? showed that the oxidation state of sulfur
was S6' which is necessary for high catalytic activity of
the supcracid [34].

From these results, a model structure of the supcr-
acid was proposed, which is shown in Fig. 4 [31]. A
characteristic feature of the structure is the presence of
two S O bonds. The supcracid sites are considered to

Figure 4. Model structure of a superacid, SO<~ /Fe2O3.

be metal ions (Lewis acid sites) whose acid strength is
enhanced by an inductive effect of S=O. IR spectro-
scopy of CO adsorbed on SO4 /TiO2 also suggests
the enhancement of Lewis acid (Ti4+) strength by an
inductive effect of the sulfate group [35]. Bronsted acid
sites may be generated by the interaction of the Lewis
acid sites with water molecules or reacting organic
molecules. Whatever the starting materials of sulfur
are, once they are oxidized on the metal oxide surfaces,
they form the structure shown in Fig. 4 [13].

Saur et al. proposed a sulfite structure having only
one S=O which shows a band at 1180-1250crrr'[36].
Recently, Clearfield proposed a model which is shown
by structures (l)-(3) in Fig. 5 [37]. The uncalcined
SO4/Z1O2 contains protons as bisulfate groups and as
hydroxyl groups bridging two zirconium ions. During
calcination, water is lost to form (2) and (3). In both
structures, Lewis acid sites arc formed, but in (3) the
bisulfate group remains intact, which results in a Lewis
acid site adjacent to an S-O-H group. These bisulfate
groups act as Brensted acid sites and account for the
strong acidity. Lunsford et al. suggest that water acting
as a weak Lewis base may be nondissociatively ad-
sorbed via its nonbonding electrons as shown by (4)
of Fig. 5 [33] and the strong acidity requires the pres-
ence of adjacent Lewis acid sites, namely, through an
inductive effect, electrons are withdrawn from O-H
bonds by coordinatively unsaturated zirconium, thus
giving rise to more strongly acidic protons. By use
of Raman, !H MAS NMR, and IR spectroscopies,
Riemer et al. [38] recently proposed a model structure
of SOi"/ZrO2 calcined at 873 K which is similar to (3)
in Fig. 5, namely, the model contains only one S~O
group and OH groups linked to the sulfate which
develop high Bronsted acidity and zirconium cations
which are responsible for Lewis acids. Babou ct al.
presented several models of sulfatcd zirconia on the
basis of an ab initio quantum mechanical study [39].

The structure containing only one S^O group docs
not explain the XPS data indicating the existence of S6 ' .
The metal oxides which show supcracidity by introduc-
ing sulfur compounds arc considered to have cations of
high elcctroncgativity and high coordination number.

References see page -ill
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O OH O, ,OH

(2) (4)

Figure 5. A model of superacidity generation on SO;~ /ZrO2.

Also, the importance of coordinative unsaturation of
the cations suggests that the cations in Figs 4 and 5 may
reside at the edge or corner of the metal oxide surfaces [3].

Platinum on sulfated zirconia remains mostly in a
cationic state, even after hydrogen reduction at 673 K
according to the XPS study by Ebitani et al. [40, 41].
Thus, the platinum species in sulfated zirconia do not
show typical metallic properties such as high olefin hy-
drogcnation activity and chemisorption of CO [42, 43].
On the basis of XAFS data, however, Ebitani et al. [42]
reported that platinum particles on sulfated zirconia
are a mixture of platinum metal and platinum oxides
and/or sulfide. On the contrary, Sayari and Dicko
reported on the basis of X-ray photoelectron spec-
troscopy (XPS), X-ray diffraction (XRD), and TPR
measurements that upon air calcination of Pt-SO^" /
ZrOi at 873 K, platinum species were reduced to the
metallic state [44]. Zao ct al. [45] also reported from
XAFS data that platinum species in Pt-SO^ /ZrO2

existed in the metallic state following calcination in air
at 998 K. There is a controversy on the state of plati-
num in Pt-SO^ /ZrO2. If the state of platinum were
metallic, the catalyst would have shown a high hydro-
genation activity and significant chemisorptive prop-
erty for CO. Careful study of the state of platinum by
XRD, X-ray absorption fine-structure spectroscopy

(XAFS), and XPS leads to the conclusion that in the
core of the particles, metallic platinum exists and in the
outer layer of the particles cationic platinum exists in
the forms of oxides and/or sulfidcs.

2.4.1.4 Catalytic Properties

The isomcrization of w-butanc is not catalyzed even
by 100% H7SO4 at room temperature. However,
SOj /ZrO, [22], SO^/TiO2 [23], SO^/Fe.Oj [23],
and Fe2O3-MnO2-SO4 7ZrO2 [16] were found to
catalyze the isomerization at 293-323 K, the main
product being 2-methylpropane. Among these solid
superacids, the one which showed the highest catalytic
activity and was most stable is FeiOj MnO: SO4 /
ZrO2 [16, 46]. However, the activities arc lowered as
the reaction proceeds, mainly due to coke formation.
To prevent the catalysts from their deactivation. a
SO5 /ZrO2 contaiuing a small amount of Pt or Ni was
developed. Over a Pt-SO^ /ZrO2, no deactivation was
observed in the isomcrization of pentane at 413 K.
under 20 Kg cm - of hydrogen pressure, the lifetime
being more than 6000 h [47]. Even if Pt is not added,
the deactivation of SO4 /ZrO2 is reported to be greatly
decreased if the hydrogen pressure is high enough [48
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50]. The isomerization of alkanes over Pt-SO^ /ZrO2

is limited to C4-C6, since n-hexane isomerizes to iso-
hexanes at 437 K with 99% selectively, but n-heptane
isomerization selectivity is only about 50% even at low
conversions. Iglesia et al. [51] found that the addition
of small amounts of adamantane, a hydride transfer
species, to n-heptane increased the isomerization rates
by a factor of 3 and inhibited undesirable cracking re-
actions. The intermediates for /7-butane isomerization
catalyzed by liquid superacids such as SbFs-FSO3H
and SbFs-HF are carbonium ions formed by proton
transfer from the superacids [52]. Although the mecha-
nisms of/7-butane isomerization over SO^/ZrC^ are
not definite yet, as to whether the carbenium ions or
the carbonium ions are involved, Adeeva et al. [53]
studied the mechanism of butane isomerization over
Fe, Mn-promoted SO^/ZrO2 at 353 K by tracer
method in which dual 13C labeled butane was used.
They proposed that the isomerization involves oligo-
merization and /?-fission of a chemisorbed Cg carbe-
nium ion to iso-C4 fragments. On the other hand,
Garin et al. [54] proposed the monomoleculer mecha-
nism for butane isomerization on SO4/Z1O2 at 523 K
by tracer study.

Over SbF5 /metal oxides, it was proposed that n-
butane isomerization proceeded via carbenium ion
intermediates formed by hydride ion transfer from n-
butane to the Lewis acid sites [55]. The details of sul-
fated zirconia as a hydrocarbon conversion catalyst
have been summarized by Davis et al. [56].

The alkylation of isobutane with 2-butene takes
place over SO^/ZrO2 [57, 58] and SO^/TiO2 [58].
The selectivity of a SO4~/ZrO2 catalyst for the forma-
tion of trimethylpentanes is 91% at 273 K, which is
much higher than 16% in the case of zeolite ft. The
lower selectivity over zeolite ft is due mainly to the
formation of dimethylhexanes by dimerization of bu-
tenes [55]. For alkylation of benzene with propylene
at 443 K, the activities of superacids are in the order
of SOi-/TiO2-ZrO2 > SO^/ZrO2 > SO^/TiO2 >
SO4~/Fe2O3 [3]. No activity was observed over TiO2-
ZrO2, ZrO2, and TiO2. The activities of SiO2-Al2O3

and H-ZSM-5 were lower than that of SO4~/TiO2-
ZrO2, but comparable to SO2

4~/ZTO2. The alkylation
of aromatics and naphthenes with alkanes occurs at
433-523 K in the presence of Pt-SO^ /ZrO2 and
hydrogen, the products varying with the nature of
aromatics and the length of the alkanc chain [59].

Acylation of aromatics which had been known to
be catalyzed only by AICI3 was found to be effectively
catalyzed by solid superacids. As shown in Table 4,
SO5 /ZrO2 exhibited a high activity for the acylation
of chlorobenzenc with o-chlorobenzoyl chloride in the
liquid phase. The yield is 100% at 406 K in 10 h, while
the yields over H-ZSM-5 and SiO2-Al2O3 are 0 and
0.17%, respectively [9].

Table 4. Activities of solid acid catalysts for acylation.

Catalyst

ZrO2

SO^-/ZrO2

S 0 ^ / Z r O 2

SiO2-Al2O3

H-ZSM-5
H2SO4

Amount
(g)

3.0
3.0
6.1
2.5
3.0
2 ml

Reaction time
(h)

3
1

10
1
3
3

Yield
(%)

0
26

too
0.2
0
0

- HCI

100

80

20
o

373 573 773 973

Calcination temperature / K

Figure 6. Esterification of terephthalic acid with ethylene glycol:
reaction temperature 473 K, reaction time 90min.

For the esterification of terephthalic acid with ethylene
glycol at 473 K, SO^/TiO2 calcined at 773 K is much
more active than SiO2-Al2O3 as shown in Fig. 6 [60].
The SO; /TiO2

 s n o wed a maximum activity when
calcined at 573 K for the esterification of oleic acid
with glycerol and of propionic acid with butanol at
403 K [61], where the active sites were attributed
to Bronsted acid sites from a correlation between the
activity and the Bronsted acidity. The esterification of
phthalic anhydride with 2-ethylhexanol to form dioctyl
phthalate is also efficiently catalyzed by solid super-
acids, the selectivity being more than 90% [62]. The

References see page 411
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Table 5.
lysts

Catalyst

TaFs/Al2

sol /Zri

Reactions ofCH4 with C2

Product composition

c2

O3 13 2

°2b -

C3

138
10 9

i-C4

38 6
512

H4 on solid superacid

(percentage Cf

n-C<

65

1-C5 W-C5

12 7 5 3
134 -

cata-

c6

-
a Products excluding CH4 and C2H4 bReaction conditions
GHSV = 960, temperature = 573 K, C,/C2 =2 35molmol ',
pressure = 1 95 MPa, time on stream = 305 min

catalytic activity was in the order SO4 /ZrC>2 > SO4 /
Fe2C>3 > HPA (dodecatungstophosphonc acid)/SiO2 >
HPA/AI2O3 > HPA/T1O2 > HPA/ZrO2 The activity
of SO4 /Fe2O3 for the estcnfication of propionic acid
with butanol at 383 K becomes maximum when the cat
alyst is treated at 573-773 K [63], the catalyst structure
being studied by ESR and Mossbauer spectroscopy

For the activation of methane, SO4 /ZrC>2 was
found to be active for the reaction of methane with
ethylene to form C3, 1-C4, i-C5 [64] In Table 5, the
product distribution is compared with that of the other
solid superacid, TaFs/Al2O3 [65] For the chlonnation
of methane, the selectivity of SO4 /ZrO2 for the for-
mation of methyl chloride exceeds 90% with 30% of
chlorine conversion at 473 K and is above 80% with
70-90% conversion at 439 K The selectivity is en-
hanced by adding Pt, while Fe2O3-MnO2-SO4 /ZrC>2
exhibits excellent sclectivities (99-100%) at lower con-
versions [66] The electrophihc insertion is said to in-
volve electron-deficient metal-coordinated chlorine at
the methane C H bond

Sulfatcd zirconia showed the highest activity for the
disproportionation of diethyldimethylsilane [67] For
the catalytic combustion of propane at low temper-
atures Pt-SO; /ZrO2 and Pt-SOj /A12O, showed
higher activities than Pt/SiO2-Al2Ch, Pt/SiO>-ZrO:,
Pt/Al2Oi, Pt/ZrCh, etc , the conversion being 100% at
600 K [24] The SO4 -doped oxides having higher acid
strengths arc suggested to be superior support materials
for platinum catalyst for low-temperature combustion
of propane

A MOO3-SO4 /TiO2 catalyst is much more active
than MOO3/T1O2 for the reduction of NO with Nhh
The addition of 0 5 wt % SO; increased the conversion
from 58 to 84% at 573 K [68] The higher activity is due
to the acidity enhanced by the interaction of TiO2 with
SO4 The selective catalytic reduction of NO with
NH-, at higher temperatures (673-798 K) is achieved
by use ot SO; /TiO2 [69] The use of MoOn or V-.O5

causes the oxidation of NH-, at the high temperatures
For the lsomcnzation of 2-pinenc to camphenc and
tncyclcnc SO5 /TiO2 showed the highest activity and
SO4 / Z r d the lowest activity. SO4 /he->Oi being in-

termediate [70] A SO4 /Fe2O3 catalyst shows high
activities for the reactions such as the dehydration of
alcohol, the double-bond isomenzation of 1-butene,
the isomenzation of cyclopropane to propylene [71],
and is also active for coal liquefaction [72] The other
reactions, are reviewed elsewhese [4, 6]

2.4.2 Other Solid Superacids

Besides sulfated metal oxides and sulfated mixed ox-
ides, there are several kinds of solid superacids as
mentioned in introduction

SbF5/Si02 A12O3, SbF5/SiO2-TiO2, etc whose acid
strength is in the range from — 13 16 to -14 52 are
more active than SO4 /metal oxides for the lsomer-
lzation of H-butane in the gas-phase reaction [26] In
the liquid-phase reaction of pentane, it is confirmed
that SbF5 does not dissolve into the liquid phase at
room temperature [73] In the gas-phase reaction of n-
butane, SbFs is not removed if SbF5/metal oxide
is preliminarily evacuated at 573 K. Thus, these solid
superacids are also promising for the application as
catalysts for particular reactions These types of solid
superacid have been described elsewhere [1 4, 6]

AlCh-CuSO4, AlCh-CuCh, etc with H(, values
from -13 16 to -14 52 are active for the isomcri/ation
ofalkanes Gattcrman Koch reaction, etc [2.4] These
solid superacids have also some disadvantages because
they contain halogen atoms

Nafion-H whose acid strength is -12 is active ior
diversified organic reactions such as alkylation iso-
menzation, disproportionation, transalkylation acyla
tion, nitration, hydration, rearrangement etc [1 5]
Since Nafion-II can be used in aqueous solution it is a
useful catalyst

A hctcropolyacid H1PW12O40. and its C-> <, salt cal
cined at 573 K were found recently to have a super
acidity of < - 1 3 16 [74] The catalytic activities of
the hetcropolyacids and the other solid supcratids lor
the alkylation of l,1,S-tnmcthylbcn/cnc with cyclo
hexene arc in the order Cs25 salt » HiPWpOjo
> SO; /ZrO2 > Nafion-H > H-ZSM-5 [75]

A well known zeolite. H-ZSM-5, calcined at 80S K
was shown also to have supcracidity ol -12 70 [74]
The order of acid strength measured by the 1PD
method using ammonia is SO4 /ZrO: >H',PWpC)4o
Cs2 , salt > H ZSM-S > S1O2 A12O, The characteristic
ot H-ZSM-5 is to stabilize pentacoordinatcd carbon
turn ions Thus, in the case of ;i-he\anc reaction the
cracking occurs to torm H->, CH4 etc [76 77] Ac-
cording to the acidity estimation based on the in situ
n C chemical shift measurement ot mcsityl oudc
however, the acid strength of H-ZSM-5 is reported to
be comparable to that of a solution ol 70/ HAOj
[7cS]
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Some mixed oxides are solid superacids according
to measurement by the indicator method WO3/Z1O2
calcined at 1073 to 1123K shows an acid strength of
< —14 5 and is active for the acylation of toluene with
benzoic anhydnde at 303 K in liquid phase and the
isomenzations of butane and pentane [79] The mech-
anism of superacidity generation is said to be similar to
that of SO4 /ZrO2, namely, the inductive effect of the
double bond of W=O (like S=O) enhances the acidity
of zirconium cation. The acid strength of S1O2-AI2O is
- 1 3 16 [26] or - 1 2 70 [74] Very recently, Si02-ZrO2

was reported to show superacidity of - 11 4 to - 1 3 8,
which changes depending on the composition, although
the measurement was made in isooctane [80]. Even
A12O3 itself is known to show superacidity of < - 1 4 5
when prepared by hydrolysis of aluminum lsoprop-
oxide followed by calcination at 773 K [81]

Thus, there are now many solid superacids and the
term superacidity is no longer unusual. It seems neces-
sary to define solid superacids by judging their re-
activities against not only indicators and TPD of am-
monia or pyndine, but also test reactions such as the
skeletal isomerization of w-butane, etc The controversy
concerning the mechanism of superacidity generation
needs further research. Some examples have been given
which show no correlation between acid strengths of
superacids and their catalytic activities. For an inter-
pretation, a concept of concerted acid-base bifunc-
tional catalysis may have to be taken into considera-
tion, since even superacids must have weak basic sites
The geometneal fit between a superacid site and a re-
acting molecule seems to be another important factor
for influencing catalytic activity
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2.5 Catalyst Forming*

J F L E PAGE

The order in which the calcining and forming oper-
ations are earned out vanes from case to case If calci-
nation causes much textural change, it will destroy the
results of an earlier forming operation This happens
with crystallized precursors that are better formed after
calcining, and then possibly recalcined after forming to
improve mechanical resistance If calcining does not
radically change the texture, it can precede forming
This happens with certain xerogcls that are shaped like
balls or beads and whose mechanical resistance is en-
hanced by a well-run calcination

Two extreme types of forming can be distinguished,
depending on whether the desired product is powder
microgranules or granules on the order of one to
several millimeters 1

2.5.1 Forming Microgranules

Crushing and grinding often serve only to prepare a
charge for forming into granules As a general rule,
crushing and grinding is done by generating successive
shocks between the product to be crushed and a very
hard mass making up the gnnder or crusher The nec-
essary kinetic energy is either furnished by the prod-
uct, as in cyclone-pulverizers, or more usually by the
equipment, as in ball-crushers and mixer-grinders The
lower limit of size for the powder is a few microns
(Such a powder is not usable in fluidizcd beds because
its mechanical resistance is too low)

Spray-drying, shown schematically in Fig 1, ac-
complishes forming and drying at the same time It
consists of spraying microdroplets of the product to be
dncd into a hot gas current It is suitable only for
making small-diameter beads (7-700 /im), because the
violence of the treatment provokes local superheating
in the solids, leading to difficulty in releasing steam that
is suddenly produced, with consequent mechanical
degradation of large beads

Spray drying is used for obtaining cracking catalysts
in the form of microbcads (silica-alumina or silica
alumina doped with 5 15% of X or Y molecular sieves
exchanged with rare earth) Figure 2a and 2b show two
different kinds of particle obtained by different atom-
i/ations of a given feed to a spray dryer

Drop coagulation results from mctastablc sols sus-
pended in a different liquid phase, and can simulta-

• Repnnted with permission from J F Le Page Applud Ilinro
iliiuoiis Catahus Diuqn Manujailure Uu oj Solid Caiahsts
Fditions Technip Pans 1987
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Feedstock
(slurry or solution)

Air sparger

Air

V
Cocurrent

Feedstock

Feedstock

Fountain type Countercurrent

Figure 1. A typical air drier system for various flow patterns.

ncously achieve gelling, ripening and forming. Figure 3
illustrates a reactor of the oil-drop type. The aqueous
sol is distributed in the form of droplets by a sparger
whose orifices are sized to give the desired diameter of
bead. The droplets settle through the water-immiscible
solvent, whose temperature is raised to around 100°C.
The surface tension created on the droplets during
passage through the solvent permits formation of
gel spheres that must be ripened and ultimately dried.
During drying, a contraction of the bead without dete-
rioration is observed as long as the diameter is not too
large. Accordingly, this treatment is suitable for pro-
ducing cither microbeads or beads on the order of a few
millimeters, such as the silica-alumina beads used in
thcrmofor catalytic cracking (TCC) shown in Fig. 2c.

The operating variables for drop coagulation are:
temperature, contact time, sol composition, pH, and

the nature of the continuous phase (density, surface
tension, etc.). The injection can be done at the top or
bottom of the column (oil-drop or oil-up) depending on
relative densities.

In drop-coagulation to form beads of alumina hy-
droxide, the top of a column holding oil and 100°C is
fed with a blend of a sol of aluminium oxychloridc and
hcxamcthylcnc tctraminc. Under the influence of the
temperature, the aminc is decomposed to liberate am-
monia, which neutralizes the chloride ions. The prod-
uct is then ripened, dried, calcined and can be used as a
support for reforming catalysts or hydrodesulfurization
catalysts [2]. In the same way. a silica sol feeding the
bottom of a column of trichloroethylcne at around
75 °C permits obtaining silica beads at the top.

References see page
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Figure 2. Production of micrograins. a. Atomized product 70 160/<m b Atomized product 380 570/<m. c. I C catalyst formed in ,in oil-
drop. On ihe left, after thermal activation. dr - 3 mm. On the nghl. before drying. dr X 9 mm.

2.5.2 Forming Granules

The raw material comprises a calibrated powder or
paste with suitable rhcological properties. No matter
what method is to be used, the charge should show prop-
erties of fluidity and adhesiveness. Table 1 summarizes
methods used for making granules according to the na-
ture of the original charge, whether pellctizing. extru-
sion, pan granulation, or miscellaneous methods.

2.5.2.1 Pellctizing

This consists of compressing a certain volume of
usually dry powder in a die between two moving

punchers, one of which also serves to eject the formed
pellet. Fluidity of the powder is required to assure
homogeneous filling of the die: a certain amount of
plasticity is desirable in the granules to create the
maximum contact between them: and the qualilv of the
intergranular contacts will depend, after compression.
on the adhesive properties of the powder.

If a powder does not have all the required qualities,
one can add lubricants to aid the sliding and position-
ing of the microgranules. Such lubricants can be liquid
(water, mineral oil) or solid (tale, graphite, stearic acid,
and \arious stearates). Binders are also added to in-
crease the post-compression adhesion, as for example
starch is added lor pelleti/ing active carbon. An in-
crease in the adhesive forces due to chemical bonds re-
sulting from contact between the granules can also be
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to ripening
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Figure 3. The oil-drop coagulation system.

Table I. Influence of starting material on the choice of a grain-
forming process.

Starting material Process

Monolithic blocks
Powders

Pastes, hydrogels
Sols
Melted solids

Crushing and grinding
Pelletizing
Granulation
Extrusion
Extrusion
Drop coagulation
Spray-drying

achieved by peptizing the microgranules, whose sur-
faces arc thus made more chemically reactive.

Some of the operating variables arc characteristic of
the equipment (i.e., pressure, rhythm, and frequency of
vibration to accelerate the flow of powder into the die),
while others depend on the charge and, for a given
powder, on the granulometry, the kind and concen-
tration of binders, and the lubricants. The ratio of the
diameter of the powder particles to that of the final
granules should fall between 1/20 and 1/50.

A conventional industrial pclletizcr equipped with
around thirty dies can produce 5-10 liter/h of pellets a
few millimeters in diameter. Such pellets are usually cy-

Pressing cylinder

Machine GA65

Feed powder

Rollers

Perforated plate

Gear press

Figure 4. Operating principles of extrusion machines.

References see page 419
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• " " Extrudate

Rotating
knife

Double-screw extruder
Feed

Figure 5. Operating pnnciples of screw-extruders (1) Single screw extruder (2) Double turning screws, which permit a better mix higher
compression and higher shear

lindncal with flat or rounded base surfaces (better distri-
bution of the compression forces), however spheres,
hollow cylinders, and toroids can also be obtained

2.5.2.2 Extrusion

Extrusion is a rather general technique applied to
pastes, one device forces the paste through a die, while
another cuts off the extruded material at the desired
length The ease of extrusion and quality of the product
depend on the following properties of the paste

(a) Viscosity A non-thixotropic product that is too
viscous will block the extruder A product that
lacks in viscosity can not be extruded with a screw
and will give extrudates without mechanical resis-
tance when extruded by a press

(b) Thixotropy Certain substances become less vis-
cous under shearing forces, and then recover their
initial state after the forces have been released for
a time called the relaxation time The existence of
such thixotropic properties is eminently favorable
for the flow of a paste and formation of a solid
granule at the exit of a die, providing the relaxation
time is short enough

(c) Stability Under extrusion conditions there should be
no dynamic sedimentation of the product through
exuding water and forming a paste that is too viscous

(d) Homogeneity The paste must be homogeneous to
assure that the quality of the product is constant

When necessary, the paste is homogenized in a
mixer-kneader under controlled conditions of tem-
perature, time, and pH An excess of kneading can
in fact compact the material and suppress potential
macropores Screw extruders partially knead the
paste as it travels along the screw

Extruding equipment can be classed in one of two
categories press extruders (Fig 4) and screw extruders
(Fig 5) Press extruders are used principally for pastes
that are viscous, screw extruders are preferred for thix-
otropic products

Even for a given charge with specific properties the
operating variables are rather poorly defined and are
closely related to the type of equipment Generally they
include temperature, addition of binders and lubricants
to modify viscosity and thixotropy, as for example addi-
tions of alginates, starch, kaohnite and montmonHonitc

Extrusion granules generally occur as cylinders 0 5
10 0 mm in diameter Hollow cylinders can also be
obtained with special dies

It should be borne in mind that the conditions ol
extrusion sometimes lend themselves well to certain
hydrothcrmal transformations

2.5.2.3 Pan Granulation

This consists of agglomerating a powder into beads b\
moistening it as it rolls about in a rotating pan (1 ig 6)
Seed granules arc coated with humidified powder under
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Figure 6. Operating principles of a pan granulator.

the effect of capillary tensions to give a bead of in-
creasing diameter, by a kind of snow-ball phenomenon.
The discharge of the beads in the desired size is ac-
complished through centrifuging. The granulation op-
eration is followed by a ripening period that starts in
the bowl. To achieve good granulation the powder
must be rather fine (dp < 50 /an). For a powder with
given internal properties the operating variables are:
speed of rotation, inclination of the pan, rate of flow of
water, and nature and quantity of the added binders.

Pan granulation is not expensive but has the draw-
back that the product has a rather wide size distribu-
tion, necessitating a screening operation afterwards.
The diameter of the beads can vary from 1 mm to
20 mm.

2.5.2.4 Miscellaneous Forming Operations

Leaching by chemically dissolving the aluminum from
Raney alloys (Ni, Co, Fe, and Cu) can be mentioned
here (see this Handbook, Part A, chapter 2.1.2). Melt-

ing followed by pulverizing in an air jet comprises a
method for preparing certain catalysts for the synthesis
of ammonia. As for monolithic supports used particu-
larly in catalytic mufflers, they are produced through
special technology such as dry chemical oxidation of
aluminum honeycomb, or through the extrusion of
mixtures of oxides.

2.5.3 Organizing a Catalyst-Manufacturing
Process

The location of different unit operations in catalyst-
manufacturing production lines does not lend itself to
debate. Precipitation occurs at the beginning of a fab-
rication process; calcination then activation, which will
be treated later, are the final operations. Certain oper-
ations can be repeated in some processes; but the final
calcination will come after the last drying. On the other

References see page 419
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Figure 7. Typical arrangements of the unit operations for manufacturing catalysts.

hand, the location of forming operations can vary ac-
cording to the circumstances; the operation can take
place at the beginning (coagulation of sols) or pcnulti-
matcly (pcllctizing of dry powders or even colloidal
powders). Some of the operations require more than
a particular piece of equipment, as often occurs with
hydrothermal transformations.

In summary, numerous processes arc possible, de-
pending on the starting products, the composition, the
structure and texture of the desired product, and fre-
quently on the available equipment in the manufactur-
ing shop. There will often be several processes that can

lead to catalysts with very similar characteristics and
properties.

Figure 7 illustrates three types of processes corre-
sponding to three different catalysts: a bulk catalyst ol
iron molybdate for the oxidation of mcthanol into
formaldehyde; a support made of silica beads; and a
kneaded and coagglomeratcd hydrodesulfuri/ation
catalyst based on cobalt and molybdenum on an alu-
mina support. Kneading salts with a xerogel powdei
having a low water content does in fact correspond to
an impregnation operation that will ailed the proper-
ties of the final catalyst, although the overall process.
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aside from this operation, remains the same as that
which would be used for fabrication of the support
alone.

Finally, the importance of choosing the precursor
salts and the precipitating agents before any operation
should be emphasized; general principles for this can-
not be set forth, only some practical suggestions can be
made, as follows:

The precursor salts should be decomposable in such
a way as to eliminate the ions or useless constituents
through washing or calcination. Use of gelling salts or
precipitating agents (binders and lubricants) containing
potential poisons of the catalyst must be avoided. Thus
it is that in the preparation of catalysts based on copper
chromite (used in CO conversion at low temperature)
the use of copper chloride or sulfides, which are dif-
ficult to reduce and are generators of chlorine and sul-
fur, must be avoided, because Cl~ and S2~ are catalyst
poisons. The same is true for hydrogenation catalysts
based on reduced metals. For coprecipitation, compat-
ible salt solutions that give a true coprecipitation must
be chosen, and not those that give parallel or consec-
utive precipitations. Similarly, for certain catalysts ob-
tained from crystallized precursors, one must think
about choosing those anions capable of creating the
best texture. Apart from these general considerations
and certain considerations of economics, one must de-
pend on experimentation for making the best selection
of starting chemical compounds.
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2.6 Computer-Aided Catalyst
Design

M. BAERNS AND E. KORTING

2.6.1 Introduction
In the past, catalyst design has been mainly based on
heuristics; more recently, deterministic methods have
started to evolve. Heuristics describes methods by
which knowledge is acquired in a logical but non-
mathematical manner. In this way also, trial-and-error
procedures may be considered to be of the heuristic

type as long as they are based on some rational, which
is usually the case in catalyst design. Both, heuristic as
well as deterministic methods employ computational
methods [1,2]. This article relates to these methods and
explains their inherent bases. Before doing so, some
necessary definitions and descriptions of the terminol-
ogy common in computational catalyst design are
given.

Heuristic catalyst design is based on a knowledge of:

• catalytic chemistry including inorganic, organic, physi-
cal as well as analytical chemistry;

• materials, e.g. their synthesis, characterization, tex-
ture and structure;

• chemical reaction engineering principles, i.e. thermo-
dynamic equilibrium and kinetics of the catalytic re-
action and of transport processes as well as their
interplay; although applicable to deterministic con-
siderations, these qualitative aspects nevertheless
affect heuristic searches for an optimum catalyst.

Although some of these aspects are of a quantitative
nature, the catalyst expert using his overall knowledge
cuts through the complexity in inventing and/or im-
proving a catalyst by handling it in a provisional and
intuitive way combining heuristics, experimentation and
qualitative modeling. This process is illustrated by
Figure 1 which summarizes the various stages of tradi-
tional catalyst development.

The reasoning process may be modeled by a com-
puter algorithm (see Section 2.6.2.1). In order to pro-
pose catalyst components for a given reaction on a
more fundamental basis, reaction steps have to be
identified which lead to the desired products or which
should be avoided because they are not selective or be-
cause they result in deactivation of the catalyst. These
reaction steps ought to be elementary reactions steps;
however, in the case that such elementary reaction
steps are not known, simplified reaction schemes may
be useful, too.

From experience it is known which types of mate-
rials catalyze which reaction steps. It is desirable to re-
late their activity to solids properties which are mea-
surable or which can be related to measurable
quantities. In this way, it is possible to identify sub-
stance properties which are required for catalyst com-
ponents or which should be avoided.

Then, catalyst components can be selected which
presumably provide all necessary properties and func-
tions but which do not catalyze undesired reactions or
do not loose their activity due to deactivation. For dif-
ferent selection criteria, it will be necessary to find some
optimum between possibly contradictory patterns. Since
the process is heuristic, no guarantee can be given that

References see page 425
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1
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Figure 1. Modeling the reasoning process of catalyst experts by
a computer algorithm.

the optimum catalyst is found. This is the reason why a
set of promising materials has to be prepared and to
be tested experimentally; the preselection of catalytic
materials may also be based on different assumptions
on elementary reaction steps and required solids prop-
erties and catalytic functions. The results of these tests
will then be fed back in order to further improve se-
lection criteria. Such an iterative process will also help
to better understand the catalytic system in general.

Deterministic catalyst design is slowly supplementing
the traditional heuristic approaches, comprising:

• Deriving and applying quantitative relationships for
predicting chemical and physico-chemical properties
of potential catalytic materials and relating them to
the energetic and dynamic interactions of reacting
molecules with the catalyst surface.

• Modeling and describing the time course of the cat-
alytic reaction, i.e. their kinetics on an elementary-
step basis and relating the reaction scheme and the
respective rate constants and activation energies to

the physical and chemical properties of the catalytic
solid as a basis for further catalyst development [31

• Combining the kinetics of the catalytic reaction and
its interplay with transport phenomena as well as
with the hydrodynamics of the chemical reactor to be
used as the basis of shaping and operating the final
catalyst.

• Relating porosity, pore diffusional processes and
kinetics of the catalytic reaction and of the deactiva-
tion process to one another with the aim of mini-
mizing apparent catalyst deactivation [4].

In its broadest application deterministic catalyst design
will eventually also include molecular dynamics calcu-
lations and computer graphics which are both being
used for simulating the behavior of molecules on cata-
lytic surfaces and, in particular, on active sites. Al-
though these methods have, in principal, a tremendous
potential for predicting and/or improving the catalytic
performance of catalytic materials [5 9], they will not
be dealt with in detail since their comprehensive appli-
cation to catalyst design in practice is still in its in-
fancy. Only some selected cases are described.

Very striking results on the interactions of molecules
with a catalyst have been recently reported in zeolite
catalysis because of the well ordered structure of these
materials; it is worth mentioning the subjects of zeolite
design [10] and of acidic properties of metallosilicates
[11]. In other areas where polycrystallinic or even
amorphous materials are applied, highly interesting re-
sults are now numerously emerging (such as hydro-
carbon oxidation on vanadium-based catalysts [12];
location of transition metal cations on Si(100) [13]; CO
molecules on MgO surfaces [14]; CH4 and O: inter-
action with sodium- and zinc-doped CaO surfaces [15];
CO and NO on heavy metal surfaces [16]). An illus-
tration of the computerized visualization of molecular
dynamics of Pd clusters on MgO(lOO) and on a three-
dimensional trajectory of Ar in Na mordenitc, is the
recent publication of Miura et al. [17].

Since chemical reaction engineering considerations
apply to nondeterministic as well as deterministic me-
thods they will be briefly dealt with separately. The in-
teraction of chemical kinetics and transport processes
and their effect on catalyst activity and selectivity in
reaction networks will be emphasized. Some attention
will be also paid to catalyst deactivation.

2.6.2 Heuristics in Catalyst Design

Heuristics arc relationships between variables of qual-
itative nature. They may be supported by theoretical
concepts, or just rulcs-of-thumb learned from experi-
ence. Since it is up to now impossible to predict the
catalytic behavior of a solid only by deterministic



2.6 Computer-Aided Catalyst Design 421

Table 1. Expert systems for catalyst design.

Approach Reaction Name References

Levels of abstraction
Standard catalysts
Activity patterns
Optimization of catalysts
General applicability

CO hydrogenation
hydrogenation
oxidative dehydrogenation
alcohol synthesis
different

DECADE
ESKA
INCAP, INCAP-Muse

ESYCAD

19
20
21-26
27,28
29,30

methods, the application of heuristics is crucial in cat-
alyst design.

Knowledge-based systems, frequently also called ex-
pert systems, for supporting catalyst development be-
long to the heuristic methods; emphasis is put on the
wording "supporting" because such a system is not
able to suggest the catalyst from the knowledge stored,
(see Section 2.6.2.1). Another application of heuristics
are neural networks which have been only very recently
introduced as a means of supporting catalyst design
(see Section 2.6.2.2).

2.6.2.1 Knowledge-Based Systems

Knowledge-based systems are computer programs
which apply knowledge about a specific domain in
order to derive new conclusions. These conclusions are
on the level of a human expert in this field, but con-
strained by the field of expertise. Applied to catalysis,
the knowledge base contains heuristics about relation-
ships between chemical and physico-chemical proper-
ties of solids and their catalytic properties, as well as
known properties for such solids which may be used as
components of catalysts [2, 18]. An expert system is
able to combine this knowledge about different catalyst
properties which may be necessary to catalyze the re-
quired reaction steps, or which should be avoided be-
cause they catalyze side reactions.

Several expert systems of this type have been de-
scribed in the literature (Table 1). In DECADE (DE-
sign expert for CAtalyst DEvelopment) Baiiares-Al-
cantara et al. [19] used knowledge processing methods
(the expert system shell) of an expert system which
was previously used for other problems, and added
information about CO hydrogenation catalysis. Pro-
posals for the selection of a catalyst and reaction con-
ditions are reached on different levels of fundamental
knowledge:

(i) on the most abstract level known catalysts are se-
lected for the desired reaction;

(ii) catalysts are selected which are known to catalyze
a reaction which belongs to the same reaction class
as the desired reaction;

(iii) on the most detailed level of knowledge, reaction
steps are postulated by formal analysis of neces-
sary breaking or formation of bonds, and catalyst
components are selected on the basis of knowledge
about the ability of different metals for the steps of
hydrogen and carbon monoxide dissociation.

The system also provides recommendations for the
selection of reaction conditions (pressure, temperature
and H2 : CO ratio).

The system ESKA (Expert System for Selection and
Optimization of Catalysts [20]) was designed at BASF
specifically for hydrogenation reactions. The main
component of a catalyst is proposed on the basis
of activity patterns which describe the applicability of
catalysts for different types of hydrogenations. The
system also is able to propose secondary catalyst com-
ponents and, if necessary, a support material which is
stable under reaction conditions and does not have any
undesired catalytic properties. Based on heuristics for
required as well as undesired side reactions and for
different catalytically active components, the system
also proposes reaction conditions as temperature,
pressure, the solvent or the pH.

Kito and Hattori et al. have described INCAP (IN-
tegration of Catalyst Activity Patterns [21-23]), an ex-
pert system which rates the applicability of catalyst
components for the desired reaction based on known
activity patterns for different catalyst properties. The
system was successfully applied for the selection of
promoter components for the oxidative dehydrogen-
ation of ethylbenzenc to styrene. An improved version
INCAP-MUSE (INCAP for MUlti-Componcnt cata-
lyst SElcction [24-26]) selects as many catalyst com-
ponents until all required catalyst properties are pres-
ent. Although the system was successfully applied to
oxidation reactions, more recently better results have
been obtained by neural network methods (Section
2.6.2.2).

Hu and co-workers have developed an expert system
especially for the optimization of higher alcohol syn-
thesis catalysts [27, 28]. The knowledge base contains
data about experimental work and heuristic rules about

References see page 425
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the relationships between preparation parameters, re-
sults of characterization, and higher alcohol selectivity.
If the user queries the system for an alcohol catalyst
with some required selectivity, starting with the best
catalyst, the program proposes modifications, i.e. in
composition or operating conditions, in order to im-
prove the performance of the catalyst by application of
heuristic rules.

Although the systems described above were designed
specifically for one reaction or one reaction class, the
system ESYCAD (Expert SYstem for Catalyst Design
[29, 30]) has been applied to such different reaction
types as CO hydrogenation, acid-catalyzed dehydro-
genation of alkanes, or oxidative coupling of methane.
The system has recently been extended by incorporat-
ing a knowledge acquisition facility which allows the
user to enter his own knowledge and to apply the pro-
gram to catalytic systems of his interest. In order to
select catalyst components the system and/or the user
proposes reaction steps which are required for a given
reaction or which should be avoided as side reactions.
Then catalyst properties are determined which are
necessary for required reaction steps or which should
be avoided because they catalyze undesired reactions or
lead to deactivation of the catalyst. On the basis of a
database containing chemical and physico-chemical
properties of solids, the system selects catalyst compo-
nents which provide all necessary properties, but do
not catalyze undesired reactions. Optionally, secondary
components can be selected (see Fig. 1).

As an illustration, the results of the application of
the ESYCAD program to the oxidative coupling of
methane are explained. For this reaction, methane may
by activated at strong basic sites of the catalyst by
hcterolytic chemisorption, resulting in methyl anions
which may be oxidized to radicals. In the selective re-
action, these radicals dimerize to ethane as the primary
product. Acid sites or /j-conductivity should be avoided
because they lead to total oxidation. Under reaction
conditions the catalyst should be stable, i.e. not be
oxidized or reduced or volatize, which can be checked
by thermodynamics.

By doping a primary catalyst component with lower-
valcnt metal cations, additional oxygen vacancies will
be created which facilitate the incorporation of elec-
trophilic oxygen species chemisorbed on the surface
into the bulk where they will not oxidize adsorbed
methyl radicals. Also, the promoter oxide should be
basic, not be reducible, oxidizable, or easily volatiz-
ablc. It should form a mixed oxide with the main
component which may be possible if the ionic radii are
similar. According to these rules, the expert system
proposes as potential catalyst components combina-
tions of substances with appropriate chemical and
physico-chemical properties (Table 2). Many of these
systems already have been described in the literature

Table 2. Proposals of the expert system ESYCAD for the oxi-
dative coupling of methane.

primary secondary primary condary

Li2O
MgOa

CaOa

SrOa

BaOa

Y2O,a

La :O,a

Yb2O3
a

Er2O3
a

Ho2O,a

Li2O
a

Na2Oa

Na2O

Cs2O

Na2O
CaOa

SrOa

Na2Oa

CaO"
SrOa

BaOa

Li2O
Na2O
CaO
SrO

Li2O
Na2O
CaO
SrO

Na2O
CaO
SrO

Dy2Oja

Tb2O3

Tm2O3
a

Nd2O,a

Na2O
CaO
SrO

Na2O
CaO
SrO

Na2O
CaO
SrO
BaO

Na :O
CaO
SrO
BaO

Na2Oa

CaO'
SrO
B;iO

Li:O
Na2O
CaO
SrO

Na :O
CaO
SrO
BaO

a System already known as catalyst.

for the oxidative coupling, whereas others have not
been tested yet.

A Data Procurement for Knowledge-based Systems
Progress in analytical characterization of catalysts
plays an important role in their further development
and improvement. Syncrgistic effects of complimentary
characterization tools by which different properties of
the catalytic materials are determined are claimed to be
beneficial in catalyst design. If this is so, then an expert
system for assisting in catalyst selection should be de-
signed in such a way that it accounts for ditlcrcnt
chemical and physico-chemical properties and their re-
lation to catalytic performance of solid materials.
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The catalytic behavior of solid materials is certainly
largely governed by the nature of their few topmost
atomic layers. However, it can be assumed that these
layers are frequently related to the bulk properties of
the materials. If one goes along with this preposition,
catalytic performance should also be related at least
partly to these properties. Then in turn, an expert sys-
tem should not only incorporate surface but also bulk
properties, such as crystallographic structure, lattice
parameters, cluster sizes, electronic conductivity and
concentration of ion defects.

Against the above background some important
questions arise: How should bulk and surface proper-
ties be determined for a specific material considered to
be a potential catalytic compound? What is the opti-
mum procedure for procuring the required data? This
problem is being dealt with in developing a standard
Multi-Technique Approach (MTA) and in interpreting
the information obtained [31]. To this end the authors
emphasize the necessity of a structural model for com-
puter-aided characterization of solid samples by bulk
and surface properties. Such a model may then serve as
a basis for optimization by selecting the most suitable
characterization technique by artificial-intelligence me-
thods. For example, an expert system has been devel-
oped for simultaneous interpretation of data gained
from XPS and TEM on the surface topology of two-
component supported catalysts, i.e. mainly surface-
particle size.

2.6.2.2 Neural Networks

The basic idea behind an artificial neural network is a
simplified model of the human brain which is said to be
able to correlate output data (results) with input data
(factors). It is anticipated that neural network tech-
nology could also contribute significantly to analyzing,
predicting, and optimizing the performance of chem-
ical manufacturing units and plants [32]. In the context
of predicting the catalytic performance of inorganic
solids, neural networks have been applied particularly
to estimating or predicting structure-activity relation-
ships and structure-spectrum correlations [33-36].

In heterogeneous catalysis the applicability of this
method has been demonstrated. The method is ex-
plained below for the acid-catalyzed oxidative dchy-
drogenation of ethylbcnzene as used by Kito ct al. [37-
41] aiming at maximizing the selectivity to styrcne by
promoting SnOi with various inorganic compounds.

Applied to catalysis, input data are properties of
catalyst components, whereas output data is the ob-
served catalytic performance such as activity and se-
lectivities towards the products. Commonly, an inter-
mediate hidden layer of neurons is included between
the input layer and the output layer (Fig. 2), and the

atomic number O ^ ~ ~

m
w«

31
M
om

input
layer

intermediate
layer

^ o

Io

output
layer

activity

selectivity tor A

selectivity tor B

Figure 2. Modeling relationships between chemical and physico-
chemical properties of catalyst components and their catalytical
behavior by a neural network.

artificial neural network is set up this way that the ac-
tivity of a neuron is calculated as a linear combination
of the activity of the neurons of the preceding layer.
The artificial neural network is trained with a given
set of experimental data, by adjusting the weights for
the linear combinations so that it describes the ex-
perimental data with a minimum error. The network
may be tested if, for learning, one experiment is left
out, and the catalytic performance is predicted from
the catalyst properties as input data.

When applying a series of promoted and unpro-
moted SnCh catalysts for the oxidative dehydrogen-
ation of cthylbenzene, the artificial neural network was
able to predict the observed selectivities with an aver-
age absolute error of only 1.5% (Fig. 3). These results
arc much better than those obtained by the expert sys-
tem 1NCAP (see Section 2.6.2.1), where the average
absolute error for the styrene selectivity was about
20'/...

In another example, a neural network was applied
successfully to the prediction of conversion and yields
in the decomposition of NO into N2 and O2 over Cu/
ZSM-5 catalysts [42]. This shows that artificial neural
networks are able to describe a complex catalytic sys-
tem quite well if an appropriate numerical representa-
tion is found for the input and output data. The prob-
lem in their application may be the availability of a
representative set of experimental data for learning, as
well as the interpretation of the weights obtained for
neuron interconnections which do not enable direct
derivation of guidelines for the optimization of a cata-
lytic system.

References see page 425
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Figure 3. Accuracy of estimation of the selectivities for styrene (ST), benzaldehyde (BA), benzene + toluene (B + T), CO and CO2 by a
neural network (left) in comparison with the selectivity for styrene as estimated by an expert system, INCAP (right) (reproduced by kind
permission of T. Hattori).

2.6.3 Deterministic Methods in Catalyst
Design

More recently a hybrid approach to computer-assisted
catalyst synthesis, based on a microkinetic analysis
of the catalytic reaction, has been put forward which
comprises essentially deterministic but also some non-
deterministic features. For the synthesis of a catalyst
with high activity and selectivity for a given reaction,
the application of a microkinetic analysis has been
suggested by Dumesic and co-workers [43-45]. The
derivation of the microkinetics is not necessarily based
on detailed kinetic experimentation but, by analogy, to
similarities with other known catalytic processes. In an
ideal situation, the microkinetics of a catalytic reaction
are completely defined according to Dumesic and his
collaborators when:

• all of the chemical species on and above the catalytic
surface have been identified unambigously;

• the elementary reaction steps involving the formation
and cleavage of chemical bonds have been estab-
lished uniquely;

• the rate constants for each elementary reaction have
been measured independently;

• the rate constants for each elementary reaction arc
known as a function of the catalyst formulation.

Unfortunately, these requirements have not yet fully
been met for any catalytic reaction, although for some
simple catalytic reactions reasonable approaches are
known. Such reactions are the oxidation of CO over a
supported Rh catalyst [46,47], ammonia synthesis over
iron [48, 49], and the HCN synthesis over a Pt gauze
catalyst. More recently Wolf [50] carried out a micro-
kinetic analysis of the primary reaction steps in the
oxidative coupling of methane and also related the rate

constants of the various surface steps to different com-
positions of various (CaO)i_JC(CeO2)JC catalysts and
their resulting electronic properties.

In support of catalyst synthesis for a new reaction, a
microkinetic simulation is performed using rate con-
stants of the postulated elementary reactions which
have been either independently measured or estimated.
The applied mechanistic and kinetic models should
be consistent with experimentally identified gas-phase
products and surface intermediates observed by, for
example, infrared spectroscopy. By using these models
and kinetic parameters having physical and chemical
meaning such as sticking coefficients, surface bond en-
ergies, preexponential factors and activation energies
for surface reactions, surface bonding geometries, ac-
tive sites densities and ensemble sizes, the general trend
of the kinetic relationships is expected to be in agree-
ment with experimental evidence. By changing the
various parameters of the model which are assumed to
be related to the catalytic compound(s) used an opti-
mized catalyst composition should eventually evolve.

Dumesic and co-workers have presented various case
studies in which they have applied the above concept of
microkinetic analysis in order to propose new catalysts
or to explain the different catalytic performance of dif-
ferent catalyst formulations for given reactions:

(i) Oxidation of CO with NO and N2O decom-
position into its elements on Y-zeolites and mor-
denite exchanged with different first-row transition
metals (Cr, Mn, Fe, Co, Ni, Cu).

(ii) Partial oxidation of methane to methanol and
formaldehyde on exchanged Y-zcolites (Cr, Fe/Cu,
Co, Mn/Ni).

(iii) Ethane hydrogenolysis on silica-supported metal
catalysts (Fc, Co, Ni, Ru, Rh, Pd, Re, Os, lr, Pt).

The authors conclude that a coordinated elTort involv-
ing experimental studies and microkinetic analysis of-
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fers an opportunity for determining the factors that
limit catalyst performance and for suggesting strategies
that alter these limitations. If by microkinetic simu-
lation a similarity is found to a known catalytic system,
knowledge about this system may be transferred to the
system of interest by analogy [43]. The combination
of these ideas with semiempirical correlations of chem-
ical bonding properties with catalyst structure and
composition provides directions in the search for new
materials.

The microkinetic analysis is certainly a scientifically
interesting approach which will contribute to the iden-
tification and selection of catalytic compounds even
in more complex situations as described above. One
problem still to be solved is the experimental procure-
ment and/or estimation of the parameters used in mi-
crokinetic simulations, which limits the wide applic-
ability of the method. Providing kinetic parameters for
a complex reaction network from kinetic experiments
for an "analogous" catalyst is a time-consuming pro-
cess. Despite the availability of modern experimental
equipment and efficient computers, a complex reaction
demands at least one man year of work [51]. The esti-
mation of parameters by ab initio or semiempirical
methods has to be considered with caution because
ideal surfaces are usually assumed.

Nevertheless, ab initio or semiempirical quantum
chemical calculations, with clusters to represent the
catalytic solid material, can help build up a model of
the catalytic system and study effects of modifications
[52]. Even simulation of the molecular dynamics of the
interaction between reactants or intermediates, to-
gether with replication of the unit cell of the catalytic
solid in a simple force field, may describe observed
effects in a catalytic system and may be able to predict
the effect of catalyst modifications [53].

2.6.4 Chemical Reaction Engineering
Aspects

The preceding discussion has concentrated on the se-
lection of catalytically active components. Although
this is an essential task, this is just one aspect of the
whole catalytic process, which also includes selection of
catalyst support and the design of the overall catalyst
in relation to reaction engineering requirements, so that
not only activity and selectivity but also mechanical
and chemical stability are ensured. For catalyst sup-
ports, the design variables are the degree and the form
of the dispersion of the catalytic active components,
and the porosity of the support.

Deterministic computational methods have been ap-
plied to the description of deactivation processes [54]:
models also exist for inter- and intraparticlc diffusion
as well as reactor hydrodynamics. For pore diffusion.

which influences catalyst effectivity and can also influ-
ence selectivity, the classical approach which uses
equations for the Thiele modulus, relating the rate of
chemical reaction to the rate of pore-diffusional pro-
cesses [55], may be derived in analytical form by Berthe
network models of randomly interconnected cylindrical
pores. Alternatively, Monte Carlo methods may be
applied as well for setting up a model of the solid, and
for random walk simulation of diffusing reactants and
intermediates [56].

Expert systems have been applied to reactor design,
design of separation units, and over-all process design.
These design tasks conflict with each other. For exam-
ple the conversion and selectivity of the catalyst have
consequences for the separation units, and the shape
and mechanical properties of the catalyst are con-
strained by the reactor type and the operating condi-
tions. Therefore an integrated approach may be useful,
where specialized modules are supervised by a general
control program, as proposed by Simmrock et al. for
process synthesis [57].

2.6.5 Conclusions

The examples given above show that catalyst design
requires an integrated approach, which considers heu-
ristic relationships as well as deterministic methods.
Computers can help to organize the huge amount of
data. Knowledge about one reaction or reaction type
and related methods is applicable also to other types of
questions and related reaction classes, where similar
reaction steps probably take place and so the same
substance properties are involved. In this way a gen-
eralization may take place from empirical data about a
specific reaction to reaction classes, opening the possi-
bility for reasoning by analogy.

The more surface- and bulk-related properties of
solid materials and their relevance to catalysis are
incorporated into an expert system for assisting in
catalyst design, the more effective such a system will
be. Results and experience may be preserved in the
knowledge base. Since such information may be appli-
cable to other reaction types, if some reaction steps or
relevant material properties arc common, knowledge
bases describing particular fields of interest may even
be licensed to third parties, and so become tradablc
items.
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5.1 Chemisorption

5.1.1 Principles of Chemisorption

H.-J. FREUND

5.1.1.1 Introduction

The term chemisorption was coined in order to classify
the interaction between a particle in the gas phase and
a solid surface, i.e. the result of the adsorption process
[1]. If the interaction leads to the formation of a
chemical bond the adsorbate formed is called a chem-
isorbate. Where chemical bond formation is not im-
portant the process is classified as physisorption. There
are several conceptual problems with such a differ-
entiation which we briefly address in the following, and
which indicate that a more detailed look at the entire
process of adsorbate formation is needed before a reli-
able classification may be carried out. In fact, as it
turns out, for a conclusive classification one would need
the full theoretical and experimental understanding of
the system under investigation. Such an approach must
include the static aspects, i.e. the energies involved, as
well as the dynamic aspects, i.e. the processes involved
in the formation of the adsorptive interactions.

Irving Langmuir in 1916 introduced and investigated
the idea that there can exist strong, short-range forces
between adsorbates and a substrate [2, 3]. Previously, it

was generally believed that more or less unspecified
long-range forces - we would today call this phys-
isorption - draw gases towards a solid. Langmuir,
shortly after the introduction of the concept of an or-
dered lattice for the arrangement of the atomic con-
stituents of a bulk solid by von Laue [4], considered an
arrangement of atoms at the surface, a surface lattice,
that defines a specific density of adsorption sites. Atoms
from a gas phase, for example, striking the surface may
either bounce back into the gas phase or establish a
bond to one of these sites. This process is equivalent to
the formation of a surface chemical bond and was
termed chemisorption [5-7]. Chemisorption lowers the
free energy of the closed system containing the un-
covered, "clean" surface and atoms or molecules from
the gas phase. This lowering in energy can be measured
via calorimetry or - less well defined - by a Clausius-
Clapeyron analysis of isostere data. It was therefore
tempting to differentiate chemisorption with respect to
physisorption via the energy that is deliberated in bond
formation [1]. Such a definition involves a limiting en-
ergy which separates chemisorption and physisorption
regimes. It was put in the neighborhood of 40kJmol~'
[1]. Obviously, such a definition is rather artificial, and
today one generally disregards this kind of differen-
tiation solely on the basis of the enthalpy of formation.
The accepted definition of chemisorption today is in-
dependent of thermochemical data and rests on the
concept of a short-range chemical bond, which only
forms when there is direct intermingling of the sub-
strate and the adsorbate charge densities. In order
then to differentiate between chemisorption and phys-
isorption one has to understand the electronic structure
of the system [6, 8]. Experimentally, this means that we
cannot rest the definition on a single measurement of
the heat of adsorption but rather on an as complete as
possible spcctroscopical characterization of the surface
interacting with the adsorbate in comparison with the
same measurements of the separated systems.

The interaction between say a gas phase, containing
molecules AB, and a surface is discussed by consider-
ing various aspects of the process of AB-surface bond
formation. We cover the dynamic aspects connected
with the sticking of AB such as its dependence on the

References see page 938
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population of internal and external degrees of freedom
of AB in the collision, mobility on the surface, i.e. sur-
face diffusion etc., and the energetics, which will be the
starting point, all as a function of the surface coverage.
We shall discuss associative versus dissociative chem-
isorption and its dependences on surface structure.
Consideration of coadsorption and cooperativity in
the adsorption process is as important as invoking the
structure of the adsorbate, as well as the restructuring
of the surface as it interacts with an adsorbate.

5.1.1.2 Thermodynamics and Energetics

As this point it is important to differentiate between
macroscopic and microscopic surface phenomena. Sur-
face phenomena can be treated macroscopically by
chemical thermodynamics, in which atomic concepts
are not neccessary. Accordingly, the thermodynamic
relationships can be derived on the basis of pressure,
volume, surface area, composition, and temperature,
which can be measured in a straightforward manner.
Historically, therefore, the thermodynamic approach
was pursued first. Before discussing the atomic aspects
of the energy content of an adsorbate phase we shall
briefly summarize the important thermodynamic as-
pects noting, however, that this cannot be a com-
prehensive treatment. For the latter we refer to the
literature [1, 7, 9-12].

Consider an adsorbate phase consisting of na moles
of a nonvolatile adsorbent (surface) and ns moles of an
adsorbate (gas phase). They are assigned internal en-
ergy U, entropy S and volume V. The surface A of the
adsorbent is assumed to be proportional to the ad-
sorbent volume. The Gibbs fundamental equation for
the full system is then

dG = — SdT+ V dP + na dnd + /xsdns (1)

For the pure adsorbent,

dC° = -SddT+ Fa d.P +/z° d/ia (2)

Consequently, for the interacting adsorbate-adsorbent
system, the difference dG s = dG — dC° gives

where Ss = S - Sd, Fs = V - Va, and <P = na - n°.
Using the above mentioned proportionality between
adsorbent volume and adsorbent surface,

<j)dna =fQ>dA (4)

where / is a proportionality factor, the surface tension
q> is given by

which has the dimension of a two-dimensional pres-
sure. This leads to the final equation

dGs = -SsdT+VidP + <pdA + n%dn,. (6)

This equation refers to a system where the adsorbate
resides on a truly inert substrate. In other words, eq 6
can only rigorously be applied to weakly interacting
physisorbate systems. For chemisorbates this equation
is not strictly applicable because the thermodynamic
parameters of adsorbate and adsorbent cannot be
separated.

Bearing this restriction in mind, and assuming that
the adsorbate phase is in equilibrium with the gas
phase, a Clausius-Clapeyron analysis yields

(7)V dT ) RT ~ RT2 ~ RT2

where we have changed to molar quantities s, v, and
the enthalpy h. The slope of a semilogarithmic plot of
the equilibrium pressure versus the inverse temperature
at constant <p yields the adsorption enthalpy, A/iads, re-
leased upon adsorption of one mole of gas. The prob-
lem, of course, arises because the surface tension is
hard to determine in general. However, the problem
may be circumvented by considering the so-called sur-
face coverage 0 instead:

and resorting to partial molar quantities, e.g.

dv_
. 3n.

(8)

(9)

Then, a similar Clausius-Clapeyron analysis leads to

(
V ST RT

frg ~ k) = ~<7st
RT2 ~ RT2 (10)

where ^st is the isosteric heat of adsorption. This
quantity can be measured quite easily because constant
coverage is not too difficult to establish experimentally.
However, </st represents the difference between molar
enthaply in the gas phase and partial molar enthalpy in
the adsorbed phase, a quantity not easily connected to
microscopic considerations.

In order to directly see how the isosteric heat of ad-
sorption is measured, eq 10 is written in the form

T^yw2)67 (11)

and integrated for a reasonably small pressure and
temperature interval so that we can assume the isos-
teric heat to be constant. This yields

(5)
T.P.n
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Figure 1. Determination of the isosterie heat of adsorpton from
the measurement of adsorption isotherms for the system Xe/

for two pairs of temperatures and pressures that pro-
duce the same surface coverage. For true equilibrium
conditions, a straight line with negative slope should be
obtained for the semilogarithmic plot, which in turn
yields the isosterie heat of adsorption. Repeating this
procedure for various coverages allows the coverage
dependence of the heat of adsorption to be determined.
It is obvious that the isosterie heat is a differential
quantity, in contrast to the equilibrium heat of ad-
sorption. Both are, of course, isothermal quantities.
From the differential heats of adsorption the integral
heat of adsorption can be obtained as

-r
Jo

(13)

In the following we present an example of isosterie
heat determination [13]. Figure 1 shows, in the upper
panel, a set of four isotherms for the physisorption
system Xc/Ni(100). The second panel contains the data
set in the upper panel as a plot of \npxc versus recip-
rocal temperature for various values of 0\c- From the
shape of the individual straight lines the isosterie heat
has been determined and plotted in the third panel as a
function of Q\c. From the plot we sec that the isosterie
heat slowly varies with temperature, the decrease in-
dicating repulsive interactions.

As mentioned above, the application of an isosterie
heat analysis to a chemisorption system is rather prob-
lematic, because inherently the analysis starts from the

vacuum vessel

metal filament

Pt wire for calibration

thermometer

calorimeter sphere

Figure 2. Schematic drawing of the spherical calorimeter [19].

assumption of truly separable subsystems. Therefore,
for such systems it is more appropriate to resort to a
direct calorimetric measurement of the adsorption en-
thalpy. Until very recently, it has not been possible to
undertake such measurements for thin-film systems [1,
14-19]. The reason was that the increase in temper-
ature of the calorimeter depends on the heat capacity
of the system and the absolute number of adsorbed
particles. The most complete set of data for such thin-
film systems has been reported by Wedlcr and co-
workers [1, 20]. They used the so-called "spherical cal-
orimeter" shown in Fig. 2 [17]. Briefly, the calorimeter
sphere is located inside an ultrahigh-vacuum glass re-
cipient and temperatures change of less than 1 0 s K are
registered with a thermometer connected to the calo-
rimeter sphere. The metal film is evaporated onto the
sphere and gas is admitted. The change in temperature
measured by the thermometer surrounding the calo-
rimeter sphere upon gas exposure is plotted versus time
in Fig. 3. The heat of adsorption is determined from
the integral of the T versus t curve. The example here is
the adsorption of U2 onto a Pd film [21]. Converting
the temperature time curve into a heat of adsorption
yields 88 kJ mol ' [21].

References see page 9j,S
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Figure 3. Temperature-time curve of a calorimetric measure-
ment for the system H2/Pd [21].

In Table 1 are assembled the heats of adsorption for
various absorbate systems on different substrates de-
termined via isosteric heat measurement as well as cal-
orimetric measurements. In some cases the heat of ad-
sorption for one system has been measured using
different techniques. This allows an estimation of the
error involved in using those values based on different
measurements. It is clear that the value for CO ad-
sorption on Fe, for example, is considerably higher
than values for other CO-adsorbate systems. In order
to judge this, it must be understood that at room tem-
perature CO partly dissociates on polycrystallinc Fe
which contributes to the observed calorimetric value.
This is a useful reminder that consecutive processes
have to be considered in calorimetric measurements.

King and co-workers have recently extended calori-
metric measurements to single-crystal surfaces by ap-
plying molecular beam techniques in combination with
IR radiation emission measurements (Fig. 4) [23, 38,
46-48]. There are three important parts of the experi-
ment. First, there is a molecular beam source to pro-
vide accurate determination of coverage. Secondly, the
sample consists of a unsupported single-crystal thin
film to reduce the thermal mass to a minimum. Finally,
an infrared detector is used to sense the heat radiated
as the gas adsorbs. In order to reduce white noise
experiments are performed using a pulsed molecular
beam, which must be capable of producing a significant
enthalpy change per pulse upon adsorption. A set of
results is included in Table 1 where it is compared with
results from other thcrmodynamic measurements. It is
interesting to note that the results for the single crystal
surfaces arc situated in the region of those determined
for the polycrystallinc films, indicating that the latter
consist of many crystallites exposing low-index planes.

The free enthalpy of adsorption is determined by
the enthalpy as well as the entropy of adsorption. The

entropy of adsorption, which is the quotient of the
reversibly exchanged heat and the temperature, may be
calculated from the equilibrium heat of adsorption, if
the surface tension is known, or from the isosteric heat
of adsorption. Prerequisite is the knowledge of the
corresponding equilibrium gas pressure. Table 2 col-
lects typical values for the entropy of adsorption of
several adsorbate systems.

The number of values available is much smaller than
for the enthalpies of adsorption. The interpretation of
entropies is considerably more involved than the inter-
pretation of enthalpies. Often the observed values and,
in particular, the coverage dependences, cannot be rec-
onciled on the basis of theoretical predictions. It ap-
pears that the predictions as to how the various degrees
of freedom of the adsorbate contribute are not accurate
enough to date. However, in most cases large entropy
values are found when the mobility of the adsorbate
was expected or known (from other methods) to be
large.

However, the most popular method by which to de-
duce the heat of adsorption of an adsorbate system is
thermal desorption spectromctry (TDS) [53-57]. A
schematic setup for a TDS measurement is shown in
Fig. 5 [58]. The sample is heated resistively and the
temperature is monitored by a thermocouple. If the
sample is a single crystal it responds rather rapidly to
heating so that relatively high heating rates may be
used. The concentration of desorbing species is mea-
sured with a quadrupole mass spectrometer (QMS).
Pumping capacity is important in thermal desorption.
because only if it is high enough, readsorption of the
desorbing species back onto the surface is excluded. If
the pumping speed is infinitely high we can ignore
readsorption and the change in adsorbate coverage per
unit time; a measure for the desorption rate (r^), is
given by the Wigncr-Polanyi equation [7, 59]:

d 0

= v(fc))fc)"exp< -I *V } (14)

where T = To + fit. This is the basis for the analysis of
thermal desorption spectra.

Figure 6 schematically shows a set of TD spectra for
various initial coverages 0O and a given heating rate [i
[7, 58]. The first step is the integration of the spectra
starting from highest temperature, i.e. coverage 0 = 0.
to a given coverage 0', say 0.15. This yields a pair
of (r, T) values for each initial coverage larger than
0'=O.15. A plot of lnr versus \jT yields £Jcs(0')
from the slope and v(0') from the intercept, which
is given by « ln0 ' + In v(0'), if the order n of the de-
sorption reaction is known. However, for coverages
above 0.1, the second term is much larger than the first.
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Table 1. Enthalpies of adsorption.
•

Adsorbate
—

C O

CO/K
CO2

H2

Na
Cs
O

O2/CO

Substrate

Ni(lll)

Ni(100)

Ni(llO)
Pd(lOO)

Pd(lll)
Ru(0001)
Ru(lOJO)
Cu(100)
Fe(l 11)
Fe(l 11)
Fe(l 11)
Ni(100)
Fe
Ni(100)
Ni(llO)
Ni(lll)

Ni
Pd(lll)
Pd(llO)
Pd(lOO)
Rh(llO)
Ru(lOJO)
Co(lOJO)
Ta
W
Cr
Fe
Fe
Fe
Pd
W

Ni(100)

Ni(lll)
Ni(llO)
Fe(lll)

q (kj mol" Remarks

75.

I l l
130
125
115
119
138
109
123
130
134
123
133
150
161
142
160
157
58

325
200
100
190
300
96.3
90.0
96.3
85

176
88

103
102
92
80
80

188.1
188.1
188.1
133.8
100
97

80/96
133.8
267.5
532

w432
532
470
498
490

(±5)

(0±5)

(±5)
(±8)
(±3)
(±10)
(±10)
(±10)

(±5)
(±5)
(±5)
(±5)

(±5)
(±5)
(±5)
(±5)
(±5)
(±5)

(±3)

(±5)

(±5)
(+15)
(±5)

WF»
Microcalorimetry
WF
TDS2>
TDS
TDS
isosteric Eaa
isosteric Eaa
isosteric E^
isosteric EiA

Microcalorimetry
Microcalorimetry
WF
WF, TDS, LEED
WF
WF
Contact-pot., TDS
WF
273 K (dissociative)
195 K. (partially diss.)
(not dissociative)
Microcalorimetry
195 K (dissociative)
WF
WF
WF

WF
WF
WF
WF, TDS

dissociative (273 K.)

IR(300K)
IR(IOOK)

273 K.

References

22
23
24
25
26
27
28
24
29
30
23
23
31
32
33
34
35
36
37
37
20
38
37
39
39
39
40

1

41
42
41
43
44
45

1
1
1
1

20
37
21

1
1

23
23
23
20

' ' WF, work function; 2> TDS, thermal desorption spectroscopy

so the latter may be neglected without large errors. It
should be noted that there are methods to determine
the order rigorously. This analysis, called the "com-
plete analysis" was first proposed by King in 1975 [55].
The preexponential factor v(0) can be regarded as
representing the frequency of attempts of the adsorbed
particle to escape the chemisorptive potential. The
values determined vary by at least four orders of
magnitude, from 10!2 to 10l6s ' [7]. If we adopt the

simplest picture and set v(0) equal to the frequency
of vibration of the adsorbed particle, values near
1013 s"1 are expected. The problems become even more
involved if we consider the number of successful at-
tempts, i.e. after multiplication of v(0) by the ex-
ponential in eq 14. Here, the activation energy for
desorption £d»(©) comes into play; both v(0) and

References see page 938
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Figure 4. Schematic drawing of the setup for microcalonmetnc measurements on single crystals [46]

Table 2. Entropies of adsorption

Adsorbate Substrate A5a°d (J K ' mol ') References

Xe

H
N,

Ni(100)
Pd(100)
Pd(100)
Ni(100)
Ni(llO)

= 58
«263
<50
M2(±5)

13 49
50
49
51
52

ultrahigh vacuum

crystal shielding cup

QMS
thermocouple I

Figure 5 Schematic drawing of the experimental setup for a
thermal dcsorption expriment

£d.s(Q) depend on coverage These coverage depend-
ences partly compensate each other for certain systems
in the sense that high values of i (0) arc associated with
large values of £ j o [7] This has to be considered when
dealing with predictions and interpretations of de-
sorption rates It is therefore important to resort to a
complete or close to complete analysis of dcsorption
data Simplified analyses were published much earlier
The most popular one is the so-called Redhead analy-
sis, based on the peak maximum temperature observed
in a thermal dcsorption spectrum [54]

It results in reliable values only for first-order desorp-
tion and provided that a reliable value for v is avail
able The Redhead equation can be directly derived
from the Wigner-Polanyi equation by determining the
temperature derivative of the rate, and realizing that it
must vanish at the peak maximum temperature [7]
Additional procedures are given in the literature [58
60 63] In connection with the initial question con-
cerning the heat of adsorption, it must be realized that
the dcsorption energy may be directly related to the
heat of adsorption if adsorption is a nonactivated pro-
cess In other words the adsorption process is ener-
getically, continuously "downhill" A detailed under
standing however, necessitates an understanding of the
dynamics of adsorption

A connection exists between the phcnomcnological
view of the energetics from the standpoint of thcrnio
dynamics, and the microscopic view of adsorbate en-
ergetics In this context the question as to whether a
process is activated or nonactivated may already have
been answered

This approach goes back to Lcnnard-Jones who dis-
cussed adsorption energetics in a landmark paper in
19^2 applying a quasi-onc-dimcnsional approach [64]
Neglect for the moment all problems connected with
the question as to how a gas-phase particle is actually
trapped in a bound state at the surface ot a solid and
simply consider the interaction potential between the
gas-phase particle and a surface Figure 7(a) shows ihe
well known Lcnnard Jones potential energy diagram
It represents the superposition of attractive (longer
range) and repulsive (short range) forces according to

L(z) = -A: + Bz v-

where A and R are empirical constants and z is the
distance between the adsorbed particle and the surlacc
To describe this interaction on the basis ol ab mitio
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Figure 6. Determination of the desorption energy £dcs from a model-independent analysis of thermal desorption data. The analysis is
carried out for an artificially chosen coverage of 0 = 0.15: (a) TDS data; (b) integration of the TDS data to give 0 versus T plots; (c) plot
of In d0/d/ versus 1/7* to determine £<)es according to eq 14. The basis for the diagram arc data for Ag/Ru(0001) [58].

Figure 7. Schematic potential energy diagrams for a molecule AB
approaching a surface: (a) associative chemisorption (£a<is): (b)
associative chemisorption (2£,,!,) with precursor ('£"ai)J; (c) dis-
sociative ehemisorption (dA'adJ with molecular precursor (mA'aJs).

quantum mechanical calculations it would be necessary
to consider a semiinfinite solid interacting with an atom
or a molecule. This can be done in favorable, simple
cases using various approaches [65-68]. The most
prominent one, at least for metal surfaces, is the den-
sity functional approach with which one can come
close to the exact solution [65, 67]. Another approach is
the so-called embedded cluster ab initio approach
where the solid surface is represented by a cluster of
atoms, augmented by an embedding scheme to repre-
sent more accurately the infinite extension of the two-
dimensional system [68]. Assume for the moment that
this problem has been solved. Then, the potential en-
ergy curve in Fig. 7(a) represents the case where the
particle incident from the gas phase "sees" a con-
tinuously "downhill" energy change until it reaches the
equilibrium position at ro. (Note that, for the present,
the dynamics of the trapping process is being re-
glected.) In such a case the desorption energy, as de-
termined from thermal desorption data, is equivalent
to the heat of adsorption. It is this situation that is
often considered for associative molecular adsorption.
However, the situation becomes more difficult if cither
a molecule which is associatively adsorbed may assume
different adsorption geometries on the surface, or the
molecule may dissociate upon adsorption and - to in-
crease complexity - may do so via a molecularly ad-
sorbed precursor state. Figures 7(b) and 7(c) schemati-
cally show the corresponding quasi-one-dimensional

References see page 93S
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unsuccessful

I » successful

Figure 8. Two-dimensional potential energy surfaces (schematic) for (a) early and (b) late barrier (B) of dissociation of H2 on a transition
metal surface.

potential energy diagrams. In Fig. 7(b) there is a sec-
ond minimum in the potential energy diagram repre-
senting the two possible adsorption geometries. It
is already obvious that, in this case, the use of such
a quasi-one-dimensional diagram becomes very prob-
lematic because only a single spatial coordinate is used
to represent the molecule-surface interaction. There-
fore, such a situation calls for a multidimensional po-
tential energy diagram, and we shall come back to this
more general requirement later on. For the moment,
however, Fig. 7(b) already allows us to visualize the
transformation between the two inequivalent molecular
adsorption geometries as an activated process. It is
immediately clear that a desorption experiment will
probe this more complicated potential energy curve,
and thus a simple interpretation of the measured de-
sorption energy as the heat of adsorption will not be
possible in general.

The situation becomes even more complicated if,
upon interaction with the surface, the molecule dis-
sociates. This is depicted in Fig. 7(c). In this case it is
necessary to consider two intersecting potential energy
curves which refer to two different zero-energy levels,
namely the diatomic molecule being infinitely sepa-
rated from the surface for the associative interaction,
as well as the two constituent atoms being infinitely
separated from the surface. The difference between the
reference levels, of course, represents the heat of for-
mation of the diatomic molecule in the gas phase. In
this case, the above-mentioned difficulty with the quasi-
onc-dimcnsional representation becomes particularly
clear, in the sense that here the coordinate representing
the separation between the two constituent atoms has
not been considered at all. Nevertheless, it can be seen
that there may be a rather large activation energy be-
tween the molecularly adsorbed precursor and the dis-
sociativcly adsorbed atoms, which is very crudely rep-
resented by the energy near the crossing point with
respect to the potential energy minimum of the mo-
lecular precursor. Clearly, the point of intersection may

be situated well above the reference level corresponding
to the infinitely separated molecule and surface, which
in turn has strong consequences for the ability to pop-
ulate the dissociative adsorbate. As will become clearer
considering multidimensional potential energy surfaces
in such a situation, the molecule has to have a certain
impact energy to be able to surmount the activation
barrier. Whether this impact energy should be repre-
sented by translational degrees of freedom or internal
(rotational or vibrational) degrees of freedom cannot
be concluded on the basis of the quasi-one-dimensional
potential energy surface. However, it is already fully
transparent that the shape of the potential energy sur-
faces will determine the kinetics as well as the dynamics
of the system, and thus the probability to chemisorb.
Experimentally, we measure (for example) the sticking
probability of a particle from the gas phase into a par-
ticular adsorbate channel by probing the number of
adsorbed species as a function of gas pressure and sur-
face temperature. In other words, a relatively complex
scenario is condensed into basically a single number.
As the next section shows, it is far from easy to resolve
the details.

Before tackling the problem of sticking consider, as
alluded to above, potential energy diagrams that allow
the incorporation of some essential additional features
such as simultaneous motion along several coordinates
(often normal coordinates). Clearly, the situation be-
comes very complicated as soon as many such coor-
dinates come into play. Consider therefore, for sim-
plicity the most simple case of a hydrogen molecule
interacting with a transition metal surface. In recent
years, this problem has been treated experimentally as
well as theoretically in great detail so that a clear pic-
ture of the factors influencing the activation process
has emerged. A good review for the case of H^/Cu can
be found in Ref. 69.

Figures 8(a) and 8(b) show potential energy dia-
grams for such a system [70]. The potential energy is
plotted as equipotential lines in a coordinate system
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where the ordinate represents the surface-molecule
(center of mass) distance, and the abscissa the inter-
atomic distance of the diatomic molecule, i.e. the
hydrogen molecule in this case. Denoting the inter-
molecular distance in the molecule by x and the dis-
tance of the center of gravity of the bond to the surface
by y, small x values are found for large y values, in-
dicating the intact bond between the hydrogen atoms.
As the molecule gets closer to the surface, i.e. y de-
creases, x finally increases to large values that are
characteristic of the bond-breaking process. It is the
exact position of the barrier, indicated by the letter B at
the top of the saddle point in the potential energy dia-
gram, that now governs the dynamics of the process.
Two different situations are depicted. In Fig. 8(a) the
activation barrier is located in the entrance channel. A
molecule entering the entrance channel with sufficiently
high translational energy can surmount the barrier, as
indicated by the trajectory. However, it may well move
up the wall before it can follow the bend (as if on a
"bobsleigh" course) and the system will consequently
come out the exit channel vibrationally excited (i.e. the
hydrogen surface modes are excited) as indicated by
the curved trajectory. In Fig. 8(b) the activation barrier
is located more towards the exit channel. Here a
vibrationally excited molecule has a better chance to
surmount the activation barrier as indicated by the full
trajectory. An unsuccessful attempt with a translation-
ally excited molecule is shown for comparison. Once
the vibrationally excited molecule has crossed the bar-
rier, the hydrogen atoms formed will move across the
surface with relatively high translational energy. The
whole problem outlined so far can be mapped almost
perfectly onto the so-called Polanyi rules [71], where-
after an exergonic reaction of type A + BC —> AB + C
with an early barrier request translational energy,
whereas, if the reaction has a late barrier, it requires
vibrational excitation of the reactants.

Molecular beam studies [72] have been undertaken
in recent years to prepare selectively translationally or
vibrationally excited molecules before they were scat-
tered off the surface, and a great deal has been learned
about how the molecules stick to a metal surface, spe-
cifically for hydrogen-transition metal systems [65-73].
In the case of hydrogen absorption on Cu, the barrier
[74-77] is in an intermediate position, so that both
translational as well as vibrational excitation helps to
surmount the barrier. There are still a lot of open
questions as to which role rotational excitation plays
[69]. However, even with a full understanding of the
processes occurring on the potential energy surfaces
shown in Figs. 8(a) and 8(b), there arc still some im-
portant ingredients missing. This has particularly to do
with the fact that in the discussion so far the geometric
and electronic structure of the surface has not been
considered. It is known that chemisorption is structure

sensitive, and therefore these aspects have to be con-
sidered. It should be pointed out that hydrogen
adsorption on Cu surfaces may not be typical for
interaction with transition metals in general [78]; in
particular, remember that H2 dissociates with almost
no barrier on metals such as Ni, Pd, etc. [73]. It is clear
that in order to understand the barrier heights elec-
tronic structure calculations must be resorted to [79,
80]. However, the difference between Cu and Ni may
be argued on a qualitative basis [79, 80]. Cu has the
electronic configuration 3d'°4s', with the rather diffuse
4s orbitals occupied. If a closed-shell H2 molecule ap-
proaches the Cu surface it will be repelled by the diffuse
4s electrons so that it is hard for the H2 to come in
close to dissociate. Ni has the electronic configuration
3d94s' in which the 4s orbital is occupied, which again
leads to Pauli repulsion with the H2 molecule. How-
ever, in Ni the 4s electron may be promoted into the
hole within the d shell, forming a 3d'°4s0 config-
uration - this reduces the repulsion dramatically and
allows the H2 molecule to come in close and dissociate.
Therefore, the barrier for Ni is much lower than for Cu
where it is in the range of 1 eV [69].

Another aspect that is important in connection with
the discussion of adsorbate thermodynamics and en-
ergentics, so far neglected, is the aspect of interaction
between adsorbed species. In Langmuir's picture of
adsorption [2, 3], mentioned in the introduction, the
adsorbed particles occupy the lattice points of a two-
dimensional substrate with equal probability and with
hard wall potentials between them, preventing double
or multiple occupancy of any particular site, and with
well defined adsorption energies typical of the site.
(Note that at this point structure sensitivity comes into
the picture; however, this aspect is deferred until later.)
As a result of this view of adsorption, saturation would
be characterized by complete coverage and the forma-
tion of a true 1 x 1 adsorbate layer. Obviously, the
formation of ordered layers with coverages far below
complete coverage are more the rule than the ex-
ception, and are a direct consequence of the existence
of interaction potentials. Such an interaction potential
is shown in Fig. 9 for the system CO/Pd(100) reported
by Tracy and Palmbcrg in 1969, compared with a CO-
CO interaction potential in the gas phase [31]. Inter-
action potentials may be either attractive or repulsive
and may be classified into direct and indirect inter-
actions [81-83]. Direct interactions involve dipolc-
dipole (multipolc-multipolc) and orbital-overlap inter-
actions, and arc often repulsive. On the other hand,
indirect interactions mediated through the metal sur-
face may be either attractive or repulsive depending on
distance and surface sites, i.e. the kind of charge mod-
ification of the electronic structure of the substrate by

References see page 938
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Figure 9 Intermolecular potential for CO in the gas phase and
CO adsorbed on a transition metal surface

the adsorbate The interplay of the interaction poten-
tial and the adsorption energy of the isolated particle
with the clean surface finally determines the observed
properties of the adsorbed layer In other words, the
structure of the adsorbed layer depends on the heat of
adsorption as well as on the coverage [5]

The situation again may be depicted in the form of a
potential energy diagram, however we have to include
the existence of different surface sites [84] Figure 10(a)
[7] shows a one-dimensional potential energy diagram
where the spatial coordinate extends parallel to the
surface It has been assumed that every surface site
provides identical binding conditions All identical

adsorption sites are separated by a small activation
energy if compared with the activation energy for
desorption, which gives nze to a sinusoidal energy
dependence across the surface At low enough tem-
perature the adsorbed particles will reside within the
potential wells because their thermal energy is too
small to overcome the activation barrier for diffusion
Correspondingly, for higher thermal energies, particles
will site exchange resulting in a mobile adsorbed layer
with short residence times in the individual wells We
shall discuss this situation in more detail further below
The potential energy diagram parallel to the surface
changes significantly if the interaction between ad
sorbed particles is taken into account This is sche-
matically depicted in Fig 10(b) where we have added
an attractive as well as a repulsive potential to the one-
dimensional diagram of Fig IO(a) The consequences
are energetic heterogeneities, weakening the adsorbate
surface bond in the case of the repulsive interaction
and strengthening the adsorbate surface interaction in
the case of attractive interaction potentials As men
tioned above, phenomenologically this leads to the
formation of ordered phases on surfaces In fact, there
may be several different ordered structures depending
on both temperature and coverage, because surface
diffusion may act against the formation of ordered
structures, I e favoring disordered layers while for
example, coverage increase locks in certain structures
A way to represent the various structures is to plot a
so-called phase diagram [85] An example is shown
in Fig II For the system CO/Cu(l00), two ordered
phases are found in the given temperature range [86]
These are denoted by I and II + , and they occur at
coverages 1/2 and 4/7 Phase I is a c(2 x 2) structure
while phase II + consists of stripes of the c(2 x 2)
structure of width n = 3 separated by domain walls
The main part of the phase diagram is filled by a dis-
ordered phase A very interesting and frequently stud-
ied aspect of such phase diagrams are the two-dimen
sional phase transitions In two dimensions, similar to

ground state

Figure 10 One-dimensional potential energy parallel to the surface (a) empty surface with a single particle bound with adsorption energy
Fdtjs (b) superposition of the potential energy in (a) with a pairwise interaction potential of particles on the surface (Fpj,,) which ma\ be
either attractive or repulsive
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Figure 11. Phase diagram for the system CO/Cu(100), also
showing the ordered structures [86].

three dimensions, phase transitions may be classified as
discontinuous first-order, and continuous higher order.
In general, phase transitions may be evaluated accord-
ing to the temperature dependence of the thermody-
namic functions. This subject is considered in greater
detail elsewhere [87-90].

More important with regard to the heat of adsorp-
tion are the particle-particle interactions. As stated
above, according to the Langmuir picture of adsorp-
tion [2, 3] we would expect constant adsorption energy
until saturation of the surface is reached. In reality, this
is never the case [85]. Rather, the adsorption energy
generally decreases at medium and high coverages due
to interactions between the adsorbed particles. It is
possible to estimate the interactions from the coverage
dependence of the isostcric heat of adsorption. In Fig.
12 [7] arc several examples [22, 32, 39] where the work
function has been used as a measure for the coverage
(which may be sometimes dangerous). It is obvious
from Fig. 12 that in all cases the adsorption energy
sharply decreases as saturation is approached. At low
covergc, however, the isostcric heat turns out to be ci-
ther constant, decreasing, or increasing with coveagc.
The observed changes are a consequence of the par-
ticle particle interactions on the surface, in the sense
that increase means attractive interactions, as for ex-
ample in the case of hydrogen for low coverage [39],
decrease repulsive interaction, as in the case of CO on
Ni(l 11) [22]. The step-like decrease of the heat of ad-

U0-

UJ100-

80

C0/Pd(100)

0.2
9

06

Figure 12. Adsorption energy (Ea(js as a function of surface
coverage 0 [7]: (A) CO/Pd(100) [32]; (T) CO/Ni(lll) [22]; (•)
H/Ni(110)[39].

sorption close to saturation for CO/Pd(100) [32] is due
to the population of additional weakly bound species
on the surface [91, 92]. These weakly bound species
may be rather reactive. Owing to their small heat
of adsorption they may react rather easily with co-
adsorbed, neighboring functional groups. At high re-
actant pressures and not too elevated substrate tem-
peratures this kind of scenario may play a significant
role.

5.1.1.3 Sticking

This section considers the traditional description of the
process where a molecule approaches a solid surface
and eventually is trapped by the potential. A con-
venient way to gain access to this problem is through
the consideration of the rate of adsorption. In the most
simple case, the rate of adsorption is proportional to the
number of molecules impinging per unit time on the
surface, the so-called particle flux, and to the (dimen-
sionlcss) efficiency with which an impinging particle
actually sticks to the surface, i.e. the so called sticking
probability. The initial sticking coefficient .s,, is the ratio
of the number of adsorbed particles CTS and the num-
ber of impinging particles for the uncovered surface.
Therefore,

0 < ,so < 1 (17)

References see page
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In principle, determination of this quantity is straight-
forward. In an adsorption experiment a clean surface
held at temperature T is exposed to a well defined
pressure P for a given time t (exposure is measured in
Langmuir: 1 L = 10~6 torr for 1 s), and the amount of
gas taken up by the surface (by a suitable surface sci-
ence technique) is compared with the total amount of
gas that has struck the surface. A method frequently
used is the one proposed by King and Wells [93, 94]. In
this case a molecular beam strikes the surface and the
change in the background pressure of a given gas is
measured by a mass spectrometer. The procedure is
calibrated with respect to a gold sample that is known
not to adsorb any molecules in the considered temper-
ature range.

Knowing how s is measured experimentally, we can
turn to further conceptual considerations. The rate of
adsorption, i.e. the change of the number of adsorbed
particles with time is given by [7]

(18)

where the flux of impinging particles has been treated
according to the kinetic theory of ideal gases, and a
function f(as) accounts for the loss of empty sites as
the adsorption process proceeds. The term so may be
written in terms of a preexponential °s and an activa-
tion energy '"k.E'act as

so = jexp ( - kT

There is a different adsorption probability depending
on whether the adsorption site is occupied or not.
From what has been said before, the sticking coefficient
must also depend on the population of internal and
external degrees of freedom of the impinging molecule.
This can be done in a closed form by assuming the
sticking probability s to be composed of terms for the
vibrational states involved, each weighted by a Boltz-
mann factor (FB) representing the population of the
corresponding vibrational state [69]:

s(v, Ec, T) = (», Ec) (19)

where v represents the vibrational quantum state under
consideration, which is populated according to the
Boltzmann factor depending on the temperature T of
the gas (effectively the nozzle temperature in a mo-
lccuhir beam experiment). The effective translation
energy Ec is given by [74]

EC = E{ cos" (9,) (20)

in which Et is the translation energy of the incident
particle, and .9; is the angle of incidence with respect to
the surface normal. If n = 2 then the effective trans-

lation energy shows a typical "normal energy scaling",
in other words an exclusive dependence of the sticking
probability on the normal component of the energy of
the incident particle, which has been found rather fre-
quently [95-100], and in particular for hydrogen ad-
sorption on transition metals.

With this in mind we can go back to equation (18)
and analyse the rate of adsorption further. First, write
the rate in terms of coverage and not in terms of the
absolute number of particles:

*>/(©)

In the case of the most simple treatment according
to Langmuir [2, 3], where it is assumed that each
adsorbed particle occupies only one surface site, the
adsorbed species does not interact with other adsorbed
particles present on the surface. It is further assumed
that the adsorption energy is completely exhausted as
soon as one monolayer has been formed; the function
/(©) reduces to (1 - 0). If the particle dissociates
upon adsorption - it occupies two sites - the function
/(©) becomes (1 - 0)2 . Remembering that under
equilibrium conditions the rate of adsorption must
equal the rate of desorption

'ad = 'des (22)

we arrive at the following condition for the coverage:

(0) =
b{T)P

1 +b(T)P
(23)

which is the famous Langmuir adsorption isotherm [2].
In its derivation we have employed eq 14 for the de-
sorption rate assuming a first-order process, and con-
secutively just solved for 0 . In addition, we have used
an abbreviation for a constant b(T) which only de-
pends explicitely on temperature once the adsorbate
parameters are known. b{T) is given by

b(T) =
ads/r des

'act

kT
(24)

In this case the preexponential factor °s should not de-
pend on coverage because it has been assumed for the
derivation that there is no intermolccular interaction.

Many different adsorption isotherms may be derived
where all or some of the basic assumptions going into
the derivation have been released or relaxed [101-105].
It should be stated, however, that the general form of
the Langmuir isotherm, which is shown for two tem-
peratures in Fig. 13, may be used for a phenomeno-
logical description of many processes. It is clear, from
the adsorption isotherm, the sticking probability vo

may also be determined given that all other parameters
are known [1, 7].



5.1 Chemisorption 923

pressure p

Figure 13. Plot of the Langmuir isotherm for two temperatures
(T, and T2).

Table 3 collects a set of sticking probabilities deter-
mined for various absorbate systems. The values vary
between unity and 10~8, although the range is usually
between 0.15 and 1. Obviously, there is a clear trend
that sticking is higher for atomically rough surfaces as
compared with atomically smooth surfaces depending
on the nature of the gas. It seems that energy accom-
modation is particularly easy on the rough surfaces as
compared to the smooth ones. Carbon monoxide and
nitric oxide stick quite effectively on many transition

metal surfaces regardless of their crystallographic ori-
entation. On open surfaces they even tend to dissociate.
The tendency to dissociate increases when going from
the right to the left in the periodic table. Co is approx-
imately on the border line.

We note at this point that in addition to the surface
crystallography, surface defects (point defects as well
as steps) are important to accommodate chemically
active species [112, 127, 128]. Initial sticking proba-
bilities are interesting, but for real systems it is impor-
tant to consider the coverage dependence of the stick-
ing coefficient. Of course, a model-free discussion of
this aspect is very difficult. It is therefore common
practice to assume a set of possible kinetic processes
which are important in connection with sticking to a
surface. A possible scenario is shown in Fig. 14 sepa-
rately for adsorption and desorption [7]. We introduce
precursor states which may be classified as either in-
trinsic or extrinsic precursor states [129, 132]. The for-
mer exist at empty surface sites and the latter at sites
already occupied. While trapped into such a precursor
state the particle is only weakly held to the surface.
Thus it can diffuse across the surface and be eventually
trapped into an empty surface site. Given a precursor
lifetime of 10 6 s, the molecule probes the surface for a
sufficiently long time to find an empty site, if the pre-

Table 3. Initial sticking coefficients.

Adsorbale

H

O

CO

N

N,

Substrate

Ni(100)
Ni(lll)
Ni(llO)

Pt(ll l)

Rh(llO)
Ru(1010)
Co(1010)
W(100)
Cu(100)
Ni(lOO)
Pt(ll l)
Ni(ll l)

Pd(lOO)
Pd(lll)
Ru(1010)
Pt(lll)
W(1OO)

W(ll l)
Fe(lOO)
Fe(lll)

Sticking coefficient Remarks References

0.06
>0.01
% I
0.96
0.1
< 0.0001

0.75 (±20%)
1
0.03
1
0.2
1
0.89
0.6
0.96
1
1
0.2 0.6
1 - 5 x 1 0 '
0.22
0.08
10"6-10 7

10~6-10 7

10 6-10 8

300 K

see Figure

7-N,

106. 107
108
109
110
111
112. 113
43
44
45

114
115
116
117
22,

119
32

120
35

121
94

122,
124
93

125
126
126

22. 118

123

References xee page 938
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Figure 14. Schematic representation of direct and precursor-
mediated processes on a surface [129, 130]. Processes occurring
along the surface normal are plotted along the abszissa. The pro-
cesses are correlated with the potential energy diagram of Fig.
7(b) (ex = extrinsic precursor, in — intrinsic precursor, no = num-
ber of impinging particles from the gas phase, i' and 2" are frac-
tions of trapped molecules, p = probabilities, p i = migration
probability along the surface).

coverage is not too large. In order to set up a scheme
we have to define probabilities (/>;) with which the var-
ious states at the surface are populated. On the basis
of this (Fig. 14), it is possible to arrive at equations
for the rate of adsorption and desorption. However, in
the present case, different from the situation discussed
above for direct sticking, the sticking probability .v(0)
will be dependent on the surface coverage. Kisliuk, as
one of the first, has proposed a coverage dependent
sticking coefficient based upon such considerations
[131, 132]:

(25)
1 0

( 1 - 0 )
K

The constant K is connected with the probabilities to
populate a chemisorptive state via the various pre-
cursor states or desorb from them, respectively (Fig.
14):

Figure 15. Relative sticking probabilities as a function of surface
coverage according to the Kisliuk model [131, 132]. For an ex-
planation of K see text.

j>-

Pch
(26)

The Kisliuk model for a coverage-dependent sticking
coefficient contains the linear Langmuir behavior as
well as the coverage-independent sticking probability
as limiting cases. Clearly, as K = 0, 5(0) — so. Also, as
K — 1, s(Q) = so(\ - 0) , i.e. the linear Langmuir be-
havior is retained. As K is always larger than zero, we
have to consider two cases, namely for K > 1, and for
0 < K < 1. The result is a convex curve for the former,
and a concave curve for the latter case (Fig. 15) [131,
132]. Which behavior is actually encountered is largely
determined by the probability pS, i.e. the probability
for desorption out of the extrinsic precursor. It has to
become smaller than the sum of probabilities to desorb
out of the intrinsic precursor and the probability to
chemisorb out of the intrinsic precursor, in order to
achieve K< 1. Under ultrahigh-vacuum conditions,
the population of extrinsic precursors is only easy
to realize at low substrate temperatures. Therefore,
concave sticking probabilities are generally found, as
demonstrated for some examples in Fig. 16 [39, 120,
133, 134]. However, at higher pressures, the population
of weakly bound precursor states may be of im-
portance, so that the population of the chemisorbed
state through the precursor becomes rate limiting. In
such cases we may find a convex curve of the sticking
probabilities. Of course, additional complications may
arise if the structure of the surface changes upon
changes of coverage [135]. Then the dependences may
become very different altogether. Oscillatory surface
chemical reactions arc connected with such behavior in
some cases [136].

To end the section on sticking we would like to de-
scribe a very interesting development that has recently
become more visible, namely the experimental in-
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Figure 16. Relative and absolute sticking probabilities for car-
bon monoxide as a function of surface coverage [39, 120, 133,
134].

vestigation of the dependence of sticking on the ori-
entation of the particle, in particular a molecule, upon
surface impact. Kleyn and co-workers [137, 138], as
well as Heinzmann and co-workers [139-141] have
shown that a molecule such as NO can be state selected
and focused by taking advantage of a hexapolar elec-
tric field, and subsequently oriented in a homogeneous
electric field, as schematically indicated in Fig. 17 [140],

before colliding with the substrate. Depending on the
polarity of the electric field in front of the surface, two
different orientations can be achieved: preferential N-
end and preferential O-end collisions. The rotational
temperature of the colliding molecules determines
the degree of orientation of the molecules. Therefore
seeded pulsed nozzle beams are used to cool the par-
ticles before collision. The integral number of mole-
cules leaving the surface after scattering is detected
from the NO partial pressure with a quadrupole mass
spectrometer located behind the target and thus
shielded from the direct beam [93]. Figure 18 shows a
typical result in terms of partial pressures (right panel)
for the scattering of NO from Pt(100) as a function of
field strength and orientation of the NO molecule [142].
The observed asymmetry, which is, plotted in the left
panel, is very high. Note that the degree of orientation,
given as the averaged cosine (cos 9) of the angle be-
tween molecular axis and external electric field 9, is
30%. The result documents the strong preference for
trapping in the chemisorptive potential if the molecules
approach the surface with the N-end. At higher surface
temperatures the asymmetry decreases as expected,
because the number of molecules that do not stick
increases for both orientations. It seems that for a
detailed understanding of the temperature dependence
a kinetic model involving precursor states has to be

velocity
selector

hexapole-field
(with central beam stop)

•9 5kV

guiding and
orientation feld

• 10kV
fQr d e £ r

M
m , n Q , l O n

sample o f s t i c k lng coefficient

.20 kV
15kV

Figure 17. Experimental setup to study sticking probabilities of oriented NO molecules [139].

8 10 12
field strength [kV/cml

V. 8 10 12
field strength [kV/cm]

M.

Hgurc 18. (Right) NO partial pressure after scattering from a Pt(lOO) surface as a function of field strength and NO orientation [141].
(Left) Corresponding orientation asymmetry of the partial pressure of NO [142].
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invoked. A fit to a Kisliuk model [131, 132] (see
above) indicates that not only chemisorption is favored
for N-end oriented molecules but also trapping into a
presursor state. If we change the adsorbate system from
a chemisorptive system such as NO on Pt(lOO) to a
more weakly interacting system such as NO/Ag(lll)
[137] we realize that the observed symmetries are ac-
tually much smaller even at low temperature, and in-
deed, slightly favor trapping of NO molecules with the
O-end approaching the surface even at lower coverage.

5.1.1.4 Surface Diffusion

The motion of adsorbed particles obviously plays an
important role for adsorbates and for surfaces in gen-
eral, because this process enables the system to achieve
its equilibrium structure. Particularly, at elevated tem-
peratures the atoms of the substrate material can move,
lowering the free energy content of the surface. The
process of diffusion of substrate atoms has been in-
vestigated frequently in the past. Applying various
methods such as scattering methods, field emission and
contact potential measurements Bonzel and co-workers
[143-145], Butz and Wagner [146, 147], Ehrlich [148],
and Holzl and co-workers [149, 150] have contributed
to this area. Due to the rather high activation energies
required for the substrate atom displacements, tem-
peratures up to 1000 K have to be employed in order
to obtain reasonable rates of diffusion of substrates
atoms. In connection with the discussion of chem-
isorption, however, we are more concerned with a dif-
ferent type of surface diffusion, namely when diffusion
occurs within the adsorbate phase. Such processes may
be separated from the motion of substrate atoms be-
cause much lower temperatures are needed to induce
diffusion. Typical diffusion coefficients are given in
Table 4.

Diffusion within the adsorbed layer is instrumental
to establish long-range order and to obtain optimal
experimental conditions to perform diffraction experi-

Table 4. DifTusivities of adsorbates.

Adsorbate

Cs
K
N
O
H
D
H
D
CO
CO
CO

Substrate

W(U0)
W(tip)
W(110)
W(110)
Ni(100)
Ni(100)
W(tip)
Pt(ll l)
Pt(ll l)
Pt(llO) [110]
Pt(U0)[001]

Do(cm2s-')

0.23
10"4-10'6

0.014
0.04-0.25
2.5 x 10"3

8.5 x 10 "3

1.8 x 10-5

8x 10~2

lO-Mo-1

2.7 x 10-9

0.8 x 1 0 "

References
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157
158
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ments, for example, via low energy electron diffraction
(LEED). Furthermore, surface diffusion helps to over-
come lateral concentration gradients due to non-
equilibrium clustering phenomena often found at low
temperatures. There is a large amount of information
available on surface diffusion [129, 148, 149], both on
the experimental methods to measure diffusion co-
efficients as well as on the theoretical aspects of the
problem. We shall only give a brief, nonexhaustive
overview of the situation [7].

Conceptually, the process is thought to occur as a
random walk where adparticles hop between adjacent
sites, i.e. from an occupied to an adjacent empty site.
The hopping frequency depends then exponentially on
the temperature of the system which leads to the fol-
lowing form of the diffusion coefficient:

D = Do exp
/ AEd i (T\

\ RT J
(27)

with the preexponential factor Do and the activation
energy for diffusion A£difr- It is correlated with the
height of the energy barrier in Fig. 10 parallel to the
surface. An expression for Do may be derived from
transition state theory and depends on the activation
entropy of the process. The important quantity for
surface diffusion is the activation energy. Its magnitude
is about a tenth of the adsorption energy for a typical
chemisorbate such as CO/Pd, i.e. it amounts to ap-
proximately 15-20kJmol~'. For physisorbates it is
probably considerably lower.

The diffusion coefficient may be measured via several
experimental techniques. The most prominent ones
at present are the direct observation of a diffusion
boundary in either a field electron microscope [159,
160] or a photoelectron emission microscope [158] or
via laser desorption experiments [161, 162]. In the latter
case a short laser pulse is used to heat the surface to
momentarily desorb the adsorbate from a well defined
region of the crystal. Subsequent laser pulses with well
defined time delays with respect to the first one, and
measurement of the number of particles leaving the
surface, allow one to determine the rate of diffusion
into the depleted zone. Other methods to determine
surface diffusion are spectroscopic measurements which
cover the proper time window, for example magnetic
resonance-based methods [163, 164]. In favorable cases
these methods may even be applied to single crystal
surfaces [165].

As mentioned above, the diffusion process is thought
to be a random walk across the surface. Then the
mean-square displacement of the adparticles is related
to the diffusion coefficient via the relation

(x^) = 4Dt (28)

where is it understood that the surface itself only con-
tains a very low concentration of adparticles which do
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not interfer with each other. In other words, the model
so far is coverage independent. However, we know
from previous considerations that coverage dependence
has to be considered. For example, if a particle wants
to move to an empty site the probability to hop clearly
depends on the number of empty sites in the neigbor-
hood, or even on the concerted motion of adparticles.
Coverage dependences may be introduced by using the
general transport equations, or specifically Fick's law
[166]. The solution of Fick's law again yields an ex-
ponential dependence of the diffusion coefficient as in
equation (27):

(29)

where the coverage dependence of the process enters
through a coverage dependence of the activation energy:

£dirr(©) = £d«r(© = 0) +
7F •
*-> p3ir

1 -20

l\ - 4 0 ( 1 - 0 ) 5

(30)

where B is the short-range order parameter, B —
1 - exp(£pair/i?r), Z is the number of nearest neigh-
bor sites, and £"pajr is the nearest neighbor interaction
energy. Using this approach Fick's equation may be
solved numerically.

Table 4 contains a collection of diffusion coefficients
determined experimentally for a variety of adsorbate
systems. It shows that the values may vary consid-
erably, which is of course due to the specific bonding of
the adsorbate to the surface under consideration. Sur-
face diffusion plays a vital role in surface chemical re-
actions because it is one factor that determines the
rates of the reactions. Those reactions with diffusion as
the rate-determining step are called diffusion-limited
reactions. The above-mentioned photoelectron emis-
sion microscope is an interesting tool to effectively
study diffusion processes under reaction conditions
[158]. In the world of real catalysts, diffusion may be
vital because the porous structure of the catalyst par-
ticle may impose stringent conditions on molecular
diffusivities, which in turn leads to massive conse-
quences for reaction yields.

5.1.1.5 Structure Sensitivity

So far we have neglected the fact that the substrate has
a particular geometric structure which influences, as we
shall see further below, the adsorption behavior in a
very pronounced way. Furthermore, in practical cases
the macroscopic geometric structure is rather complex.
Consider, for example, a real catalyst used in hetero-
geneous reactions. It may consist of bimetallic precip-
itates, or of thin films supported on alumina, silica, or

titania, or highly dispersed metals such as platinum
black. However, even these materials possess a regular
geometric structure on the microscopic scale. Often,
microscopically analyzed, these materials expose regu-
lar crystallographic planes, which may be characterized
via scattering methods or real-space imaging. In catal-
ysis, the correlation between surface geometric and
electronic structure, the geometric shape and electronic
structure of a molecule, and the observed macroscopic
reactivity represents a very important and long dis-
cussed, but not yet solved problem. One distinguishes
between structure-sensitive and structure-insensitive
reactions. Special site requirements have been discussed
in terms of the so-called ensemble effect [167-169]
whereafter a molecule can only adsorb if a certain
group of adjacent surface atoms is available. Studies
on bimetallic alloy surfaces have often been used as
examples for such ensemble effects [167, 168].

The present section enters into the discussion of the
electronic and geometric structure by considering first
an example where we can vary the strength of inter-
action between a given adsorbate and various metal
and metal-oxide surfaces. We have chosen carbon
monoxide as the adsorbate because it offers the largest
available data set, including structure determination.
Photoelectron spectroscopy (PES) is a very sensitive
tool with which to monitor the change in the electronic
structure, which is why it is the method of choice to
shed light on this question [170]. Figure 19 shows a set
of photoelectron spectra of CO adsorbates on four
different hexagonally close packed metal surfaces [171]
as well as on two transition metal-oxide surfaces [172—
173]. For comparison we show the spectrum of gaseous
[174] and condensed CO [175]. The binding energy
(£b = £kin - h\) refers to the vacuum level, which al-
lows us to put adsorbates on metals, on insulators, and
molecular solids on the same energy scale. (Often the
binding energy is referenced to the Fermi level (£F) of
the system. The binding energy with respect to the
vacuum level and the binding energy with respect to
the Fermi level are connected via the work function Q>
of the system.) The region where we expect photo-
electron emission from the three outer valence levels of
CO, i.e. 5a, In, and 4<x levels, is shown, and most of the
following discussion will concentrate on these levels.
From the bottom to the top the heat of adsorption in-
creases from 19kJmor' to 142kJmor1 for the metal
surfaces. This is accompanied by clearly recognizable
changes in the photoelectron spectra. There are several
interesting differences in binding energies, line inten-
sities and line shapes between gas phase [174], con-
densed phase [175] and adsorbate phases [172, 173,
176-179], which we shall comment on in the following.
We shall start with the adsorbates on the metal surfaces

References see page 938
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Figure 19. Photoelectron spectra of CO adsorbed on metal and
metal oxide surfaces in comparison with gaseous and condensed
CO The spectra are taken in normal electron emission.

[176 179], and later turn to the oxide surfaces [172,
173] because bonding considerations are rather differ-
ent for these systems.

In order to systematically approach an under-
standing of molecule-metal bonding and to relate the
conceptual considerations to experiment we briefly re-
fer to Fig. 20 [171]. In this figure the molecule-metal as
well as the molecule-molecule interaction effects are
illustrated on the basis of a one-electron level diagram
for the valence electrons It shows on the right-hand
side a diagram for an isolated CO molecule correlated
with a one-electron level diagram for a CO molecule
interacting with a single metal atom. On the left-hand-
side the band structure of an isolated CO overlayer is

Figure 20. Schematic diagram for the bonding of an isolated CO
molecule to a metal atom (right hand side) and a free two-
dimensional array of CO molecules (left panel) to a metal surface
(middle).

displayed, and compared in the middle with the full
band structure of the CO adsorbate interacting with the
compact metal substrate with (111) orientation. Both
aspects, the molecule substrate as well as the inter-
molecular interactions, have consequences for the ob-
served spectra, but the main effect we shall dwell on
first is the molecule-metal interaction. What happens
electronically can easily be explained in the so-called
Blyholder model [180]. The carbon lone pair of CO is
donated into empty d or s levels of the metal atom, es-
tablishing a <T-metal-molecule interaction; synergeti-
cally, metal d electrons are donated into empty mo-
lecular orbitals (2K) of CO forming a 7i-metal-molcculc
interaction. From the view point of the molecule we
can look at this charge exchange process as a rc-dona-
tion-7r-backdonation process. This means that the dis-
tribution of electrons among the subsystems, i.e. CO
molecule and metal atom, in the CO-mctal cluster
is considerably different to the noninteracting sub-
systems. For example, the electron configuration of the
metal atom in the cluster may be different from the
isolated metal atom, or the electron distribution within
the CO molecule bonded towards the metal atom may
look like the electron distribution of an "excited" CO
molecule rather than the ground state CO molecule
[181]. This scheme has been used to explain the well
known changes in the vibrational properties of ad-
sorbed CO as compared with the gas phase. In addition
to the loss of the rotational fine structure upon ad-
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sorption, the CO stretching frequency often shifts by
more than 100 cm"1 to lower values [182-185]. It is the
filling of the CO antibonding 2n orbital via the back-
donation contribution which weakens the CO bond in
the adsorbate and concommitantly shifts the stretching
frequency to lower values [186]. Also, as a consequence
of this interaction certain electronic levels of the sub-
systems are strongly influenced. Naturally, the dis-
tortions of the molecular as well as the metal levels are
reflected by changes in the ionization energies, their
ionization probabilities, and the line shapes of the ion-
ization bands. In CO/Ag(l 11) [176] at T = 20 K CO is
physisorbed as documented by the small adsorption
energy of 19 kJ mol"1. This explains why a spectrum so
similar to condensed CO is observed for this adsorbate.
The splittings in the 4a and 5a ionizations are con-
nected with the formation of a two-dimensional layer
and will not be discussed at this point [187]. If com-
pared with the gas phase, however, rather dramatic
changes are found. The bands are shifted by about 1 eV
to lower binding energy and the line widths increase,
which destroys to a large extent the vibrational fine
structure observed in the gas phase, too. Theories have
been developed that allow one to understand these
processes on the basis of hole hopping and relaxation,
i.e. effects in the ionized state, within the quasi-two-
dimensional solid but for the present review we refer
to the literature for details [188-193]. If the heat of
adsorption increases to about 47kJmol~' [194], as for
example in the case of CO on Cu(lll) [177], the
features in the spectrum shift and the intensities are
altered. Three lines are still found but their assignment
is very different as compared with the physisorbate
[177].

We only briefly state here that many-particle effects
in the ionized state of the adsorbate due to the presence
of the highly polarizable metal electrons dominate the
spectrum, and this alters the assignment considerably
[177]. If we later turn to the oxide surfaces where such
effects do not occur as strongly but the bond strength is
comparable, we shall see that the interaction may be
directly deduced from the spectrum. We note in passing
that the assignment of the bands to states of different
symmetry has been made on the basis of experimental
investigations using angle resolved photoelcctron spec-
troscopy (ARUPS) [170]. Reviews on this subject exist
in the literature [170, 195, 196]. The next step is the
study of the strongly chemisorbed systems with ad-
sorption energies larger than lOOkJmol '. Out of a
wealth of experimental data [197-214] we have shown
here only two systems, i.e. CO/Ni(lll) and CO/
Pd(lll). In these cases the spectra show two bands,
whose binding energies arc almost independent of the
particular system under consideration as long as intcr-
molccular interaction docs not play an important role.
The bands arc shifted by more than 2cV with respect

to the gas phase. Via angle resolved photoelectron
spectroscopy [170] it has been shown that the two
bands really contain three components as indicated in
the figure as well as expected from the simple bonding
considerations made above [197]. The carbon lone pair
is shifted close to the \n ionization due to the strong
charge exchange and is actually located at higher
binding energy. The overall shift of the bands to lower
binding energy is a consequence again of the relaxation
in the ionized state of the adsorbate due to the presence
of the highly mobile metal electrons. Therefore, the
experimental observation are in line with our simple
charge-exchange model for CO-metal bonding but one
has to be careful in the interpretation not to forget the
effects of the probe, in the case of PES the creation of a
hole in the system [170].

We now come to the comparison of the electronic
structure of the adsorbates on the metal surfaces with
those on the oxide surfaces [215, 216]. Very detailed
electronic structure calculations [217-224] have re-
cently shown that the interaction of molecules with
oxide surfaces differs considerably from the interaction
with metal surfaces in the sense that in the latter case
interaction, at least on the regular surfaces, is much
weaker. However, it is not necessarily a physisorptive
interaction. Briefly, on the (100) surface of the strongly
ionic NiO the interaction of a CO molecule is not gov-
erned by short-range charge-exchanges processes as in
the case of the metal surface but rather by electrostatic
interaction between the multipolar moment of the mo-
lecular electron density and the multipolar moment of
the ionic surface. The reason for this behavior is that
due to the presence of the closed shell oxygen ions in
the (100) surface the molecule cannot approach the Ni
site close enough to exchange charge. Pauli repulsion
sets in at rather large distances from the surface and
repels the molecule. The balance between the electro-
static attractive forces and the Pauli repulsion results in
a rather weak chemisorptive bond of CO on a typical
oxide surface. In addition, due to the rather weak in-
teraction there is no longer a strong preference for one
given orientation of the molecule with respect to the
surface. For example, the molecular axis may be either
perpendicular or tilted, or there may be interaction
either with the carbon end or the oxygen end of the
molecule with the surface. In other words, from an
experimental point of view, we have to check in each
case individually which situation is adopted by the
system 1172].

To a certain extent, the vibrational spectra [225, 226]
again provide a clue towards a verification of the gen-
eral statement made above. On oxide surfaces, in gen-
eral, the observed shifts of the stretching frequencies

References see page 93S
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5<r

Figure 21. Schematic proposed arrangement of CO on a
surface [173].

are considerably smaller as compared to adsorbates on
metals [183-185]. The vibrations may be either red or
blue shifted depending on the interaction. The small
red shift observed in some cases may be interpreted by a
limited charge transfer from the oxide to the adsorbed
molecule in the same sense as for adsorbates on metal
surfaces. The often observed blue shift, however, has a
different origin. It can be explained by the so called
"wall effect" [219, 220] in which the weakly held CO
molecule vibrates against the hard wall of the substrate
which shifts the stretching frequency to higher values,
thus leading to a blue shift. The statement made above
concerning the interaction of CO with the oxide surface
can now also be verified via the photoelectron spectra
in Fig. 19 [172]. We find the binding energy of the
oxygen lone pair located very close to the energy in the
condensed CO film indicating that there is no strong
intermingling between the oxgen long-pair density and
the surface electrons. The same is true for the CO n-
bond electrons. However, we see a pronounced shift
of the carbon lone pair electrons originating from
the strong Pauli repulsion with the surface electronic
charge. The relaxation shift found for the metal oxide
systems is rather small also because the response of
the oxide surface towards the creation of holes on the
molecule in the ionization process is less pronounced
than with the metal surface. Comparing the spectrum
for the CO/NiO(100) system with the last example, i.e.
CO/CnO^l 11) [173] indicates a similar situation as far
as the overall position of the adsorbate induced fea-
tures are concerned. However, a detailed analysis of
this \/3 x v/5)-ordcrcd adsorbatc system shows that the
individual ionizations arc considerably shifted with re-
spect to the CO/NiO(100) system. The reason is simple,
and it can be proved by angle resolved photoelectron
measurements or X-ray absorption measurements, that
the orientation of the molecule with respect to the sur-
face has changed. CO is no longer vertically oriented
on the surface but rather strongly inclined. A schematic
model of the local bonding situation is shown in Fig.
21. The analysis of the chromium oxide system under-
lines the necessity of determining individually the ori-
entation of the molecular axis before we discuss the

1820

0 0.2 0 4 0 6
CO coverage Qco

Figure 22. Stretching frequency of CO adsorbed on Ni(l 11) as a
function of CO coverage. The surface was dosed at 90 K and
subsequently annealed to 240 K [184],

details of the electronic structure of a system, in par-
ticular on an oxide surface.

The next step in the discussion of structure sensitivity
of chemisorption is to consider the site of adsorption
on a given surface and to answer the question as to
whether and how the site changes as the coverage of
the adsorbate is increased. Figure 22 shows the famous
dependence of the CO stretching frequency on cover-
age for the system CO/Ni(l 11) [184]. This dependence
has been interpreted as being due to two effects, namely
a change of adsorbate site upon increase of coverage
and additionally a shift caused by the coupling of the
dynamic dipolcs which depends on intcrmolecular dis-
tance [183-185]. Figure 22 indicates the adsorbatc
geometry deduced for the various coverage ranges
based on the stretching frequency data. In recent years
it has become more and more clear, however, that a
structural assignment based on vibrational data has to
be taken with caution. At low coverage a CO stretching
vibration at 1816 cm ' shows up. This is replaced by a
band at 1831 cm ' if the coverage increases and even-
tually shifts to 1905cm1 at © = 0.5 corresponding to
a <(4 x 2) structure. On the basis of the suggestions by
Eischcns and Pliskin [182] the band at 1816cm ' has
been interpreted to be due to adsorption in a threefold
hollow site at low coverage and the band shifting in the
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Figure 23. Schematic drawing of the geometric arrangement CO
on Ni(l 11) in the c(4 x 2) superstructure. Values are distances as
determined by XPD [228].

range 1831-1905 cm"1 to a CO bridge site. In a very
convincing study based on the analysis of X-ray pho-
toelectron diffraction data Bradshaw and coworkers
[227-229] have shown that the adsorbate site over the
whole coverage regime remains the same and is a
threefold hollow site as indicated in Fig. 23. The ob-
served shift in the stretching frequency is then purely
due to intermolccular dynamic dipole coupling. Note
that both the inequivalent threefold hollow sites (fee
and hep) are occupied in this structure [228]. Another
important factor in chemisorption becomes obvious by
looking at the structures in Fig. 23, namely the coop-
erativity of the process. There is a 3% expansion
(+0.07 A) of the outermost Ni-Ni lattice spacing. This
is meant here to stress the finding that although the
surface provides a particular site for adsorption, the
final geometry is determined via the interaction with
the adsorbate and therefore depends on its chemical
identity. This phenomenon is important in connection
with the well known adsorbate induced reconstructions
of surfaces [135]. If the reactivity of the surface towards
another adsorbate changes through the reconstruction
then cooperative phenomena are essential for the over-
all chemical reactivity in the system.

Whereas in the above example the local structure
remains the same for increasing coverage, there are
other cases where intermolecular interaction changes
the geometry of the adsorbate. In the case of CO on
Ni(l 10) at low coverage CO molecules adsorb in two
different adsorption sites, namely on atop and on
bridge sites with vertically oriented axis, as shown in
Fig. 24 [230-233]. The molecule-substrate bond in this
case is so strong that the system can tolerate even large
lateral intermolecular stress. At a coverage of O = 1

Figure 24. Geometric arrangement of CO molecules on a
Ni(l 10) surface at low coverage (right) and high coverage (left).

the intermolecular distance would be 2.5 A if the
molecular axis remained perpendicular. Therefore the
molecular axis tilts from the normal orientation in
order to enlarge the average distance between mole-
cules [234-236]. The equilibrium structure assumed is
shown in Fig. 24, on the left. This system has been
studied in some detail in order to understand the elec-
tronic structure of the system [237-240]. In line with
Fig. 20 where the schematic band structure of an ad-
sorbate system is shown, the present system has been
studied with angle resolved photoelectron spectroscopy
and the band structure has been experimentally deter-
mined [187]. Figure 25 shows the complete experi-
mental band structure in the occupied region, i.e. of the
5a, \n, and 4<r levels [237, 239, 240]. Included is the
band structure in the unoccupied region as determined
by inverse photoemission. The 5a, \K, and 4a levels
lead to twice the number of bands due to the non-
symmorphic space group symmetry of the system with
two molecules per unit cell [234]. Following the bands
through the Brillouin zone shows that the energetically
close 5ff and \n bands hybridize. Also, one can clearly
identify the CO(27t)-Ni(3d) backbonding states below
the Fermi edge. The unoccupied In derived levels are
located above the Fermi edge. It is interesting to note
the different magnitudes of the band dispersions for the
different levels. This is clearly due to the variations in
interaction strength for the different molecular orbitals
depending on directionality and spatial extent. The
largest dispersions are exhibited by the n orbitals. In
fact, the 2n orbital shows the largest effects because
they are most diffuse and show large electron density
off the molecular axis. To summarize, the strong inter-
molccular interaction is reflected in the adsorbate band
structure and mainly due to n-n interaction.

We now turn to the question of how the adsorption
properties of a given molecule changes when we change
the geometric structure of the surface keeping its
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COI2«1)p2mg/Ni(11O)
• • •

Figure 25. Measured band structure in the range of occupied
and unoccupied levels for CO(2 x I)p2mg/Ni(l 10). The wave
vector K is determined along the two orthogonal directions in
the surface Brillouin zone as shown at the top and its energy de-
pendence according to A'j = (2mih~2E\l,in)^' sin 5.

chemical constitution constant. There are many exam-
ples in the literature. Again CO adsorption could be
chosen [241]. Also, hydrogen chemisorption [73] or
oxygen chemisorption [242, 243], which has been stud-
ied and reviewed in detail by Christmann [73], Wandclt
[242], Brundlc [243] and others arc prominent examples
for the structure sensitivity of chemisorption on metal

third layer^ j)—

top layer

second layer{

top layer
second layer

(111)

(100)

(110)

Figure 26. Structure of the close packed surfaces of iron (bcc).

surfaces. The adsorption of nitrogen on iron is chosen
because of its importance in connection with ammonia
synthesis [244]. In particular, Ertl and co-workers [125,
126] have investigated the structure sensitivity of dis-
sociative nitrogen adsorption on the low-index surfaces
of iron, i.e. the (100), (110) and (111) surface ori-
entations. Figure 26 shows the arrangement of these
surface structures on top of the body-centered cubic
iron crystal. The (110) surface has a very low sticking
coefficient for dissociative adsorption while the most
open (111) surface has a much higher sticking coeffi-
cient [125, 126]. With a combination of photoelectron
spectroscopy [245] and vibrational spectroscopy [246-
248] the important factors influencing this face specif-
icity have been uncovered. Briefly, on Fe(lll) high
resolution electron energy loss spectra (HREELS)
[248] are observed as a function of temperature (Fig.
27). At about liquid nitrogen temperature a dominant
feature with a stretching frequency at 2100 cm"1 is
found. With angle resolved photoelectron spectroscopy
[245] it has been shown that this species is oriented
perpendicular to the surface. It is most likely to be
bound to an atop site. The same species is found on aU
low-index iron surfaces [244]. It is weakly held by the
surface. Upon heating the system slightly above 100 K
a second molecular nitrogen species shows up in the
vibrational spectra of N:/Fe(l 11) at a lower stretching
frequency (1415cm"'). Again, photoelectron spectros-
copy has been used to show that this species is bound
in a strongly tilted geometry, in line with the low
stretching frequency typical for side-on bonded dini-
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Figure 27. Electron energy loss spectra of 15N2 on Fe(l 11) as a
function of surface temperature [248J.
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Figure 28. Proposed arrangement of N2 on Fe(l 11) [245J.

trogcn complexes. This species only exists on the sur-
face within limited temperature range. Above 160K
the stretching frequency typical for molecular nitrogen
species disappears and only atomic nitrogen (460cm"1)
is present on the surface. This scenario is typical for the
(111) surface, while the existence of the intermediate
species cannot be detected on the other low-index
planes, i.e. (110) and (100) [244]. It is now generally
accepted that the intermediate with the low stretching
frequency is a precursor to nitrogen dissociation, and it
is thought that the (111) surface provides the sites,
necessary to assume the strongly tilted geometry [244].
Figure 28 shows the bonding geometry for the inter-
mediate species [245]. The nitrogen molecule can do-
nate both its lone pair as well as the 17t electrons into
empty metal orbitals, and at the same time establish a

position on Fe(111) surface

Figure 29. Two-dimensional potential energy diagram for the
convesion of y-N2 (vertically adsorbed) to a-N2 (side-on bonded)
[246-248] on the Fe(l 11) surface [249].

back-donative bond via the unoccupied n orbital. The
back donation will weaken the nitrogen-nitrogen bond
which finally leads to dissociation. Since both nitrogen
atoms are already in close contact with the metal sur-
face, this picture appears to provide a natural pathway
to dissociation. It is believed to explain the observed
strong face specificity of dissociative nitrogen chem-
isorption on Fe surfaces. Figure 29 shows a semi-
empirical potential energy diagram for N2/Fe(lll)
where the pathway from the molecular precursor to the
dissociative adsorption is shown [249]. The value for
the activation barrier is based on experimental date
[250].

Finally, we would like to have a look at the structure
sensitivity of transition metal oxide surfaces [215]. For
such systems [251, 252] it is necessary to resort to some
basic considerations about the electrostatics of ionic or
partly ionic systems with respect to surface stabilities.
Figure 30 schematically shows the arrangements of
planes in a crystal of rock salt (AB) structure for the
termination of (100) type on the left and of (111) type
on the right [254]. The (100) surface of an AB-type
solid is the typical case for a nonpolar surface with
vanishing dipole moments between the planes and full
charge compensation within the planes. This arrange-
ment leads to a converged, finite electrostatic surface
energy. Upon going to the (111) surface of an AB-type
lattice we create a polar surface. In this case there is no
charge compensation within each layer and there is
also a dipole moment within the repeat unit perpen-
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Figure 30. Stable and unstable surfaces of AB-type and AB2-type ionic crystals [253].

dicular to the surface. Consequently, the surface energy
does not converge but increases unbound as the num-
ber of repeat units increases. In general, polar surfaces
are not unstable, as illustrated for the AB2-type solids.
Even though there is no charge compensation in the
plane, the dipole moment in the repeat unit perpendic-
ular to the surface vanishes, thus leading to a stable
situation. Returning to polar surfaces of the AB-type to
consider the surface potential V in more detail [253],

(31)

where S is the area of the unit cell. Equation 31 gives
the surface potential as a function of the number of
layers N, their separation b, and the parameter a which
describes the difference in charge of the surface layer
with respect to the bulk layer. It is quite obvious that
the reduction of the surface charge such that a = 1/2
leads to the disappearence of the first term in eq 31,
and thus to a converging surface potential independent
of the number of layers. While this is only a qualitative
argument, it shows possible routes for the system to
respond in order to stabilize polar AB-type surfaces.
Surface-charge reduction may be accomplished by re-
constructing [254], i.e. removing half of the ions, or by
the creation of steps. The latter leads to the coexistence
of A-terminated and B-terminated patches on the same
surface and thus to a microscopic charge compensa-
tion. Also, relaxations in the layer distance are ex-
pected to occur in the near surface region which could
help to reduce the surface potential. In certain cases
other causes of stabilization may be considered. Upon
adsorption of H+ , provided by exposure to water, for
example, OH~ may form on an oxygen terminated
surface thus effectively reducing the surface charge
[252]. Thus one would predict a strong structure sen-
sitivity of water adsorption on oxide surfaces which,
indeed, has been observed [254, 255] and is exemplified
in Fig. 31. The O(ls) XP spectra are shown for three
different samples [255]. The lower trace shows the
spectrum of a cleaved NiO(lOO) surface with very low
defect concentration (sharp LEED pattern). The fea-
ture is symmetric after cleavage and it remains sym-
metric even after exposure to water at room temper-

LEED XPS 01S
grazing excidence

NiO(lll)/
Ni( l l l )

NiO(100)/
Ni(100)

NiO(lOO)
cleaved

5 3 5 5 3 0
Binding energy [ eV ]

Figure 31. O(ls) XP spectra of a cleaved NiO(lOO) crystal: (a) a
grown NiO(lOO) film; (b) a grown NiO(lll) film. The corre-
sponding LEED patterns are shown [254, 255].

ature [256]. At low temperature an ice layer forms
which can be removed without residue by heating to
room temperature. This indicates that a NiO(lOO) sur-
face docs not dissociatively chemisorb water. The sit-
uation is different for a NiO(lOO) surface containing
defects, as indicated by the much broader LEED spots
as compared with the cleaved surface [252, 255]. Here a
small feature is found at 2.2 eV higher binding energy.
It becomes particularly pronounced in the spectra if
they are recorded at grazing electron excidence in order
to amplify the surface sensitivity of the method. EELS
investigations have shown that the feature is due to
hydroxyl groups on the surface. These hydroxyl groups
may be removed from a NiO(lOO) surface by thermal
treatment. Exposure of the cleaned surface to water
leads to the reappearence of hydroxyl, indicating that
water dissociatively chemisorbs on defect sites of a
NiO(lOO) surface. Dissociative chemisorption becomes
even more pronounced on the NiO(lll) surface. The
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Figure 32. Schematic drawing of OH-terminated (left), bulk-terminated (middle) and octopolar reconstructed (right) NiO(l 11) surfaces

upper trace in Fig. 31 indicates a rather high concen-
tration of hydroxyl groups at the surface. When (111)
polar surfaces are prepared they often become OH
stabilized, due to the electrostatic instability discussed
above. In favorable cases such as NiO(lll), the hy-
droxyl groups can be removed from the NiO(l 11) sur-
face as water by thermal treatment. As a consequence,
the OH-free unstable surface reconstructs. The most
stable reconstruction of a polar surface of an ionic
crystal is, according to Lacman [257] and to Wolf
[258], the so-called octopolar arrangement, shown in
Fig. 32 in comparison to the ideal ( l x l ) surface. The
octopolar reconstruction leads to p(2 x 2) unit cell on
the surface and is characterized by the removal of three
out of four oxygen ions in the first layer (in the case of
an oxygen terminated surface) and one out of four
nickel ions within the second layer [254, 259]. The third
layer contains then again a complete hexagonally close
packed oxygen layer. A p(2 x 2) reconstruction has
been observed for iron oxide and nickel oxide but only
in the latter case are there clear indications that an
octopolar reconstruction has actually taken place [255].

Readsorption of water leads to a lifting of the re-
construction and the reoccurrence of the (1 x 1) struc-
ture [254]. Note for completeness that the reconstructed
surface exhibits a considerably higher chemical activ-
ity, for example in the DcNOx reaction, than the
hydroxyl-covered surface which is basically inactive
towards further chemisorption [256]. In other words,
water desorption and readsorption leads to a strong
change in the chemical activity of certain crystallo-
graphic planes of oxide surfaces which may be relevant
with respect to the catalytic activity of powders of real
samples.

Previous sections have discussed the interaction be-
tween adsorbed species in connection with the coverage

dependence of adsorbate properties and especially en-
ergetics. Coadsorption of different chemical species is
the general case in connection with the discussion of
intermolecular interaction. Intermolecular interaction,
however, is the basis for the understanding of chemical
reactions between adsorbed species. There is such a
vast literature on the subject [260] that a compre-
hensive and exhaustive review of the field cannot be
provided here. Nevertheless, we would like to briefly
address two coadsorbate systems where a broad
knowledge has been accumulated over the years. To
represent the limiting cases we resort again to carbon
monoxide as one component and study its coadsorp-
tion with an electropositive additive, and also with
electronegative additives. Needless to say, all aspects
discussed above for chemisorbate systems in general
are important, even at a more complex level, for
coadsorbate systems. In the latter case it is necessary
to consider the different chemical identities of the ad-
sorbed species, and more importantly their influence on
the electronic structure of the substrate, and on each
other. In other words, the aspect of cooperativity that
adsorbates and substrate interfere and determine each
others properties becomes particularly noteworthy.

The most prominent and most frequently studied
electropositive additives are alkali metals. Several
comprehensive reviews have been published on the
subject which provide more detailed information [260-
262]. Characteristically, adsorption of alkali leads to
dramatic changes of the work function of the system
[260-262]. An example, K on Pt(l 11), is shown in Fig.
33 [263]. In general, small alkali coverages already
lower the workfunction considerably before monolayer
coverage is reached (in the present case more than

References see page 938



936 5 Elementary Steps and Mechanisms

0 0.1 0.2 0.3
potassium coverage 8

Figure 33. Work function of Pt(l 11) as a functionof potassium
coverage at 300 K [263].

4eV). Before completion of the first monolayer cov-
erage the work function reaches a minimum, turns
around and then approaches, for increasing coverages,
the value of the work function of the bulk alkali [260-
262]. We are concerned only with the regime of alkali
coverages below or close to monolayer coverage. It is
generally accepted that in the low coverage regime the
alkali atoms transfer charge towards the substrate, set-
ting up a strong adsorbate-surface dipole which lowers
the work function, hinders the alkali atoms to cluster
on the surface, and allows them to adsorb as isolated
atoms well separated from each other [264]. The energy
needed to remove the alkali from the surface has been
determined from TDS and calorimetric investigations
to vary between 130 and 250kJmol~'. Coadsorption
of CO onto such an alkali-precovered surface leads to
considerable effects on the energetics of the CO-sub-
strate interaction as compared with the pure CO ad-
sorbate. TD spectra of the pure and the coadsorbate
system are shown in Fig. 34 [265]. The molecule still
adsorbs associatively on the surface but note that the
dissociative sticking coefficient increases considerably
in the coadsorbate as has been observed for several
CO-alkali coadsorbates [260]. The adsorption en-
thalpy increases for a typical CO-metal system from
130kJmol"' to 197kJmol"' for the alkali-adsorbed
system [266]. There are coverage dependences as well,
but we shall concentrate here on a single coverage. To
learn more about how the observed energetic changes
come about, consider the vibrational spectra of the
system shown in Fig. 35 [267]. As compared with the
pure CO adsorbate the CO stretching frequency in
the coadsorbate is lowered by several hundred wave-
numbers, indicating a weaker C-O bond in the co-

300 £00 500
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Figure 34. Thermal desorption spectra of (a) clean and (b) po-
tassium covered (0 = 0.015) Pt(l 11). Various CO coverages are
plotted indicating the population of sites close to the alkali at low
CO coverage. On the unmodified Pt(l 11) surface at higher cover-
ages similar sites are observed [265].
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Figure 35. Electron energy loss spectra of CO on clean (lower
trace) and K-modified (upper trace, 0 K = 0.02) Pt(l 11) [267].

adsorbate. The explanation is straightforward: elec-
trons from the electropositive additive are transferred
either directly or via the substrate surface into the un-
occupied CO antibonding orbitals thus weakening the
CO bond [261]. Simultaneously, this stabilizes the CO-
alkali interaction on the substrate surface and enhances
the CO substrate interaction. It turns out, however, to
be rather difficult to exactly partition the interaction
strength between CO alkali and CO-substrate. It was
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T We 5. Desorption energies for some transition metal surfaces modified by electronegative additives.

Adsorbate Surface Modifier References

CO

H

Ni(100)

Ni(lll)

Pd(100)

Pt(lll)

Ru(0001)

Ni(100)

Fe(100)

Pd(lOO)

—
P(2 x 2)S

C(2 x 2)S
P(2 x 2)O
P(2 x 2)N
(2 x 2)p4gC
_
P(2 x 2)S
P(2 x 2)O
-
P(2 x 2)S

-
P(2 x 2)S
P(2 x 2)Se
_
P(2 x 2)S
-
P(2 x 2)S
C(2 x 2)S
-
P(l x 1)O
-
0.15S

140
90
110
«30
120
«90
93
140
91
105
160
86
60
154
106
110
170
105
102 + 5
84 ± 10
48+ 16
87 + 50
60+10
85
49

270

271
272
273
273
274
275

276
276
277
278
278
279

280
280
281
281

believed for some time that in the coadsorbate the CO-
substrate interaction changes dramatically, leading to a
change in the CO bonding geometry on the surface, i.e.
from a vertically bound CO in the pure adsorbate to a
side-on-bonded CO in the coadsorbate [268]. Near
edge X-ray absorption fine structure (NEXAFS) has
again been instrumental in showing that this is not the
case [269]. In fact, CO remains vertically bonded on
the surface and possibly interacts side-on with the
coadsorbed alkali atom. The side-on geometry was
particularly attractive because, similar to the case of
nitrogen adsorption, this geometry could easily explain
the increased dissociative sticking coefficient [260].
However, as it stands today, either the molecules tran-
siently pass through such a side-on geometry before
dissociation, and the concentration is so low that it
cannot be identified, or dissociation can also start from
vertically oriented, but electronically strongly modified
CO. The described interaction between alkali and CO
in a coadsorbate may be considered as special case of
alkali promotor action, which is well established in
catalysis [260].

A completely different situation is encountered when
we coadsorb carbon monoxide with an electronegative
species. Table 5 [260] collects desorption energies for
carbon monoxide absorbed on transition metals modi-
fied by electronegative additives. In general, and op-
posite to the effect observed for the electropositive
modifier, coadsorption with electronegative modifiers

leads to a decrease in the desorption energy. This may
have different reasons. It could be due to repulsive
modifier-CO interaction, or it could be due to the fact
that the modifier blocks those sites of the surface lead-
ing to the strong CO-substrate interaction for the clean
surface [260]. As judged from the vibrational data the
influence of an electronegative additive onto the CO
stretching frequency is much less pronounced if com-
pared to the electropositive additives [282]. Often, in-
stead of a strong red shift as observed for electro-
positive coadsorbates, a weak blue shift is observed
which in certain cases may even lead to stretching fre-
quencies higher than in the gas phase [282]. In this case
it is even more difficult to disentangle the various con-
tributions, i.e. direct and substrate-mediated inter-
actions. The wealth of data presently available suggest
than an electronegative additive mainly influences the
substrate locally, i.e. in its direct vicinity, in the sense
that (a) the adsorption sites which involve substrate
atoms directly coordinated to the modifier are blocked,
and (b) the adsorption sites sharing some substrate
atoms with the modifier are substantially perturbed.
This means, as schematically shown in Fig. 36 [260],
that for a fcc(100) plane and a modifier residing in a
fourfold site four atop sites and four bridge sites are
blocked, and eight bridge sites, four close and four re-
mote fourfold sites are perturbed. With increasing

References see page 93S
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Figure 36. Schematic representation of the influence of an ad-
sorbed electronegative modifier in a fourold hollow site (black
circle) on the neighboring sites. Neighboring fourfold hollow sites
which are strongly (+) or less strongly (-) influenced are in-
dicated [260].

modifier coverage, the number of affected sites per
modifier atom decreases, because of overlap of effects.
Following this simple model, obviously the most
tightly bound states of the coadsorbate associated with
the unaffected surface should be rapidly removed with
increasing modifier coverage. In the case of Ni(100)
where CO favors the atop site on the clean surface, one
S atom, for example, is found to remove four atop CO
molecules [270]. In addition, as evidenced by EELS
data and TD spectra [270], CO is pushed to occupy the
close bridge sites and the close fourfold hollow sites, in
which the coupling with the substrate is reduced. Gen-
eralizing this observation if can be stated that co-
adsorption of electronegative additives often leads to a
situation where a coadsorbate accesses the less strongly
bound surface sites, which in turn leads to a strong
modification of the reactivity in the presence of the
modifier [260]. In catalysis such coadsorbate-induced
effects are summarized as poisoning, particularly in
connection with sulfur. However, as we have tried to
indicate, due to the complexity arising from the specif-
icity of the modified systems and the variety of possible
interactions in the coadsorbed layer, there is still no
uniform model for the mechanism of the poisoning ac-
tion, even for the idealized model systems considered in
this section [260]. The situation becomes even more
complex if the additive induces surface reconstruction
or even surface compound formation. Also, if there is a
lack of a tendency to ordering and occupation of a
definite adsorption site, coadsorption phenomena be-
come increasingly complicated. In the case of modify-
ing the surface with C, N, or O as opposed to S, P etc.,
transition metal surfaces may reconstruct or carbides,

nitrides, and oxides are formed [260]. Then, of course,
the activity of the surface is determined by the proper-
ties of the new types of compounds formed. Often
island formation is encountered in these systems which
leads to a considerable reduction in the relative number
of modified surface sites because the effect is restricted
to the neighbors of the modifier island boundary.
Summarizing, in such systems the problem of coopera-
tivity, i.e. the phenomenon that the adsorbate and
coadsorbate create their own active sites which are not
present on the clean surface becomes particularly im-
portant. The future study of these effects in chem-
isorption is essential, even under ambient conditions, in
order to identify which are the key effects that operate
during catalysis at a microscopic level.

References

1. G. Wedler, Adsorption, Chemische Taschenbiicher, Vol. 9,
Verlag Chemie, Weinheim, 1970.

2. I. Langmuir, J. Amer. Chem. Soc. 1916, 38, 2221.
3. I. Langmuir, / . Amer. Chem. Soc. 1918, 40, 1361.
4. W. Friedrich, P. Knipping, M. v. Laue, Sitzungsber. Bayer.

Akad. Wiss. 1912, 303/367.
5. T. N. Rhodin, G. Ertl (Eds), The Nature of the Surface

Chemical Bond, North-Holland, Amsterdam, 1979.
6. A. Zangwill, Physics at Surfaces, Cambridge University

Press, Cambridge, 1988.
7. K. Christmann, Introduction to Surface Physical Chemistry,

Topics in Physical Chemistry, Vol. 1, SteinkopfF Verlag,
Darmstadt, 1991.

8. G. Ertl, J. Kuppers, Low Energy Electrons and Surface
Chemistry, 2nd ed. Verlag Chemie, Weinheim, 1985.

9. A Clark, The Theory of Adsorption and Catalysis, Academic
Press, New York, 1970.

10. J. G. Dash, Films on Solid Surfaces, Academic Press, New
York, 1975.

U . S . Cemy in The Chemical Physics of Solid Surfaces and
Heterogeneous Catalysis (Eds: D. A. King, D. P. Wood-
rufT), Elsevier, Amsterdam, 1983, Vol. 2, pp 1-57.

12. W. A. Steele, The Interaction of Gases with Solid Surfaces,
Pergamon Press, Oxford, 1974.

13. K. Christmann, J. E. Demuth, Surf. Sci. 1982, 120. 291.
14. O. Beeck, W. A. Cole, A. Wheeler, Discuss. Faraday Soc.

1950,5,314.
15. J. Bagg, F. C. Tompkins, Trans. Faraday. Soc. 1955, 51,

1071.
16. D. Brennan, D. O. Hayward, B. M. W. Trapnell, Proc. Roy.

Soc. A (London) 1960, 256, 81.
17. G. Wedler, Z Phys. Chem. (FrankfurtjM.) 1960, 24, 73.
18. F. J. Brocker, G. Wedler, Discuss. Faraday Soc. 1966, 41,

87.
19. G. Wedler, H. Strothenk, Ber. Bunsenges. Phys. Chem.

1966, 70, 214.
20. G. Wedler, 1. Ganzmann, D. Borgmann, Ber. Bunsenges.

Phys. Chem. 1993, 97, 293.
21. C. Pluntke, G. Wedler, G. Rau. Surf. Sci. 1983, 134. 145.
22. K. Christmann, G. Ertl, O. Schober, / Chem. Pins. 1974.

60, 4719 -4727.
23. D. A. King. Phys. Scr. 1993, T49, 560-562.
24. J. C. Tracy, / Chem. Phys. 1972, 56, 2736-2747.
25. J. B. Ben/iger, R. J. Madix, Surf. Sci. 1979, 79, 394.
26. M. Kiskinova, D. W. Goodman, Surf. Sci. 1981, 108, 64.



5 1 Chemisorption 939

27 B E Koel, D E Peebles, J M White, Surf Set 1983,125,
709

28 K Klier, A C Zettelmoyer, H Leidheiser J r , J Chem
Phys 1970, 52, 589

29 R S Bordoh, J C Vickerman, J Wolstenholme, Surf Sci
1979, 55, 244

30 F Labohm, C W R Engelen, O L J Gijzeman, J W
Geus, G A Bootsma, J Chem Soc, Faraday Trans 1982, /
78, 2435

31 J C Tracy, P W Palmberg, J Chem Phys 1969, 51,
4852-4862

32 R J Behm, K Chnstmann, G Ertl, M A van Howe, J
Chem Phys 1980, 73, 2984 2995

33 G Ertl, J Koch, Z Naturforsch 1970,25a, 1906-1911
34 H Pfnur, P Feulner, H A Engelhardt, D Menzel, Chem

Phys Lett 1978, 59, 481 486
35 G Lauth, T Solomun, W Hirschwald, K Chnstmann,

Surf Sci 1989, 210, 201 224
36 J C Tracy, J Chem Phys 1972, 56, 2748-2754
37 G Wedler, I Ganzmann, D Borgmann, Appl Surf Sci

1993, 65, 335-340
38 N Al-Sarraf, J T Stuckless, C E Wartnaby, D A King,

Surf Sci 1993, 283, 427 -437
39 K Chnstmann, O Schober, G Ertl, M Neumann, J

Chem Phys 1974,60,4528-4540
40 H Rmne, PhD thesis, Universitat Hannover, 1974
41 H Conrad, G Ertl, E E Latta, Surf Sci 1974,47,435-446
42 R J Behm, K Chnstmann, G Ertl, Surf Sci 1980, 99,

320-340
43 M Ehsasi, K Chnstmann, Surf Sci 1988, 194, 172-198
44 G Lauth, E Schwarz, K Chnstmann, J Chem Phys 1989,

91, 3729-3743
45 K H Ernst, PhD thesis Freie Universitat Berlin, 1990
46 C E Borrom-Bird, N Al-Sarraf, S Andersson, D A King,

Chem Phys Lett 1991, 183, 516
47 C E Borrom-Bird, D A King, Rev Sci Instr 1991, 62, 1
48 H J Dixon-Warren, M Kovar, C E Wartnaby, D A

King, Surf Sci 1994, 1(>, 307-309
49 R J Behm, K Chnstmann, G Ertl, Surf Sci 1980, 99,

320 340
50 R Miranda, S Daiser, K Wandelt, G Ertl, Surf Sci 1983,

131, 61
51 M Grunze, P A Dowben, R G Jones, Surf Set 1984,

141, 455
52 M Golze, M Grunze, W Unertl, Progr Surf Sci 1986,22,

101
53 G Ehrhch, Adv Catal 1963, 14, 255
54 P A Redhead, Vacuum 1962, 12, 203
55 D A King, Surf Sa 1975, 47, 384
56 D Menzel in Interactions on Metal Surfaces, Topics in

Applied Physics Vol 4, Springer, Heidelberg, 1975
57 L A Petermann, Progi Surf Sci 1972 /, 2
58 J W Niemantsverdnet, Spectroscopy in Catalysis An

Introduction, Verlag Chemie, Weinheim, 1993
59 M Polanyi, Trans Faraday Soc 1932,25,314
60 C M Chan, R Ans, W H Weinbcrg, Appl Surf Sci

1978, /, 360
61 E Habenschaden, J Kuppcrs, Surf Sci 1984 138, L147
62 A M deJong J W NicmanUvcrdncL, Surf Sci 1990, 233,

355
63 J L Falconer, R J Madix, Surf Sa 1975, 48, 393
64 J E Lennard-Jones, Trans Faraday Soc 1932 28, 333
65 V Bortolam, N H Mirch, M P Tosi(Eds) Interaction of

Atoms and Molecules with Solid Surfaces, Plenum Press,
New York, 1990

66 M C Dcrjonquercs, D Spanjaard Concepts m Surface
Pin sic s. Springer Scnes in Surface Science Vol 30, Springer,
Heidelberg 1993

67 M Scheffler, K Horn (Eds) Handbook of Surface Science,
in preparation

68 P S Bagus, G Pacchiom J Electron Spectrosc Relat Phe-
nom 1994,69, 1-109

69 H A Michelsen, C T Rettner, D J. Auerbach in Surface
Reactms (Ed R J Madix), Springer Series in Surface Sci-
ence Vol 34, Spnnger, Heidelberg, 1994, p 185

70 G Ertl, Ber Bunsenges Phys Chem 1982, 86, 425
71 J C Polanyi, Science 1987, 236, 680
72 G Comsa, R David, Surf SCL Rep 1985, 5, 145
73 K Chnstmann, Surf Sci Rep 1988, 9, 1
74 M Balooch, M J Cardillo, D R. Miller, R E Stickney,

Surf Sci 1974, 46, 358-392
75 G D Kubiak, G O Sitz, R N Zare, J Chem Phys 1985,

83, 2538-2551
76 P Anger, A Winkler, K D Redulic, Surf Sci 1989, 220,

1-17
77 H F Berger, M Leisch, A Winkler, K D Renduhc,

Chem Phys Lett 1990,775,425-428
78 J K Norskov, P Stolze, Surf Sci 1987,189/190, 91 105
79 J Harns, S Andersson, Phys Rev Lett 1985,55,1583-86
80 J Hums, Appl Phys 1988, A47, 63-71
81 J Koutecky, Trans Faraday Soc 1958, 54, 1038
82 (a)T B Gnmley, Adv Catal 1960,12,1, (b)T B Gnmley,

Ber Bunsenges Phys Chem 1971, 75, 1503
83 T L Einstein, J R Schneffer, Phys Rev 1973, B7, 3629
84 G Ertl in Ref 5
85 R L Park, T L Einstein, A R Kortan, L D Roelofs

in Ordering in Two Dimensions (Ed S K Sinha), North
Holland, Amsterdam, 1980, p 17-24

86 B N J Persson, Surf Sci 1991, 258, 451
87 T L Hill, Introduction to Statistical Thermodynamics,

Addison Wesley, Reading, 1962
88 W Gebhardt, U Krey, Phasenuhergange und kntische Pha-

nomene, Vieweg, Braunschweig, 1980
89 G Kortum, Einfuhrung in die chemische Thermodynamik,

6th ed , Vandenhoeck und Ruprecht, Gottmgen, 1972
90 E Bauer in Phase Transitions on Single Crystal Surfaces

and in Chemisorbed Layers in Structure and Dynamics of
Surfaces II, (Eds W Schommers, P von Blankenhagen)
Spnnger, Berlin, 1987, p 115-179

91 J P Bibenan, M A van Hove, Surf Sci 1982,7/5,443
92 J Pntchard, Surf Sci 1979, 79, 231
93 D A King, M G Wells, Surf Sa 1972, 29, 454
94 D A King, M G Wells, Proc Roy Soc London Scr A

1974, 339, 245
95 K D Renduhc, G Anger, A Winkler, Surf Sa 1989, 208,

404
96 C T Rettner, L A DeLomse, D J Auerbach, J Phys

1986, 85, 1131
97 C T Rettner, H E Pfnur, D J Auerbach, Phys Rev Lett

1985,54,2716
98 M B Lee, Q Y Yang, S T Ceyer, J Chem Phys 1987,

87, 2724
99 A K Hamza, H -P Stemruck, R J Madix, J Chem Phys

1987, 56, 6506
100 A C Luntz, D S Bethume, J Chem Phys 1989,90, 1274
101 M J Temkin, V Pyshev, Ada physwochim USSR 1940,

12 327
102 S Brunauer, P H Emmett, E Teller, J Amer Chem Soc

1938, 60, 309
103 H Freundhch, Colloid and Capillary Chemistry Methcw

London. 1926
104 J Zeldowitsch, Acta physicochim USSR 1934, /. 961
105 D M Young, A D Crowell, Physical Adsorption oj Gases

Butterworth, London, 1962
106 J Lapujouladc, K S Neil, Surf Sa 1973,55,288 301
107 K ChnMmann, 7 Naturforsch 1979, A34, 22-19



940 5 Elementary Steps and Mechanisms

108 J Lapiyoulade, K S Neil, Chem Phys 1972,57,3535-3545
109 V Penka, K Chnstmann, G Ertl, Surf Scu 1984, 136,

307-318
110 H J Robota, W Vielhaber, M C Lin, J Segner, G Ertl,

Surf Sci 1985, 155, 101-120
111 K Chnstmann, G Ertl, T Pignet, Surf Sci 1976, 54, 365-

392
112 B Poelsema, L K Verheij, G Comsa, Surf Sci 1995,152/

153, 496-504
113 B Polesema, K Lenz, L S Brown, L K Verheij, G

Comsa, Verhandl DPG 1986, 5 1378
114 T E Madey, Surf Sci 1973, 36, 281
115 P Hofmann R Urwin, W Wyrobisch, A M Bradshaw,

Surf Set 1978, 72, 635-644
116 P J Holloway, J B Hudson, Surf Sci 1974,43,123-140
117 F P Netzer, R A Wille, Surf Sci 1978, 74, 547 567
118 J Benzinger.R J Madix, Surf Sci 1980,94,119
119 R J Behm, G Ertl, V Penka, Surf Sci 1985, 160, 387
120 T Engel.J Chem Phys 1978,69,373-385
121 G Ertl, M Neumann, K M Streit, Surf Sci 1977, 64,

393-410
122 T E Madey, J T Yates, Nuovo Cimento 1969, 5, 483
123 B J Hopkins, S Usamnn in The Stucture and Chemistry of

Solid Surfaces, (Ed G A Somorjai), Wiley, New York,
1968

124 M Bowker, D A King, J Chem Soc Faraday Trans 1,
1979, 75, 2100

125 F Boszo, G Ertl, M Grunze, M Weiss, J Catal 1977, 49,
18

126 G Ertl, J Vac Sci Technol 1983, Al, 1247
127 K D Renduhc, Appl Phys 1988, A47, 55
128 J N RusselJr,! Chorkendorff, A M Lanzilotto, M D

Alvey J T Yates Jr , J Chem Phys 1986, 85, 6186-6191
129 M A Morns, M Bowker, D A King in Simple Processes

at the Gas Solid Interface (Eds C H Bamford, C F H
Tipper, R G Compton), Elsevier, Amsterdam, 1984, p 1 -
179

130 W H Weinberg in Kinetics of Interface Reactions, Spnnger
Series in Surface Sciences Vol 8, Spnnger, Heidelberg,
1987, p 94

HI P J Kishuk, J Phys Chem Solids 1957, 3, 95
132 P J Kishuk, J Phys Chem. Solids, 1958, 5, 78
133 G Ertl, J Koch, Z Naturforsch 1970, 25a, 1906
134 C T Campbell, G Ertl H Kuipers, J Segner, Surf Sci

1981, 107, 207
135 K Heinz, Progr Surf Sci 1988, 27, 239, Vacuum 1990, 41,

328
136 G Ertl Science 1991, 254, 1750
137 M G Tenner, E W Kuipers, A W Kleyn, J Chem Phys

1979, 89, 6552
138 E W Kuipers, M G Tenner, A W Kleyn, S Stolte,

Nature 1988, 334, 420
139 G H Fecher, N Bonsenng, M Volkmer, B Pawhtzky,

K Heinzmann, Surf Sci Lett 1990, 230, L169
140 G H Fecher, M Volkmer, B Pawhtzky, M Bowenng,

K Heinzmann, Vacuum 1993, 41, 265
141 H Muller, B Dierks, F Hamza, G Zagatta, G H Fecher,

N Bowemig K Heinzmann, Surf Set 1992, 269/270, 207
142 H Muller, G Zagatta, N Bowemig, K Heinzmann, Chem

/VIM Lett 1994 223 197
143 H P Bon/el, Surf Sci 1971,27,387
144 H P Bonzel, R Ku, J Chem Phys 1973,59, 1641
145 H P Bonzel, E E Latta, Surf Sci 1978, 76, 21S
146 R But/, H Wagner, Surf Sci 1979, 87, 6984
147 R Butf, H Wagner, Surf Sci 1979, 87, 85
148 G Ehrhch, mT S Jayadenaah, R Vanselow (Eds), Surface

Silence Recent Progress and Perspectives, CRC Press,
Cleveland, Ohio, 1974

149 J Holzl, G Porsch, Thm Solid Films 1975, 28, 93
150 P Schrammen, J Holzl, Surf Set 1983,130, 203
151 H M Love, H D Wiedrenck, Can J Phys 1969,47,657-

663
152 L Schmidt, R Gomer, J Chem Phys 1965, 42, 3573-

3598
153 A Polak, G Ehrhch,7 Vac Scu Technol 1977,74,407
154 M Bowker, D A King, Surf Sci 1980,94,564-580
155 D R Mulhns, B Roop, S A Costello, J M White, Surf

Scu 1987, 186, 67-74
156 R Lewis, R Gomer, Surf Scu 1969,14, 333-345
157 E G Seebauer, A C F Kong, L D Schmidt, J Chem

Phys 1988,55,6597-6604
158 H Rothermund, S Nettesheim, A von Oertzen, G Ertl,

Surf Set Lett 1922,275, L645
159 J R Chen, R Gomer, Surf Set 1979, 79, 413
160 S C Wang, R Gomer, J Chem Phys 1985,53,4193
161 A A Deckert, J L Brand, M V Arena, S M George,

Surf Set 1989,205,441
162 Z Rosenzweig, I Farbman, M Asscher, J Chem Phys

1993, 95, 8277
163 B Boddenberg, V Grundke, G Auer, Ber Bunsenges

Phys Chem 1990, 94, 348
164 L Kevan, M K Bowman, Modern Pulsed and Continuous-

wave Electron Spin resonance, Wiley, New York, 1990
165 H Schhenz, M Beckendorf, U J Katter, Th Risse, H -J

Freund, Phys Rev Lett 1995, 74, 761
166 L Boltzmann, Wien Ann 1904,53,53
167 W M H Sachtler, Le Vide 1973, 164, 67
168 V D Planck, W M H Sachtler, J Catal 1967, 7, 300, J

Catal 1968, 12, 35
169 A A Balandin, Adv Catal 1958,10, 86
170 S D Kevan (Ed), Angle Resolved Photoemission Theory

and Current Applications, Studies in Surface Science and
Catalysis Vol 74, Elsevier, Amsterdam, 1982

171 H-J Freund, M Neumann, Appl Phys 1988, A47, 3
172 D Cappus, J Klinkmann, H Kuhlenbeck, H -J Freund,

Surf Sci Lett in press
173 C Xu, B Dillmann, H Kuhlenbeck, H -J Freund, Phys

Rev Lett 1991,(57,3551
174 D W Turner, C Baker, A D Baker, C R Brundle, Mo-

lecular Photoelectromc Spectroscopy, Wiley, New York
1970

175 W Eberhardt, H-J Freund, J Chem Phys 1983,75,700
176 D Schmeisser, F Greuter, E W Plummcr, H -J Frcund,

Phys Rev Lett 1985,54,2095
177 H-J Freund, W Eberhardt, D Heskett, E W Plummcr

Phys Rev Lett 1983,50,786
178 C L Allyn, Thesis, University of Pennsylvania, 1978
179 G Odorfer, Diplomarbeit, Universitat Erlangen-Nurnbcrg,

1987
180 G Blyholder, J Phys Chem 1968, 65, 2772, J Vac Sci

Technol 1974, / / , 865
181 C M Kao, R P Messmer, Phys Rev 1985,337,4835
182 R P Eischens, A W Phskin, Adv Catal 1958, 10, 1
183 A M Bradshaw, F Hoffmann, Surf Sci 1978, 72, 513
184 C Surner, F Xu, J T Yates, Surf Sci 1988, 201, 1
185 J G Chen, W Erley, H Ibach, Surf Sci 1989, 223, L891
186 G McElhmey, H Papp, J Pntchard, Surf SCL 1976 54

617
187 H-J Freund, H Kuhlenbeck in Applications of Synchrotron

Radiation (Ed W Eberhardt), Spnnger Series \n Surface
Sciences Vol 35, Spnnger Verlag, Heidelberg, 1995, p 9

188 T C Chiang, G Kaindl, A E Eastman, Solid State Com-
mun 1980,36,25

189 C B Duke, Surf Sci 1978,70,675
190 C B Duke, W R Salaneck, F-J Fabisch, J J Ritsko,

H R Thomas, A Paton, Phys Rev 1978, B18, 5717



5 1 Chemisorption 941

191 J W Gadzuk, S Holloway, K Horn, C Manani, Phys
Rev Lett 1982, 48, 1288

192 U Hofer, M J Breitschaiter, E Umbach, Phys Rev Lett
1990, 64, 3050

193 M Bertolo, W Hansen, K Jacobi, Phys Rev Lett 1991,
67, 1898

194 J Kessler, F Thieme, Surf Sci 1977, 67, 405
195 N V Richardson, A M Bradshaw in Electron Spectros-

copy (Eds C R Brundle, A D Baker), Academic Press,
New York, 1982, Vol 4

196 E W Plummer, W Eberhardt, Adv Chem Phys 1982, 49,
533

197 C L Allyn, T Gustafsson, E W Plummer, Chem Phys
Lett 1977,47, 127

198 K Horn, A M Bradshaw, K Jacobi, Surf Set 1978, 72,
719

199 H Kuhlenbeck, M Neumann, H -J Freund, Surf Sci
1986,173, 194

200 F Greuter, D Heskett, E W Plummer, H -J Freund,
Phys Rev 1983, B27, 7117

201 E S Jensen, T N Thodm, Phys Rev 1983, B27, 3338
202 N D Shinn, / Vac Sci Technol 1986, A4, 1351
203 R Miranda, K Wandelt, D Rieger, R D Schnell, Surf

Sci 1984, 139, 430
204 K Horn, A M Bradshaw, K Hermann, I P Batra, Solid

State Commun 1979, 31, 257
205 G Borstel, M Neumann, G Seitz, W Braun, Proc 4th In-

tern Conf Solid Surfaces, Cannes, 1980, Vol 1, p 357
206 P Hoffmann, J Gossler, A Zartner, M Glanz, D Menzel,

Surf Sci 1985,161, 303
207 D Heskett, E W Plummer, R A DePaola, W Eberhardt,

F M Hoffman, Surf Sci 1985, 164, 490
208 M Steinkilberg, Thesis, Technische Universitat Munchen,

1977
209 W Braun, G Meyer-Ehmsen, M Neumann, E Schwarz,

Surf Set 1979, 89, 354
210 H Kuhlenbeck, Diplomarbeit, Universitat Osnabruck,

1984
211 CW Seabury, T N Rhodin, M Traum, R Benbow, Z

Hurych, Surf Sci 1979, 97, 363
212 D Rieger, R D Schnell, W Steinmann, Surf Sci 1984,

143, 157, P Hoffmann, S R Bare, D A King, Surf Sci
1982,777,245

213 G Apai, R S Wehner, R W Williams, J Stohr, D A
Shirley, Phys Rev Lett 1976, 37, 1497

214 R J Smith, J Anderson, G J Lapeyre, Phys Rev Lett
1976, J7, 1081 G J Lapeyre, J Anderson, R J Smith,
Surf Sci 1979, 89, 304

215 H-J Freund, E Umbach (Eds), Adsorption on Ordered
Surfaces of Ionic Solid?, and Thin Films, Springer Series in
Surface Sciences Vol 33, Springer, Heidelberg, 1993

216 V E Hennch, P A Cox, The Surface Science of Metal
Oxides, Cambridge University Press, Cambridge, 1994

217 M Pohlchen, V Staemmler, J Chem Phys 1992,97,2583
218 V Staemmler in Adsorption on Ordered Surfaces of Ionic

Solids and Thin Films (Eds H -J Freund, E Umbach),
Springer Series in Surface Sciences Vol 33, Springer, Hei-
delberg, 1993, p 169

219 G Pacchioni, G Cogliandro, P S Bagus Surf Set 1991,
225, 344 G Pdcchiont, T Minerva, P S Bjgus Surf Sci
1992 275, 450

220 G Pacchioni, Surf Sci 1993, 281, 257, G Pacehiom, P S
Bagus in Adsorption on Ordered Surfaces of Ionic Solids and
Thin Films (Ed* H,-J Freund, E Umbach), Springer Series
in Surface Sciences Vol 33, Springer Heidelberg, 1993.
p 180

221 G Pacchioni, K M Neymann, N Rosch, J Electron
Spcarosc Relat Phenom 1994, 69, H

222 K M Neymann, N Rosch, / Chem Phys 1992, 168, 267,
Surf Sci 1993, 297, 223, Chem Phys 1993, 177, 561

223 C Pisani, R Dovesi, R Nada S Tamiro, Surf Sci 1989,
216, 267

224 M A Nygren, L G M Petterson, J Electron Spectrosc
Relat Phenom 1994,69,43

225 S M Vesecky, X Xu, D W Goodman, J Vac Set Tech-
nol 1994, A12, 2114, M C Wu, C M Truong, D W
Goodman, J Phys Chem 1993, 97, 4182, C M Truong,
M C Wu, D W Goodman, / Amer Chem Soc 1993,
115, 3647

226 J Heidberg, L Cabigon, E Kampshoff, M Kandel, R
Kuhnemuth, D Meine, B Redlich, O Schonekas, M Suh-
ren, H Weiss, D Wetter in Adsorption on Ordered Surfaces
of Ionic Solids and Thin Films (Eds H J Freund, E Um-
bach), Springer Series in Surface Sciences Vol 33, Spnnger,
Heidelberg, 1993, p 46

227 D P Woodruff, A M Bradshaw, Rep Progr Phys 1994,
57, 1029

228 K M Schmdler, Ph Hofmann, V Fnsche, S Bao, S Kul-
karni, A M Bradshaw, D P Woodruff, Phys Rev Lett
1993, 77, 2045

229 A M Bradshaw, D P Woodruff in Applications of Syn-
chrotron Radiation (Ed W Eberhardt), Spnnger Series in
Surface Sciences Vol 35, Spnnger, Heidelberg, 1995, p 127

230 B A Gurney, W H o , / Vac Sci Technol 1985, A3, 1541
231 J C Bertohni, B Terdy, Surf Sci 1981,102, 131
232 M Nishijima, S Masuda, Y Sakisaka, M Onchi, Surf Set

1981, 707, 31
233 P R Mahaffy, M J Dignam, Surf SCL 1980, 97,171
234 R M Lambert, Surf Set 1975, 49, 325
235 R J Behm, G Ertl, V Penka, Surf Sci 1985, 760, 367
236 D A Wesner, F P Creuen, H P Bonzel, Phys Rev Lett

1988, 60, 1045, Phys Rev 1989, B39, 10770
237 H Kuhlenbeck, M Neumann, H -J Freund, Surf Sci

1986, 775, 194
238 H Kuhlenbeck, H B Schalfeld, U Buskotte, M Neumann,

H-J Freund, E W Plummer, Phys Rev 1989, B39, 3475
239 N Memmel, G Rangelov, E Bertel, V Dose, K Kometer,

N Rosch, Phys Rev Lett 1989, 63, 1884
240 G Rangelov, N Memmel, E Bertel, V Dose, Surf Sci

1991, 251/252, 965
241 D A King, D P Woodruff (Eds), The Chemical Physics of

Solid Surfaces and Heterogeneous Catalysis, Elsevier, Am
sterdam, 1990, Vol 3

242 K Wandelt, Surf Sci Reports 1982, 2, 1
243 C R Brundle, J Q Broughton in Ref 241, p 131
244 R Reval, M A Harnson, D A King in Ref 241, p 39
245 H -J Freund, B Bdrtos, R P Messmer, M Grunze, H

Kuhlenbeck, M Neumann, Surf Sci 1987, 185, 187
246 M Grunze, M Gloze, W Hirschwald, H -J Freund, H

Pulm, U Seip, N C Tsai, G Ertl, J Kuppers, Phys Rev
Lett 1984, 53, 850

247 M C Tsai, U Seip, F C Bassignana, J Kuppers, G Ertl,
Surf Sci 1985, 755, 387

248 L J Whitman, C E Beartosch, W Ho, G Strasser, M
Grunze, Phys Rev Lett 1986, 56, 1984

249 D Tomanek, K H Bennemann, Phys Rev B 1985, 31,
2488

250 M Grunye, M Gobe, J Fuhler, M Neumann, E Schwarz,
Proceedings of the 8th Intern Congr on Catalysis, Berlin,
1984, Vol IV, p 233

251 F Winkelmann, S Wohlrab, J Libuda, M Baumer, D
Cappus, M Menges, K Al-Shamery, H Kuhlenbeck, H -J
Freund, Surf Sci 1994, 307-309, 1148

252 D Cappus, C Xu, D Ehrlich, B Dillmann, C A Ventnce,
K Al-Shamery, H Kuhlenbeck, H -J Freund , Chem Phys
1993, 177, 533



942 5 Elementary Steps and Mechanisms

253. P. W. Tasker, / Phys. C 1978,12, 4977; Phil. Mag. A 1979,
39, 119.

254. F. Rohr, K. Wirth, J. Libuda, D. Cappus, M. Baumer, H.-J.
Freund, Surf. Sci. 1994, 315, L299.

255. D. Cappus. M. HaBel, E. Neuhaus, M. Heber, F. Rohr,
H.-J. Freund, Surf. Sci., 1995, 337, 268.

256. G. Ming, Thesis, Ruhr-Universitat Bochum, 1990.
257. R. Lacman, Colloq. Int. CNRS 1965, 152, 195.
258. D. Wolf, Phys. Rev. Leu. 1992, 68, 3315.
259. C. A. Ventrice Jr., H. Hannemann, Th. Bertrams, H. Ned-

dermeyer, Phys. Rev. B 1994, 49, 5773.
260. M. P. Kiskinova, Poisoning and Promotion in Catalysis

Based on Surface Science Concepts and Experiments, Studies
in Surface Science and Catalysis Vol. 70, Elsevier, Am-
sterdam, 1992.

261. H. P. Bonzel, Surf. Sci. Rep. 1987, 8, 43.
262. H. P. Bonzel, A. M. Bradshaw, G. Ertl (Eds), Physics and

Chemistry of Alkali Metal Adsorption, Material Science
Monographs Vol. 57, Elsevier, Amsterdam, 1989.

263. M. P. Kiskinova, G. Pirug, H. P. Bonzel, Surf. Sci. 1983,
133, 321.

264. M. Scheffler, Ch. Droste, A. Fleszar, F. Maca, G. Wa-
chutka, G. Barzel, Physica 1991, I72B, 143.

265. L. J. Whitman, W. Ho, / Chem. Phys. 1989, 90, 6018.
266. H. Pfnur, P. Feulner, D. Menzel, / Chem. Phys. 1983, 79,

4613.
267. J. E. Crowell, E. L. Garfunkel, G. A. Somorjai, Surf. Sci.

1982, 121, 303.
268. T. E. Madey, C. Benndorf, Surf. Sci. 1985, 164, 602.
269. F. Sette, J. Stohr, E. B. Kollin, D. J. Dwyer, J. L. Gland, J.

L. Robbins, A. L. Johnson, Phys. Rev. Lett. 1985, 54, 935.
270. J. L. Gland, R. J. Madix, R. W. McCabe, C. DiMaggio,

Surf. Sci. 1984, 143, 46.
271. W. M. Daniel, J. M. White, Surf. ScL 1986, 171, 289.
272 J. C Bertolini, B. Tardi, Surf. Sci. 1981,102, 131.
273. M. Trenary, K. J. Uram, J. T. Yates, Jr., Surf. Sci. 1985,

157, 512.
274. Xu Zi, L. Surnev, J. T. Yates, Jr., unpublished results.
275. T. Yamada, 2 . Runsheng, Ya. Iwisawa, K. Tamaku, Surf.

Sci. 1988, 205, 82.
276. M. Kiskinova, A. Szabo, J. T. Yates, Jr., J. Chem. Phys.

1988, 89, 7599.
277. M. Kiskinova, A. Szabo, J. T. Yates, Jr., Surf. Sci. 1990,

226, 237.
278. J. L. Brand, M. V. Arena, A. A. Deckart, S. M. George, J.

Chem. Phys. 1990, 92, 4483.
279. S. Johnson, R. D. Madix, Surf. Sci. 1981, 108,11.
280. J Benziger, R. J. Madix, Surf. Sci. 1980, 94, 119.
281. M. L. Burke, R. J. Madix. Surf Sci. 1990, 237, 1.
282. J. G. Chen, W. Erley, H. lbach, Surf. Sci. 1989, 224, 215.

5.1.2 Chemisorption Theory

R. A. VAN SANTEN AND M. NEUROCK

5.1.2.1 Introduction

Computational quantum chemistry and solid state
physics have reached the stage where quantitatively re-
liable predictions on the interaction of small and mod-
erate sized molecules with transition metal clusters or
surfaces are now possible. Computation therefore be-

gins to enrich experimental information by providing
results of model systems that are not easily accessible
to experiment. In addition they allow us to probe the
nature of transient surface species such as short-lived
intermediates and activated complexes. Nonetheless,
the qualitative theoretical framework that has been es-
tablished over the past 50 years remains highly rele-
vant. It provides a sound framework for conceptual
analysis and interpretation. Computation and experi-
ment then can be used to test ideas on the electronic
and structural parameters which control the geometry,
energetics, and dynamics of the chemisorbed molecule.

Two different schools of thought in chemisorption
theory can be distinguished. The first is born out of the
solid-state physics community, while the second origi-
nates from the theoretical chemistry community. For-
mal chemisorption theory dates back to the 1950s and
1960s where the relevant electronic factor for chem-
isorption was considered to be the local electron den-
sity of states at the Fermi level. This is especially true
in catalysis. Magnetic and conductivity measurements
were usually interpreted in these terms. With progress
in solid state physics, theory became more refined and
surface physicists developed a more physically realistic
view of the surface chemical bond. Koutecky [1],
Newns [2], Grimley [3], and Schieffer [4] are considered
to be the founders of formal chemisorption theory.
Many of their concepts remain today and are the basis
of our current views on chemisorption. Formal chem-
isorption theory is therefore the subject of the first sec-
tion. One of the most important results derived from
formal chemisorption theory was the rationalization of
strength of adsorbate-surface interaction in terms of
the ratio of adsorbate-surface-atom strength versus the
interaction energy between the surface atoms. It raised
the issue of the existence of the concept of a surface
adsorption complex, hence identifying chemisorption
physics with surface complex chemistry.

The theoretical chemical application of surface
chemical bonding theory, highlighted next, is related to
formal chemisorption theory as developed in surface
physics, but concentrates on quantum chemical con-
cepts as the electron distribution over bonding and
antibonding orbital fragments [5, 6]. It will be seen that
both approaches complement each other. The notion
of a surface molecule relates to the surface physicists'
concept of surface state.

The final section provides an overview of the current
understanding of the factors that govern the physical
chemistry of chemisorption. Our understanding of the
factors that determine the site preference of surface
dependence of chemisorption is summarized. We dem-
onstrate many of those concepts through a series of
first-principle quantum chemical results on different
example systems. The results allow us to specifically
quantify dilTcrcnt aspects of the interaction, such as
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6.3 Determination of Diffusion Coefficients in
Porous Media

6.1 Rate Procurement and Kinetic
Modeling

F. KAPTEIJN AND J. A. MOULIJN

6.1.1 Introduction

Knowledge of the rate of a catalytic reaction and its
selectivity is essential for its application in practice.
More precisely, the kinetics of the reaction is required
in the form of a rate expression, i.e. the function that
tells how the reaction rate varies with temperature,
pressure and composition of the reacting system. The
kinetics determine the size of the catalytic reactor for a
given overall production rate and without it, design
would be highly speculative.

r =f(Ph ...,T,NT, kh ...,Kh..., (1)

Kinetic studies focus on the selection of an adequate
rate expression and determination of the unknown
rate parameters it contains (eq 1). Generally, the rate is
not measured directly but is derived from a measured
quantity, conversion or concentration, at given oper-
ating conditions such as catalyst amount and feed rate.
Apart from kinetic studies to determine the rate equa-
tion, other purposes of measuring rates are comparison
of various catalyst formulations in screening of new
catalysts, the time-dependent behavior of the catalyst
actvity to predict its long term performance and to
characterize catalysts such as in temperature pro-
grammed reduction (TPR) or sulphidation (TPS)
studies.

In this sense rate procurement is one of the core
businesses of catalysis. It should, however, be carried
out in the correct way. Rate measurements can be dis-
guised by slow mass or heat transport phenomena in-
side and outside the catalyst particle or by the reactor
configuration, through which not intrinsic rates are
determined, thus rendering the data and efforts use-
less [1].

In this chapter the emphasis is on the methods to
obtain data relevant for kinetic modeling and com-
parison of catalyst activities for the ultimate purpose
of engineering applications. Some laboratory reactor
types will be discussed, the procedure for kinetic mod-
eling outlined together with the related parameter esti-
mation and the determination of the rate constants in
the rate expression. It should serve as a comprehensive
reference to this type of activity in catalysis. Most of it
comes from authoritive reviews [2-14].

6.1.2 Rate Procurement - Laboratory
Reactors

Rates of catalytic reactions are obtained by measure-
ment of the conversion of a key component, often the
rate limiting reactant, in laboratory reactors and relat-
ing this to the amount of catalyst used and the amount
or flow rate of reactants used, to obtain an intrinsic
quantity, mols"1 amount"1. For practical application
the mass or volume of a catalyst is most relevant as
the amount but, for comparitive studies the amount of
active phase on a supported catalyst, its specific surface
area or the number of active sites may be preferred. In
the latter case this yields the turnover frequency (TOF)
[3], which is quite relevant for fundamental studies.
The number of active sites is, however, usually hard to
determine and the mass of the catalyst W will be used,
resulting in a rate dimensions of mols~' kg"1. Other
quantities are easily derived from this.

Three ideal reactor types are relevant from reactor
theory [15], the two continuous flow types, the plug
flow reactor (PFR) and continuous flow stirred tank
reactor (CSTR), and the well-stirred batch reactor. The

References see page 1208
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first two are generally operated under steady state
conditions, yielding time-independent relations for the
conversion, whereas the batch reactor operates under
transient conditions, the conversion level changes as a
function of the elapsed reaction time. The relationships
that hold for component A in a reaction such as

vAA + vBB + . . . ^ vPP + vQQ + . . .

in these reactors are given by eqs 2-4:

PFR :

CSTR:

batch :

d - s :

-~

= vA x r

= vA x r

= vA x r

(2)

(3)

(4)

All expressions contain the reaction rate r, but only
in eq 3 can the rate can be calculated directly from
the observed conversion. The differential equation (2)
describes the conversion as a function of the space time
(a kind of residence time), W/F\, which can be con-
sidered as the reactor coordinate for a given feed rate.
Only the exit conversion is measured and not a reaction
rate, which varies with the conversion over the bed
length. Only for low conversion levels, where the rate
can be assumed to be constant over the bed length, does
eq 2 reduce to eq 3. Therefore, the CSTR and the PFR at
low conversion are referred to as differential reactors,
in contrast to the integral PFR. Often people calculate
rates for the latter on the basis of (3),but this will be an
average value depending on the conversion level.

In eq 4 the rate is the time derivative of the con-
version curve, which can be constructed from the
observed conversion-time behavior by mathematical
treatment, such as differentiation formulae or poly-
nomial or spline interpolation, provided the product
analysis is fast enough to follow the reaction. The same
approach can be followed in principle for the plug flow
reactor if data is collected at various space-time values.

In kinetic studies it is not necessary to use rates for
determination of the rate parameters. In eqs 2-4 r rep-
resents the rate expression for the reaction under con-
sideration, whatever its mathematical form. This can
be inserted in eq 2, and subsequently integrated after
separation of variables, leading to eq 5. The result may
be an implicit expression, containing the rate parame-
ters, describing the relationship between space-time
and conversion. It will be shown later that this rela-
tionship can also be used for parameter determination.

W dx
(5)

The plug flow reactor is increasingly being used under
transient conditions to obtain kinetic data by analysing
the combined reactor and catalyst response upon a
stimulus. Mostly used are a small reactant pulse (e.g. in
temporal analysis of products (TAP) [16] and positron
emission profiling (PEP) [17, 18]) or a concentration
step change (in step-response measurements (SRE)
[19]). Isotopically labeled compounds are used which
allow operation under overall steady state conditions,
but under transient conditions with respect to the
labeled compound [18, 20-23]. In this type of experi-
ments both time- and position-dependent concentration
profiles will develop which are described by sets of
coupled partial differential equations (PDEs). These
include the concentrations of proposed intermediates at
the catalyst. The mathematical treatment is more com-
plex and more parameters are to be estimated [17].

Basically, kinetic studies consist of:

(i) the acquisition of rate versus space-time data or of
conversion versus space-time data sets for various
conditions of pressure, temperature and composi-
tion;

(ii) derivation and selection of adequate rate expres-
sions;

(iii) determination of the unknown parameters in the
rate expression by nonlinear least-squares methods
for which the basic eqs 2-5 are applied.

This will form the main body of what follows.

6.1.2.1 Laboratory Reactors

Several reactor types have been described [5, 7, 11, 12,
24-26]. They depend mainly on the type of reaction
system that is investigated: gas-solid (GS), liquid-solid
(LS), gas-liquid-solid (GLS), liquid (L) and gas-
liquid (GL) systems. The first three are intended for
solid or immobilized catalysts, whereas the last two
refer to homogeneously catalyzed reactions. Unless un-
avoidable, the presence of two reaction phases (gas and
liquid) should be avoided as far as possible for the case
of data interpretation and experimentation. Prcmixing
and saturation of the liquid phase with gas can be
an alternative in this case. In homogenously catalyzed
reactions continuous flow systems arc rarely encoun-
tered, since the catalyst also leaves the reactor with
the product flow. So, fresh catalyst has to be fed in
continuously, unless it has been immobilized some-
how. One must be sure that in the analysis samples
taken from the reactor contents or product stream that
the catalyst does not further affect the composition.
Solid catalysts are also to be fed continuously in rap-
idly deactivating systems, as in fluid catalytic cracking
(FCC).



6.1 Rate Procurement and Kinetic Modeling 1191

O-ring
seal

Inert

Union

Nut

Catalyst

Ceramics
coupling

Swagelok
coupling

Quartz
W001 "-- 1 H F T n e r m o c o u P | e

Quartz
tube

U I I ! ~
U-shaped Concentric

Figure 1. Packed bed reactor designs - examples of geometries and connections.

In spite of the differences in construction all reactors
suited for kinetic studies can be classified into the three
ideal reactor types mentioned above. It is stressed here
that kinetic data should be acquired in laboratory re-
actors that are suited for kinetic studies and should not
be a small-scale replica of the reactor intended to be
used in practice.

The most commonly used and simplest type for gas-
solid reaction systems is the packed bed reactor, Fig. 1.
It simply consists of a reaction tube in which the cata-
lyst is held between plugs of quartz wool, on a sintered
frit or wire mesh gauze. Depending on the reaction
conditions the tube consists of glass, quartz, a steel
or ceramics (SiC, alumina). For low temperatures and
pressure glass satisfies, high pressure requires steel,
high temperatures quartz or ceramics. The latter are
especially suited for high pressure-high temperature
applications [27] where most steel alloys already loose
their strength. Its optimal internal diameter is 4-6 mm,
predominantly to ensure good heat transport to or
from the catalyst [28]. The reactor may have a straight
or U-shape, or a concentric geometry, with the catalyst
in the inner tube [27]. The porous catalyst may be di-
luted with an inert well heat-conducting material (SiC)
to improve this heat transfer and to satisfy plug flow
criteria [1]. Before and after the bed, inert material can
be placed for preheating the fluid phase and avoiding
fluidization in upflow configurations.

To have a good temperature indication a thermo-
couple should be directly inserted in the catalyst bed or,
when there is a chance of undesired catalytic action of
the thermocouple, be surrounded by an insert. Under
conditions of good wetting [1, 29] this reactor type can
be used in trickle flow (GLS).

Internally mixed Externally mixed

Berty-type Carberry-type

Figure 2. Schematics of CSTRs for heterogeneous catalysis
applications.

Various designs exist to approach the ideal CSTR (Fig.
2). Berty reviewed them up to 1984, but new designs
have been published [24, 30, 31]. Various config-
urations are commercially available. For GS systems
two approaches are followed: either the catalyst is
placed in baskets and stirred, the Carberry type [32], or
the gas phase is circulated at a high rate internally, the
Berty type [24], or externally by means of a gas pump
(membrane, piston, plunger or centrifugal types) [24].
A major problem is the good contact between the two
phases. Therefore, the Carbcrry-typc reactors are re-
stricted to larger particles (few mm), since the flow rate
of the fluid through the bed of particles is not known.
Various basket designs have been proposed to optimize
this fluid-catalyst contact. Figure 3 gives the original
Carberry basket in the form of a four-bladed stirrer

References see page 120X
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Flat blade basket Pitched blade basket

Figure 3. Basket designs for Carberry-type reactors.

product

Figure 4. Layout of the RotoBerty reactor.

and a recent pitched-type stirrer, claimed to have
good mixing properties [30, 33, 34]. The temperature of
the catalyst bed cannot be measured in the Carbcrry-
type reactor, and highly endo- or exothermal reactions
are to be avoided. An example of the Bcrty type, the
RotoBerty reactor, is given in Fig. 4. The catalyst is
packed in the inner tube to avoid local maldistribu-
tion and catalyst bypassing. Monolithic catalysts can
be ideally applied in these reactors because of their in-
trinsic low pressure drop. Various stirrer designs exist
to create a good mixing, and even two-stage impellers
are applied for gaseous reactions. These stirrers, of
speeds up to lOOOOrpm, are usually actuated via a
feedthrough of the stirrer axis or by a magnetic cou-
pling. Since most magnets have their Curie point at
relatively low temperatures, i.e. loose their magnetism,

this coupling occurs outside the oven section. Ticonal
500 magnets (Philips) are stable up to 700°C. Feed-
throughs may result in leakages, whereas magnetic
coupling may give problems with the ideal mixing due
to areas without convection. Due to the low conversion
over the catalyst bed isothermal conditions are ap-
proached more easily than in packed bed reactors.

In LS systems the mixing is less problematic and
the catalyst is not necessarily held in a packed bed, but
can be suspended in the fluid with measures to prevent
washing out of the reactor and accumulation at the
exit.

Compared to the simple packed bed reactor the re-
actor volume of CSTRs is much larger, often > 100 ml,
while the amount of catalyst to volume ratio is at least
two or three times smaller. This implies that upon
changing the conditions one should take into account
the physical residence time of the reactor before con-
sidering the system to have reached a new steady state.
This may be appreciable, depending on the pressure
used and feed flow rates. Also, deactivation of the cat-
alyst is not so directly noticed for the same reason.

It is self-evident that all the CSTR systems may
work as a batch reactor when the inlet and outlet
lines are closed. An example is the determination of
the cis-trans equilibrium determination for 2-butcne by
means of the metathesis reaction in an externally re-
circulated (membrane pump) system [35]. An elegant
solution for internally mixed reactors that avoids the
use of feedthroughs or voluminous magnetic couplings
is the swinging capillary stirrer [36] (Fig. 5). A capillary
is welded in the lid of the reactor and sealed at the
bottom and equipped with a stirrer blade. From the
top a bended rod (piano string) is inserted in this
capillary and turned around. This yields a swinging
movement and an effective mixing, and can be used
in LS and GLS reactors under high pressures. The
compact design reduces the reaction volumes to 10 ml
and enhances the safety.

A disadvantage of the batch operation is that
catalyst deactivation cannot be followed, unless the
experiment can be repeated with the same catalyst
sample.

A special case in kinetic studies is the modeling of
catalyst deactivation. For moderately decaying sys-
tems sequential experimental design is recommended
(see later). Here, new experiments arc carefully planned
on the basis of previous results, using a packed bed re-
actor. In case of rapidly deactivating catalysts these
have to be fed continuously to the reactor together
with the feed. A new development is the labscale riser
reactor for FCC [37]. It consists of a folded tubular
reactor to which the catalyst and evaporated reactants
arc cofed and both travel through the system in plug
flow (Fig. 6). Various reactor elements can be con-
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Figure 5. Layout of a microautoclave with the swinging capil-
lary stirrer. Figure 7. Layout of a continuous catalyst feeder.

Catalyst separation Oil preheat

Products

Used catalyst
Fresh catalyst

Catalyst preheat Micro riser oven

Figure 6. Schematics of a laboratory scale micro riser reactor
setup for FCC investigations.

ncctcd to vary the length. It is intended that this system
gives more representative data than the so-called
micro-activity test (MAT) of ASTM [12], whereby a
certain amount of liquid feed is pushed through a
packed bed of catalyst. The catalyst flowrate is con-
trolled by a feeder, depicted in Fig. 7. The catalyst is

situated in a container with a bottom exit that ends just
above a groove in a wheel, which rotates at a con-
trolled speed. The rotation speed determines the feed
rate of the catalyst. When it stands still the catalyst
cannot flow out of the container freely, but when it
rotates the wheel transports the catalyst which falls
into a funnel where it is entrained by a sweep gas to the
reactor inlet. The catalyst should flow out of the con-
tainer without plugging for what kind of reason. Fre-
quently encountered problems are a too broad particle
size distribution and static electricity (very dry zeolite
samples). These can be overcome by a narrower size
distribution and humidification of the sample.

Another approach for FCC kinetics is described by
Kraemer et al. [38]. They use an internally recirculated
reactor containing the catalyst in a basket in which it is
fluidized by the recirculating gas. A small pulse of re-
actant is allowed to react for a short time after which
the reactor is purged. This procedure is repeated vari-
ous times to map the catalyst activity as a function of
time, intended to give a mapping of that along the
length of a riser reactor. It is noted here that small-
scale fluidized bed reactors are not suited for kinetic
studies since their behavior is too complex to allow a
straightforward data interpretation. They can only be
used to heat up samples at a high rate.

References see page I20N



1194 6 Kinetics and Transport Processes

Table 1. Summary of relative reactor ratings (L = low, M = medium, H = high).

Aspect

Ease of use
Ease of construction
Cost
Sampling and analysis ease
Approach ideal type
Fluid-catalyst contact
Isothermicity
Temperature measurement
Kinetics
Deactivation noticed
GLSuse

PFR
differential
fixed bed

H
H
L
M
H
H
H
H
H
H
L-M

PFR
integral
fixed bed

H
H
L
H
H
H
M-H
H
H
H
M-H

PFR solids
transport
(riser)

H
L
H
L
M
M
H
H
M
L
L

Reactor

CSTR
external
recirculation

M - H
M
L-M
H
H
H
M-H
H
M
M
M-H

type

CSTR
internal fluid
recirculation

M
M
M-H
H
M-H
M-H
H
M-H
M-H
M
M-H

CSTR
spinning
catalyst basket

L-M
L-M
M-H
H
L-M
L-M
M
L
L-M
M
M

Batch
internal fluid
recirculation

M
M
M
M
H
H
H
H
M
L
H

FEED CONTROL REACTOR ANALYSIS

Figure 8. Six-flow reactor setup for fast catalyst screening and kinetic studies.

More exotic reactor types for special purposes have
also been described [7, 12], Table 1 gives a generalized
comparison of the various reactor models.

A typical setup for kinetic measurements is given in
Fig. 8. Basically a feed, a reactor and an analysis sec-
tion are required. Nowadays mass flow controllers for
both liquid and gas result in stable molar flowrates,
ideally for kinetic studies. Pressure controllers main-
tain a constant feed pressure for the flow controllers,
while backpressure controllers maintain the pressure
in the reactors. Various methods of product analysis
arc available and depend highly on the system under
investigation.

In view of the determination of the effect of some-
times several independent variables (temperature, par-

tial pressures, and space-time) on the conversion or
reaction rate a fast screening is desired. Several ways
of achieving this can be considered:

• look for a fast analysis method;
• build PC-controlled equipment, running unattended;
• put several reactors in parallel;
• perform temperature programmed experiments;
• apply sequential experimental design.

An example of a successful implementation of some
of these ideas was the kinetic study of the selective
catalytic reduction of NO over alumina-supported
manganese oxide [39]. Product analysis was performed
by a mass spectrometer, six reactors were placed par-
allel in one oven, one of them served as the reference
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filled with inert particles, the other were filled with
different amounts of catalyst. This yielded data at
five different space-times. The equipment was PC-
controlled and predesigned kinetic runs (pressure and
temperature variation) could be carried out automati-
cally within a short period of time. The feed com-
position to all reactors is the same and only the cost of
additional flow controllers to divide the feed mixture
and a selection valve is required. The tremendously in-
creased speed of data generation completely outweighs
the relatively small additional investment.

The temperature scanning reactor [40] idea goes even
further. Here the data collection grid is so dense that
interpolations are allowed and even isothermicity along
the reactor axis is in principle not a strict requirement
any more.

Further reduction of the experimental effort is ob-
tained by sequential experimental design, carefully
planning the new experimental conditions [9, 10].

It will be clear that stable catalyst activity is required
for kinetic studies, unless deactivation is the subject.

6.1.3 Kinetic Modeling

Many different types of rate expressions exist [41]. Well
known are the power rate law expressions, which are
in principle purely empirical and only valid in the
range of conditions for which they were established. A
better choice for rate expressions are the Langmuir-
Hinshelwood-Hougen-Watson models [9, 15] which
allow more extrapolation freedom. They are based
on a sequence of elementary steps, the (micro)kinetic
model, that constitute the overall catalytic process. The
breakdown to elementary processes should preferrably
be based on known information of the reaction mech-
anism. From the kinetic model a rate expression can be
derived where several assumptions are introduced. We
focus here on the kinetics first developed by Hinshel-
wood, based on Langmuir adsorption, and later by
Hougen and Watson [42] to become a systematized
tool for process applications. The rate expressions have
become known as Langmuir-Hinshelwood-Hougen-
Watson (LHHW) expressions.

Much has been discussed about the fundamental val-
idity of these kinetic models [3, 4, 13, 14], in view of
the underlying assumptions, but their usefulness in en-
gineering applications is undoubted. Here the procedure
is presented for the derivation of the rate expressions.

6.1.3.1 Rate Expression

As an example, consider the well-documented decom-
position of nitrous oxide into nitrogen and oxygen [43]:

2N2O — 2N2 + O2 (6)

This irreversible reaction is proposed to proceed ac-
cording to eq 7 over many transition metal oxides,
whereby steps 1 and 3 are reversible and (b) is irrever-
sible.

step 1: N2O + * ^ N2CT

step 2 N2O* -»N 2 + O'

step 3: 2O* ^ O2 + 2*

(7)

Since steps (a)-(b) are all elementary processes the rate
expression can be based directly on the rate equation,
resulting in eq 8. In these expressions 5 represents the
nearest neighbours of an active site.

r2 = r+2 =

r3 = r+3 - r_3 =

(8)

Since steps 1 and 2 must proceed two times per overall
reaction and step 3 once, the stoichiometric numbers
of the steps are two, two and one, respectively, and the
net rate of each step equals the overall net rate r of
N2O conversion, as in eq 9:

r = n = r2 = 2r3 (9)

The three unknown fractional occupancies of empty
sites *, oxidized sites O \ and sites occupied by N2O
must be eliminated from eq 8. This is achieved by the
steady state assumption, namely that the concentration
of these species do not vary in time:

0 = ^ 1 = *20Nlo- + 2k

0 -

- 2*3*00-

Equations 10 are equivalent to those of eq 9, in which
only two are independent. Using this steady state as-
sumption, generally one or more of these unknowns
can be eliminated, but one remains. The second as-
sumption is the site balance. The total concentration of
active sites is constant and equal to NT'.

NT = [N2O*

or,

This yields generally a too complex expression for the
rate [4, 44] and it is therefore assumed that some of the

References see page 1208
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•»-| rate determining]

'quasi-equilibrium'

Figure 9. Visualisation of the rate determining step and quasi-
equilibrium steps.

steps are in quasi-equilibrium, the forward and back-
ward rates are much larger than their difference, e.g.
r, « r+jf^i. The other step(s) that remain(s) are called
the rate-determining step(s). In the example (Fig. 9) the
adsorption of N2O and desorption of O2, steps 1 and
3, are considered in quasi-equilibrium and step 2 rate
determining. For the former two,

1 * - i '

and the overall rate is now given by eq 13:

r=r2

(12)

(13)

It is implicitly assumed that all adsorption sites are
energetically uniform and can accommodate only one
species, as was first suggested by Langmuir.

This simplifies the treatment. Using eqs 11 and 12 in
13 yields the relationship between the rate and the
partial pressures of N2O and O2:

r =
1 + A"I/>N2O +

(14)

The denominator here represents the distribution of the
sites which are empty, oxidized and occupied by N2O.
The dissociative adsorption of O2 (step 3 backward)
gives rise to a square-root dependency on the O2 partial
pressure.

Further simplification is obtained by the initial re-
action rate consideration, i.e. that the product concen-
trations are so small that they can be neglected in the
rate expression. In our example this yields a first-order
reaction in N2O:

r = k2NTKlpN:o (15)

Various rate expressions may be derived from a kinetic
model, depending on the assumptions of quasi-equilib-
rium and rate determining step. Experimental data
should provide information which expression describes
best the rate dependency.

weak
adsorption

strong adsorption N2O

strong adsorption O2

Figure 10. Visualisation of some limiting cases in N2O decom-
position. Light spheres N2O, dark spheres O, N2 not represented.

This approach has been followed successfully for
many reactions. Extensive examples have been described
[9, 14, 15]. One of the most elegant illustrations is the
cracking of w-alkanes in ZSM-5 [45], where the sites
can be considered to approach much better uniform
energetics than in other amorphous porous catalysts.

A general rate expression of the LHHW type for a
reaction A + B ^ C is of the form

r =
kTdsNTK,...

KBpB + Kcpc

rate factor x driving force
inhibition term

(16)

where the numerator is a product of an apparent rate
constant factor, containing the rate constant of the rate
determining step and the active site concentration, and
the driving force for the reaction, a measure of how far
the overall reaction is from thermodynamical equilib-
rium. The overall equilibrium constant Kcq can be cal-
culated from thermodynamics.

The denominator is a kind of inhibition term, always
lowering the rate. It expresses the distribution of the
active site over the different surface species, including
components y that simply adsorb on the sites but which
do not partake in the reaction, called inhibitors. The
power n of the denominator is generally 0, 1 or 2 and
indicates how many surface species are involved in the
rate determining step. Pure fitting values up to 8 have
been reported for n.

Considering some limiting cases of the example rate
expression (14) one can recognize power rate depen-
dencies (Fig. 10):

(i) Weak adsorption of N2O and O: (or low partial
pressures of both) - first order in NjO and zero
inO2

r = A-2/VTA'i/?N:O (17)
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weak adsorption of N2O (or low partial pressures)
and strong dissociative adsorption of O2 - first
order in N2O and minus half in O2

r = (18)

(iii) strong adsorption N2O or high partial pressures,
weak adsorption of oxygen - order in N2O and O2
both zero, the observed rate is constant.

r = k2NT (19)

So, power rate expressions may be considered as spe-
cial cases of the LHHW models, but valid over a lim-
ited range of conditions.

Some remarks can also be made about the temper-
ature dependency of the reaction rate, as expressed in
an apparent activation energy, ££pp. It is assumed that
the rate constant has an Arrhenius-type dependency,
and that the equilibrium constant follows Van't Hoff
and the active site concentration is constant:

= /co,exp -
(20)

RTJ
For the three cases above the following can be dis-
tinguished:

(i) The apparent activation energy is lower than that
of the rate determining step,

= E& + A//, (21)

since an adsorption enthalpy AH\ has a negative
thermodynamic value,

(ii) The apparent activation energy is given by

and its magnitude will be larger than in case / be-
cause the desorption enthalpy is a positive quan-
tity. Oxygen has to desorb first before N2O can
adsorb and react.

(iii) In this case the real activation energy of the rate
determining process is observed:

A salient example of case (i) is the cracking of n-alka-
nes over ZSM-5. The apparent activation energy of the
initial reaction rate decreases as a function of the chain
length, and for Ci6 and higher the apparent activation
energy becomes even negative, due to the larger neg-
ative value of the adsorption enthalpy [45].

Because of the temperature dependencies of the
parameters the rate expression may change depending
on the operation temperature. Strongly adsorbing com-
ponents occupy less sites with increasing temperatures

and the apparent rate expression may change from eq
18 to 17 or from eq 19 to 17.

More detailed treatments of the microkinetics of
catalytic reactions and examples can be found [2, 9,
15].

6.1.3.2 Deactivation Kinetics

The deactivation of catalysts concerns the decrease in
concentration of active sites on the catalyst Nj. This
should not be confused with the reversible inhibition
of the active sites by competitive adsorption, which
is treated above. The deactivation can have various
causes, such as sintering, irreversible adsorption and
fouling (for example coking or metal depositions in
petrochemical conversions). It is generally attempted to
express the deactivation in a time-dependent expression
in order to be able to predict the catalyst's life time. An
important reason for deactivation in industry is coking,
which may arise from a side path of the main catalytic
reaction or from a precursor that adsorbs strongly on
the active sites, but which cannot be related to a mea-
surable gas phase concentration. For example for the
reaction A ^ B the site balance contains also the con-
centration of blocked sites C*. A deactivation function
is now defined by eq 24, which is used in the rate ex-
pression.

<D = (24)

When the deactivation follows from a consecutive re-
action of product B into C according to (25),

B* -»C* (25)

a LHHW approach could lead to the following rate of
formation of C:

(26)

The parallel reaction of A* —> C* can be treated
similarly.

Now the rate expression for the reaction A —> B
together with (26) indicates that the deactivation de-
pends on the composition of the reaction mixture and
may vary along the length of the reactor. Under in-
tegral reactor conditions this leads to a nonuniform
catalyst deactivation in a packed bed. So differentia!
conditions are to be preferred to study this phenom-
enon. Various empirical activity functions have been
proposed [15] whereby using <J>c = /(<) instead of
<J>c —f(cc) has the advantage of being independent of

References see page 1208
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the concentration of reacting species, otherwise from eq
26 it follows that:

so that

dt

<I>c = exp

KBpB

KBpa

dt

(27)

(28)

which is much more difficult to handle than relation-
ships such as eq [15]:

<I>c = 1 - cut

<J>C = exp(-af)

1
(29)

1 +cu
although it is clear that the fitting 'constant' a is really
a function of the operating conditions determining the
coke deposition.

6.1.4 Parameter Estimation - Model
Discrimination

The rate expressions contain a number of unknown
parameters with a physical meaning. Their values are
estimated by using on the one hand the experimental
data and on the other hand the calculated values pre-
dicted from the rate expressions in the reactor and op-
timising a certain objective function. This is called data
regression [8]. Several techniques exist to achieve this
goal.

For a given rate expression this yields the optimal
parameter values, but it has to be decided whether the
rate expression is the most adequate one. This selection
can be based on statistical analysis and on physical
significance of the parameter values (for example they
should be positive in many cases). Additional ex-
perimental effort can be used towards further model
discrimination by carefully planning experiments - a
kind of experimental design method.

The treatment below is initially restricted to single-
response models in which only one dependent variable
is considered. At the end of this section some remarks
on the treatment of multiresponse models are given.

6.1.4.1 Data Regression

In the parameter estimation theory it is generally as-
sumed that the experimental errors are normally dis-
tributed with zero mean and a constant variance a2.
The parameter values can then be estimated by max-

imizing the likelihood function of the parameters. If the
errors are also statistically independent this likelihood
function reads

<30>

Under these conditions this is identical to minimizing
the sum of squares of residuals Res,, the factor SSR
defined in eq 31. This is called the objective function
for the parameter estimation:

SSR = S(0) =
1=1

Min (31)
1=1

In this equation /?, represents the true, but unknown
parameter value and r\t the true, but unknown value of
the response variable, the measured variable. The latter
is also called the dependent variable, representing con-
version or product concentrations, in contrast to the
independent variables x,, which represent the experi-
mental settings like temperature, pressure and concen-
trations. Since the true values of 0, and rj, are unknown
the estimated or calculated values will be denoted by b,
and yr

A Linear Regression
If the model for the response variable is linear in the
parameters, for each observation at chosen settings of
the independent variables x,, then for the set of n ob-
servations and p parameters one can write [8]:

)>\ = + 02*12 + • • • + PpXip = /j, + Resi

+ 02*22 + • - • + Ppx2p = rj2 + Res2

(32)

yn - 01*nl + 02*n2 + - • • + PpXnp = t]n

In matrix notation this reads as

ReSn

(33)

and the least-squares criterion as

ResTRes - ^ Min (34)

The solution of this linear least-squares problem is ex-
act and the estimate vector b for the parameter values
0, is given by the matrix notation [8]

b = (XTX) ' • XTy (35)

Under the conditions mentioned above b is an unbiased
estimate of the real parameter values, and its variance -
covariance matrix is given by

V(b) = (XTX)-'<r (36)
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and the estimate of the error variance a2 is given by the
mean SSR, the minimum sum of squares of residuals
divided by its corresponding number of degrees of
freedom:

exact

Res'Res t\ (37)
n — p n — p

When the errors are distributed with zero mean, but
do not have a constant variance and/or are inter-
dependent, represented by a variance-covariance matrix
V, i.e.

(38)

then a weighted least-squares minimization has to be
applied, with the following results:

SSR = 5(b) = ResTV-'Res -> Min (39)

with vector of residuals Res having elements of

Rest=yt-y, (40)

The maximum likelihood estimates are then given by

b=(XTV-1X)"1 - X ^ - ' y (41)

and the variance covariance matrix by

V(b) = (XTV-'X)-V (42)

The unknown factor a1 is now obtained from

, S(b) ResTV 'Res (y - Xb)TV-'(y - Xb)

n-p n-p
(43)

Based on the (symmetric) variance-covariance matrix
of the parameter estimates V(b), one can determine
confidence limits of the parameter estimates. The diag-
onal elements vu contain the parameter estimate vari-
ances, and the off-diagonal elements the covarianccs
between the parameter estimates. The interval of
parameter values that are statistically not significantly
different from the estimated value b, at a selected
probability level (1 - a) is defined by

bi ~ tn-p,\- P,

Here, tn Pi\-x/2 represents the Student's /-value at
n-p degrees of freedom and a confidence level of
100(1 -<*)%. Usual values of a are 0.05 and 0.01.
This relationship is valid if all other parameters are
kept at their optimal estimate b,.

Since the parameters are in fact correlated, a joint
confidence region of the estimates b can be defined,
which accounts for the simultaneous variation of all the
parameters:

approximate

. z2

b2

b1

Figure 11. Confidence contours for two parameters, b\ and b^.
The optimal value is indicated by the + sign: (left) the linearized
contour, eq 46, and the banana-shaped exact contour, eq 45;
(right) examples of parameter improvement designs.

Here F(p, n - p, 1 — a) is the a percentage point of the
Fischer's F distribution at p and (n - p) degrees of
freedom. The boundary of the joint confidence region
is defined by all values of /J which satisfy the hyper-
ellipsoid in the /^-dimensional parameter space around
b,

(b - /?)TXTX(b - P) = pfF(p, n-p,l-«) (46)

All parameter combinations enclosed by the elipsoidal
surface do not deviate significantly from the maximum
likelihood estimates b at the probability level (1 - a).
Examples for a two-dimensional case are given in Fig.
11, to be discussed later.

B Nonlinear Regression
Most kinetic expressions, however, are not linear in the
parameters and two approaches can be followed. The
first is to rewrite the expression in a linear form and
apply the linear least-squares minimization to obtain
parameter values. Expression 14 can be reformulated
into eq 47.

1 1
* 2 A T T /'Njoy

(47)

where three parameters arc present and there are two
independent variables. Similarly, exponential relation-
ships are 'linearized' by taking the logarithm. It is
noted that the error distributions change due to these
types of transformations and the error limits provided
by the equations given above are incorrect [10].

Therefore it is better to use the nonlinear model
directly in a nonlinear regression of the observed vari-
able, the nonlinear least-squares method. Because of
the nonlincarity minimization is an iterative process.

S{P) < S(b)[l -I- \p/(n-p)}F(p,n-p. 1 - a)] (45) References sec page I20S
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Various more-or-less efficient optimization strategies
have been developed [46, 47] and can be classified
into direct search methods and gradient methods. The
direct search methods, like those of Powell [48], of
Rosenbrock and Storey [49] and of Nelder and Mead
('Simplex') [50] start from initial guesses and vary the
parameter values individually or combined thereby
searching for the direction to the minimum SSR.

The gradient methods, like those of Newton, Gauss-
Newton, Fletcher, and Levenberg-Marquardt, use the
derivative vector of the SSR with respect to the pa-
rameter directions to determine the direction where this
gradient changes most, the steepest-descent direction.

Abi = akxjftesk = akxj(y - yk)

dp- (48)
xu = -rrL for i = 1 . . . n andy = 1 .. .p

abj

The methods differ in the determination of the step
length factor ak at the k\h iteration, since the direction
of the steepest descent is, due to nonlinearities, not
necessarily the optimal one, but only for quadratic de-
pendencies. Some methods therefore use the second
derivative matrix of the objective function with re-
spect to the parameters, the 'Hessian' matrix, to deter-
mine the parameter improvement step-length and its
direction:

d2SSR .

dbidbj l'J

•Xfty-y*)

= \...p
(49)

H = V2SSR, where hi} =

Ab* = W\~" XjRes* - H

In least-squares minimization, where it is assumed that
the residuals are small, this Hessian can be approxi-
mated by the earlier encountered first derivative matrix
multiplication:

82SSR d ( TdRes\

Sbj
h 2 Res

Ta2Res

°j

H as XTX (50)

However, the Hessian or its approximation has to be
inverted to determine the parameter step-change for
the next iteration and, especially when far from the real
minimum of the SSR, the matrix is not positive defi-
nite, a requirement for inversion. Levenberg [51] and
Marquardt [52] therefore added a diagonal matrix to it
and allowed this contribution to vary according to a
parameter X, the Marquardt parameter. For the Ath
iteration this yields

For large values this takes the direction of the steepest
descent, while for X —* 0 this has the Gauss Newton

direction. During the parameter estimation procedure
the value of k is adapted (generally decreased to finally
zero), so this Levenberg-Marquardt method is an
optimal compromise between the steepest descent,
efficient far from the minimum, and the Gauss-
Newton method, efficient when close to the minimum
[47].

Generally, the models are so complex that analytical
derivatives cannot be provided, and they are calculated
numerically by a small variation of the parameter
value. It is noted that the gradient techniques directly
provide the parameter variance-covariance matrix, eq
36 or 42, since this is already used in the calculation of
the parameter step-changes at each iteration. Also, the
relationships for the estimates of the parameter error
limits, eq 44 and the joint confidence region, cqs 45 and
46, can be used. These are only approximations due
to the nonlinearity of the model. So, eq 46 gives an
approximate joint confidence region, a hyperellipsoid,
while eq 45 defines the contour of the real con-
fidence region at an approximate confidence level of
100(1 — a)%. This gives often a banana shaped contour
(Fig. 11).

Sometimes, a very strong correlation exists between
the parameters, and their confidence contour has a
strongly elongated shape [10]. This makes convergence
during minimization difficult. This is especially the case
for the relationships of rate or equilibrium constants,
such as eq 20. In these cases a reparametrization is
recommended, as eq 20(a), which yields a more spher-
ical shape of the confidence contour and facilitates
convergence [10].

1 1

where

ktcr = A- o exp( - -4 (20a)

Here T represents an average temperature over the
temperature range investigated.

All methods need good initial guesses for the pa-
rameters, otherwise they may not converge or end in a
local minimum. Here, the linearization technique is
useful to provide these. The parameter iteration con-
tinues until a certain criterion is satisfied or the max-
imum number of function evaluations is exceeded.
These criteria may be that the relative change in the
SSR value, or in the parameter values is below a preset
value or the norm of the gradient is less than a certain
value (in the minimum this gradient norm vanishes).

Nowadays these minimization techniques arc well
implemented in computer codes [53]. Most of them can
be found at Netlib World Wide Web site on Internet at
URL: www.nctlib.org.
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5.1.4.2 Kinetic Data Handling

The observations in kinetic studies are usually con-
centration or conversion measurements. CSTRs and
differential PFRs yield rate data directly, so the ex-
perimentally observed rate can be directly fitted on the
rate expression and its parameters estimated.

Integral PFR data cannot be used directly in this
way, since one has a differential equation that describes
the conversion profile along the catalyst bed (eq 2). For
simple cases this can be integrated analytically, yielding
an implicit expression in the observed variable (eq 5).
Sometimes the independent variable W/Ff is now used
as observed variable and its SSR minimized [9], but this
interchange of dependent and independent variable de-
stroys the error properties and the parameter error limits
are not correct. Often the parameter estimates corre-
spond well [9] and can be used as starting guesses for more
robust minimization to determine the real error bounds.

Alternatively the implicit relationship of eq 5 can
be solved numerically, for example by the fast and
powerful 'memory' method [54], allowing the proper
minimization of the residual sum of squares of the
conversion.

When the quadrature of eq 2 cannot be performed
analytically the integration should be carried out nu-
merically by robust routines such as the Runge-Kutta,
Adams-Moulton predictor-corrector or Bulirsch-Stoer
methods with step size and error control [53, 55, 56].
These routines can also be found in computer codings at
Netlib and in standard books on computer codes [53].

A similar approach holds for the interpretation of
batch reactor data. Here, the spatial integration has
to be replaced by a time integration of eq 4. A nice
example of such an application is the catalyzed hydro-
demetallization of Ni-porphyrins [57], a reaction of
the type

A ^ B ^ C - > D

which is a multiresponse system (see later).
In combining the numerical integration with non-

linear parameter estimation one should be aware of the
nesting of errors in the procedures. One should not de-
mand a high accuracy in the SSR determination if the
numerical integration has not sufficient accuracy. The
most inner level, the integration, requires the highest
numerical accuracy; the next level, the numerical de-
rivatives calculation, the next highest, and the stopping
criteria the lowest, otherwise the procedure will fail to
converge. It is clear that one has to play around with
the numerical accuracies to develop a feeling for the
proper settings of these values.

Most challenging are kinetic studies by transient
techniques. Here, one has a set of coupled partial dif-
ferential equations (PDE) to be solved that describe the

concentration profiles along the catalyst bed as a func-
tion of time, embedded in the parameter estimation
routine. Good results have been obtained by the rela-
tively easy implementable numerical method of lines
(NUMOL) [58]. In this method the spatial derivatives
are replaced by an algebraic approximation in ng grid
points along the catalyst bed length. For each PDE
this results in a set of ng coupled ordinary differential
equations (ODE). These initial value problems can be
solved by robust explicit integrators mentioned above.
The use of implicit integrators, such as LSODE [59],
can have certain advantages. These use the Jacobian of
the dependent variables, i.e. the derivative with respect
to all grid point positions. This Jacobian is rather
sparse and a reduced calculation effort can be obtained
by application of a program that take this sparsity into
account, such as LSODES [59]. After initialization, set-
up of the Jacobian, the implicit methods are rather fast
in their time integration. However, when parameter
values change much during parameter estimation in
every iteration a new Jacobian has to be calculated and
this advantage is lost. Therefore, in parameter estima-
tion explicit routines have some preference and have
much lower memory requirements. A more detailed
discussion and examples can be found in Ref. 17.

6.1.4.3 Model Testing

A kinetic expression that is selected should satisfy cer-
tain statistical tests and physicochemical constraints,
before it can be indicated as an adequate model. These
tests often cannot be applied together, due to lack of
information, but should be considered as far as possible
in the evaluation and selection of the best rate expres-
sion. When still a set of competitive expressions are left
some model discrimination techniques may be applied
or additional experiments should be conducted, based
on a careful, efficient planning.

A Statistical Testing - Model Adequacy
The residual sum of squares (SSR) contains con-
tributions of a pure error PE due to pure experimental
errors, and a lack-of-fit LF due to the inadequacy of
the model. The pure error sum of squares PE can be
obtained by, for example nc replicated experiments at
a number of, at least one, experimental settings. The
relationships that hold are given in eq 52:

y)2PE — ̂ ( > v - y)

, PE

degrees freedom ne - 1

(52)

LF = SSR - PF degrees freedom n - p - nc + 1

References see page 1208
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i ll l*P,

Table 2. Physicochemical constraints of kinetic parameters
[62-64, 67].

Figure 12. Residual rate distribution for the metathesis of pro-
pene: (left) Langmuir-Hinshelwood model; (right) model based
on the carbene mechanism [60].

•2
lf n - p - ne + 1

These variances of PE and LF, s% and jff, can be used
in an F-test for lack-of-fit. If

£ (53)

then there is a chance of (1 — a) that the model is in-
adequate. The model is retained if the calculated value
does not exceed the /-"-value. This test is only sparsely
applied [60], since often there is little replicated data
available.

B Statistical Testing - Parameter Significance
Certain parameters have badly determined values and
it is questionable whether they should be retained in the
rate expression. This is simply achieved by the Mest,
implicitly present in eq 44. If the interval of the esti-
mated parameter contains zero then it does not sta-
tistically deviate from zero, at the applied confidence
level (1 - a).

C Statistical Testing - Residual Distribution
The error model used in the minimization is based on
the hypothesis that the residuals have zero mean and
are normally distributed. The first is easily checked,
the latter is only possible when sufficient data points
are available and a distribution histogram can be con-
structed. An adequate model also follows the experi-
mental data well, so if the residuals are plotted as a
function of the dependent or independent variable(s) a
random distribution around zero should be observed.
Nonrandom trends in the residuals mean that system-
atic deviations exist and indicate that the model is not
completely able to follow the course of the experi-
mental data, as a good model should do. This residual
trending can also be evaluated numerically be correla-
tion calculations, but visual inspection is much more
powerful. An example is given in Fig. 12 for the initial
rate data of the metathesis of propene into ethene and
2-butene [60]. One expression was based on a dual-site
Langmuir-Hinshelwood model, whereas the other

Feature Constraint

Adsorption
Unimolecular

surface reaction
Rule I
Rule II
Rule III
Guideline I
Guideline II
Site density

0 < -
> 0

£. >0

- A S ^ < 51.2 - 0.0014A//a°ds (Jmol~
10-' < L < 10 (sites nm-2)

was based on the carbene mechanism, which is nowa-
days generally accepted as the reaction mechanism.
From the residual plots the latter model is clearly the
best.

D Physicochemical Testing - Kinetic Parameters
The kinetic parameters in the rate models all have a
positive value, and negative values resulting from the
parameter estimation have no physical meaning.

The same holds for the temperature dependency.
Activation energies should be positive, unless a combi-
nation of parameters is fitted and apparent values
are obtained. Due to their composition even negative
values may be obtained, see eqs 21-23. Moreover,
from thermodynamics it follows that adsorption en-
thalpies are negative and desorption enthalpies pos-
itive. The same holds for the associated entropy
changes. A molecule loses degrees of freedom upon
adsorption, at least one translational degree when
mobile adsorption occurs. These entropy losses can be
estimated pretty well [2, 61, 62]. In an analysis of
kinetic modeling parameters Boudart and co-workers
[63, 64] found a correlation between the enthalpy and
entropy of adsorption that may serve as a guideline,
rather than a constraint. Table 2 gives a summary of
the physicochemical constraints.

It should be emphasized that the LHHW kinetic rate
expressions are derived with assumptions of energetic
uniformity and if this is violated then these constraints
should be used with caution. In a transient kinetics
study Dckker et al. [21] have shown that an occupancy
dependent CO adsorption enthalpy on Pt results in
very low values of the reaction activation energy, and
might even become negative.

Much more can be said about the magnitude of prc-
exponcntial factors and activation energies of elemen-
tary processes based on statistical thermodynamics
applied to collision and reaction-rate theory [2, 61]. but
in view of the remark above one should be cautious in
their application and limit it to well-defined model re-
actions and catalyst surfaces.
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T, culated predictions of the two models:

T,

T,

Po

desorption

Figure 13- Examples of initial rate dependencies on the partial
reactant pressure for different rate determining steps.

E Physicochemical Testing - Site Density
Steady state kinetic modeling does not yield the value
of the site density Nj separately, but always in com-
bination with rate parameters, see eqs 14-19. Only
selective poisoning experiments and transient kinetic
techniques can yield this information [65, 66]. Maat-
man [67] has analyzed many catalytic systems and
gives a (broad) range of acceptable values for site den-
sities L (sites per cm2), included in Table 2.

(54)

Now a linear least-squares minimization is used to de-
termine X. If X takes the value 0.5 then model 1 is pre-
ferred, whereas for -0.5 model 2 is the best. The con-
fidence limits should be evaluated to be taken into
account since it should not include the value of the
other model.

For m models Wilks [69] proposed the following new
dependent variable

y = A i j p , + X 2 y 2 + ••• +

with (55)

0 < X,< 1 and X,• = 1

The diagnostic parameters Xt are scaled and their esti-
mation is also a (contrained) linear least-squares prob-
lem. These parameter values represent the fraction of y
that is accounted for by model /.

6.1.4.4 Discrimination Between Rival Models

After fitting data to the various rate expressions that
have been derived it will often appear that several
models do not differ much in their mean SSR value.
Statistical tests, such as an F-test, cannot be directly
performed on these mean SSR values since they are
based on the same data set and are therefore not
statistically independent. Therefore, other approaches
have been devised to allow further selection between
the possible candidates, and some of them are men-
tioned below [9].

A Model Discrimination - Initial Rate Expressions
Hougen and Watson [42] suggested analysis of the rate
dependency on the partial reactant or the total pressure
at low conversion levels, where the product concen-
trations can be neglected and so-called initial rates are
measured. Depending on the assumed rate determining
step in the kinetic model a different pressure depend-
ency is predicted, as exemplified in Fig. 13. This allows
a direct discrimmination between possible rate expres-
sions of different models.

B Model Discrimination - Diagnostic Parameters
Suppose a selection has to be made between two rival
models, both of which have already been fitted to the
experimental data and their parameters estimated.
Then a new dependent variable is defined [68] contain-
ing a nonintrinsic diagnostic parameter /. and the cal-

C Model Discrimination - Bartlett's Chi-Square Test
The m rival models with their mean SSR or error
variances, sf, are pooled to a set of variances that are
tested upon homogeneity. The following random vari-
able is therefore defined [70]:

1 1
1

m - 1)
1

/=i

1

with (56)

? '•='

£(*/-),•
i=i

This variable is distributed like x2 with m - 1 degrees of
freedom (d.f.). If its value exceeds x2{m - 1,1 - a) the
m models do not form a homogeneous set at a proba-
bility of (1 - a). Now the model with the highest A™
value is rejected and the test is repeated with the re-
maining m - 1 models until the x2 is not exceeded any
more. The remaining set of A~ is homogeneous and the
models competitive. These models arc not yet guaran-
teed to be adequate, this should be based on the sta-
tistical tests given above.

References see page I2(Ni
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22 23(+1) 23+3*2+1

Figure 14. Factonal designs for initial sets of experiments (left)
and (middle) 2" designs for linear models of two and three inde-
pendent variables, (nght) and (middle) reduced designs for non-
linear models of three independent variables

6.1.4.5 Sequential Experimental Design

Optimal planning of kinetic experiments is crucial for
an efficient experimental effort in this time-consuming
activity Initially experiments will be conducted to de-
termine the effect of the various independent variables
(experimental conditions), which can be carried out
according to a classical factonal design (Fig 14) If
linear relationships are to be tested then only two con
ditions for each independent variable should be tested
at the lowest and at the highest possible setting, and
this for each independent variable Also, cross-correla-
tions are taken into account in this way For q inde-
pendent variables this leads to 2q experimental settings
If nonhnearity is assumed to be involved, at least three
conditions should be taken per independent variable,
leading to a S'-factonal design A picture of these de-
signs is given in Fig 14 Intermediate designs can be
devised to reduce the rapidly increasing number of ex-
periments, for example by the introduction of a centre
point, through which nonhneanties can be determined
with less effort than a complete S'-factonal design

After this initial stage the selection of the best model
and accurate parameter values are the two major
goals in kinetics Next experiments are carried out at
the optimal conditions for further discrimination or
parameter improvement In both goals one should
distinguish the criterion to achieve the goal, I e the
discrimination criterion or parameter accuracy crite-
rion, and the design criterion that determines the ex-
perimental settings The experiments are limited by the
experimental range of conditions that can be achieved
in the equipment Usually the experimental conditions
are represented by a grid of combinations In each grid
point the design criterion is evaluated to determine the
optimal experimental setting This grid search is easier
and faster than application of the optimization routines
described above

After each new experiment the parameter estimation
procedure is repeated, the new information extracted.

and a new design is made until a satisfactory goal is
reached With all the power present nowadays in PCs it
will be clear that the most time-consuming step is con-
ducting the experiment, which motivates this approach

A Discrimination Between Rival Models - Design
Criteria

The various approaches to discriminate between models
and to test a given model's adequacies have been treated
above, and focus is given here on the design criterion

A simple approach can be followed to determine the
maximum divergence between model predictions Based
on statistical considerations for two models, a simple
expression was derived to measure the divergence D(xk)
at the experimental settings \k of the experimental grid

The set of conditions that yields the largest value of the
divergence is chosen at which to conduct the next ex-
periment The criterion is easily extended to m models,
as follows

m - l m

i=l j=i+\

The double summation is used to take each of the
models as a reference in order to avoid mislocations of
optimal discrimination conditions

Since the model adequacy criteria and the design
criterion are independent of each other, any type of
design criterion can be used An alternative one is [9]
given by eq 59

(59)
1=1 J=l+\

The divergence is, however, not only determined by
the values of the response variable y but also by their
statistical uncertainties Large differences between the
model predictions are not necessarily important when
their associated uncertainty is important This is illus-
trated in Fig 15, which shows the predictions and their
confidence limits An experiment that is conducted at
conditions where the confidence limits do not overlap
has more power than one where the difference between
the models is maximum, but where the confidence re-
gions overlap The variance of a model y at settings x;
is given by eq 60 [8]

linear models

nonlinear models

K(v(xk)) = o\ =

(60)

For a nonlinear model the matrix X represents the
matrix of partial derivatives of the dependent variable
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no overlap
confidence

limits
largest

divergence
in value

rate

Figure 15. Illustration of discrimination between two rival
models. Models (solid lines) are plotted as a function of a pres-
sure, together with their confidence areas and the experimental
data (stars). At the highest pressure the largest difference in rate
values exists, but confidence regions overlap. At the lowest pres-
sure these regions do not overlap, an optimal location for the next
experiment.

with respect to the parameters in all data points (eq 48)
and Vk the vector of the partial derivatives taken at
settings xk of the independent variables.

Box and Hill [71] derived the following expression
for the divergence between m rival models

m-l

After n experiments the data are analysed and the next
(n + l)th experiment has to be conducted at those con-
ditions x* which maximise D{\). ni<n is the probability
or degree of adequacy reached after n experiments.
Initially all models start with equal probabilities. After
the («+ l)th experiment this probability is upated by
the Bayesian posterior probabilities of the models:

/ = 1,2 m

7=1

in which: (62)

-yn+\

is the probability density of the (n + l)th observation
>«f i under model /. Discrimination is achieved as soon
as the posterior probability of a model approaches the
value of 1. Inspection of eq 61 shows that:

• experimental conditions that result in large diver-
gence in model predictions contribute strongly to D
due to the squared term;

• predictions which are highly unreliable, with large
variances contribute less due to the inverse propor-
tionality;

• greater weight is given to the models which approx-
imate the results best.

Several application examples are given by Froment
and Hosten [9].

B Improved Parameter Estimation
Once a model is selected it is often important to im-
prove the precision of the estimated parameters. The
cornerstone of the theory is the convariance matrix of
the parameter estimates. The convariance matrix de-
fines a hyperellipsoid around the optimal parameter
combination; the joint confidence region (eq 46) can be
written as

(b - /?)TXTX(b -

which can be transformed to
2

(63)

= 1 (64)

where /., represent the eigenvalues of the matrix XTX
and 2, the coordinates of the eigenvectors. This is in-
dicated in Fig. 11. Various criteria can be used to im-
prove the parameter estimates [9].

C Improved Parameter Estimation - Minimum Volume
Criterion

The volume of the hyperellipsoid represents the total
parameter uncertainty, so a minimization of it is a
valid goal. The volume can be determined by

Vol.0 = const x
k=\

= const x — (65)

The experimental conditions are now chosen by a grid
search such that the detXTX is maximized. To this
purpose each new condition is individually added to
the set of existing data settings and the determinant of
the matrix XTX is evaluated. This is done for each grid
point to determine the highest value.

D Improved Parameter Estimation - Shape Criterion
An alternative objective is to render the confidence re-
gion as spherical as possible, this means that the long-

References see page 1208
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Define experimental region (grid)

Intial experiments: Factorial design

Parameter estimation of the rival
models that are left

Parameters of
sufficient accuracy?

Discrimination criterion
One model left?

Design criterion:
Maximise divergence
Search for grid point

Design criterion:
Minimise volume
or axis length of

confidence contour
Search for grid point

Perform experiment
Add result to data set

Figure 16. Flowchart of sequential experimental design in the process of model selection, followed by parameter improvement.

est axis of the hyperellipsiod has to be reduced (Fig.
11). Mathematically, the length of the axes is inversely
proportional to the eigenvalues, so the smallest eigen-
value of XTX has to be maximized.

E Improved Parameter Estimation - Other Criteria
More criteria can be found in the literature. The vari-
ance of the parameter estimates can be minimized,
which means the minimization of the trace of (XTX)

Min (66)

One might try to improve the least accurate parameter
estimate, or minimize the correlation between the
parameters by minimizing the sum of squares of the
correlation coefficients between the parameters which
arc also calculated from the elements of (XTX)~':

Min
7=1 J=\

(XTX):'
(67)

V7(XTX):'(XTX);'

Also in the improvement of parameter estimates sev-
eral interesting case studies can be found in Ref. 9.

A typical flow diagram of the application of sequen-
tial experimental design is given in F:ig. 16. It should be
noted that both in the case of model discrimination
and parameter improvement experimental settings at

the borders of the realizable conditions are often
selected. In a way this is not surprising since at these
locations the models often diverge most from each
other or from the data, so they have the highest new
information content. For one independent variable this
location is easy to recognize, but with several indepen-
dent variables this will be achieved more easily by the
techniques described above.

6.1.4.6 Multiresponse Models

All treatments above are given for single response data,
but often several dependent variables are to be consid-
ered simultaneously [9]. Assume that in each of the n
experiments v dependent variables are determined then
each has an associated error ey(i = 1...«, y = 1 .. . r).
These errors may be interdependent and the objective
function for minimization is dependent on the infor-
mation that one has about this dependency. All treat-
ments arc generally based on the following assump-
tions:

• All errors arc normally distributed with zero mean.
• The n errors corresponding to the n observations of

the yth response are statistically independent and
have a constant variance a!t.

• The v errors within the ;th experiment arc statistically
interdependent with a covariance matrix I . When the
errors are independent the matrix reduces to a diag-
onal matrix.
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Table 3 Objective functions to be minimized in parameter estimation of multiresponse data and conditions for application [9].

Objective function Conditions for application

experimental errors interdependent with known
covariance matrix £] . au are elements of the
inverted matrix 52~'

experimental errors interdependent with unequal
known variances

experimental errors independent with equal
(known or unknown) variances

experimental errors interdependent with unknown
covariance matrix £]; n° missing observations

det S, where

S = = < £(>-.* - iik)(y<i - la) ?

• The covariance matrix £ is the same for all n
experiments.

In Table 3 several conditions for application of the
various criteria are summarized. Special treatment will
be required when some observations of response vari-
ables are missing, such as when an analysis was only
partially successful [9]. It is noted that the determinant
criterion is not a sum of squares criterion, so the mini-
mization routines based on the Hessian approximation
are not applicable and the other techniques have to be
applied.

6.1.5 Concluding Remarks

In this chapter focus has been given to the derivation
and application of the so-called Langmuir-Hinshel-
wood-Hougen-Waston models to describe catalyzed
reactions. In spite of objections that can be made
against their underlying assumptions these expressions
have been proved to be quite successful. An important
reason is probably the fact that it contains intrinsically
a capacity, a limited number of catalytically active
centers where the reaction takes place and which are
distributed among the different adsorbing components.

Detailed knowledge of the reaction kinetics is im-
portant, especially when high conversions and/or high
selectivities are to be achieved in industrial reactors.
Recycles are often present in processes and some com-
ponents will accumulate. The effect of such compo-
nents on activity and selectivity should be carefully
taken into account, otherwise reactor sizes or deacti-
vation rates may be tremendously underestimated.

Kinetic studies are laborious, the most time consum-
ing part being nowadays the experimental work. Opti-
mal design of the experiments that are carried out is a
challenge and directions have been outlined above. The
mathematical expressions are relatively simple and it

can be easily incorporated in parameter estimation
programs. Its application is, however, not frequently
encountered in literature, probably due to the lack of
dedicated, user-friendly software packages that follow
this philosophy. It certainly deserves more attention
from a viewpoint of efficiency.

6.1.6 Symbols

Quantity Description Units

A
ak

b,
b
df.

E^,
F{p,n-p,
1-a)

nK
H
AH,
I
k,
ko,
*."

krcf

K,

Kcq

L
L(P|y)

component or species
steplength improvement factor at
Jtth parameter iteration (steepest
descent)
estimated value parameter i *
vector of estimated parameters
number of degrees of freedom
divergence between rival models at *
experimental settings vector x±
activation energy of step i J mol~'
/"-value of Fischer's distribution at
p and n — p degrees of freedom and
confidence level ( 1 - a )
molar flow of A mol.s"1

element of Hessian matrix
Hessian matrix
enthalpy change for step or proces i J.mor1

unity matrix
rate constant of step or process i *
preexponential factor of k,
rate constant value without *
deactivation
rate constant defined through eq
20(a)
equilibrium constant of step or
process /'
overall equilibrium constant of a *
reaction
site density (Table 2) nm"2

likelihood function of parameter
vector P in model y

References see page 1208
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m
NA
NT

n
P

P,

r
r,
R
Res,

Res
s2

SSR
S(b)

s
AS,
/
<n-p\-*/2

T
T

W
V,j

V(b)

v(y(Xk))

x,
xk

X

y.

y
zp
a

P,
P
S
ev

1,

oA0

>,

>•*

/p

number of nval models
amount of A
site concentration
number of experiments
number of parameters
partial pressure of A
probability density under model i,
eq62
reaction rate
reaction rate of step i
universal gas constant
residual, observed minus calculated
value of dependent
vanable at rth experiment
vector of residuals
estimated vanance
sum of squares of residuals
SSR function as a function of
parameter vector b
matnx defined in Table 3
entropy change for step or process i
time
/-value of Student's distribution at
n - p degrees of freedom and
(1 - «) probability level
temperature
average temperature of expen-
mental range
amount of catalyst
element I,J of vanance matnx
vanance-covanance matnx of
parameter estimates b
vanance of predicted value of y at
expenmental settings vector xk of
gnd point k
conversion of A
setting of independent vanable i
vector of independent vanables at
the kth gnd point
matnx of independent vanable
settings of experiments
value of dependent (observed)
vanable of ith expenment
vector of dependent vanable values
eigenvector coordinate
deactivation constant or
a percentage point in F or /
distribution
real (unknown) value of parameterj
vector of real (unknown) values of
parameters
constant
error of theyth dependent
(observed) vanable at the
ith response (expenment)
real (unknown) value of dependent
vanable y,
probability of model / after n
experiments
surface occupancy of species A
hyperelhsoid function (confidence
contour)
Wilks' diagnostic parameter in
model discnmination
Levenberg-Marquardt parameter
after the Jtth iteration
the pt\y eigenvalue
catalyst deactivation function due
to species C

-
mol
mol kg"1

_
-
Pa
-

mols"1 kg
mols"1 kg
Jmor1 K
*

*

J mol-1 K
s
-

K
K

kg
*

*

-
*

m

s"1

_

*

•

•

_

-
_

-

*

p9 correlation coefficient between
parameter i andy

a2 real vanance of a model *
£ matnx of error vanances in

multiresponse experiments
v\ stoichiometnc number of A in

reaction
XQ function defined for model

discnmination, eq 56
d operator for partial denvatives

referring to calculated value

* dimensions of these vanables depends on the systems consid-
ered
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6.2 Simultaneous Heat and Mass
Transfer and Chemical Reaction

G. EMIG AND R. DITTMEYER

6.2.1 Introduction

Heterogeneous catalytic reactions, by their nature, in-
volve a separate phase of catalyst, embedded in a phase
of reacting species Therefore, the chemical transfor-
mation relies on a number of physical transport pro-
cesses which may have a strong influence on the rate of
the overall process and which may introduce an addi-
tional dependence on the operating conditions In the
industrially important situation that the catalyst is a
porous solid and the reactants form either a gaseous
or a liquid phase, the following seven steps can be
observed (Fig 1)

1 Diffusion of the reactants through a boundary layer
or film adjacent to the external surface of the cata-
lyst (film diffusion or interphase diffusion)

2 Diffusion of the reactants through the porous in-
terior of the catalyst to the point at which the
chemical transformation occurs (pore diffusion or
intraparticle diffusion)

3 Adsorption of the reactants on the inner surface
4 Surface reaction at specific active sites
5 Desorption of the products from the inner surface
6 Diffusion of the products through the porous struc-

ture to the external surface (intraparticle diffusion)
7 Diffusion of the products through the external

boundary layer into the bulk fluid phase (interphasc
diffusion)

Adsorption, surface reaction, and desorption are se-
quential steps, these constitute the chemical transfor-
mation Interphase and lntraparticlc diffusion occur in a
serial manner as well However, intraparticle diffusion
and chemical transformation (adsorption, surface re-

References see page 1251
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bulk phase

A, A2

boundary
layer

active site at
catalyst surface A,

film
' J diffusion

(S) pore
^-^ diffusion

adsorption/
desorption

chemical
reaction

Figure 1. Individual steps of a simple, heterogeneous catalytic fluid-solid reaction Ai -> A2 earned out on a porous catalyst

action, and desorption) take place simultaneously.
Most chemical reactions are accompanied by heat
effects. Thus, in addition to film and pore diffusion,
also interphase and intraparticle heat transfer occurs.

The net kinetics of the overall reaction (steps 1 -7)
are normally called effective kinetics or macrokinetics,
in contrast to the kinetics of the chemical transforma-
tion (steps 3-5) which are termed intrinsic kinetics or
microkinetics.

Heat and mass transfer processes always proceed
with finite rates. Thus, even when operating under
steady state conditions, more or less pronounced con-
centration and temperature profiles may exist across
the phase boundary and within the porous catalyst
pellet as well (Fig. 2). As a consequence, the observable
reaction rate may differ substantially from the intrinsic
rate of the chemical transformation under bulk fluid
phase conditions. Moreover, the transport of heat or
mass inside the porous catalyst pellet and across the ex-
ternal boundary layer is governed by mechanisms other
than the chemical reaction, a fact that suggests a change
in the dependence of the effective rate on the operating
conditions (i.e concentration and temperature).

Normally, the intrinsic chemical rate is an expo-
nential function of temperature, according to the
Arrhcnius law, whereas the mass transfer rate is less
strongly influenced by a temperature change. The in-
traparticle effective diffusivity Dc is proportional to
T1/2 when molecular diffusion dominates, and propor-
tional to Txl2 for the case of governing Knudsen dif-
fusion. The interphase mass transfer coefficient A'r e x-

boundary catalyst
layer particle

\ 1

C,

T

c,

T

Figure 2. Stationary concentration (reactant) and temperature
profiles inside and around a porous catalyst pellet during an exo
thermic, heterogeneous catalytic fluid solid reaction (a) without
transpori influence, (b) limited only by intraparticle diffusion, (>.)
limited by interphase and intraparticle diffusion, (d) limited only
by interphase diffusion (dense pellet)

hibits basically the same temperature dependence as
the molecular diffusivity (k( ~ T1/2).

When plotting the natural logarithm of the effective
rate constant \n(ke) against the inverse of temperature
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Ink. film diffusion
control

transition ; pore diffusion , transition j kinetic
region II i control region I ' control

1/T
Figure 3. Transition from the kinetic regime to the diffusion-controlled regime of a heterogeneous catalytic fluid-solid reaction carried
out on a porous catalyst.

(Arrhenius diagram), the general curve depicted in Fig.
3 is obtained. At a lower temperature the chemical re-
action is slow and thereby rate controlling. Concen-
tration and temperature remain constant over the en-
tire cross-section of the catalyst pellet (see Fig. 2a). In
this region, the slope of the curve in Fig. 3 is propor-
tional to the intrinsic activation energy E\.

By increasing the temperature, the intrinsic chemical
rate is accelerated more strongly than the rate of intra-
particle diffusion. When both of these simultaneous
steps occur with a rate of about the same order of
magnitude, a transition region is passed where the
slope changes with temperature. As the intraparticle
diffusion finally becomes rate determining, the concen-
tration inside the porous catalyst pellet drops markedly
(see Fig. 2b). The effective activation energy in this
regime is roughly one half of the true value. Upon fur-
ther increasing the temperature a second transition re-
gime is passed. Finally, interphase mass transfer be-
comes the rate controlling step. As a consequence, the
reactant concentration already falls off steeply across
the external boundary layer (see Fig. 2c). Here, the
slope of the curve in Fig. 3 tends towards zero, corre-
sponding to an effective activation energy in the range
of less than 5-lOkJmor1.

In general, not only the effective activation energy
but also the effective order of reaction is changed dur-
ing the transition from kinetic to diffusion control.
According to Fick's first law, the rate of diffusion (in-
terphase and intraparticle) is proportional to the con-
centration gradient, i.e. it is first order. The effective
reaction order observed under severe intraparticle dif-
fusion control approaches a value of (n + l)/2, where
n is the intrinsic order of reaction. In the case that

interphase mass transfer controlls the overall rate, the
effective concentration dependence of the reaction rate
is close to first order. Changes of the effective reaction
rate, the apparent activation energy, and the apparent
order of reaction during the transition from the kinetic
regime to the diffusion-controlled regime are of great
importance for the technology of heterogeneously cat-
alyzed reactions. These effects must be considered in
practical situations, as otherwise wrong predictions
with respect to selectivity and yield of the catalyst may
result.

This chapter is concerned with the mathematical
modeling of coupled chemical reaction and heat and
mass transfer processes occurring in porous catalysts. It
focuses primarily on steady state catalyst operation
which is the preferred industrial practice. Stationary
operation may be important for the startup and shut-
down of an industrial reactor, or with respect to dy-
namic process control. However, these effects are not
discussed here in great detail because of the limited
space available. Instead, the interested reader is re-
ferred to the various related monographs and articles
available in the literature [6, 31, 46-49].

The engineering implications of the interaction be-
tween the diffusional transport and chemical reactions
were first identified by Damkohlcr [28], Zcldovich
[114], and Thiele [98] in the late 1930s, and then by
Wheeler [113], and Weisz and Prater [108] in the early
1950s. Since then the authors of numerous chemical
engineering textbooks have addressed this problem
within one or two separate chapters. The most com-
prehensive treatment of the subject has been given by

References see page 1251
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Aris [5, 6], although this is a more theoretical treat-
ment. Practical aspects have been ably treated for ex-
ample by Satterfield [91, 92] and Carberry [18, 19].

The contents of the present contribution may be
outlined as follows. Section 6.2.2 introduces the basic
principles of coupled heat and mass transfer and
chemical reaction. Section 6.2.3 covers the classical
mathematical treatment of the problem by example of
simple reactions and some of the analytical solutions
which can be derived for different experimental situa-
tions. Section 6.2.4 is devoted to the point that heat and
mass transfer may alter the characteristic dependence
of the overall reaction rate on the operating conditions.
Section 6.2.5 contains a collection of useful diagnostic
criteria available to estimate the influence of transport
effects on the apparent kinetics of single reactions.
Section 6.2.6 deals with the effects of heat and mass
transfer on the selectivity of basic types of multiple re-
actions. Finally, Section 6.2.7 focuses on a practical
example, namely the control of selectivity by utilizing
mass transfer effects in zeolite catalyzed reactions.

Note that Section A.6.3 is concerned in detail with
the modeling of diffusion and the determination of
diffusivities.

6.2.2 Mathematical Description

The mathematical description of simultaneous heat
and mass transfer and chemical reaction is based on the
general conservation laws valid for the mass of each
species involved in the reacting system and the en-
thalpy effects related to the chemical transformation.
The basic equations may be derived by balancing the
amount of mass or heat transported per unit of time
into and out of a given differential volume element (the
control volume) together with the generation or con-
sumption of the respective quantity within the control
volume over the same period of time. The sum of these
terms is equivalent to the rate of accumulation within
the control volume:

accumulation within control volume/time
= in/time — out/time + generation or

consumption/time

The region over which this balance is invoked is the
heterogeneous porous catalyst pellet which, for the
sake of simplicity, is described as a pseudohomoge-
ncous substitute system with regular pore structure.
This virtual replacement of the heterogeneous catalyst
pellet by a fictitious continuous phase allows a con-
venient representation of the mass and enthalpy con-
servation laws in the form of differential equations.
Moreover, the three-dimensional shape of the catalyst
pellet is replaced by assuming a onc-dimcnsional model

geometry (sphere, infinite cylinder, infinite flat plate) in
order to simplify the mathematical treatment.

For the case of a sphere, the control volume is given
by a thin spherical shell of thickness dr and radius r. If
we assume that the complex diffusion process inside the
porous structure can be represented by Fick's first law,
and we additionally suppose that the volume change
due to reaction is negligible (i.e. the total number of
moles is constant), we arrive at the following form of
the mass conservation law for the reacting species i:

dt dr or r+dr

+ 4nr25rRi (1)

Here, Rj is the pseudohomogeneous rate of production
or disappearance of species / per unit volume which in
the general case of a network of multiple reactions may
be the result of M different chemical transformations.
Therefore,

M

In eq 1 Die is the effective diffusivity of species / in the
reaction mixture which can be determined on the basis
of various models of the diffusion process in porous
solids. This aspect is discussed more fully in Section
A.6.3. Die 's affected by the temperature and the pore
structure of the catalyst, but it may also depend on the
concentration of the reacting species (Stefan-Maxwell
diffusion [9]). As Die is normally introduced on the
basis of more or less empirical models, it may not be
considered as a physical property, but rather as a
model-dependent parameter.

The concentration gradient dci/dr at the position
r + dr in eq 1 may be expanded as a Taylor series:

dr r+Sr dr dr2 (3)

The resulting approximation is substituted in eq 1. The
terms, which then include the expression fir2 in the nu-
merator, can be neglected (dr is already small). After re-
arranging, the following mass balance is finally obtained:

rdr (4)

Equation 4 is equivalent to Fick's second law (non-
stationary diffusion), expanded by an additional source
term which accounts for the production or consump-
tion of species / caused by chemical transformations.
Similar to this mass balance, an enthalpy balance may
be also derived:

6T
dt

(d2T idT
{ dr2

r dr
(5)
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Eauation 5 is an expansion of Fourier's second law
(nonstationary heat conduction), where the additional
term HR, in analogy to /?, in eq 4, gives the total heat
of reaction produced or consumed per unit volume and
time. This gives

M

(6)
7=1

Although it is clear from eq 6 that H& can be negative
(endothermic) as well as positive (exothermic), in the
following it is always considered as the heat release
term, for notational simplicity.

In the general case, eqs 4 and 5 constitute a system of
nonlinear coupled second-order partial differential
equations. To specify the boundary conditions for this
problem, it is necessary to include the external (inter-
phase) heat and mass transfer, as both the concentra-
tion and the temperature at the external surface of the
catalyst pellet may differ from the corresponding values
in the bulk of the surrounding fluid phase.

To avoid unnecessary complications, the view is re-
stricted here to the symmetric case. This means, that
the catalyst pellet is assumed to be located in a homo-
geneous concentration and temperature field, i.e. the
surrounding fluid phase is perfectly mixed. A con-
sequence of this assumption is that uniform reaction
conditions prevail at the pellet surface. Concentration
or temperature gradients, which might occur on the
surface in extreme situations [31], are neglected here.
At the phase boundary no discontinuity of the mass
and heat fluxes can occur. Therefore, the mass flux
density of species i from the bulk fluid phase to the ex-
ternal catalyst surface, determined by the interphase
mass transfer, must equal the mass flux density of this
species attributed to intraparticle effective diffusion.
The external mass flux density is given by the product
of the mass transfer coefficient kf and the concentration
difference between the bulk fluid phase and the external
surface (c,b - c,s), whereas the mass flux density to-
wards the center of the porous pellet is obtained by
multiplying the effective diffusivity Z),e by the concen-
tration gradient at the external pellet surface (3c,/5r)s.
Equating both expressions (pellet surface: r = R) yields
the first boundary condition (eq 7). An analogous
equation (eq 8) can be derived for the heat transfer.

dr (7)

(8)

The second boundary condition is dictated by the
symmetry of the (idealized) pellet geometry, i.e. the
concentration and temperature gradients must dis-
appear at the pellet center (r = 0; cqs 9 and 10).

(9)

(10)

If the external heat and mass transfer resistances are
negligible, eqs 7 and 8 can be simplified by replacing
the unknown surface values c)?s and Ts with the known
conditions in the bulk fluid phase, and then transform
to the following simple boundary conditions at the ex-
ternal pellet surface:

C,-,s = C,-,b ( 1 1 )

Ts = Th (12)

The condition of symmetry at the center of the pellet
remains uninfluenced by a change of the boundary
condition at the external pellet surface.

The solution of the above system of partial differ-
ential equations (eqs 4-12) yields the concentration
and temperature profiles inside the catalyst pellet, and
if necessary across the external boundary layer, as a
function of time. However, there are only few cases
of practical importance where this complete solution
is required, as for instance startup and shutdown
periods, dynamic process control options such as the
so-called "Matros concept" with flow reversals (for
redox processes), or situations where the catalyst is
rapidly deactivated.

In most day to day operations only the stationary
solution will be of interest. Hence, all partial deriva-
tives with respect to time in eqs 4-12 can be set to zero,
which leads to the following equations for the sta-
tionary case:

Mass balance:

Enthalpy balance :

dzc, 2 dct _ - /? ,
dr^ r dr Z)je

d2T 2 dT -Hu

(13)

(14)

This is a system of ordinary differential equations. Its
solution is subject to the same boundary conditions
(eqs 7-12) as the solution of eqs 4 and 5. However, the
variables involved are no longer time-dependent, which
means that the partial derivatives dcj/dr and dT/dr can
be replaced by the ordinary derivatives dc,/dr and
dT/dr.

For simultaneous treatment of interphase and intra-
particle transport resistances, the boundary conditions
at the external pellet surface are now given by eqs 15
and 16, whereas eqs 11 and 12 still hold for the case of
negligible interphase transport resistance. The bound-

References see page 1251
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ary conditions at the pellet center, for both cases, are
defined by eqs 17 and 18

dc,

ht(Tb-Tt) = .

dr

dr

(15)

(16)

(17)

(18)

However, for a basic design or a detailed simulation of
chemical reactors, profiles of the concentrations and
the temperature inside the catalyst pellet are not of
primary interest, but rather the effective rates of pro-
duction or disappearance of the reacting species and
the effective heat release or consumption as well. Both
are defined according to eqs 19 and 20 as averaged
values, related to the pellet volume.

Ru = ̂ r\ RidV

//R,e =
'pJv,

(19)

(20)

To calculate Rie and //R,e, one will normally not use
their definition as given in eqs 19 and 20. Instead, it is
more convenient to utilize the condition that, during
stationary operation, the amount of heat and mass
converted inside the catalyst pellet per unit time must
meet the flux of the respective quantity across the ex-
ternal pellet surface. For the mass of the reacting spe-
cies i, this gives the following relationship:

(21)
T=R

When both sides of eq 21 are divided by the pellet vol-
ume, we arrive at the final equation for determining

(22)

(23)

In the same way, for //R,C:

_ 3 rdr>
R yurjr=R

According to eqs 22 and 23, the concentration and
temperature gradients at the external pellet surface must
be known to evaluate Ric and //R,C. AS soon as the
concentration and temperature profiles over the pellet
radius are available, the gradients at the pellet surface
can be determined by differentiation. However, full
analytical solution of the coupled mass and enthalpy

balances is achieved only when the system can be de-
scribed properly by just a single key reaction (the con-
version problem) which, in addition, obeys a simple
power law or Langmuir-Hinshelwood type kinetics.
On the contrary, when several key reactions must be
considered simultaneously (the selectivity problem),
or when it is necessary to use a complex kinetic ex-
pression, then the solution in general requires the use of
numerical methods.

For didactical reasons, a detailed discussion of the
first case, the analytically solved (simple) conversion
problem, is given initially. The main purpose of this is
to demonstrate how the reaction rate under certain
conditions is fundamentally influenced by heat and
mass transfer. Attention is then given to the more
complicated case in which several key reactions have to
be considered and selectivity in addition to conversion
becomes an issue.

6.2.3 Single Reactions (Conversion
Problem)

Whenever the kinetics of a chemical transformation
can be represented by a single reaction, it is sufficient to
consider the conversion of just a single reactant. The
concentration change of the remaining reactants and
products is then related to the conversion of the se-
lected key species by stoichiometry, and the rates of
production or consumption of the various species differ
only by their stoichiometric coefficients. In this special
case, the combined influence of heat and mass transfer
on the effective reaction rate can be reduced to a single
number, termed the catalyst efficiency or effectiveness
factor rj. From the pioneering work of Thicle [98] on
this subject, the expressions "pore-efficiency concept"
and "Thiele concept" have been coined.

As a typical example of this type of reaction, the
transformation Ai —+ products may be considered,
where the kinetics are described by a simple power rate
law of the order n. Since this reaction is completely char-
acterized by specifying the conversion of reactant A|.
the above system of diffential equations (eqs 11-18) may
be readily expressed in a convenient, nondimcnsional
form. For this purpose, the reactant concentration and
the temperature are related to their corresponding val-
ues in the bulk fluid phase (eqs 24 and 25), and the
radius coordinate r is divided by the pellet radius R to
introduce a dimensionless coordinate (eq 26).

/ = - (24)
C

T

r
X r=z —

R

(25)

(26)
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T Me 1 Dimensionless representation of the stationary mass and enthalpy balance equations for combined interphase and intraparticle
snort and reaction (single, nth order, irreversible reactions).transport and reaction

—
Parameter
— •

Mass balance

Enthalpy balance

Pellet center (x = 0)

Pellet surface (x = 1)
with interphase gradients

Pellet surface (x = 1)
without interphase gradients

Relationship

dx

dx

*L
dx
de
dx

= Bih(l-0t)

/ . =

(32)

(33)

(34)

(35)

(36)

(37)

(38)
(39)

With these definitions, eqs 11-18 yield a structure
which suggests a grouping of the different variables to
several nondimensional numbers:

1 The well known Thiele modulus </> of the reaction.
This is defined as the ratio of the intrinsic chemical
rate, calculated at bulk fluid phase conditions, to the
maximum rate of effective diffusion at the external
pellet surface. For spherical catalyst pellets, the
Thiele modulus is given by

n - l

(27)

2. The Biot number Bim for mass transport. This can
be interpreted as the ratio of internal to external
transport resistance (intraparticle diffusion versus
interphase diffusion):

Bim = (28)

3. The Biot number Bi^ for heat transport. Analogous
to Bim, this is defined as the ration of the internal to
external heat transfer resistance (intraparticle heat
conduction versus interphase heat transfer).

(29)

4. The Arrhenius number, which is a dimensionless
representation of the intrinsic activation energy, re-
lated to the bulk temperature:

7 = (30)

5. The Prater number, defined as the maximum ob-
servable temperature difference between the pellet

surface and the pellet interior, related to the bulk
temperature:

o chDe(-AH*l ( 3 1 )

Substituting these nondimensional numbers into eqs
11-18, and after some rearrangement, the general di-
mensionless representation of the problem is obtained
as depicted in Table 1. These equations are valid not
only for spherical pellet geometry, but also for the in-
finite cylinder and the infinite flat plate (slab). The di-
mensionless numbers x, </>, Bim and Bi\, must then be
calculated on the basis of the respective characteristic
length, i.e. the cylinder radius or the plate thickness.
Moreover, the parameter b in eqs 32 and 33 is a factor
depending on the pellet geometry. It is 2 for the sphere,
1 for the cylinder, and 0 for the flat plate.

An overall catalyst effectiveness factor of the re-
action may now be defined as the ratio of the observed
effective rate, averaged over the pellet volume, divided
by the intrinsic chemical rate which would be expected
in absence of concentration and temperature gradients
in the system (i.e. under bulk fluid phase conditions)

"'i (40)

When eqs 22, 24 and 26 are substituted into this rela-
tionship, the following expression for the effectiveness
factor of a spherical catalyst pellet is obtained:

30e -r-
1 = (41)

References see page 1251
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Using the definition of the Thiele modulus according to
eq 27 finally yields

(42)

This equation is valid for the general case, where the
effective rate is influenced by external as well as in-
ternal heat and mass transfer. In real situations, how-
ever, one or more of the transport steps involved fre-
quently proceed at a rate substantially above that of
the chemical reaction. If this happens, these steps may
be neglected without significantly affecting the ob-
servable reaction rate. Hence, the system may be sim-
plified. The extent of simplification depends on which
of the transport steps can be neglected. In the follow-
ing, the different cases, which occur in practical sit-
uations, are discussed separately.

6.2.3.1 Pore Diffusion in an Isothermal Pellet

The simplest case is given when the effective reaction
rate is influenced by pore diffusion only, whereas the
interphase heat and mass transfer resistances as well
as the effective heat conduction resistance inside the
porous pellet may be neglected. Despite its simplicity,
this case is of great practical importance, as it is often
found when the reaction is associated only with a small
heat release (or consumption), and/or when the cata-
lyst exhibits a good thermal conductivity (e.g. metals).
The pellet temperature is assumed to be constant and
equal to the temperature of the surrounding fluid
phase. Hence, the solution of the enthalpy balance is
trivial. Moreover, the concentration at the external
pellet surface is identical to the concentration in the
bulk fluid phase. Therefore, the mass balance (eq 32)
and the corresponding boundary conditions (eqs 34
and 38) are governed by a single parameter, namely the
Thiele modulus ij).

For single, irreversible reactions obeying simple, in-
teger order power rate laws, this problem can generally
be solved analytically. In the case of a first-order re-
action in a spherical pellet, the following mass balance
is found:

dV 2 d / =

d.v2 x dx (43)

Introducing a new variable y=fx allows this differ-
ential equation to be rewritten in the simple form

A general solution of eq 44 is

(44)

(45)

Figure 4. Normalized concentration profiles of reactant A| ver-
sus the pellet radius, calculated from eq 49 for different values of
the Thiele modulus <f> (isothermal, first order, irreversible reaction
in a sphere).

From the condition of symmetry at the pellet center (eq
34), it can be easily deduced that the absolute values of
the constants C\ and Ci must be equal:

Therefore,

C, = -C2

/ = — sinh(^)

(46)

(47)

The constant C\ is obtained from the boundary con-
dition at the external pellet surface (eq 38):

C, =
1

(48)

Combining eqs 47 and 48 leads to the final relationship
for the change of the dimensionless concentration /
across the pellet radius:

/(-*) =
xsinh(^)

(49)

To illustrate the decrease of the reactant concentration
towards the pellet center. Fig. 4 shows a plot of the
concentration profiles for few selected values of the
Thiele modulus.

By differentiation cq 49, the concentration gradient
at the outer pellet surface is obtained as

d.v tanh(^)
- 1 (50)

Substituting eq 50 into eq 42 yields the final expression
(eq 51) which gives the effectiveness factor >] of a first
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Figure 5. Effectiveness factor rj as a function of the Thiele mod-
ulus </> for different pellet shapes. Influence of intraparticle dif-
fusion on the effective reaction rate (isothermal, first order, irre-
versible reaction).
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Figure 6. Effectiveness factor rj as a function of the generalized
Thiele modulus ^p for different pellet geometries. Influence of in-
traparticle diffusion on the effective reaction rate (isothermal, first
order, irreversible reaction).

order, irreversible reaction in a spherical pellet as a
unique function of the Thiele modulus:

1
( '

Equation 51 has been derived for a spherical catalyst
pellet. The corresponding solution for the cylinder is

and for the flat plate is

tanh(^)

(52)

(53)

where I\ (tj>) and I0(tj>) denote the modified Bessel func-
tions of first and zero order, respectively [12].

Figure 5 shows the dependence of the effectiveness
factor on the Thiele modulus for the different pellet
shapes. At small values of tj> the effectiveness factor
approaches unity in all cases. Here, the chemical re-
action constitutes the rate determining step—the cor-
responding concentration profiles over the pellet cross-
section arc flat (sec Fig. 4). This situation may occur
at low catalyst activity (k is small), large pore size and
high porosity (De is large), and/or small catalyst pellets
(R is small, i.e. in fluidized bed reactors R is typically
around 50 /im).

At large values of <f>, the function r\{<f>) for the sphere
approaches the asymptotic solution t] = 3/^ which, on
the double logarithmic scale of Fig. 5, is a straight line
with a slope of — 1. The asymptotes for the cylinder and
the flat plate obey the same slope (logarithmic scale),
but cross the line rj = 1 not at ^ = 3, as for the spher-
ical case, but at values of tj> — 2 and <f> = 1, respectively

(see eqs 51-53). In this range of the Thiele modulus
pore diffusion controls the overall reaction rate. As a
consequence, the concentration of reactant Ai tends to
approach zero towards the center of the pellet (see
Fig. 4). This situation is typical for very active cata-
lysts or catalysts with small pore size, low porosity,
and/or large pellet diameter.

The observation that the slope of the asymptotic
solution for t](t/>) in Fig. 5 seems to be unaffected by the
catalyst geometry, suggests that the dependence of the
effectiveness factor on the Thiele modulus might be
described by a single asymptotic relationship, valid for
arbitrary pellet shapes. In fact, Aris [3] could show that
the curves of t]((f>) for sphere, infinite cylinder, and in-
finite flat plate fall together almost perfectly when a
generalized Thiele modulus tj>p is introduced, which is
related to the ratio of the pellet volume to the external
pellet surface (corresponding to the Sauter diameter) as
a characteristic length scale of diffusion:

(54)

Figure 6 shows the effectiveness factor for any of the
three different pellet shapes as a function of the gener-
alized Thiele modulus <j>p. It is obvious that for larger
Thiele moduli (i.e. <f>p > 3) all curves can be described
with acceptable accuracy by a common asymptote
rj — \/(/>p. The largest deviation between the solutions
for the individual shapes occurs around </>p x \. How-
ever, even for the extremely different geometries of the
flat plate and the sphere, the deviation of the efficiency

References see page 1251
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Figure 7. Effectiveness factor fj as a function of the generalized
Thiele modulus ^pn for different reaction orders. Influence of in-
traphase diffusion on the effective reaction rate (isothermal, irre-
versible reaction in a flat plate).

0.1

n = 0

0.1

Figure 8. Effectiveness factor ^ as a function of the generalized
W e i s z m o d u i u s ^ for various reaction orders. Influence of in-
traparticle diffusion on the effective reaction rate (isothermal,
irreversible reaction in a flat plate).

factor is still below 10%. From a physico-chemical
point of view, this can be explained by the fact that in
the range of strong intraparticle diffusion limitation
only a thin layer of the outer pellet shell participates in
the chemical reaction. In this situation, the local sur-
face curvature is relatively unimportant [31].

The above considerations can also be extended in a
simple way to different reaction orders, if the modulus
<pp is further modified. In this sense Petersen [85] de-
fined a generalized Thiele modulus <ppn which takes into
account the effects of the pellet shape as well as the in-
fluence of the reaction order:

(55)

In Fig. 7 the effectiveness factor is shown as a function
of the generalized Thiele modulus ^pn for different re-
action orders (flat plate). From this figure, it is obvious
that, except for the case of a zero order reaction, the
curves agree quite well over the entire range of interest.
The asymptotic solution t] = l/^pn is valid for any re-
action order and for values of the modulus ^pn > 3.

However, in many practical situations the problem
exists that effective rate constants and activation en-
ergies have been derived on the basis of laboratory
experiments. The question arises then as to whether
or not these parameters arc influenced by transport
effects. With the relations given so far, this question
cannot be answered yet, since according to its defi-
nition by cq 27 the Thiele modulus is based on the in-
trinsic rate constant k. This problem can be solved by
introducing a new modulus, which in contrast to tf> only
contains observable (effective) quantities, and thus can

be determined without any knowledge of the intrinsic
kinetics. This modulus is known as Weisz modulus i]/.
It is defined as the ratio of the effective pseudohomo-
geneous reaction rate versus the maximum effective
rate of diffusion at the external pellet surface (eq 56).
Physically, the Weisz modulus can be looked at as the
ratio of the time constants of diffusion to = R2/Dc and
reaction TR = ct>/rc.

rcR
2

(56)

Equation 56 can be used only for spherical catalyst
pellets and first order, irreversible reactions. However,
for convenience, and in analogy to the Thiele modulus,
a generalized modulus i/̂ pn can be defined as well which
applies to arbitrary pellet shape and arbitrary reaction
order. This is defined as

m + 1 re (57)

Comparing eqs 56 and 27, and recalling the definition
of the effectiveness factor according to cq 40, yields the
following simple relationship between the Thiele mod-
ulus and the Weisz modulus:

A plot of the effectiveness factor from eq 53 against the
Weisz modulus i/̂ pn from eq 58 gives the curve depicted
in Fig. 8 for a first order reaction (flat plate). On the
basis of this diagram, the effectiveness factor can be
determined easily once the effective reaction rate and
the effective diffusivity arc known.
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6 2.3-2 Film and Pore Diffusion in an Isothermal
Pellet

The situation becomes more complicated when the re-
action rate is already high enough to cause the reactant
concentration to drop significantly across the external
boundary layer. In this case, the combined effects of
intraparticle and interphase mass transfer must be
considered. If we again restrict our considerations to
reactions that are accompanied only by minor heat
effects, we may still assume a constant temperature
inside the catalyst pellet, and within the boundary
layer. Hence, no solution of the enthalpy balance (eq
33) is required. Moreover, the mass balance (eq 32)
takes exactly the same form as in the previous case
of negligible interphase concentration gradients, thus
giving rise to an identical general solution (see Section
6.2.3.1). Again, for the simplest case of a first order,
irreversible reaction, the solution is given by eq 47.

However, the boundary condition at the external
pellet surface is now defined by eq 36 instead of eq 38.
As a consequence, a different expression for the in-
tegration constant C\ results, which is not only a func-
tion of the Thiele modulus (f>, but also depends on the
Biot number for mass transport Bim. Hence, a com-
plete characterization of this problem already requires
two parameters.

After determining Cj from eq 36 and rearranging,
the following solution for the normalized concentration
inside the pellet is obtained:

/ =
sinh(^x) F
xsinh(^) [<j> + (Bim- l)tanh(^)

(59)

Differentiation of this expression with respect to x, and
substitution of the derivative at the point x — 1 into eq
42 yields the final relationship for determining the cat-
alyst efficiency:

1
(60)

By comparing this relationship with the solution for the
effectiveness factor in absence of interphase concen-
tration gradients (eq 51), it becomes obvious that the
overall effectiveness factor r\ can be expressed as the
product of separate pore and external (film) effective-
ness factors:

where
— '/pore'Text

and

(61)

'/pore = r e / r s and rjnl = r%/rh

The first term in parentheses in eq 60, together with
the preceding factor 3/^, is equivalent to eq 51; this
represents the pore effectiveness factor t]^^, whereas
the second expression in parentheses denotes the ex-
ternal effectiveness factor f7cst.
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Figure 9. Effectiveness factor r\ as a function of the Weisz mod-
ulus \\i. Combined influence of intraparticle and interphase mass
transfer on the effective reaction rate (isothermal, first order, ir-
reversible reaction in a sphere, Biot number Bim as a parameter).

For practical purposes however, eq 60 again suffers
from the disadvantage that the Thiele modulus must be
specified in order to calculate the catalyst efficiency.
Thus, the intrinsic rate constant must be known. In this
situation, instead of directly plotting eq 60, it is more
convenient to relate the effectiveness factor to the
Weisz modulus, calculated from eq 58. For selected
values of the Biot number Bim, such a diagram is given
in Fig. 9.

From this figure, it can be concluded that the re-
duction of the effectiveness factor at large values of >p
becomes more pronounced as the Biot number is de-
creased. This arises from the fact that the reactant
concentration at the external pellet surface drops signif-
icantly at low Biot numbers. However, a clear effect of
interphase diffusion is seen only at Biot numbers below
100. In practice, Bim typically ranges from 100 to 200.
Hence, the difference between the overall and pore
effectiveness factor is usually small. In other words, the
influence of intraparticle diffusion is normally by far
more crucial than the influence of interphase diffusion.
Thus, in many practical situations the overall catalyst
efficiency may be replaced by the pore efficiency, as a
good approximation.

6.2.3.3 Film and Pore Diffusion Together with
Interphase Heat Transfer

When treating fast reactions which are accompanied by
a substantial release or consumption of heat (e.g. oxi-
dation or dchydrogenation reactions), one often has

References see page 1251
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to take into account a possible limitation of the heat
transfer between the catalyst-pellet and the surrounding
fluid phase, besides the combined effects of film and
pore diffusion, since this may cause the catalyst to
operate at a temperature significantly above or below
the temperature of the bulk fluid phase.

However, if the effective thermal conductivity of the
catalyst material is high enough, intraparticle temper-
ature gradients will be absent, irrespective of whether
or not external temperature differences exist, and the
pellet itself may still be treated as isothermal. Assum-
ing a constant temperature inside the pellet, it is suffi-
cient to focus on the heat transfer across the external
boundary layer instead of solving the general enthalpy
balance given by eq 33. Therefore, we utilize the con-
dition that the amount of heat generated (or consumed)
inside the catalyst pellet per unit time, in a stationary
mode of operation, must equal the amount of heat
transported through the external fluid film per unit
time. For a spherical catalyst,

f n&rc(-AHR) = 4nR2h{(Ts - Tb) (62)

Replacing the effective reaction rate re in eq 62 with the
effectiveness factor, multiplied by the intrinsic reaction
rate under bulk fluid phase conditions, and dividing
both sides of the resulting equation by 4nR2 yields the
relationship

R r,kc"b(-AHR)
(63)

which allows the unknown temperature at the external
pellet surface to be determined. With the nondimen-
sional numbers already introduced, this equation can
be rewritten in dimensionless form:

Supposing that heat and mass are transported by an
identical convective mechanism, the catalyst temper-
ature, given by eq 64, can also be expressed as a func-
tion of the Biot number for mass transport Bim. For
this purpose, the equivalence of the heat and mass
transport factors (y-factors) is utilized [19]:

(65)

Here, Pr is the Prandtl number:

where a = k/pcp\ and Sc is the Schmidt number:

v

(66)

(67)

The quotient, Schmidt number divided by Prandtl
number, which is known as the Lewis number, can be

interpreted as the ratio of the thermal diffusivity to the
molecular diffusivity of the fluid:

5c a
(68)

According to eqs 65 and 68, the ratio h{/k{ can be ex-
pressed using the Lewis number:

(69)

By substituting hf from eq 69 into eq 64, the Biot
number for heat transport can be replaced by the Biot
number for mass transport, when additionally a modi-
fied Prater number j8* is introduced:

cb(-A//R)
(70)

The unknown normalized pellet temperature 0s is now
given by

3B/n
(71)

According to eq 71 the temperature of the catalyst
pellet can be calculated as a function of the Weisz
modulus, for given values of the modified Prater num-
ber and the Biot number for mass transport.

To derive an equation for determining the overall
effectiveness factor, we first introduce a Thiele modulus
<f>* which is related to the unknown surface temperature

n2 =
De k(Tb)

(72)

Replacing <f> in eq 32 with 0* transforms the mass
balance into the same form as in the isothermal case.
For a first-order irreversible reaction the solution of the
isothermal problem has already been derived (see Sec-
tion 6.2.3.2). The reactant concentration is obtained
analogous to eq 59 as a function of the radial coor-
dinate, for given values of <f>* and Bim. We then have:

/ =
f + (Bim - l)tanh(^)

(73)

The derivative of/, calculated at the point .v = 1, is
now substituted into eq 42, resulting in the following
expression for the catalyst efficiency:

— 1
f + (Bim - l)tanh(f )J

(74)

By substituting <f>* from eq 72 into eq 74, ^ can be
eliminated. The overall effectiveness factor can then be
expressed in a more illustrative form:
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0.01

Figure 10. Effectiveness factor r\ as a function of the Weisz
modulus \j/. Combined influence of intraparticle and interphase
mass transfer and interphase heat transfer on the effective re-
action rate (first order, irreversible reaction in a sphere, Biot
number Bim = 100, Arrhenius number y — 20, modified Prater
number P' as a parameter).

Bimtanh(f)
(75)

The first term in parentheses in eq 75, together with the
preceding factor 3/^, denotes the isothermal intra-
particle effectiveness factor (see eq 51). The second
term in parentheses is identical to the isothermal inter-
phase effectiveness factor (see eq 60). The exponential
factor between the two terms describes the influence of
the deviating catalyst temperature.

Again, eq 75 cannot be used immediately to calcu-
late the overall effectiveness factor, since the modulus
<f>*, which is related to the unknown catalyst temper-
ature, can only be determined when the overall effi-
ciency has been specified (see eqs 71 and 72). There-
fore, both sides of eq 74 arc multiplied by <j>2, resulting
in an expression which relates the Weisz modulus i/f to
the modulus <f>*. Then, for a given value of <j>*, the cor-
responding value of i// is calculated, and from \ji the
unknown catalyst temperature 0S (eq 71). This temper-
ature is substituted into cq 72 to obtain the corre-
sponding value of the Thicle modulus (f>. Dividing \ji by
<t>~ finally yields the overall effectiveness factor which is
then plotted against \p.

This procedure yields the curves depicted in Fig. 10
for fixed values of Bim and y, and the modified Prater
number /{* as a parameter. From this figure, it is ob-
vious that for exothermal reactions (/}* > 0) and large
values of the Weisz modulus, effectiveness factors well
above unity may be observed. The reason for this is
that the decline of the rcactant concentration over the

external boundary layer and further towards the center
of the catalyst pellet might be overcompensated by an
increase of temperature. This happens when the heat
flux transferred from the pellet surface across the
boundary layer to the surrounding fluid per unit time is
considerably smaller than the amount of heat gen-
erated inside the pellet per unit time. Then, the effective
reaction rate is higher than it would be expected under
the conditions in the bulk fluid phase.

Whether or not such an effect occurs in a practical
situation and if so, how pronounced it will be, depends
basically on the modified Prater number /J* (see eq 71),
that is on the maximum amount of heat effectively
produced inside the pellet, as compared to the max-
imum amount of heat transported across the external
boundary layer. Additionally, the Arrhenius number
plays an important role which, as a normalized form of
the activation energy, is a measure for the increase of
the reaction rate due to an increase of temperature.

With the Thiele modulus, the Biot number for
mass transport, the modified Prater number, and the
Arrhenius number, four dimensionless numbers are
necessary to fully characterize this problem.

Any of the curves in Fig. 10, which refer to different
values of the modified Prater number /}*, tend to ap-
proach a certain limiting value of the Weisz modulus
for which the overall effectiveness factor obviously be-
comes infinitely small. This limit can be easily deter-
mined, bearing in mind that the effective reaction rate
can never exceed the maximum interphase mass trans-
fer rate (the maximum rate of reactant supply) which is
obtained when the surface concentration approaches
zero. To show this, we formulate the following simple
mass balance, analogous to eq 62:

•nRyre = 4 nR2kf(ch - cs) (76)

Dividing the above equation by the external pellet sur-
face 4nR2 and the bulk concentration cb, and solving
for cs/cb gives

— = 1 = 1 (77)

Substituting the second Damkohlcr number Da\\, which
is defined as the ratio of the intrinsic reaction rate to
the maximum rate of reactant supply.

Da,, =

into eq 77, yields

— = 1 - }]Da\\

(78)

(79)
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The maximum effective reaction rate is obtained for the
limiting value of cs = 0. This means that the product of
the effectiveness factor and the second Damkohler
number can never exceed unity. A comparison of the
definition of the Weisz modulus (eq 56) with the defi-
nition of Da\\ (eq 78) gives the equivalence

3k{R
De

or shorter:

r\Da\\ =

= r,Dan3Bim (80)

(81)

Hence, as an alternative to Fig. 10, the overall
effectiveness factor can also be plotted against the
product t]Da\\, which again contains only measurable
quantities, and which, as already stated, can never ex-
ceed unity. This leads to the representation shown in
Figs. 11 and 12 for two different values of the Arrhenius
number.

1000

100

10

1

0.1

n m

n=1
Bim=100
7=30

sphere

r

= 5 = ^

I *•

/0 .75

0.25

0.001 0.01 0.1

Figure 11. Effectiveness factor i jasa function of the observable
variable r\Da\\. Combined influence of intraparticle mass transfer
and interphase heat and mass transfer on the effective reaction
rate (first order, irreversible reaction in a sphere, Biot number
Bim = 100, Arrhenius number y = 30, modified Prater number /?'
as a parameter).

6.2.3.4 Film and Pore Diffusion Together with
Interphase and Intraparticle Heat Transfer

When a fast reaction is highly exothermic or endother-
mic and, additionally, the effective thermal conduc-
tivity of the catalyst is poor, then significant temper-
ature gradients across the pellet are likely to occur. In
this case the mass balance (eq 32) and the enthalpy
balance (eq 33) must be simultaneously solved using
the corresponding boundary conditions (eqs 34-37), to
obtain the concentration profile of the reactant and the
temperature profile inside the catalyst pellet. The ex-
ponential dependence of the reaction rate on the tem-
perature thereby imposes a nonlinear character on the
differential equations which rules out an exact ana-
lytical treatment. Approximate analytical solutions [83,
99] as well as numerical solutions [13, 100, 110] of eqs
32-37 have been reported by various authors.

In the most general case, i.e. when intraparticle and
interphase transport processes have to be included in
the analysis, the effectiveness factor depends on five
dimcnsionlcss numbers, namely the Thiele modulus t/>,
the Biot numbers for heat and mass transport Bih and
Bim, the Prater number /?, and the Arrhenius number y.
Once external transport effects can be neglected, the
number of parameters reduces to three, because the
Biot numbers then approach infinity and can thus be
discarded.

In Fig. 13, typical curves for the effectiveness factor
as a function of the Thiele modulus t/> are given for a
first order, irreversible reaction in a spherical catalyst
pellet. These curves have been obtained numerically by
Weisz and Hicks [110], for the case of negligible intcr-
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Figure 12. Effectiveness factor r\ as a function of the observable
variable r\Da\\. Combined influence of intraparticle mass transfer
and interphase heat and mass transfer on the effective reaction
rate (first order, irreversible reaction in a sphere, Biot number
Bim = 100, Arrhenius number y = 10, modified Prater number /f
as a parameter).

phase concentration and temperature gradients. In the
light of the previous results, it comes as no surprise that
under nonisothermal conditions inside the catalyst pel-
let effectiveness factors above unity are encountered
(exothermal reactions). This happens when the heat of
reaction, generated inside the porous pellet, accumu-
lates due to a poor thermal conductivity of the catalyst
material. The temperature inside the pellet then in-
creases until finally a steady state between heat gen-
eration and heat removal is reached, at a temperature
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Figure 13. Effectiveness factor r\ as a function of the Thiele
modulus <f>. Combined effects of intraparticle heat and mass
transfer on the effective reaction rate (first order, irreversible re-
action in a sphere, Arrhenius number y = 20, Prater number /? as
a parameter, adapted from Weisz and Hicks [110]).

level somewhat above the temperature at the external
pellet surface. The corresponding rise of the reaction
rate towards the center of the catalyst pellet may over-
compensate the influence of the decreasing reactant
concentration, thus producing a net increase of the re-
action rate over the intrinsic rate which would be ex-
pected under the conditions in the bulk fluid phase.

This effect will be particularly emphasized at small
values of the Thiclc modulus where the intrinsic rate
of reaction and the effective rate of diffusion assume
the same order of magnitude. At large values of <j>, the
effectiveness factor again becomes inversely propor-
tional to the Thiele modulus, as observed under iso-
thermal conditions (Section 6.2.3.1). Then the reaction
takes place only within a thin shell close to the external
pellet surface. Here, controlled by the Arrhenius and
Prater numbers, the temperature may be distinctly
higher than at the external pellet surface, but constant
further towards the pellet center.

However, whereas effectiveness factors above unity
under nonisothcrmal conditions can be explained quite
easily, the observation of multiple steady states is a new
and unexpected feature. These arise at small values of
^, provided the reaction is substantially exothermic
and, additionally, has a high activation energy. This
means that, for a single value of the Thiele modulus,
several possible solutions for the steady state overall
effectiveness factor may exist (operating points), usu-
ally up to three. The middle operating point is nor-
mally unstable. Whenever the temperature and/or the

reactant concentration is increased by small-scale fluc-
tuations of the operating conditions, the reaction is ac-
celerated and the amount of heat additionally pro-
duced by the reaction inside the pellet per unit time
surpasses the amount of heat that can be transported to
the external pellet surface via effective heat conduction.
The consequence is a further rise of the temperature
inside the pellet. The system will reach a new stationary
state between heat production and heat removal when
finally approaching the upper operating point. The
opposite case is observed when a sudden drop of the
temperature and/or the reactant concentration occurs.
The temperature decreases steadily until the lower
operating point is reached.

Whether the upper or the lower operating point will
prevail under stationary conditions, depends on the di-
rection from which the stationary state is approached.
When the system reaches the stationary point from
higher temperatures, it will arrive at the upper operat-
ing point. If, however, the approach comes from lower
temperatures, the system will operate at the lower sta-
tionary point. In the case that the operating points are
rather close together, a cyclic switching between the
upper and lower operating points is also possible
(ignition/quenching behavior).

Whether or not multiple steady states will appear,
and how large the deviation of the effectiveness factors
between both stable operating points will be, is deter-
mined by the values of the Prater and Arrhenius num-
bers. Effectiveness factors above unity generally occur
when /? > 0 (exothermal reactions). However, for the
usual range of the Arrhenius number (y = 10-30),
multiple steady states are possible only at larger Prater
numbers (see Fig 13). For further details on multiple
steady states, the interested reader may consult the
monograph by Aris [6] or the works of Luss [69, 70].

As stated above, instead of plotting the effectiveness
factor against the Thiele modulus tj> which contains the
unknown, intrinsic rate constant, it is often more con-
venient to relate it to the observable Weisz modulus \j/.
This leads to the representation given in Fig. 14 for the
same situation as depicted in Fig. 13. The dashed por-
tions of the curves indicate the regions in which a
unique solution of the effectiveness factor docs not ex-
ist, corresponding to the regions of multiple solutions
in Fig. 13.

Figures 13 and 14 refer to the situation where only
intraparticle transport effects influence the observable
reaction rate. However, a similar behavior is observed
if, besides intraparticle heat and mass transport pro-
cesses, the heat and mass transfer between the catalyst
pellet and the bulk fluid phase is also considered. More
information about this situation can be found, for ex-
ample, in the works of Cresswell [26], McGrcavy and
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Figure 14. Effectiveness factor 7 as a function of the observable
Weisz modulus \ji. Combined effects of intraparticle heat and
mass transfer on the effective reaction rate (first order, irreversible
reaction in a sphere, Arrhenius number y = 20, Prater number /J
as a parameter, adapted from Weisz and Hicks [110]).

Cresswell [72, 73], Kehoe and Butt [62], Butt [11, 12],
and Hatfield and Aris [43].

Although multiplicities of the effectiveness factor
have also been detected experimentally, these are of
minor importance practically, since for industrial pro-
cesses and catalysts, Prater numbers above 0.1 are less
common. On the contrary, effectiveness factors above
unity in real systems are frequently encountered, al-
though the dominating part of the overall heat transfer
resistance normally lies in the external boundary layer
rather than inside the catalyst pellet. For mass transfer
the opposite holds: the dominating diffusional resis-
tance is normally located within the pellet, whereas the
interphase mass transfer most frequently plays a minor
role (high space velocity).

The fact that the effective heat conduction within the
catalyst pellet normally is not the crucial process in
determining the excess temperature of the catalyst pel-
let can be illustrated by analyzing the contribution of
the interphase temperature gradient to the total excess
temperature. To demonstrate this, we first eliminate the
common reaction term occurring in the mass and en-
thalpy balances (eqs 32 and 33):

x dx
( 8 2 )

Upon introducing the new variables u —fx and v = Ox
(see eqs 43 and 44), this equation simplifies to

(83)

Integrating eq 83 twice and utilizing the boundary
conditions at the pellet center,

du
dx

dv
dx x=0

and, at the external pellet surface,

u{x=\)=f,

v(x=l) = 0,

(86)

(87)

gives the following simple relation between 6 and / :

f) (88)

From eq 88 we conclude that the maximum temper-
ature difference inside the pellet is related to the point
at which the maximum concentration difference is
observed, i.e. where the reactant concentration drops to
zero ( / = 0). Therefore, we have a maximum internal
temperature difference ATpore of

ATpore = b (89)

The concentration ratio cs/c\, in eq 89 can be expressed
as a function of the observable variable rjDau (eq 79).
Hence,

The interphase temperature difference is given by eq 71
as

-*£•- (91)

If we denote by r47 the ratio of the interphase temper-
ature difference ATQn versus the total excess temper-
ature of the catalyst ATcxl + A 7 ^ , we finally obtain,
after some rearrangement,

(92)

where rp
numbers:

ATcxt + ATpore 1 + r]Dan(rii - 1)

is the ratio of the Prater numbers or Biot

Bim (93)

The term r&r from eq 92 is depicted in Fig. 15 as a
function of the observable variable t]Dan, for different
values of rp. When rp = 1, a linear rise of the curve is
obtained. However, with increasing rp, the external
temperature difference dominates already at low values
of i]Da\\.
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Figure 15. Ratio of interphase temperature difference versus
total intra-inlerphase temperature difference r a r as a function
of the observable variable r/Da^ (spherical catalyst, ratio of Biot
numbers r/j = Bim/Bih as a parameter, after Carberry [19]).

In reality, the Biot number for mass transport in
most cases is considerably higher than the Biot number
for heat transport, i.e. the ratio rp is frequently larger
than 40-50 [19]. This means that the catalyst pellet can
usually be treated as isothermal, at a temperature level
which is controlled by the interphase heat transfer re-
sistance. However, this leads to a reduction of the gen-
eral problem to the case which has already been treated
in the previous section.

6.2.3.5 External Heat and Mass Transfer

A special type of fluid-solid catalyzed reaction is
obtained when either the reaction rate is so fast that the
reactants become completely exhausted at the external
catalyst surface (i.e. at very high reaction temperatures)
or when the catalyst is nonporous. Then, pore diffusion
and effective heat conduction inside the pellet need
not be considered. Thus, the problem is reduced to a
treatment of the coupled interphase heat and mass
transport.

The conservation equations for mass and enthalpy
for this special situation have already been given with
eqs 76 and 62. As there is no diffusional mass transport
inside the pellet, the overall catalyst effectiveness factor
is identical to the film effectiveness factor r]cxl which is
defined as the ratio of the effective reaction rate under
surface conditions divided by the intrinsic chemical
rate under bulk fluid phase conditions (see eq 61). For
an nth order, irreversible reaction we have the following
expression:

0.01
0.001 0.01

TJDO,,

Figure 16. Effectiveness factor i /asa function of the observable
variable rjDan. Combined influence of interphase heat and mass
transfer on the effective reaction rate (first order, irreversible re-
action in a sphere, modified Prater number /T as a parameter).

= '/ext -
Jk(T.)\(cs

\k(Th)J\ch
(94)

According to this equation, the effectiveness factor is
controlled by two terms, namely the ratio of the rate
constants ks/k\,, governed by the temperature differ-
ence over the external fluid film, and the ratio of the
surface concentration versus the bulk concentration
cs/cb- Defining equations for both of these terms have
already been given with eqs 71 and 79. Substituting
these into eq 94 and using eq 81, we obtain the effec-
tiveness factor for arbitrary reaction order as a func-
tion of the observable variable

r, = (I - (95)

Figure 16 shows an effectiveness factor diagram for a
first order, irreversible reaction which has been calcu-
lated from eq 95 for various values of the modified
Prater number /?'. From this figure, it can be seen that
for exothermal reactions (/?* > 0) effectiveness factors
above unity may be observed when the catalyst oper-
ates at a temperature substantially above the bulk fluid
phase temperature. This is caused by the limited heat
transfer between the pellet and the surrounding fluid.
The crucial parameters controlling occurrence and size
of this effect are again the modified Prater number and
the Arrhenius number.

The reaction order also has a great influence on the
effectiveness factor. This is illustrated in Fig. 17 for the
isothermal case (/T = 0). Obviously, the effectiveness
factor drops with increasing reaction order at a given
value of rjDau. For reactions with a negative order,
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Figure 17. Effectiveness factor ^ as a function of the observable
variable rjDa,,. Influence of interphase mass transfer on the effec-
tive reaction rate (isothermal, irreversible, nth order reaction in a
sphere, reaction order n as a parameter).

effectiveness factors above unity are possible even
under isothermal conditions.

6.2.3.6 Use of Complex Rate Expressions

In the previous sections, only simple, irreversible re-
actions have been considered whose kinetics were as-
sumed to obey a simple power rate law of the type
r — kc". The reason for this assumption was to have
analytical solutions for most of the important problems
in order to demonstrate the key effects in a clear man-
ner. Moreover, many heterogeneously catalyzed re-
actions, although not strictly obeying a power rate law,
can nevertheless be described by this kind of rate ex-
pression for practical purposes, at least when the con-
centration range to be covered is not too wide.

In reality however, situations also exist where a more
complex form of the rate expression has to be applied.
Among the numerous possible types of kinetic ex-
pressions two important cases will be discussed here in
more detail, namely rate laws for reversible reactions
and rate laws of the Langmuir-Hinshelwood type. Ba-
sically, the purpose of this is to point out additional
effects concerning the dependence of the effectiveness
factor upon the operating conditions which result from
a more complex form of the rate expression. Moreover,
without going too much into the details, it is intended
at least to demonstrate to what extent the mathemat-
ical effort required for an analytical solution of the
governing mass and enthalpy conservation equations
is increased, and how much a clear presentation of the
results is hindered whenever complex kinetic expres-
sions are necessary.

To keep the discussion as simple as possible, the view
is restricted to the isothermal case without interphase
concentration and temperature gradients (i.e. intra-
particle diffusion and reaction only). For a more de-
tailed treatment of complex kinetic expressions the
monographs by Satterfield [91], Aris [5], and Emig [31]
may be consulted.

A Simple Reversible Reactions
We start with the simplest reversible reaction A! ^ A2,
where both the forward and the reverse reaction follow
a first-order rate law. The net reaction rate of such a
process is given by

r = k+c\ — k C2 (96)

This type of reaction has been investigated by Smith
and Amundsen [95] and Carberry [14]. Without deri-
vation it may be stated that under isothermal con-
ditions the same solution for the effectiveness factor is
obtained as in the case of an irreversible reaction if a
modified Thiele modulus ^rev is introduced [91]:

(97)

If the effective diffusivities D\# and £>2,e do not differ
markedly, then eq 97 can be expressed in a simplified
form by introducing the equilibrium constant A q̂ =

/*+(! + l/*cq) (98)

From this expression it can be seen that the modulus
^rcv transforms to the standard Thiele modulus (j> (eq
27) when the equilibrium constant approaches infinity.
Additionally, it is obvious that the effectiveness factor
decreases when, at a given value of the forward rate
constant k+

y the reverse reaction becomes increasingly
important (Fig. 18). This holds for all types of rever-
sible reactions [31, 91]. Therefore, the effectiveness
factor of a truly reversible reaction might be con-
siderably overestimated if the reaction is treated as
irreversible.

This problem arises even at low conversion, because
although the product concentration may then be negli-
gible at the external pellet surface, in general this is not
the case inside the pellet, unless diffusion effects upon
the effective reaction rate are absent. Therefore, a dif-
ference normally exists between the effectiveness factor
of irreversible and reversible reactions which becomes
increasingly important as the equilibrium constant A'cq
of the reaction is shifted to smaller values.

At large values of ^rcv (i.e. ^rcv > 10), the propor-
tionality t] ~ l/^rcv (see eq 51) for the given example of
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Figure 18. Effectiveness factor r\ of a first-order reversible re-
action versus the Weisz modulus \p (related to the forward rate
constant k+). Influence of intraparticle diffusion on the effective
reaction rate (isothermal reaction in a sphere, equal diffusivities
Z), e = Z>2,e, equilibrium constant K^ as a parameter).

a first-order reaction (eq 98) dictates a decrease of the
catalyst efficiency by the factor (1 + l/Keq)

x/2.
The mathematical effort increases considerably when

the influence of a second reactant is considered. We
then have a reaction of the type Ai + A2 ^ A3 + A4.
According to eq 99 the net reaction rate for this general
case of a bimolecular equilibrium reaction is a function
of four different concentrations:

r — — k C3C4 (99)

Assuming a flat plate geometry Maymo and Cunning-
ham [75] developed a relationship for calculating the
effectiveness factor for reactions of the above type. This
depends on the Thiele modulus and the equilibrium
constant of the reaction, but additionally also on the
stoichiometric ratio of the reactants and their effective
diffusivities. In the most general case eight parameters
have to be specified to determine the effectiveness fac-
tor. Even if a single common effective diffusivity can be
used to describe the diffusion of the various reactants
inside the porous pellet with sufficient accuracy, there
still remains a five-parameter equation. Therefore, a
graphical representation of the results is not very illus-
trative and hence has been omitted here. Moreover, the
dependence of the effectiveness factor on the Weisz
modulus and the equilibrium constant is very similar to
the previously treated case of a first-order reversible
reaction.

The main contribution of the work of Maymo and
Cunningham [75] therefore is a criterion allowing a
decision on whether or not a reversible reaction obcy-
lng a truly second-order rate law may be represented in
simplified form by an irreversible, pseudofirst-ordcr
expression. It turns out that the error in the effective-

ness factor, associated with such a simplification, will
be smaller than 10% whenever the product of the nor-
malized concentration and the normalized diffusivity of
the second reactant E2D2 is larger than or equal to
2, where E2 and Dj are defined by £2 = ci %/c\ s and
D2 = D2,t/DUe.

Finally, it is worth noting that, according to Car-
berry [19], heat transfer effects are only of minor im-
portance in reversible reactions, since the effect of
temperature on the equilibrium constant compensates
at least partly for the effect of temperature on the rate
constants. As an example, the temperature rise towards
the pellet center, which is observed for exothermic
equilibrium reactions, leads to a decrease of the equi-
librium constant, but in addition also to an increase of
the forward rate constant [91].

B Simple Irreversible Reactions with Langmuir-
Hinshelwood-Type Kinetics

Similar to reversible reactions, the mathematical treat-
ment becomes more complicated if a Langmuir-Hin-
shelwood (Hougen-Watson) type kinetic expression is
used. For the most simple case of an irreversible,
monomolecular reaction A| —> products, the following
rate law holds:

kpx (100)

1/1

Roberts and Satterfield [87, 88] analyzed this type of
reaction. On the basis of numerical calculations for a
flat plate, these authors presented a solution in the
form of effectiveness factor diagrams, from which the
effectiveness factor can be determined as a function of
the Weisz modulus as well as an additional parameter
Kp\s which considers the influence of the different ad-
sorption constants and effective diffusivities of the
various species [91]. The constant K involved in this
parameter is defined as follows:

K\-Dx,c D

0)
(101)

where w is given by

(.0 =

,yi
i^4 (102)

Here, p\_s is the partial pressure of reactant A| at the
external pellet surface and v, is the stoichiometric co-
efficient of species / which is positive for all products
and negative for the reactants. When the adsorption
constant A'I, as well as all other adsorption constants

References sec page 125
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Figure 19. Effectiveness factor r\ of an irreversible monomolecular reaction with Langmuir-Hinshelwood-type kinetics versus the Weisz
modulus \l/. Influence of intraparticle diffusion on the effective reaction rate (isothermal reaction in a flat plate, Kp\, as a parameter
adapted from Satterfield [91]).

Kt, tend towards zero, the parameter Kp\$ also ap-
proaches zero. We then have a simple first-order re-
action. On the other hand, when Kpit tends towards
infinity, we get a simple zero-order expression. If at
least one of the products is strongly adsorbed at the
surface, negative values of Kp\% (i.e. K) may result,
which means that the reaction rate is inhibited. The
smallest possible value of Kpls is - 1 .

In Fig. 19, calculated curves of the effectiveness fac-
tor versus the Weisz modulus are shown for different
values of ApiiS [91]. For comparison, this diagram also
contains the curves corresponding to the results which
apply to simple, irreversible power rate laws of zeroth,
first and second order. From this figure it is obvious
that a strong adsorption of at least one of the products
leads to a similar decrease of the effectiveness factor as
it is observed in the case of a reversible reaction.

Beside the convenient representation of the effec-
tiveness factor as a function of the observable Weisz
modulus, this diagram has the additional advantage
that the error arising from an approximation of the
truly hyperbolic form of the rate expression by a simple
power rate law with integer order can be estimated.

Roberts and Satterfield [87, 88] also treated bimo-
lecular reactions of the type A] + bA.2 —> products, de-
scribed by Langmuir-Hinshelwood-type models. In
this case, we have the rate expression

E =

r =
KxPx + K2p2

(103)

Compared with the previous case of a monomolecular
reaction, an additional parameter E is required to take
into account the influence of the stoichiometric ratio of
the reactants on the effectiveness factor. This is defined
as

(104)

In practice, A\ is chosen to designate that reactant that
permits E to be zero or positive. E will be large whenever
reactant A2 is present in large excess and/or has an
effective diffusivity substantially larger than reactant
Aj. It is therefore called the modified stoichiometric
excess.

A special feature of bimolecular reactions is that a,
defined by eq 102 and normally positive, might become
negative when reactant A2 is adsorbed much more
strongly than reactant Ai and when, additionally, the
value of £>2P2.s/v2 is very small. For o < 0, the method
of Roberts and Satterfield cannot be applied [91].

Inspection of the curves of the effectiveness factor
versus the Weisz modulus for different values of Kp\,s
and E reveals two interesting phenomena when E > 0
(Fig. 20) [87, 88, 91]. At first, for large values of A>,.s
(10-100) effectiveness factors above unity may occur
even though isothermal conditions prevail. This can
be explained by the fact that the reaction rate given by
eq 103 has a maximum for certain combinations of p\
and P2- This maximum results from the assumption
that the rate is proportional to the concentration of the
adsorbed reactants A[ and A2 which compete for ad-
sorption sites on the active (inner) surface. When, for
example, Ai is adsorbed more strongly than AT, then a
raised partial pressure of Ai, at constant partial pres-
sure of A2, will lead to a displacement of A2 from the
surface, and hence to a lowered reaction rate. By a
quantitative analysis, it can be shown that effectiveness
factors above unity will appear whenever Kp\,s is
greater than (E + 2)/£ [91].

The second effect concerns the phenomenon that, for
large values of E and K/?i,s, a region is observed where
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Figure 20. Effectiveness factor rj for a bimolecular irreversible reaction with Langmuir-Hinshelwood-type kinetics versus the Weisz
modulus ip. Influence of intraparticle diffusion on the effective reaction rate (isothermal reaction in a flat plate, modified stoichiometric
excess E = 10, Kp\+ as a parameter, adapted from Satterfield [91]).

the effectiveness factor is no longer a unique function
of the Weisz modulus. This is in analogy to the multi-
plicities observed in the nonisothermal case for simple
integer-order power rate laws (see Figs 13 and 14).

To give an example, Fig. 20 shows a diagram for
£ = 1 0 and various selected values of Kp\,%. The
dashed lines indicate the range over which multiple
steady states of rj(>p) occur. Here, by means of numer-
ical methods it is not possible to determine a unique
solution of the effectiveness factor of the pellet for given
conditions at the external pellet surface [91]. Which
operating point will be observed in a real situation
again depends upon the direction from which the
stationary state is approached [91].

C Simple Reversible Reactions with Langmuir-
Hinshelwood-Type Kinetics

The same approach as for irreversible Langmuir-
Hinshelwood-type models can be extended to reversible
reactions. Kao and Satterfield [61] developed a graph-
ical method for monomolecular reversible reactions of
the type A] ^ Ai, which is presented here as our last
example. The method is based upon the following for-
mulation of the net reaction rate:

(105)

Kp\ri to the reversible case, whereas C is truly an ad-
ditional parameter. They are defined as follows:

B

c = '

,eq
(106)

(107)

K2p2

where p]cii is the equilibrium partial pressure of re-
actant A], and £ KPi represents the inhibition of the
reaction rate by adsorption of inert species. Compared
to the irreversible case (eqs 100-102), which is unam-
biguously characterized by the Weisz modulus and the
parameter Kp\ s, two new parameters B and C are now
required. Of these, B is an extension of the parameter

q = 0 we have an irreversible reaction. B is then
equivalent to the parameter Kp\fi. Consequently, B
ranges from a minimum value of - 1 to infinity (as well
as KpiiS), where B can never exceed Kpls. Possible
values of C range from 0 for an irreversible reaction
to 1 when the reaction reaches the equilibrium and the
net reaction rate approaches zero.

The effectiveness factor versus the Weisz modulus
according to Kao and Satterfield [61] is shown in Fig.
21 for C = 0.5 and different values of B. From this
diagram, a similar behavior is seen as in the case of a
simple, first order, reversible reaction (see Fig. 18): with
decreasing value of B, the effectiveness factor is re-
duced. A decline of the effectiveness factor is also ob-
served for a rise of the parameter C, which corresponds
to a shift towards the chemical equilibrium, and hence
to a reduction of the net reaction rate [91].

6.2.4 Temperature Dependence and
Reaction Order of Transport-Limited
Reactions

As stated in the introduction to this chapter, the ob-
servable activation energy and normally also the ob-
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Figure 21. Effectiveness factor t\ of a monomolecular reversible reaction with Langmuir-Hinshelwood-type kinetics versus the Weisz
modulus \ji. Influence of intraparticle diffusion on the effective reaction rate (isothermal reaction in a flat plate, equilibrium parameter
C = 0.5, B as a parameter, adapted from Satterfield [91]).

servable order of a heterogeneously catalyzed fluid-
solid reaction, carried out on a porous catalyst, may
differ from the respective properties of the intrinsic
chemical reaction, whenever notable heat and mass
transfer resistances exist (see Fig. 3). Therefore, the
observable quantities are frequently termed effective or
apparent properties, in order to provide a clear dis-
tinction from the true or intrinsic parameters of the
pure chemical reaction. This aspect is now discussed in
more detail, since it is of great importance for practical
situations.

Two important restrictions must be introduced to
allow a general representation of the temperature and
concentration dependence of the effective reaction rate
in the diffusion controlled regime. The first concerns
the restriction to simple reactions, i.e. which can be
described by only one stoichiometric equation. When-
ever several reactions occur simultaneously, it is ob-
vious that the individual activation energies and re-
action orders may be influenced quite differently by
transport effects. Thus, how the coupled system in such
a case finally will respond to a change of temperature
or concentration cannot be specified in a generally
valid form.

The second necessary condition is isothermal oper-
ation. This is apparent from the results of Sections
6.2.3.3 and 6.2.3.4 where it has been shown that heat
and mass transport may drive the effective reaction rate
in opposite directions. Normally, mass transfer control
of a reaction means a drop of the effective reaction rate
(for positive reaction order), whereas a limited heat
transfer in the case of an exothermal reaction will cause
the temperature inside the catalyst pellet to rise, and
will thus increase the effective reaction rate. When
both effects occur simultaneously, an increase as well
as a decrease of the effective rate may be observed, in-
dicating either a lower or a higher apparent activation

energy (or reaction order). Again, this rules out a gen-
eralized treatment.

However, when the view is restricted to simple, irre-
versible reactions obeying an «th order power rate
law and, if additionally, isothermal conditions arc sup-
posed, then—together with the results of Section
6.2.3—it can be easily understood how the effective
activation energy and the effective reaction order will
change during the transition from the kinetic regime to
the diffusion controlled regime of the reaction.

6.2.4.1 Intraparticle Diffusion

When the effective reaction rate is controlled by pore
diffusion, then the asymptotic solution of the catalyst
effectiveness factor as a function of the generalized
Thiele modulus can be utilized (cq 108). This (approx-
imate) relationship has been derived in Section 6.2.3.1.
It is valid for arbitrary order of reaction and arbitrary
pellet shape.

_ 1 _ . (108)

Combining eq 108 with the definition of the effective-
ness factor (eq 40), the following expression for the
effective reaction rate is obtained:

(109)

Substituting the generalized Thiclc modulus from eq 55
yields

" '
(110)
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The temperature dependence of the rate constant k
is normally expressed by an Arrhenius law with the
intrinsic activation energy £A . In contrast, the temper-
ature dependence of the effective diffusivity De is much
weaker. Normally, De is obtained from

De=^D (111)

where %> denotes the void fraction (porosity) of the
catalyst, and T is the empirical tortuosity factor. In
practice, the diffusivity D is most often approximated
either by the bulk diffusivity DM or the Knudsen dif-
fusivity DK, depending on whether the diffusion pro-
cess is governed by bulk or Knudsen diffusion, i.e. the
characteristic pore size of the catalyst is substantially
larger than or close to the mean free path of the mole-
cules (see Section A.6.3). The dependence of DM and
I>K on temperature is usually described by

re = = k(a(cb - cs) (115)

; DK ~ T1/2 (112)

As both £p and x are virtually uninfluenced by the
temperature, the temperature dependence of De equals
the temperature dependence of DM or DK, respectively.
If we then formally introduce, instead of eq 112, and
Arrrhenius law with E& representing the activation en-
ergy of the diffusion process, after some rearrange-
ment, we obtain from eq 110 the following solution:

(n+l)/2

where

Fp/SpV/(«

(113)

(114)

From this relationship, it is obvious that the effective
activation energy is given by the mean of the intrinsic
activation energy of the catalyzed reaction E\ and the
activation energy of the effective diffusion EQ. Addi-
tionally, it can be noticed that the effective reaction
order (n+ l)/2 also tends to the average of the in-
trinsic reaction order n and the order of the diffusion
process nD = 1.

Because of the weak dependence of the effective dif-
fusivity upon temperature (eq 112), which corresponds
to an activation energy of less than 5-lOkJmol"1, ED
can normally be neglected compared to EA. Therefore,
we obtain, as a rule of thumb, that the observable
activation energy of an isothermal, simple, «th order,
irreversible reaction will drop to roughly one half of
the true value when the reaction is carried out under
intraparticlc diffusion control.

6.2.4.2 Interphase Mass Transfer

If the effective rate is controlled by interphase mass
transfer, then we may utilize the equivalence between
the effective rate and the mass transfer rate:

Provided the interphase mass transfer resistance (1/fcf)
is sufficiently large, the reactant concentration at the
external pellet surface will drop almost to zero. Thus,
we may neglect the surface concentration cs compared
to the bulk concentration cb- With cs —> 0 in eq 115, it
is obvious that in this case the reaction will effectively
follow a first-order rate law. Moreover, it is also clear
that the temperature dependence of the effective re-
action rate is controlled by the mass transfer coefficient
k(. This exhibits basically the same temperature de-
pendence as the bulk diffusivity DM, since the bound-
ary layer thickness <5 is virtually not affected by tem-
perature (k( = DM/<5). Thus, we have the rule of thumb
that the effective activation energy of an isothermal,
simple, nth order, irreversible reaction will be less than
5-10kJmol ' when the overall reaction rate is con-
trolled by interphase diffusion.

6.2.5 Diagnostic Criteria and Experimental
Methods for Estimating the Influence
of Heat and Mass Transfer on the
Effective Reaction Rate

In real situations, the question arises frequently as to
whether or not a marked influence of heat and mass
transfer on the observable reaction rate may be ex-
pected under certain reaction conditions. Quite often
then, one has to deal with reactions obeying complex
kinetics where either none or only a very cumbersome
analytical solution is possible based upon the methods
described in Section 6.2.3. For such cases a number of
useful diagnostic criteria have been developed in the
past, either derived from asymptotic solutions of the
governing differential equations or from perturbation
methods [86]. Most of these criteria have been ex-
plained in a detailed review by Mears [76]. More recent
surveys of diagnostic transport criteria have been given
by Butt [12] and by Madon and Boudart [74].

Typically, a criterion is derived on the premise that
the net transport effect should not alter the true
chemical rate by more than some arbitrarily specified
amount, normally 5%. Because of the uncertainty in-
volved in knowing some of the necessary parameters,
and since they are based on approximate rather than
exact solutions, the philosophy of using the criteria
should be conservative. As a general rule, a clear deci-
sion on whether a reaction takes place under kinetic or
diffusion control is possible only when the calculated
value of a criterion is significantly above or below the
respective limiting value (i.e. an order of magnitude),
otherwise a more detailed analysis is recommended.
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Table 2. Experimental diagnostic criteria for the absence of intraparticle transport effects in simple, irreversible reactions (power iaw
kinetics only).

Application No. Criterion Reference

Pore diffusion (T = const.)

Heat conduction (c = const.)

Pore diffusion and heat
conduction (combined effect)

less than 5% deviation of r\ from 7is

\yP\ < 0.05n
less than 5% deviation of r\ from rjlio

Dccs

108

109

50

65

76

76

110

Corresponding to the different use of the criteria, a
subdivision into two groups appears to be useful.
Experimental criteria are needed when the kinetics of
the reaction under consideration are still unknown, i.e.
neither the type of rate law nor the intrinsic values of
the kinetic parameters have yet been identified. This
may be the case during an early stage of a laboratory
kinetic study when a new reaction is analyzed for the
first time. Experimental criteria in general contain only
directly observable quantities, i.e. the measured effec-
tive rate of reaction as well as some (effective) physical
properties of the catalyst and the reaction mixture (R,
£>c, Ac, etc.). Therefore, these can be easily applied.
However, experimental criteria suffer from the dis-
advantage to be sometimes less conservative when
more complex kinetics prevail.

Theoretical criteria normally contain an explicit ex-
pression of the intrinsic chemical rate, and optionally
also a measured value of the observed reaction rate.
Thus, these criteria are useful only when the intrinsic
kinetics are available, and one is, for example, inter-
ested in whether or not transport effects are likely to
influence the performance of the catalyst as the oper-
ating conditions are changed. If it is not possible to
generate a numerical solution of the governing differ-
ential equations, either due to a lack of time or to other
reasons, then the use of theoretical criteria will not only
save experimental effort, but also provide a more reli-
able estimation of the net transport influence on the
observable reaction rate than simple experimental
criteria can give, which do not contain any explicit

information about the true concentration and temper-
ature dependence of the intrinsic rate.

6.2.5.1 Experimental Criteria

Table 2 lists most of the available experimental criteria
for intraparticle heat and mass transfer. These criteria
apply to single reactions only, where it is additionally
supposed that the kinetics may be described by a sim-
ple nth order power rate law. The most general of the
criteria, 5 and 8 in Table 2, ensure the absence of any
net effects (combined) of intraparticle temperature and
concentration gradients on the observable reaction
rate. However, these criteria do not guarantee that this
may not be due to a compensation of heat and mass
transfer effects (this point has been discussed in the
previous section). In fact, this happens when y[i x n
[12].

As the most conservative policy, it may therefore be
recommended to analyze separately whether the neces-
sary conditions of isothermicity inside the pellet arc
met, for example by criteria 4 or 7. Then, when iso-
thermal conditions can be ensured, criterion 3 may be
used to check for concentration gradients.

A similar situation occurs when intcrphase transport
effects are considered. Table 3 gives a survey of ex-
perimental criteria for the estimation of interphase
transport effects. The most general relationship here is
criterion 4. However, again it may be suggested that
the separate isothermicity criterion 5 be used first, and
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Table 3. Experimental diagnostic criteria for the absence of interphase, and combined intraparticle and interphase transport effects in
irreversible reactions (power law kinetics only).

Application No. Criterion Reference

Interphase mass transfer
(T = const.)

Interphase heat transfer
(c = const.)

Intra-/interphase heat and mass
transfer (combined effect)

less than 5% deviation of rj from

* 2 r e < l+0.33yx

Rrc

0.3n yx|<0.05n
less than 5% deviation of tj from r)is

13

76

77

77

76

then, if isothermal conditions prevail, look for con-
centration gradients using relation 1 or 2 of Table 3
or, if necessary, the respective criteria of Table 2. The
criteria given in Tables 2 and 3 apply to spherical cat-
alyst pellets. If other geometries have to be treated,
then the sphere radius may be replaced by the ratio of
the pellet volume divided by the external pellet surface
VP/SP[12].

At this point, it should be mentioned that there may
be some doubt about how successful the nonisothermal
criteria are at involving observable quantities only.
This concerns the fact that in the nonisothermal case
one has to specify the Arrhenius number which con-
tains the true activation energy of the catalyzed re-
action. The above statement would obviously define
the true activation energy as a directly observable
quantity in the nonisothermal criteria. However, this
would presumably be an experimental value derived
from studies in which intraparticle transport effects
were absent, which is precisely what one is attempting
to define [12].

6.2.5.2 Theoretical Criteria

Table 4 summarizes a number of well-known theoret-
ical diagnostic criteria for the estimation of intrapar-
ticle transport effects on the observable reaction rate.
Table 5 gives a survey of the respective criteria for in-
terphase transport effects. It is quite obvious that these
are more difficult to use than the simple experimental
criteria given in Tables 2 and 3. In general, the intrinsic
rate expression has to be specified and, additionally,
either the first derivative of the intrinsic rate with re-
spect to concentration (and temperature) at surface

conditions is required, or an integration of the rate ex-
pression must be performed.

In contrast to the experimental criteria of Tables 2
and 3, which apply to power law kinetics only, the
criteria of Tables 4 and 5 can be used for arbitrary
forms of rate expressions, although normally not for
systems with more than one reaction. It is interesting to
note that, in a recent publication, Gonzo [40] reports
on the use of general theoretical criteria for the esti-
mation of transport effects in networks of multiple
catalyzed reactions.

Finally, at this point it should be recalled that when
applying theoretical criteria one has to be aware of the
fact that if concentration and temperature gradients
occur simultaneously inside the catalyst pellet, both
effects may compensate each other, and thus a com-
bined heat and mass transport criterion alone may
not be able to recognize that, in this case, the observed
kinetics are actually influenced by transport effects.

6.2.5.3 Experimental Methods for Estimating the
Influence of Heat and Mass Transfer Effects

To use the various criteria given in the previous sec-
tion, some experimental data on the reacting system
are necessary. These are the effective diffusivity of the
key species in the pores of the catalyst, the heat and
mass transfer coefficients at the fluid-solid interface,
and the effective thermal conductivity of the catalyst.
The accuracy of some of these parameters, which are
usually obtained from known correlations, may some-
times be subject to question. For example, under labo-
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Table 4. Theoretical diagnostic criteria for the absence of intrapaiticle transport effects (simple reactions with arbitrary kinetics).

Application No. Criterion Reference

Pore diffusion
(T = const.)

Pore diffusion and heat
conduction (combined
effect)

r(c,)
^ < 1

r(ci,c2,...r)
r{c\,t,ci,s,...T,)

50

< 1

g(c) is an arbitrary rate expression without the pre-
exponential factor of the main rate constant (but
including the temperature variable part).

R<~ 100|dr(c,r)/dc|(1)

The subscript (1) denotes the conditions at the external
pellet surface.

R2 dr(c,T) (-AH)(dr(c,T)
^ \ AT ) T = T t

< 1

Dcc, \ d(c/c,)
<0.05

<* = - (n+\)f(x)A(x)x"dx
Jo

F(c/c,) denotes the dimensionless form of an arbitrary
rate expression./(JC) is a nonuruform, normalized
catalyst activity distribution inside the pellet. A(x) is
an auxiliary function, subject to the following linear
differential equation:

d2A ndA ,, .

76

39

Table 5. Theoretical

Application

diagnostic criteria for

No.

the

n = 0,1 or 2 for slab, cylinder or spherical catalyst
geometry respectively.

absence of interphase transport effects (simple reactions with

Criterion

arbitrary kinetics).

Reference

Interphase mass transfer
(T = const.)

Interphase heat and mass
transfer (combined effect)

Rrc\dr{c)/dc\^
k( r(cb)

< 0.15

<0.05

51

39

(n+\)Bim\ d(c,/cb) J{c./c

F(c,/cb) denotes the dimensionless form of an arbitrary
rate expression, n = 0,1 or 2 for slab, cylinder or
spherical catalyst geometry



6.2 Simultaneous Heat and Mass Transfer and Chemical Reaction 1235

ratory conditions of low particle Reynolds numbers
the available correlations for estimating h[ and kt are
known to be less certain [22, 74]. To specify the effec-
tive diffusivity, not only the bulk and Knudsen dif-
fusivities are required, but also the porosity and the
tortuosity factor of the catalyst which normally have to
be determined by separate experiments. Moreover, the
diffusion process in the pores of the catalyst may be
more complex than the usual assumption of a constant
effective diffusivity throughout the pellet. That is, the
catalyst may have a bimodal pore size distibution, the
diffusional characteristics may change inside the pellet,
or the diffusivity may depend on the concentration of
the various species (see Section A.6.3).

Therefore, besides using diagnostic criteria, experi-
mental tests are often carried out to estimate the influ-
ence of heat and mass transfer on the observed kinetics.
Normally, to detect intraparticle diffusion effects, the
catalyst pellet size is altered while the remaining oper-
ating conditions are kept unchanged. If a change of the
catalyst activity is encountered, then this is said to be
influenced by pore diffusion. However, if there is no
change in activity upon increasing or decreasing the
pellet size, one cannot say for sure that there are negli-
gible intraparticle concentration gradients. A changing
pellet size might cause distortions in the flow field
which could affect contacting [74]. Moreover, if the
catalyst has a bimodal pore size distribution, then the
test may just indicate that there is no diffusional influ-
ence in the larger pores, but there still might be a con-
centration gradient in the small pores. Finally, when
the reaction is strongly exothermic, concentration and
temperature gradients may compensate each other.

To check for interphase transport effects in a flow
system, the flow velocity is normally altered at constant
space velocity. Then, if the reaction rate (or the con-
version) remains constant, the influence of interphase
diffusion is said to be negligible. A similar test is car-
ried out in slurry reactors, where the constancy of the
reaction rate is checked as the agitation of the slurry is
increased. However, this test also suffers from several
disadvantages. Again, if no change in the global re-
action rate is observed, this might be due to a com-
pensation of interphase heat and mass transfer effects,
or even to the combined effect of interphase and intra-
particle transport processes. In addition, at the low
particle Reynolds numbers frequently encountered in
laboratory reactors, the heat and mass transfer coeffi-
cients are quite insensitive to a change of the flow
velocity, and hence the above diagnostic test may fail
to indicate that the reaction rate actually is influenced
by interphase concentration gradients.

To circumvent these disadvantages. Koros and
Nowak [64] suggested a different type of criterion,
which docs not require any knowledge of the effective
diffusivity or the rate expression, nor docs it suffer from

the stated problems of the experimental tests. This cri-
terion is based on making rate measurements on cata-
lyst samples in which the concentration of the catalyti-
cally active material has been changed. The reaction
rate, in the kinetic regime, is directly proportional to
the concentration of the active material. Depending on
the type of catalyst, this concentration may be denned
as (a) the weight fraction, (b) the surface area, or (c) the
surface moles of the active material per unit weight
of catalyst. The Koros-Nowak criterion can then be
explained by noting that in the kinetic regime the
ratio of the measured reaction rate must equal the
respective ratio of (a) weight fractions, (b) surface
areas, or (c) turnover frequencies (denned as moles
reacted per second per surface mole of the active
material).

However, this criterion also has its limitations, as it
is not always easy or possible at all to prepare catalyst
samples with different concentration of the active
material without simultaneously changing some other
important properties of the catalyst, for example its
diffusional characteristics. Details about the applica-
tion of the Koros-Nowak criterion, as well as some
methods how to prepare the required catalyst samples,
can be found in the original paper by Koros and
Nowak [64] or in a more recent article by Madon and
Boudart [74].

6.2.6 Multiple Reactions (Selectivity
Problem)

So far we have been concerned with simple reactions
only, which can be properly described by specifying the
conversion of a single key species. For this type of re-
action it is possible to take into account the influence of
heat and mass transport effects on the overall reaction
rate by introducing a single factor, namely the catalyst
effectiveness factor. The task then is to establish a
functional or graphical relationship which allows de-
termination of the effectiveness factor depending on the
reaction conditions. This procedure apparently is suc-
cessful when treating single reactions obeying simple
integer power law kinetics, where an analytical solution
of the governing differential equations can be achieved.
However, when more complex kinetics must be con-
sidered, analytical treatment becomes increasingly dif-
ficult, and thus the main benefit of the effectiveness
factor concept appears to be lost. The same holds for
situations where additional effects, as for example
a volume change due to reaction, or a more detailed
description of the diffusion process (i.e. Stefan Max-
well diffusion) have to be considered.
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This becomes essentially evident when systems with
more than one reaction have to be treated, where sev-
eral products are formed from one or several reactants,
and/or the desired product is unstable and will be fur-
ther reacted by the catalyst. In all these cases, besides
conversion, the selectivity of the catalyst becomes an
issue, since the yield of the desired product is given
finally by multiplying conversion and selectivity.

The question of selectivity, as influenced by diffusion
effects, was addressed first by Wheeler [113], and has
subsequently been subject to numerous studies which
cannot be discussed in detail within the limited space
available here. The books by Aris [5] and Butt [12] as
well as a more recent chapter on diffusion-reaction in-
teractions by Luss [70] may be consulted for a collec-
tion of relevant works in this field.

This section focuses on three basic types of catalyst
selectivity, termed Type I, Type II, and Type III after
Wheeler [113]. The main purpose of this is to demon-
strate the fundamental effects of diffusion on the ap-
parent selectivity of the catalyst, and to explain briefly
the different situation, which is found when there is no
longer a single functional, the effectiveness factor, to
characterize the system, but the important questions
concern the relative rates of reaction and how they are
affected by diffusion.

6.2.6.1 Type 1 Selectivity

This may be explained by the following scheme:

A * • A A fc2 A

Ai -—> A3 A 2 -—• A4

where the catalyst promotes the conversion of two
different reactants, A* and A2 of which only conversion
of Ai is desired. For the sake of simplicity we assume
that both reactions are first order, isothermal con-
ditions may prevail, and that no volume change due to
reaction occurs. With k\ and k2 as the intrinsic rate
constants, we may write the rate equations governing
the reactor performance in absence of heat and mass
transfer limitations as follows:

dc2

Dividing eq 116 by eq 117 yields

dci _ k\ c\
dc2 k2 c2

(116)

(117)

(118)

The ratio of the rate constants k\/k2 i° eq 118 is known
as the intrinsic selectivity factor Ak. Integration of eq
118 yields an expression which relates the conversion of
A| to the conversion of A2:

c2,oJ
(119)

The point selectivity for Type I reactions is defined as
the relative rate of the desired reaction, divided by the
total rate of both reactions:

1

r\+r2 k}ci+k2c2
(120)

Analogous to eq 120, the overall selectivity is given in
terms of the number of moles of reactant Ai trans-
formed into the desired product A2, divided by the
total number of moles converted (Ai and A2):

C\,0 ~
(121)

Substituting eq 119 into this definition, and introducing
the ratio of the initial concentrations Aco = c2fi/ci0 for
convenience, the following expression is obtained
which relates the intrinsic overall selectivity to the
conversion of reactant A\:

(122)

If we now turn to the situation where intraparticle dif-
fusion controls the overall reaction rate, eq 118 has to
be rewritten in terms of the effective rather than the
intrinsic reaction rates. However, because the two re-
actions are independent of each other, these may be
treated separately. Hence, the intrinsic rate constants
k\ and k2 are multiplied by the corresponding separate
effectiveness factors. Instead of eq 118, this gives

dc2 12 C2
(123)

Assuming a spherical catalyst pellet and that interphase
heat and mass transfer resistances can be neglected,
substitution of eq 51 into eq 123 gives, upon rearrange-
ment,

d c i ^ <f>2

dc2 <f>x

\
- (124)

We are interested mainly in how the selectivity will
change when intraparticle diffusion controls the overall
rate. Thus, we make use of the assumption <f>j > 10
which transforms eq 124 into the following simplified
relationship:

(125)
dc2

Comparing eqs 118 and 125, we note that both share
the same solution (eq 119) if we introduce an appar-
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ent selectivity factor A£e> as defined in eq 126, and
substitute this back into eq 125.

(126)

Thus, we obtain the point and overall selectivities ob-
served under intraparticle diffusion control by simply
replacing the intrinsic selectivity factor Ak in eqs 120
and 122 with the apparent selectivity factor AAce given
by eq 126.

If we now suppose that the effective diffusivities D\ e

and £>2,e a re approximately the same, we have a se-
lectivity factor Ake equal to the square root of the
intrinsic selectivity factor M. The physical reason for
this is that a smaller fraction of the internal surface
of the catalyst is available to the faster of the two re-
actions, whereas a larger fraction is available to the
slower reaction [55]. Therefore, provided the desired
reaction is faster than the undesired one, Type I selec-
tivity will be reduced when the reaction rate is in-
fluenced by intraparticle diffusion, otherwise it will be
increased.

Similar results are obtained when, in addition to in-
traparticle diffusion, interphase mass transfer is con-
sidered. Instead of eq 51, in this case eq 60 may be
substituted into eq 123, which then introduces the Biot
numbers for mass transport of the reactants A| and A2
as additional parameters. For large values of </>x and <f>2

(i.e. > 10) and, after some rearrangement,

( l 2 7 »

Finally, when interphase mass transfer controlls the
overall rate, the ratio <f>/Bim may be sufficiently larger
than unity, and hence eq 127 transforms to

= ^ (.28)

which indicates that the apparent point and overall se-
lectivities, given by eqs 120 and 122, respectively, are
no longer a function of the intrinsic rate constants k\
and k2, but instead depend on the ratio of the mass
transfer coefficients k(t\/k(j. However, this is usually
close to unity, which means that the overall selectivity
is only affected by the ratio of the initial concen-
trations Afo- Figure 22 illustrates the influence of mass
transfer effects on Type I selectivity by plotting the
overall selectivity from cq 122, obtained under kinetic
and diffusion control, respectively, versus the conver-
sion of reactant A|, for selected values of AA: and Ac0.

An interesting opportunity is offered by cq 126. This
concerns the dependence of the apparent selectivity
factor on the ratio of the effective diffusivities. It has
been stated above that this ratio in most practical cases

S,
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Figure 22. Variation of the apparent selectivity of a Type I re-
action with conversion. Comparison of the results obtained under
kinetic and diffusion control (isothermal operation, intrinsic se-
lectivity factor Ak = 4, ratio of initial concentrations ACQ = 1,
equal diffusivities D\c = Dlc).

using conventional catalysts, where bulk diffusion or
Knudsen diffusion will govern the mass transport in-
side the porous pellet, will be more or less close to
unity, depending on whether or not the molecular
dimensions of the two reactants Ai and A2 will differ
significantly. However, when the diffusion process is
ruled by other mechanisms, i.e. configurational dif-
fusion in zeolites, then the effective diffusivities of dif-
ferent reactants may vary by several orders of magni-
tude, a fact which suggests a great influence on
selectivity (see Section 6.2.7).

So far it has been assumed that both reactions are
first order and the pellet can be treated as isothermal. It
may be obvious to note that under nonisothermal con-
ditions the ratio of the intrinsic activation energies and,
if necessary, the ratio of the external heat transfer
coefficients will also affect the apparent selectivity
of the catalyst. In addition, if the kinetic orders of
the two reactions are different, this will also influence
selectivity.

6.2.6.2 Type II Selectivity

This case is characterized by the following parallel
reactions:

Again, we assume isothermal conditions and the ab-
sence of a volume change due to reaction. The govern-
ing rate equations for the disappearance of reactant A,

References see page 1251
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and the formation of the desired product A2 are then
given by

df

(129)

(130)

where k\ and k2 again denote the intrinsic rate con-
stants of the two reactions. The point selectivity in this
case is defined as the rate of formation of the desired
product A2 divided by the total rate of consumption of
reactant A\:

ktc? 1
(131)

The overall selectivity is given in terms of the number
of moles of product A2 formed from reactant Ai versus
the total number of moles of reactant Ai consumed:

S2,\ =
— c\

(132)

In the following, we have to distinguish between two
different cases, depending on whether the kinetic order
of the two competing reactions is identical or not.

In the first case, when n\ = n2, the point selectivity,
defined according to eq 131, becomes independent of
the reactant concentration. Thus, the overall selec-
tivity, obtained by integration of eq 131 over a range of
conversions, will be identical to the point selectivity:

&,1=T kx+k2
(133)

From eq 129 we note that if we define a new rate con-
stant k' according to:

k' = (134)

and substitute this into eq 129, we essentially have a
simple nth order, irreversible reaction describing the
consumption of reactant A\. Moreover, from eq 134
it is obvious then that a common effectiveness factor
applies to both of the two reactions which can be ob-
tained from the relations given in Section 6.2.3. There-
fore, in this special case, Type II selectivity will not be
affected by intraparticle diffusion. Instead, at each
point in the pore structure both reactions will proceed
with the same relative rate ki/k2, independent of the
reactant concentration. The same holds for interphase
concentration gradients.

In the second case, when n\ ^ n2, the point selec-
tivity will be a function of the reactant concentration
(sec cq 131). Therefore, the apparent selectivity may be
influenced by intraparticle diffusion, since a decrease of
the reactant concentration towards the pellet center
will have a different effect on the observable rates of

the two reactions. A higher order of reaction means a
stronger influence of diffusion, hence Type II selectivity
will be reduced as intraparticle diffusion becomes im-
portant whenever the desired reaction has a kinetic
order higher than the undesired one; otherwise it will
be improved.

Isothermal Type II problems with different orders of
the two reactions have been treated by Roberts [89]. To
give a rather simple example, which can be fully de-
veloped in terms of elementary functions, in the fol-
lowing we discuss the situation where the desired
reaction is first order (rt\ = 1), and the undesired re-
action is zero order (n2 = 0). The intrinsic point selec-
tivity, as obtained from eq 131, is then given by

S2,\ =
1

' + S E 1

(135)

When the catalyst operates under intraparticle dif-
fusion control, the point selectivity can be expressed in
terms of the net number of moles of product A2 effec-
tively produced inside the pellet per unit time, divided
by the net number of moles of reactant Ai consumed
inside the pellet per unit time. Thus, we may write

52,1 =
r2,e

r\,e

= 1 -
1\r\,b +

(136)

However, in contrast to the Type I selectivity problem
treated in the previous section, the effectiveness factors
r/i and r\2 here cannot be determined separately, since
the two parallel reactions share a common reactant,
and do not obey the same kinetic order. Hence, t\x and
r\2 are not independent of each other. Therefore, in-
stead of eq 40, we may define a more general effective-
ness factor which is related to the rate of disappearance
of reactant Ai:

*l =
/?l,b n.b

(137)

Substituting this definition together with eq 20 into eq
136, we may express the apparent point selectivity in a
more useful form:

We note that to determine the effectiveness factor r/, we
have to solve the mass balance for reactant Ai inside
the porous pellet, which for the above chosen example
(/?i = 1, n; = 0) takes the following form:

(139)
d.x- x d.v

= <P\J\
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where (j>\ ar>d ^2 denote the Thiele moduli of the two
reactions:

= R (140)

To keep the mathematics as simple as possible, we treat
the catalyst pellet as an infinitely flat plate (b = 0 in eq
139). The solution of eq 139 depends on whether the
reactant concentration will drop to zero at some point
xo inside the pellet, in the case that the reaction rate is
strongly influenced by diffusion, or will be finite every-
where in the pellet interior, if there is only a moderate
effect of diffusion. This is a general feature of zero-
order reactions which arises from the assumption that
the reaction will proceed at a constant rate until the
reactant is completely exhausted.

When/i(xo) = 0 at 0 < xo < 1, the rate of diffusion
past the point xo must be zero. Hence, we have to
modify the boundary condition at the pellet center by
replacing eq 34 with eq 142. For pellet surface (x = 1),

and, for pellet interior {x = x

-

(141)

(142)

The general solution of eq 139, subject to the above
boundary conditions, then becomes

(143)

where A^ denotes the ratio of the squared Thiele mod-
uli <f>l/4>], which is equivalent to

(144)

By letting xo = 0, we note from eq 143 that/i(xo) will
drop to zero at some point 0 < xo < 1 in the pellet
interior only if the following condition is satisfied:

<f>\ > cosh 1 + — (145)

For <f>x in excess of this limiting value, we let f\ — 0 in
eq 143 and solve for x$. This leads to the following re-
lationship for determining XQ.

1 - 1 c o s h " ' ( l + ^ (146)

For the case that eq 146 is not satisfied, xo is equal to
zero.

So far, we have obtained an explicit expression for
the normalized concentration of reactant Ai inside the
Pellet. Analogously to eq 42, which relates the effec-
tiveness factor of a spherical catalyst pellet to the nor-

malized concentration gradient of reactant Ai at the
external pellet surface, and with eq 137, we have, for
the flat plate geometry in our example,

1
(147)

To determine dfi/dx(x— 1), we differentiate eq 143
with respect to x, and let x = 1:

dx
(148)

which is then substituted into eq 147. Hence, the effec-
tiveness factor is given by

1 = (149)

If we substitute eq 149 into eq 138, and consider that
the numerator on the right-hand side of this equation
in the present case (nj = 0) is equal to k2{\ - x<>), we
obtain, for the point selectivity,

-52,1 = 1 -

As we are mainly interested in the situation where eq
145 is true, we eliminate XQ by substituting eq 146 into
eq 150 and obtain

cosh •K)
t (151)

tanh cosh"1 ( 1 +-T-J
L V A<*/J

This expression can be simplified by utilizing the
identity

cosh"1^) = arctanh[(>'2 — I) /y]

which leads to the final equation for calculation of the
apparent point selectivity under severe intraparticle
diffusion control:

A^cosh

-52,1 = 1 -
-K) (152)

If we now ask for the relative change in selectivity that
occurs during the transition from the kinetic to the
diffusion controlled regime, we divide eq. (152) by eq.
(135), which specifies the point selectivity in absence of
diffusion effects and obtain:

Asj,, =

A4> cosh I 1 + —:

y/l
(153)

References see page 1251
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derived for the case that both interphase and intra-
partiele concentration gradients occur, when instead of
eq 141 the boundary condition at the external pellet
surface is expressed according to eq 34.

So far, only isothermal operation has been consid-
ered. Under nonisothermal conditions, in Type II re-
actions a change of the apparent selectivity, caused
by temperature variations across the pellet and/or the
interphase boundary layer, may also be expected once
the two reactions exhibit different activation energies.
This holds irrespective of whether the kinetic order
of the two reactions is equal or not. Nonisothermal
Type II problems have been analyzed, for example, by
0stergaard [81].

Figure 23. Relative selectivity Asi i of a Type II reaction (first
and zero order) plotted against the observable modulus *̂ =
?;^i(l+A^) (isothermal conditions, ratio of squared Thiele
moduli A0 as a parameter, after Roberts [89]).

From eq 152 it follows that the apparent point selec-
tivity will approach unity as the ratio A^ tends to zero.
This is expected, since k<f> —» 0 means that the rate of
the undesired reaction essentially becomes zero. Con-
versely, from eq 153 it can be derived that when A^
tends towards infinity, then the relative selectivity will
approach a limiting value of 1/3 (see Roberts [89]).
This means that the maximum loss of point selectivity
is by a factor of 3.

To compare the change in overall selectivity, eqs 135
and 152 would have to be integrated over a range of
conversions. However, the resulting lengthy expres-
sions are not given here. Instead, Fig. 23 shows a plot
of the relative point selectivity obtained from eq 153
versus the Weisz modulus

r = ,^(1 +
for different values of the ratio A^.

At this point it is worth noting that Roberts [89] also
developed approximate relationships for arbitrary
combinations of reaction orders which allow a rapid
estimation of the effectiveness factor and the relative
change in selectivity to be expected during the tran-
sition from the kinetic to the diffusion controlled re-
gime. These are

•
A.S'2,1 =

•
+

+ 1 W 2 + l

2/J| —

(154)

(155)

These equations apply to intrapartiele diffusion effects
only. Relationships similar to eqs 152 and 153 may be

6.2.6.3 Type III Selectivity

Type III selectivity can be explained by the following
sequence of two irreversible reactions:

^ A2

where the desired product A2 is not stable, but further
reacts on the catalyst to given an undesired product A3.
For convenience, again we assume that both reactions
are first order and, additionally, unaffected by a change
of volume, with kx and k2 being the intrinsic rate con-
stants. The governing rate equations for the above sys-
tem then are:

at

Dividing eq 157 by eq 156, and rearranging:

df2 . I f2
52.1 = --T-= 1 - T T —

dfj AA; c\

(157)

058)

where AA. = k\/k2 again denotes the intrinsic selectivity
factor. Equation 158 directly gives the point selectivity
observed in the absence of transport limitations. Its in-
tegration therefore yields the intrinsic overall selectivity
(see eq 132) as a function of the conversion of rcaciant
A|. For C2.0 = 0, we have

Ak \(I/AA 1)

AA - 1
159)

If we now focus on the situation where the effective
reaction rate is influenced by intrapartiele diflusion
effects, similar to the previously treated Type 11 prob-
lem, we first have to solve the mass balances for the
rcactant Ai and the desired product A:. Again, to
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avoid unnecessary complications, the catalyst is treated
an infinitely flat plate. This leads to the following

expressions:

d2/,
cbc2 (160)

Equation 160 is independent of eq 161 and thus can be
solved separately. The result is

(162)

(163)

" cosh(^)

Substituting this into eq 161 yields

c2,b cosh(^)

The solution of this differential equation was given by
Wheeler [113]:

/ | ci,b AA: \
Jl \ c2,b (M- l ) /

AA: cosh(^2*)
(AA - 1

(164)

We now ask for the point selectivity of the catalyst.
This can be expressed by the net number of moles of
A2 being released from the external surface per unit
time, divided by the net number of moles of Ai enter-
ing the pellet per unit time, which is equivalent to the
ratio of the concentration gradients of product A2 ver-
sus reactant Ai at the external pellet surface. By dif-
ferentiating eqs 160 and 162, we obtain the following
expression:

AA

x-l (AA-1)
AA

(165)

For large diffusional effects (i.e. fa > 3), this may be
simplified, to give

dc2
•52,1 = - —

dc x=\

%/AA

1 +VM
-2£ (166)

Finally, the apparent overall selectivity is obtained by
integration of eq 166 over a range of conversions. For
2̂,0 = 0, the result is

AA
A A - 1

(167)

By comparing eqs 159 and 167, and assuming that AA:
should be greater than unity, we note that Type III
overall selectivity is reduced when the catalyst operates
under intraparticle diffusion control.

An equation similar to eq 167 has been derived by
Carberry [16] for the case of combined intraparticle
and interphase concentration gradient (isothermal
conditions). Without reproducing the details of its der-
ivation, it turns out that the apparent overall selectivity
can be calculated as follows:

AA:
Ak-l

( 1 -

** (168)

where Aco ^ 0 corresponds to the most general case of
a finite concentration of the desired species A2 at zero
conversion. The parameter Aij/ is given by

(169)

At large values of the Thiele moduli <f>x and <j>2, i.e.
when (fij > 3, the hyperbolic tangent approaches unity,
and eq 169 then may be rewritten in a simplified form:

1

V fa 0
(170)

If we assume that the Biot numbers of the two species
are roughly the same, we note from eq 170 that when
the ratio Bim/fa is sufficiently large (i.e. compared to
AA1/2 and to unity), indicating that interphase diffusion
effects are not likely to influence the effective reaction
rate, then, with C2,o = 0, eq 170 essentially transforms
to eq 167. However, if this is not the case, the overall
selectivity will be further reduced with decreasing value
ofBiJfa.

Figure 24 illustrates the dependence of Type III
selectivity on intraparticle and interphase diffusion
effects by plotting the apparent overall selectivity from
eqs 159, 167 and 168 for Bim/</>2 = 1, against the con-
version of reactant Ai. From this figure, it appears that
the influence of intraparticle diffusion may reduce the
overall selectivity in Type III reactions by a factor of
about two. Wheeler [113] reported that this degree of
reduction is independent of the intrinsic selectivity
factor AA. It may therefore serve as a general rule of
thumb.

Again, this was for isothermal conditions. In non-
isothermal Type III reactions, a deviating temperature
will also impose additional effects on selectivity, once
the activation energies of the two reactions differ sig-

Reftrences see page 1251
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Figure 24. Variation of the apparent selectivity with conversion
for a Type III reaction. Comparison of the results obtained under
kinetic and diffusion control (isothermal conditions, intrinsic
selectivity factor Ak = 4, equal Biot numbers Bim,\ = Bim 2, initial
concentration C2,o = 0).

nificantly. The same holds for the case that the two re-
actions obey different kinetic orders. For further details
on the treatment of nonisothermal Type III reactions,
the reader may consult the work of Butt [11].

6.2.7 Control of Selectivity in Zeolite
Catalyzed Reactions by Utilizing
Diffusion Effects

So far, the basic principles of the interaction of chem-
ical reaction and heat and mass transfer have been in-
troduced, which date back to the pioneering work of
Damkohler [28], Thiele [98], and Zeldovich [114] in the
late 1930s. Although not claiming to have exhaustively
covered all important aspects of this field, which were
developed mainly from the late 1950s to the early
1970s, the present state of knowledge is been described
in several separate sections so as to illustrate the vari-
ous effects which can be observed in different experi-
mental situations. Thereby, not only the problem of
conversion has been adressed, but also questions con-
cerning the selectivity in multiple reaction networks.

To complete this more general discussion by giving
an illustrative example, the last section is devoted to a
special application of current interest, namely the con-
trol of selectivity by utilizing diffusion effects in zeolite
catalyzed reactions.

6.2.7.1 Shape-Selective Catalysis

Maximizing the selectivity (and the yield) to certain
valuable products is beyond any doubt an important

CH,OH

Reactant
Shape Selectivity

H2O

Restricted Transition State Product
Shape Selectivity Shape Selectivity

Figure 25. Classification of shape-selective effects according to
Weisz[lll]andCsicsery[27].

issue in the catalysis of multiple reactions. However,
classical attempts at tailoring catalyst properties in
order to meet this demand quite often come up against
severe difficulties. In this sense, shape-selective catalysis
using zeolites or related materials with a regular pore
structure opens up a fascinating field to catalysis scien-
tists and reaction engineers, as this allows a control of
selectivity based on the geometry of the catalysts pore
structure, which offers new opportunities to develop
materials with tailor-made catalytic properties.

Shape-selective effects may occur whenever the pore
size of a microporous catalyst is in the same range as the
diameter of the molecules or transition states involved
in the reacting system. Common microporous materials
are zeolites and related materials (aluminophospates,
pillared clays, etc.) which possess a regular crystal lat-
tice together with a well defined pore size. According
to Weisz [111] and Csicsery [27], shape-selective effects
may be classified into three types (Fig. 25).

A Reactant Shape Selectivity
This is found when only the tallest of several rcactants
is able to diffuse into the pore structure of the catalyst
and is reacted.

B Product Shape Selectivity
This is given when several products arc formed from
the rcactants inside the crystallite, but those with a
rather bulky structure cannot diffuse out. These mole-
cules may be reacted further on the active surface to
give either the desired products (e.g. by isomcn/ation)
or other, smaller molecules (e.g. by cracking) which
then can readily leave the pore system. In the worst
case, the bulky molecules will be trapped inside the
cavities or channels, block the pores, and prevent other
reactant molecules from entering (deactivation b\
coking).



6.2 Simultaneous Heat and Mass Transfer and Chemical Reaction 1243

r Restricted Transition State Shape Selectivity
Tlus means that in a network of multiple reactions

f those products are suppressed which require the inter-
is mediate formation of a bulky transition state, when-
*• ever the size of the cavities or channels is too narrow
r for this to be established.
: Basically, reactant and product selectivities are mass

transfer effects, where the diffusivities of the various
species in practice frequently do not differ that ex-

! tremely as indicated above. Instead, in most cases only
a preferred diffusion of certain species is observed, a

' fact which often hinders a clear understanding of
; product shape selectivity. This is because the various

products, during their way through the pore system,
: may be reacted when contacting the catalytically active
; surface of the wall. This combined effect of diffusion

and reaction will be discussed in detail in the following,
as it is of great importance for the product distribution

, in zeolite-catalyzed reactions.
The disproportionation of ethylbenzene (EB) to

benzene (B) and diethylbenzenes (DEB) serves as a
case study. This reaction has been introduced by Karge
et al. and Weitkamp et al. to compare the activity of
different zeolite catalysts [58, 59], and to distinguish
between medium- and large-pore zeolites [112, 60].

I Moreover, since 1994, it has been further developed as
' a standardized test reaction by the International Zeo-
r lite Association (IZA) [55]. A general representation of

the individual transformations which occur in this type
of reaction, is given in the following scheme:

*F. l

2EB ^ o-DEB + B
*F.2

2EB ^ m-DEB + B
*F,3

2EB ^ p-DEB + B

o-DEB ^ m-DEB £ p-DEB
where the prefixes o-, m- and p- indicate the ortho,
meta, and para isomers, respectively. It may be obvious
to note that the effects to be discussed here will basi-
cally apply to similar reacting systems, such as the
alkylation of other monoalkylbenzenes using various
alkenes or alcohols, or the disproportionation of toluene.

Olson and Haag [80] in 1983 showed that the yield
of />-xylene observed during the disproportionation of
toluene on various modified and unmodified ZSM-5
catalysts is actually influenced by product shape selec-
tivity. The authors attributed the observed effects to an
interaction of diffusion and reaction, characterized by
means of a dimensionlcss modulus similar to the clas-
sical Thiele modulus tf>. The mathematical treatment
of shape selectivity in zeolite catalysts, which will be
applied in this section, is largely based on the theory of
Olson and Haag [80], although some modifications and
extensions to this are given.

D Microkinetics
As an essential requirement for the fundamental effects
of shape selectivity to be developed in an instructive
manner, we first simplify the above general reaction
scheme. In this sense, we restrict our considerations to
a sufficiently small reactant conversion, where we may
replace the separate formation reactions of the three
isomers with a single pseudoirreversible reaction, de-
scribed by a common rate constant kf. This is justified
by the fact that all three reactions obey the same ki-
netic order, and the backward reactions, due to the
small isomer concentration at low level of conversion,
may be neglected. Moreover, according to Wei [107]
we treat the isomerization, which actually involves two
reversible reactions, also as a single pseudoirreversible
reaction. This may be interpreted in a sense that the
reacting system globally approaches the chemical
equilibrium with a rate characterized by a common
rate constant k\. Thus, we have two consecutive re-
actions: disproportionation

2EB

followed by isomerization

DEB + B (171)

DEB (172)

where the subscripts pri and sec denote the primary
and secondary isomer distribution, respectively.

The primary isomer distribution, which is the result
of the disproportionation reaction, may deviate signif-
icantly from the thermodynamic equilibrium composi-
tion, for two reasons. First, the reaction may be con-
trolled by the kinetics rather than the thermodynamics,
i.e. mechanistic reasons may exist which cause the re-
action to proceed along a certain path. Second, in the
case that the reaction obeys a bimolecular mechanism,
it may pass through a transition state which would
presumably favor the (taller) para isomer. Hence, it is
possible that the primary product contains an en-
hanced fraction of the para isomcr. The departure from
the equilibrium composition then gives the driving
force for the subsequent (monomolecular) isomeriza-
tion reaction. This will reduce the fraction of the para
isomer, provided the formation of the bulky ortho and
meta isomers are not inhibited by sterical effects, i.e.
when the micropore diameter is sufficiently large or
there is a chance for the isomerization reaction to take
place at the outer surface of the crystallites. Thus, the
secondary isomcr distribution may approach the ther-
modynamic equilibrium composition, as a limiting case.

References see page 1251
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E Macrokinetics
As discussed in Section 6.2.6, the apparent selectivity
of the catalyst in a network of multiple reactions may
be affected by interphase and intraparticle heat and
mass transfer. In zeolites or other microporous mate-
rials, the intraparticle diffusion process is normally
governed by two different mechanisms. To illustrate
this, the zeolite catalyst pellet may be visualized as
consisting of a large number of individual crystallites,
typically around 1-100/an in diameter. The void space
between these crystallites constitutes the macropores of
the pellet, whereas the micropores are given by the
cavities or channels inside the zeolite crystals. Hence,
these materials show a bimodal pore size distribution.
The mass transport inside the macropores is governed
by bulk (and/or Knudsen) diffusion, whereas the mass
transport inside the micropores is controlled by con-
figurational diffusion. However, as we are concerned
here primarily with the investigation of product shape
selectivity, which is basically something that happens
inside the zeolite crystals, for the subsequent discussion
we may neglect any concentration and temperature
gradients along the macropores of the pellet and across
the external boundary layer surrounding the pellet as
well. Moreover, to keep the discussion as simple as
possible, temperature gradients inside the crystallites
will also be ignored. Hence, we have to consider the
following steps, which are similar to the steps 1-7 de-
scribed in the introduction, for the case of a macro-
porous pellet.

1. Adsorption of the reactant on the outer surface of
the crystallite.

2. Disproportionation of the reactant at the catalyti-
cally active sites on the outer surface.

3. Diffusion of the reactant into the microporous
structure.

4. Disproportionation of the reactant and isomeriza-
tion of the products at the catalytically active sites
inside the pore system.

5. Diffusion of the products out of the microporous
structure.

6. Isomerization of the products at the catalytically
active sites on the outer surface.

7. Dcsorption of the products from the outer surface.

At this point, it should be emphasized that steps 2-6
are not linked in a sequential manner. Instead, diffu-
sion and reaction inside the pore system, steps 3-5,
occur simultaneously, as observed in the macroporous
pellet as well. Moreover, the opportunities for a re-
actant molecule either to be converted at the outer
surface of the crystallite or to enter the porous struc-
ture also represent parallel reaction paths.

Although both the microporous (crystallite) and the
macroporous (pellet) problem share instructive sim-

ilarities, they nonetheless differ in some aspects. These
differences have important implications with respect
to selectivity control. These include the fact that the
boundary conditions at the outer surface of the crys-
tallite are controlled by the laws of adsorption, whereas
the boundary conditions at the external surface of
the pellet are governed by interphase diffusion. Thus, a
different adsorption behavior of the various species
may have a significant effect on selectivity. In contrast,
the interphase mass transfer coefficients of the various
species are not likely to differ that extremely, and hence
in the case of an isothermal, macroporous pellet inter-
phase diffusion is not likely to have a marked influence
on selectivity.

Moreover, in the case of a crystallite, there will be
a difference in selectivity depending on whether the
reaction takes place at the outer surface or inside the
pore system. This is because in the first case the reac-
tion will proceed unaffected by geometrical restrictions,
whereas in the latter case shape-selective effects may
control the selectivity. It is obvious that such a differ-
ence will not be observed in the macroporous pellet.

6.2.7.2 Modeling of Shape-Selectivity Effects

In the light of the previous discussion it is quite appar-
ent that a detailed mathematical simulation of the
combined chemical reaction and transport processes,
which occur in microporous catalysts, would be highly
desirable to support the exploration of the crucial
parameters determining conversion and selectivity.
Moreover, from the treatment of the basic types of
catalyst selectivity in multiple reactions given in Sec-
tion 6.2.6, it is clear that an analytical solution to this
problem, if at all possible, will presumably not favor a
convenient and efficient treatment of real world prob-
lems. This is because of the various assumptions and
restrictions which usually have to be introduced in order
to achive a complete or even an approximate solution.
Hence, numerical methods are required. Concerning
these, one basically has to distinguish between three fun-
damentally different types, namely molecular-dynamic
models, stochastic models, and continuous models.

Molecular-dynamic simulations are characterized by
a solution of Newton's laws of motion for the mole-
cules travelling through the zeolite pore system under
control of the force field given by the properties of the
host lattice, by interactions between the host and the
molecules, and by interactions between the molecules.
To date this has been possible only for the diffusion of
simple molecules (e.g. methane or benzene) inside a
zeolite lattice of limited dimensions [29, 37, 54]. To
take into account the effects of a chemical reaction as
well would require quantum-mechanical considera-
tions; however, such simulations are in their infancy.
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In stochastic models, the regular zeolite lattice is
projected onto a rectangular grid, where each grid ele-
ment corresponds to the adsorption sites located either
inside a certain cavity or crossing of channels, depend-
ing on the type of the zeolite. The site-to-site movement
(jumping) of the adsorbed molecules is described in
these models by the probability of jumping. In Monte
Carlo methods, which may be considered as a special
class of stochastic models, a random generator serves
to initialize the activated adsorption sites and the di-
rections of movement of the activated molecules. By
additionally introducing the probability of reaction,
chemical transformations may be included in such
simulations. Theodorou and Wei [97] in 1983 were the
first to report about the application of a Monte Carlo
method to the modeling of combined diffusion and re-
action in zeolite catalysts. Since then several related
papers on this subject have appeared in the literature,
for example the works of Tsikoyiannis and Wei [101] in
1991, Frank et al. [36] in 1993, and Wang et al. [106] in
1994. However, most of these simulations use rather
simple model reactions, for example systems of the
type A ^ B, A ^ B ^ C, or A -> B -> C.

The principles and basic equations of continuous
models have already been introduced in Section 6.2.2.
These are based on the well known conservation laws
for mass and energy. The diffusion inside the pores is
usually described in these models by the Fickian laws
or by the theory of multicomponent diffusion (Stefan-
Maxwell). However, these approaches basically apply
to the mass transport inside the macropores, where
the necessary assumption of a continuous fluid phase
essentially holds. In contrast, in the microporous case,
where the pore size is close to the range of molecular
dimensions, only a few molecules will be present within
the cross-section of a pore, a fact which poses some
doubt on whether the assumption of a continuous
phase will be valid.

Wei [107] in 1982 was the first to come up with a
continuous pseudohomogeneous model which allowed
to simulate shape-selective effects observed during the
alkylation of toluene using methanol to yield xylene
isomers on a HZSM-5 catalyst. He treated diffusion
and reaction of the xylene isomers inside the pores in
a one-dimensional model. The isomer concentration at
the pore mouth was set to zero, as a boundary con-
dition. This allowed the model equations to be solved
analytically, but it also limited the application of the
results to small conversions.

Do [30] in 1985 then used a method based on the
approach of Wei [107] to simulate again the alkylation
of toluene on a HZSM-5 catalyst, but in contrast to
Wei, for a fixed bed reactor where it was assumed
that concentration gradients exist only inside the crys-
tallites and along the axial coordinate of the catalyst
bed.

Liang et al. [67] in 1990 extended the original model
of Wei [107] by taking into account the adsorption at
the outer surface of the crystallite. They assumed that
the adsorption takes place at the pore mouth, and that
the reaction and the diffusion into the microporous
structure proceed in an adsorbed state.

A further improvement of the approach of Wei [107]
was reported in 1989 by Hashimoto et al. [42], which
considered not only adsorption effects, but also the
nonselective reactions occurring at the outer surface
of the crystallites. The nonselective influence of these
reactions has also been recognized by Fraenkel [35] in
1990, who studied the formation of xylene from tol-
uene on a HZSM-5 catalyst. Fraenkel assumed that
inside the crystallite only /i-xylene is formed, whereas
the ortho and meta isomers are sterically inhibited
there. Hence, he concluded that the amount of o- and
m-xylene observed during his experiments must be due
to the isomerization of/>-xylene at the outer surface of
the crystallites. This two-step mechanism was first sug-
gested in 1987 by Paparetto et al. [82] for the ethylation
of toluene. It may also be worth noting that Fraenkel's
model took into account not only the isomerization but
also the nonselective alkylation at the outer crystallite
surface.

Finally, Emig et al. [32] in 1994 presented a con-
tinuous model, which uses a versatile numerical solver,
and thus allows simulation of a variety of situations
occurring when different steps of the overall process
are significant (see steps 1-7 above). In the following,
the mathematics and the use of this model will be
explained.

A Simplifying Assumptions

1. The model equations are based on the assumption
that the disproportionation of EB, the present case
study, is carried out in a gradientless recycle reactor
(Fig. 26), where neither concentration gradients
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Figure 26. Schematics of a gradientless recycle reactor.
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nor temperature gradients exist throughout the en-
tire reacting volume. Moreover, such gradients may
be absent inside the macropores of the zeolite pellet
and across the external boundary layer as well.
Finally, the crystallites may be isothermal. Hence,
we have to treat only the coupled adsorption, dif-
fusion and reaction inside the micropores of the
crystallite.

2. The disproportionation of EB is treated as a first
order, irreversible reaction, making use of the sim-
plifications described earlier. Thus, the rate of for-
mation of the three DEB isomers is given by

•^F,i — yi.pri^F^EB (173)

where yipn denotes the primary isomer distribution
which is precisely the ratio of the mole fractions of
the various isomers. This may be chosen arbitrarily.
Hence, by varying the primary isomer distribution,
restricted transition state shape selectivity as well
as mechanistic aspects of the disproportionation
reaction may be included in the simulations.

3. The isomerization reaction is described in analogy
to the approach of Wei [107]:

_ Jf-OUt

= KlC (174)

where c denotes the isomer concentration vector,
R\ is the vector of the rates of production or dis-
appearance of the isomers due to the isomerization
reaction, and K\ is the isomerization rate matrix,
which is defined as follows:

(175)

The elements KV are obtained by letting /?i(ceq) = 0,
which essentially means the condition that the iso-
merization rate must tend to zero as the isomer
concentration approaches the thermodynamic equi-
librium concentration c6*1. At this point, it should be
noted that a direct transformation of o- into/?-DEB
is not possible, thus the elements K\J and K3,i are
zero.

4. Reactions at the outer surface of the crystallites are
neglected.

5. The diffusion of the various species inside the mi-
cropores is described according to the Fickian laws,
i.e. neither multicomponent diffusion nor a concen-
tration dependence of the diffusivities are taken into
account.

6. An inert gas (N2) is assumed to be present in large
excess. As a matter of the small partial pressures of
the reacting species under these conditions, the ad-
sorption isotherms may be approximated by linear
relationships (eq 176); the volume change due to re-
action may be neglected.

(176)
7. The individual crystallites are assumed to be of

spherical shape and of the same size (radius R).

B Model Equations
With these assumptions, the mass conservation laws
for the reactant EB and the three DEB isomers inside
the crystallite may be written as follows:

d2CEB 2 dcE B

dr2 r dr (177)

dr2 r dr ~

/ = o-,m-,p-DEB (178)

This is a system of four coupled, second-order ordinary
differential equations. The solution of each equation
must satisfy two boundary conditions. The first is dic-
tated by the symmetry of the crystallite (sphere) which
requires the concentration gradients of all species to
disappear at the center of the crystallite:

dr
= 0 / = EB, o-, m-,p-DEB

r=0
(179)

The second condition can be derived from the overall
mass balance (reactor) for the reacting species. As we
have assumed a gradientless recycle reactor (see Fig.
26), the fluid inside the reactor is supposed to be per-
fectly mixed. Thus, we have an ideal CSTR for which
the mass balance of species / takes the form:

out-,
dr

r=R

i = EB,o-,m-,p-DEB (180)

In this equation, q denotes the volumetric flow rate to
the reactor, wcat means the catalyst weight, and Sm the
outer surface area of the crystallites per unit mass.
Substituting the linear adsorption law of eq 176 into cq
180, and rearranging yields the following expression
for the concentration gradient at the outer surface of
the crystallite:

dc,
dr

-
l = EB,O-,fff-,/>-DEB

(181)
Inspection of the above equations shows that the EB
mass balance (cq 177) together with the corresponding
boundary conditions (eqs 179 and 181) is independent
of the respective equations for the DEB isomers (cqs
178, 179 and 181). Hence, cq 177 may be solved sepa-
rately. The solution of the nondimcnsional form of cq
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NltWAv - + = 0 (184)
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Figure 27. Subdivision of the crystallite into finite volumes and
indexing of the finite volumes.

177 has already been given in Section 6.2.3 (eq 49).
Thus, for convenience, we introduce the generalized
Thiele modulus ^F related to the disproportionation
reaction (see eq 54) which gives

(182)
CEB,S

The unknown surface concentration CEB,S can be deter-
mined by differentiating eq 182 and substituting the
result into eq 181. After rearranging, this yields

CEB,s_ (

+ qR - D "
(183)

Hence, if we substitute eqs 182 and 183 into eq 178, we
have reduced the system to three second-order ordinary
differential equations.

This boundary value problem is then solved numeri-
cally be applying a (mass-conservative) finite volume
method. In this, the crystallite is divided into a number
of small volumes, i.e. thin spherical shells of thickness
h, over which the isomer mass balances are separately
invoked. The thickness of the shells may either be con-
stant throughout the entire crystallite (evenly spaced
nodes) or vary with the steepness of the actual concen-
tration gradients (dynamic spacing). A dynamic node
spacing, depending on the absolute values of the con-
centration gradients, provides an efficient control of the
approximation error, i.e. the solution becomes virtually
independent of the node spacing already at a smaller
number of nodal points, which leads to significant sav-
ings in computation time.

Figure 27 illustrates the subdivision of the crystallite
into finite volumes. Volume y is limited by coordinate r,
to the east (e), and by coordinate r,_ [ to the west (w).
The concentration of species / inside volume j is as-
signed to the geometrical center of the volume (P).
Towards the edges of the crystallite, i.e. the outer sur-
face and the center, the node spacing is cut to one half.

The mass balance for an arbitrary volume element
inside the crystallite can be formulated as

where A^w denotes the molar flux density of isomer i
at the western boundary and Nifi is the same at the
eastern boundary; Aw and Ae denote the respective
boundary areas; /?, is the rate of production or dis-
appearance of species / per unit volume and time; 8 V
denotes the capacity of die volume element.

The molar flux densities N,iW and Ni<e can be ex-
pressed according to Fick's first law:

dr Ie dr
(185)

The rate of production or disappearance of species / is
given by

+ ki 2^ Khkck
k=l

(186)

The boundary areas and the capacity of the volume
element are calculated as follows:

^w=4w?_,; At=4nrj; bV = *-{?, - £.,)

(187)

Substituting eqs 185-187 into eq 184, and rearranging,
finally yields

3

= y,,pnjjLcEB (188)

The derivatives in eq 188 are approximated by central
differences. This leads to a discrete representation of
the problem in the form of linear equations. Fory = 1
and j = N we have slightly modified equations, since
here the boundary conditions have to be considered.
Because the concentration of three isomers has to be
calculated for each of the Af volume elements as a
whole, we have a system of N x 3 linear equations.
This can be expressed in matrix notation:

Ac = b (189)

where the coefficient matrix A has a heptadiagonal
structure. Such problems are solved very efficiently by
means of LU decomposition [96].

C Simulation Results
As already stated, the model was applied to simulate
the effects of product shape selectivity during the dis-
proportionation of EB on a HY-zcolite. The various
parameters required for the simulations, i.e. the ad-
sorption constants and diffusivitics were taken from the

References see page 1251
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Table 6. Parameter range used for the simulation of the disproportionation of EB on a HY zeolite.

Parameter Symbols Units

_
103m3m-3*
10- I 4m2s-'
_
s-'
molm~3

mis-' (STP)
g
urn

Numerical values

0.067, 0.638, 0.295
9, 14, 14, 14-1400
0.5, 1, 1, 1-1000
0.01-100
10-8 10*
1.5
8
0.35
20

Primary isomer distribution .Vo.pn.
Adsorption constants AEB,J
Effective diffusivities .DEB*
Thiele modulus fa
Isomerization rate constant k\
Reaclant concentration CEB
Flow rate q
Catalyst weight mat
Crystallite radius R

mij'p.pn

am' gas per m3 zeolite.
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Figure 28. Simulated para selectivity _y°ul at the reactor outlet as
a function of the isomerization rate constant Jt|. Dependence on
the ratio of effective diffusivities Ro = Dpx/Doc.

literature [45]. The remaining simulation conditions
were chosen to be similar to the operating conditions of
related experimental studies on this reaction [63]. Table
6 gives the range of the respective variables covered in
the simulations.

a Product Shape Selectivity ( Unaffected by Other
Factors)
For these simulations, the primary isomer distribution
is chosen according to the thermodynamic equilibrium
(sec Table 6). Such a situation would be encountered in
practice when neither the reaction mechanism kineti-
cally favors a particular isomer nor restricted transition
state shape-selectivity effects occur. The dispropor-
tionation reaction is assumed to be unaffected by dif-
fusion (i.e. fa < 0.01). The effective diffusivities of the
ortho and met a isomers are fixed, and assumed to be
equal, but by a factor of RD smaller than the effective
diffusivity of the para isomer.

Figure 28 shows the simulated, normalized fraction
of the para isomer in the DEB product stream at the
reactor outlet. In the subsequent discussion, this will be

called the para selectivity for notational simplicity.
From Fig. 28, it is clear that the observable para se-
lectivity passes a maximum as the isomerization rate
constant is increased. This may be explained as follows.
On the left side of the maximum, where the isomer-
ization reaction is slow compared to the rate of dif-
fusion of the para isomer, an increased isomerization
rate will cause the fast diffusing para isomer to be more
readily supplied. However, as the isomerization rate is
increased beyond a certain limit, the para isomer will
be converted faster than it can diffuse out of the pore
structure. Thus, at a given value of the effective dif-
fusivity of the para isomer, the para selectivity will
begin to drop upon further increasing the isomerization
rate constant.

The maximum gain of the para selectivity, which
gives the size of the product shape selective effect, nat-
urally increases as the ratio of the diffusivities RQ be-
comes larger, although not to 100%, but instead to a
limiting value which is approached at Ro > 100. This
is controlled by several other factors, namely the abso-
lute values of the diffusivities.

The simulation results also show that the product
shape-selective effect does not depend on the inlet con-
centration of EB, nor on the rate of the dispropor-
tionation reaction (i.e. the rate constant ky). Instead, it
is affected by the ratio of the catalyst weight, divided
by the total flow rate, mKM/q, which may be interpreted
as a modified residence time. This is illustrated in Fig.
29, where the para selectivity is plotted against the iso-
merization rate constant for different values of WC.IIA/-

A reduced residence time leads to an increase of the
para selectivity. However, at the same time the con-
version drops, and thus the para concentration at the
reactor outlet is reduced. In addition, the maxima of
the curves shown in Fig. 29 become less distinct. In
the limiting case of zero conversion, the para selectivity
increases steadily with increasing values of the isomer-
ization rate constant. Then a maximum is no longer
observed. This is exactly the result obtained by Wei
[107]. However, it is true only for small conversions. As
soon as the conversion increases, the assumption of a



6.2 Simultaneous Heat and Mass Transfer and Chemical Reaction 1249

100

80

60

40

20

: R O = 1 0 |p=0.01 kg.s/m3

thermodyn. equilibr.

10 10' 10 10 10'
k,

1 0 '

Figure 29. Simulated para selectivity y°M at the reactor outlet as
a function of the isomerization rate constant ATI. Dependence on
the modified residence time mat/q (CEB = const.).
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Figure 30. Simulated para selectivity j>°ul at the reactor outlet as
a function of the isomerization rate constant k\. Dependence on
the Thiele modulus of the disproportionation reaction <t>r.

negligible isomer concentration at the pore mouth,
which has been introduced as a boundary condition in
the approach of Wei [107], is no longer valid. Figure 29
shows that in this case the para selectivity begins to
drop when the isomerization rate exceeds some limit.
This has the important consequence that an increased
activity of the zeolite does not automatically produce
an enhanced yield of the para isomer. Instead, an opti-
mum range of k\ is observed where the para yield is at
maximum.

b Product Shape Selectivity and Reactant Diffusion
Limitation (Combined Effect)
When the diffusion of the reactant begins to influence
the effective rate of the disproportionation reaction, the
observable product shape-selective effect is reduced.
This is obvious from Fig. 30 which shows the para se-
lectivity as a function of the isomerization rate constant
k\ for various values of the Thiele modulus ^F (by
variation of the rate constant kf). In the limiting case
of ^K approaching infinity, no shape selective effect at
all is encountered. This comes as no surprise, since the
penetration depth of the reactant into the porous
structure of the crystallite in this case approaches zero.
Hence, the distance for the isomer molecules to pass
from the point where they are formed until they reach
the outer surface of the crystallite tends to zero, which
is precisely the range where differences of the dif-
fusivitics of the isomcrs—together with the isomer-
ization reaction taking place—at all generate product
shape selectivity.

It may be obvious from this explanation that the
para selectivity will become virtually independent of
the size of the crystallites when the disproportionation
rate is severely affected by a limited diffusivity of the
reactant EB.
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Figure 31. Simulated para selectivity _y°ut at the reactor outlet as
a function of the isomerization rate constant k{. Dependence on
the ratio of the adsorption constants R& = Kp/Ko {Ko = Km —
const.).

c Product Shape Selectivity and Selective Adsorption
( Combined Effect)
The effect of different adsorption constants of the iso-
mers is illustrated in Fig. 31 where the para selectivity
is plotted against the isomerization rate constant for
different ratios of the adsorption constants /?K = Kr/K,,
(Ko = Km = const.). From this we note that the max-
imum para selectivity increases as the adsorption con-
stant of the para isomer is reduced below the respective
constants of the other isomers. This effect is most pro-
nounced at large values of A-|. Moreover, when the ratio
of the adsorption constants RK tends to zero, the para
selectivity increases steadily with increasing values of
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Figure 32. Simulated para selectivity >£ut at the reactor outlet as
a function of the isomerization rate constant k\. Dependence on
the primary isomer distribution y?".

the isomerization rate constant k\. A maximum is no
longer observed. For RK above unity, where the para
isomer is more strongly adsorbed than the others, the
para selectivity drops below the thermodynamic equi-
librium composition once the isomerization rate con-
stant becomes sufficiently large.

This can be explained by the fact that, if the isomer-
ization reaction is very fast, then the isomer concen-
tration will approach the thermodynamic equilibrium
at any point inside the cristallite. Thus, the isomer dis-
tribution in the surrounding fluid is controlled only by
the adsorption of the various species.

d Product Shape Selectivity and Restricted Transition
State Shape Selectivity (Combined Effect)
Finally, in Fig. 32 the influence of the primary isomer
distribution on the observable para selectivity is shown
by plotting the para selectivity versus the isomerization
rate constant for different primary isomer distributions.

It is apparent that an increase of the fraction of the
para isomer produced by the disproportionation will
only lead to a net increase of the observable para
selectivity when the isomerization rate is not too high.
Otherwise most of the para isomer, which is selectively
formed by the primary disproportionation reaction,
will be converted to the other isomers by the secondary
isomerization reaction. As k\ approaches infinity, in
any case the thermodynamic equilibrium distribution
of the isomers must be obtained.

6.2.7.3 Controlled Modification of the Pore Structure

The observation of shapc-sclcctivc effects in zeolite
catalysis suggests the possibility of tailoring catalyst
properties, in the sense that selectivity towards certain

products could be maximized. So far, a variety Of
methods have been developed to modify the pOre

structure and the catalytic activity of zeolites and re-
lated materials. These may be divided into two groups
namely methods applied during the synthesis, and ac-
tions to be taken after the zeolite material has been
synthesized (post-synthesis modification). The follow-
ing brief discussion of such methods focuses on the case
of zeolites applied to acid catalyzed reactions, where
the activity of the material is due to Bronsted acid sites
stoichiometrically linked to the Al atoms of the host
lattice, and also to Lewis acid sites.

The choice among the variety of different types of
zeolites and related materials in a practical situation
will depend on the characteristics of the reacting system
and the types of selectivity effects to be expected. The
pore size, the deactivation behavior and the chemical
and thermal stability of the zeolite material determine
whether or not a particular catalyst is attractive. The
necessary condition for shape-selectivity effects to occur
is that the pore size has to meet the dimensions of the
reacting molecules. The radius of the crystallites as well
as the strength and the number of the acid sites may
then be adapted to the actual requirements during
synthesis.

Post-synthesis methods (pore-size engineering) allow
an existing shape-selectivity effect to be intensified, and
also a new one to be established. However, normally
not only the pore size will be influenced by most of
these methods, but also the catalytic activity. Vansant
[104] gives a classification of post-synthesis modifica-
tion methods which covers the entire range of zeolite
applications (gas separation, gas purification, encapsu-
lation of gases and catalysis).

Of particular interest for shape-selective catalysis is
the modification of the zeolite by means of cation ex-
change as well as the modification of the inner and/or
outer crystallite structure by a treatment with chemi-
cally reacting agents which leads to a deposition of
additional functional groups or compounds. This can
be done either in the gas phase (i.e. chemical vapor
deposition (CVD)) or in the liquid phase.

By means of ion exchange using metal cations of
different size and specific charge, the geometrical re-
strictions, the number and the strength of the Bronsted
acid sites, as well as the adsorption properties of the
zeolite material can be influenced. Investigations of this
kind have been reported in the literature, for example
for ZSM-5 and mordenite catalysts [20, 105].

During a treatment with chemically reacting agents.
these may penetrate into the pore system where they
react to form deposits, which may lead to a narrowing
of the pores as well as to a change in the catalytic ac-
tivity. Boric acid, trimcthylborate, phosphoric acid and
triphcnylphosphinc may serve as examples for suitable
reacting agents. Such methods have been applied
successfully to the selective production of /j-xylcne b>
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disDroportionation of toluene on a ZSM-5-zeolite, where
a seiectivities in excess of 90% were claimed [56,93].

^Chemical vapor deposition of silanes, along with a
subsequent calcination using steam, can be utilized to
deposit silica (SiO2) inside the pore system. By varia-
tion of the temperature, the partial pressure of the
silane and the duration of the treatment, location and
amount of the deposited material can be controlled
[104]. When, for example, tetraethoxy- or tetrame-
thoxysilane are used as reacting agents on a mordenite,
ZSM-5, or ^-zeolite, then a controlled deactivation of
only the external cristallite surface is possible [23, 44].
This is because these are rather bulky molecules which
are not able to diffuse into the pore system of the
crystallite. Alternatively, an irreversible adsorption of
bulky bases may serve to destroy the undesired external
acidity. Suitable basic compounds are 4-methylquino-
line for ZSM-5 [2] and tributylphosphite for mordenites
[71].

Finally, a controlled precoking, as well as the un-
desired coking during reaction, may cause a change of
selectivity. Coke in this general sense here is meant to
include any type of undesired higher hydrocarbons
which may be formed from an organic reactant [41];
however, polycondensed aromatics are of particular
importance. The blocking of the catalytically active
surface by coking may be traced back to basically two
reasons. Either the hydrocarbon due to its size is
trapped inside the zeolite cage or channel crossing, or
its vapor pressure at the reaction conditions is too low.
The latter may also cause a deactivation of the external
surface of the crystallite. During the deposition of coke
inside the pores either pore blockage or site coverage
[41] may occur. In the case of pore blockage, the deac-
tivation, at the same level of coke deposited, is more
pronounced than in the case of site coverage. Analo-
gous to the chemical vapor deposition, an appropriate
choice of precoking agent along with the precoking
conditions (temperature), allows control of whether the
deposits will be placed at the outer surface of the crys-
tallites or inside the microporous structure.

Investigations concerning the effects of precoking
have been carried out for example on ZSM-5 catalysts
for xylene production by disproportionation or alkyla-
tion of toluene [102]. During these experiments, an in-
crease of the />-xylene selectivity could be observed. By
a defined precoking, it is also possible to generate
product-selectivity effects initially not present, as has
been shown for the disproportionation of ethylbenzene
on HY-zeolites [63].
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J. KARGER

6.3.1 Definitions
Diffusion is the process of molecular transport asso-
ciated with the stochastic movement of the individual
diffusants. Diffusion coefficients in porous media may
be defined on the basis of the generalized Fick's first
law

wherey;,, and c, denote, respectively, the flux density in
the z direction and the concentration of the zth com-
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Coefficients in Porous Media

J. KARGER

6.3.1 Definitions
Diffusion is the process of molecular transport asso-
ciated with the stochastic movement of the individual
diffusants. Diffusion coefficients in porous media may
be defined on the basis of the generalized Fick's first
law

wherey;,, and c, denote, respectively, the flux density in
the z direction and the concentration of the zth com-
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uonent. The parameters Z>,y denote the generalized dif-
fusion coefficients (or diffusivities). They depend on the
•ven porous medium and the temperature, as well as

on the diffusants involved and their concentrations. In
using eq 1, the porous medium is considered as quasi-
homogeneous. Concentrations and fluxes must be de-
fined, therefore, with respect to sufficiently large vol-
ume elements and areas, so that the averages over all
volume elements and areas are identical. In the case of
intracrystalline diffusion in porous crystallites this is
ensured by considering volume elements substantially
exceeding the unit cell dimensions. In amorphous
materials and beds of porous crystallites, much larger
volume elements must be considered. The structure of
such volume elements can clearly only be compared in
a statistical sense. Diffusivities defined on the basis of
eq 1 for inhomogeneous systems are sometimes called
"apparent" diffusivities [1], since with this definition
the system under study appears to be homogeneous
with respect to its transport properties, even, though it
is not really homogeneous.

Equation 1 says nothing about the underlying
mechanisms, nor does it imply anything about the de-
pendence of the diffusivities on the concentration of
the relevant components. For diffusivities, which vary
considerably with concentration, the concentration
range covered within a sample during diffusivity mea-
surement should be kept as small as possible. Other-
wise only "integral" diffusivites may be determined,
from which it is difficult to extract the "differential"
diffusivities [2],

In a complex system such as a catalyst particle, a
variety of processes may contribute to the diffusion
fluxes [1-3] (see Section A.6.2). In general, the diffu-
sants within the pore system of a catalyst particle co-
exist in two phases, a gas phase and an adsorbed phase.
In the vicinity of the external surface, the gas phase
concentration in the catalyst particle is determined by
that of the surrounding atmosphere. If there are no
additional resistances (e.g. film resistances), both con-
centrations are identical. Since the external gas phase
concentration is easily accessible experimentally, mole-
cular fluxes through the catalyst particle are often re-
lated to the gas phase concentration, even though this
is at variance with the understanding of Fick's first law
as formulated by eq 1. The "effective " diffusivities [1]
defined in this way are clearly different from those in-
troduced by eq 1. Obviously, if the density of molecules
in the adsorbed phase is negligibly small in comparison
with the gas phase within the particle pores, the ratio
between the concentrations (referred to unit volume
of the catalyst particle and of the gas phase, respec-
tively) is given by the porosity. Consequently, the ratio
between the effective diffusivities and the diffusivities
introduced by cq 1 is also given by the porosity. In
comparison with the gas phase, the diffusivities are ad-

ditionally reduced by the effect of the tortuosity factor
[1-3].

Depending on the conditions of the diffusion experi-
ment, the diffusivities defined by eq 1 are given partic-
ular names. For one-component diffusion under the
influence of a concentration gradient, eq 1 reduces to

jz = -D dc/dz (2)

with D denoting the transport diffusivity.
Single-component diffusion under equilibrium con-

ditions can be monitored either by labeling some of the
molecules or by following their trajectories. Consider-
ing the diffusion flux of the labeled molecules, again a
proportionality relation of the type of eq 2 may be es-
tablished. The factor of proportionality is called the
coefficient of self-diffusion (or tracer diffusion). In a
completely equivalent way [2], the self-diffusion co-
efficient may be determined on the basis of Einstein's
relation

<z2(0> = 2Dt (3)

as the factor of proportionality between the mean-
square displacement of the diffusants and the obser-
vation time, provided that—for sufficiently large ob-
servation times—this proportionality is established (see
Section A.5.5.2).

Self-diffusion under equilibrium conditions may also
be monitored in multicomponent systems. Again, with
both eqs 2 and 3 a self-diffusion coefficient (of a par-
ticular component) may be defined. This coefficient
depends on the nature and the concentration of all
molecular species involved as well as on the nature of
the catalyst particle.

Mass transfer in catalysis proceeds under non-
equilibrium conditions with at least two molecular
species (the reactant and product molecules) involved
[4, 5]. Under steady state conditions, the flux of the
product molecules out of the catalyst particle is stoi-
chiometrically equivalent (but in the opposite direc-
tion) to the flux of the entering reactant species. The
process of diffusion of two different molecular species
with concentration gradients opposed to each other is
called counter diffusion, and if the stoichiometry is 1:1
we have equimolar counter diffusion. The situation
is then similar to that considered in the case of self-
or tracer diffusion, the only difference being that now
two different molecular species are involved. Tracer
diffusion may be considered, therefore, as equimolar
counter diffusion of two identical species.

The process of diffusion of (generally two) compo-
nents with concentration gradients pointing in the same
direction is called codifTusion. According to eq 1, the
flux density of each individual component may depend

References see page 1260
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on the concentration gradients of both species. The
factors of proportionality are called coefficients of
codiffusion. Obviously, any component in a two-
component system is described by two coefficients of
codiffusion, relating the flux of this component to the
concentration gradient of the same component and of
the other component, respectively. The diffusivities
depend, in general, on the concentrations of both
components.

6.3.2 Measurement of Transport Diffusion

6.3.2.1 Steady State Measurements

Steady state experiments have their origin in the clas-
sical permeation measurements of Darcy [1, 2]. In a
typical experimental set-up a pressure drop is imposed
across a porous plug (often a single cylindrical pellet)
of catalyst by maintaining a constant (known) pressure
on one side while the pressure on the other side is
maintained at a lower constant value or allowed to in-
crease with passage of the diffusant through the plug.
In the latter case, monitoring the downstream pressure
provides a simple and convenient way of measuring
the flux. More recently, this technique has even been
successfully applied to transport diffusion studies in
zeolite crystallites by incorporating them in imper-
meable membranes [6-8]. In general, however, the
method suffers from the disadvantage that the perme-
ability rather than the diffusivity is measured. The two
quantities are directly correlated only in the regimes of
intracrystalline and Knudsen diffusion [1, 3, 9, 10].

This limitation is overcome in the Wicke-Kallenbach
method [11]. This method differs from the original
permeability experiment in that, by applying a carrier
gas, the flux is measured under constant pressure con-
ditions with a known concentration difference main-
tained across the membrane or pellet. In this way, any
nondiffusive contribution (Poiseuille flow) to the ob-
served fluxes may be excluded.

6.3.2.2 Time Lag Measurements

Information about transport diffusion in catalyst par-
ticles can also be deduced during the initial, unsteady
state period of a permeation experiment. In this stage,
the number of molecules passing the plug of catalyst
per unit time will increase from zero until the rate of
permeation characterizing the steady state behavior is
attained. In the limit t —• oo, the total amount of mol-
ecules which have permeated in the time interval 0... /
is given by the relation [1, 2, 12]

with c, D, and L denoting, respectively, the concentra-
tion and diffusivity of the diffusants within the porous
system under study and its extension in the direction of
the concentration gradient. The time intercept of a plot
of Q(t —* oo) versus time gives a time lag

z = L2/(6D) (5)

which may be used for the determination of the trans-
port diffusivity.

Procedures to remove the restrictions of the permea-
tion technique, also inherent in the time lag method,
have been described by Grachev et al. [13] and Gibilaro
et al. [14]. As with the Wicke-Kallenbach method, they
are based on the application of a carrier gas. Details of
these methods may be found in Ref. 1.

6.3.2.3 Sorption Rate Measurements

The most widely used unsteady state method for de-
termining diffusivities in porous solids involves mea-
suring the rate of adsorption or desorption when the
sample is subjected to a well defined change in the
concentration or pressure of sorbate. The experimental
methods differ mainly in the choice of the initial and
boundary conditions and the means by which progress
towards the new position of equilibrium is followed.
The diffusivities are found by matching the experi-
mental transient sorption curve to the solution of
Fick's second law. Detailed presentations of the rele-
vant formulae may be found in the literature [1, 2, 12,
15-17]. For spherical particles of radius R, for exam-
ple, the fractional uptake after a pressure step obeys
the relation

7(0 = K 0 - m ( 0 ) ] / K o o ) - i f i ( 0 ) ]

= 1 - 6/TT2 £ ! /« 2 x exp(-nZ7t2£>f/R2) (6)

where the concentration in the surrounding atmosphere
after the pressure step is assumed to be constant. This
is a valid approximation if the system volume is large.
The series converges rapidly for large values of time,
and for y > 0.7 it is sufficient to retain the first term
only:

y(/) « 1 - 6/TT2 x exp(-7t2Dt/R2) (7)

Alternatively, in the short-time range (y(t) < 0.3) the
uptake may be appoximated by the \ft law

7(0 « 6 (8)

Q(t -» oo) = cD/L x (/ - L2/(6D)) (4)

For sufficiently short times, eq 8 holds for any particle
size. In this case, R is understood as an equivalent
radius being equal to three times the ratio between the
particle volume and the external surface.
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If the uptake measurements are carried out in a
small volume, the concentration in the surrounding at-
mosphere will decrase after the pressure step. Equation
6 is then replaced by

y(0 =

with A=/>(oo)/(/>(0)-/>(oo)), and qn denoting
nonzero roots of

(9)

the

(10)

For sufficiently short times, the yft law may again be
applied, with an additional factor

[p(0)-p(-0)]/[p(oo)-p(-0)}

on the right-hand side of relation 8. The quantities
p(-0), p(0) and/>(oo) denote, respectively, the sorbate
pressure (and hence the concentration) in the sur-
rounding atmosphere before the uptake experiment, at
the beginning of the uptake experiment, and after
attaining the new equilibrium value.

Conventionally, molecular uptake is recorded gravi-
metrically [18-20]. Alternatively, for a limited supply
of adsorbate, molecular uptake may also be calculated
from a knowledge of the time dependence of the pres-
sure (piezometric method [21, 22]) or composition of
the gas phase. Changing the sorbate pressure by a step
change of the gas volume has proved to be a very effi-
cient method for following fast sorption processes
(single step method [23, 24]). The sorption uptake may
also be measured volumctrically by mans of a gas
burette arrangement [25].

In principle, the determination of molecular uptake
may be based on any experimentally accessible quan-
tity which is a function of the amount adsorbed. Being
directly sensitive to a certain molecular species, in this
respect the application of spectroscopic methods is
particularly suitable. IR spectroscopy has been suc-
cessfully applied to studying molecular uptake by beds
of zeolite catalysts [26-28] as well as—in combination
with IR microscopy [29, 30]—on individual crystallites.
Similarly, NMR spectroscopy has also been used to
monitor the time dependence of the sorbate concen-
tration within porous media [31]. Moreover, recent
progress in NMR imaging allows the observation of
concentration profiles within porous media with spatial
resolution below the mm region [32-34].

Unambiguous information about molecular trans-
port may clearly only be deduced from sorption ex-
periments if the applied model correctly reflects the
multitude of processes accompanying molecular up-
take. This may be checked by varying a characteristic
parameter of the system, for example the crystallite size

for the study of intracrystalline diffusion in beds of
crystallites [35, 36]. As a necessary condition for the
validity of the model, the measured dependency must
coincide with the theoretical prediction.

Among the external processes possibly influencing
the rate of overall adsorption, the access of the dif-
fusants into the sorption vessel and the dissipation of
the adsorption heat deserve special attention. A sub-
stantial number of models have been developed to
quantify these influences, which are generally referred
to as the valve effect [37-39] and the heat effect [2, 40-
42]. In turn, in Ref. 43 a novel method for uptake
measurements has been based on the heat effect during
molecular sorption. By IR monitoring of the surface
temperature it has become possible to acquire a second,
independent source of information about the internal
processes within the sample, yielding useful in forma-
tion in particular for fast processes.

6.3.2.4 Frequency Response Measurements

As an alternative approach to conventional uptake
measurements, in the frequency response technique
[44-48] one follows the response of the sample to a
regular periodic perturbation, e.g. a sinusoidal varia-
tion of the system volume. Using complex notation,
one may write for the time dependence of the system
volume,

V{t) = VQ{\ - vexp{\cot}) (11)

For sufficiently small perturbations, both the induced
pressure variation P(t) and the amount adsorbed Aft)
are also sinusoidal functions of time:

(12)

(13)A{t) = AQ{\ +aexp[i(tot

The pressure variation, AP(t) = Pop exp(iwf) x exp(i^),
and the variation of the amount adsorbed, AA(t) =
Aoa exp(iwf) x exp(i^), must be correlated, therefore,
by a proportionality relation of the type

AA(t) = (ac - i (14)

with ac and as representing the real and imaginary
parts of the complex factor of proportionality. They
may be interpreted, therefore, as the in-phase and out-
of-phase components of the adsorbed species with
respect to the pressure variation and are commonly
called the in-phase and out-of-phase characteristic
functions. By using the equation of material balance,
d/dt[P(t)V{t)/RT + A(t)] = 0 , the in-phase and out-
of-phase characteristic functions may be easily shown

References see page 1260
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to be determined through the experimentally accessible
quantities p and <p by the relationships

(V/P) c o s 9—

(v/p)sin<p

(15)

(16)

Theoretical expressions for the frequency dependence
of the characteristic functions may be calculated by
solving the relevant diffusion equation under oscillating
boundary conditions [44-48]. The diffusivities are de-
termined by matching the experimental curves to the
theoretical expressions for the given model. As a rule of
thumb, the out-of-phase characteristic function may
be expected to pass through a maximum at w w D/l2

(where / is the characteristic diffusion length for the
particles under study), approaching zero for frequen-
cies both much larger and much smaller than this
"resonance" frequency.

A fundamental advantage of the frequency response
method is its ability to yield information concerning
the distribution of molecular mobilities. For example, a
bimodal distribution of diffusivites, which is difficult to
detect by conventional sorption measurements, leads to
two different resonances [49], Moreover, from an anal-
ysis of the frequency response spectrum it is even pos-
sible to monitor molecular diffusion in combination
with chemical reactions [45]. As in conventional sorp-
tion experiments, however, the intrusion of heat effects
limits the information provided by this technique for
fast adsorption-desorption processes [50].

This limitation may be circumvented in the thermal
frequency response method [51, 52]. By applying the IR
temperature monitoring technique [43], in this method
one is able to record the temperature response of the
sample as a consequence of the adsorption heat re-
leased or consumed during the adsorption-desorption
process. Thus, in addition to the pressure response a
second, independent quantity becomes experimentally
accessible. Since the sample temperature is influenced
in a completely different way by the rates of molecular
uptake and heat release, any confusion between these
two influences is excluded. Moreover, by referring the
temperature response to the variation of the pressure
rather than to the variation of the volume, the influence
of disturbing effects like adsorption by the vessel walls
or temperature changes accompanying the changes of
the volume may be excluded.

6.3.2.5 Chromatographic and Flow Methods

The influence of heat effects and of external mass
transfer resistances (film resistance) may be signif-
icantly reduced by the application of flow methods. In
the usual chromatographic experiment, a steady flow
of an inert (nonadsorbing) carrier is passed through a

small column packed with the catalyst under study, A
small pulse of sorbate is injected at the column inlet,
and the effluent concentration is monitored continu-
ously. While the retention volume is a measure of the
adsorption equilibrium, the dispersion of the response
peak is determined by mass transfer resistance and
axial mixing within the column. A particularly con-
venient way of analyzing the experimental data may be
based on the moments of the response curves of the
chromatographic column. The first and second mo-
ments, n and a2, are defined by the relationships

fOO fOO

H = i = ctdt/ cdt and
Jo Jo

= f c
Jo

(t-n)2dt/ P°
Jo

cdt
(17)

for the pulse response, and by
, C O

H=t=\ (1 -c/co)d
Jo

(72= (1 -c/co)tdt- yc
Jo

t and

,2

(18)

for the step response where c denotes the concentration
of the adsorbate in the effluent. For the step response, c
approaches the equilibrium value Co- For a biporous
adsorbent model [1-3], when the equilibrium constant
K is large, the second moment is given by the relation:

2

V vL L{\ -E) \3k(
+ - (19)

with the following notations: Dc and Dp are the dif-
fusivities in the micro- and macroparticles with the re-
spective radii Rc and Rp; E is the external void fraction
of the adsorbent bed; EP the porosity of the adsorbent
particle; £>L the axial dispersion coefficient; L the col-
umn length; v the interstitial fluid velocity; k[ the ex-
ternal mass transfer coefficient of the macroparticle; K
the dimensionless Henry's law constant. Equation 19
includes the important result that the second moment is
simply the sum of the moments of the different trans-
port resistances (see Section A.6.1.3). The method of
moments has also been successfully applied to the
analysis of sorption rate [12, 53] and steady state [54]
measurements. It follows from eq 19 that by varying
characteristic parameters of the experiment such as
the flow rate v or the size Rp of the macroparticles,
the contributions of the different mechanisms may, in
principle, be discriminated. In reality, however, various
deviations from the ideal behavior which was assumed
in the derivation of eq 19 may become relevant. Such
deviations include the influence of a pressure drop over
the column [55, 56], nonlinearitics in the adsorption
isotherm, heat transfer resistances [57] and the influ-
ence of the finite pulse width [58]. More detailed
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accounts of the application of chromatography to the
study of diffusion in porous media may be found in
several reviews [1, 2, 59, 60].

While in chromatographic methods external heat
and mass transfer resistances can be eliminated more
easily than in a static system, the response may be ad-
ditionally affected by axial dispersion, as represented
by the first term on the right hand side of eq 19. In the
zero length column (ZLC) method the basic advan-
tages of the chromatographic method are retained
while eliminating the limitations imposed by axial dis-
persion [61, 62]. In this technique, which has proved to
be particularly useful for the observation of fast sorp-
tion phenomena, a small sample of adsorbent (in gen-
eral only consisting of microparticles of radius R) is
equilibrated at a uniform sorbate concentration and
then desorbed by purging with an inert gas at a flow
rate high enough to maintain essentially zero sorbate
concentration at the external surface of the particles.
By following the composition of the effluent, it is pos-
sible to measure the rate of desorption which may be
attributed to the transport diffusion within the par-
ticles. Analytical solutions for various models may be
found in the literature [62-64]. For sufficiently large
purge flow rates and small sorbate concentrations
(Henry's law range), the adsorbate concentration c(t)
in the outgoing gas flow obeys the following relation in
the long-time limit

c(0ocexp(-7i2Z)r/.R2) (20)

This expression may be easily deduced from the corre-
sponding relation for the desorption experiment (eq 7)
by differentiation with respect to time.

6.3.3 Measurement of Self-Diffusion

6.3.3.1 Elementary Steps of Diffusion

The process of molecular diffusion may be viewed
conceptionally as a sequence of jumps with statistically
varying jump lengths and residence times. Information
about the mean jump length y/(Py and the mean resi-
dence time T, which might be of particular interest for a
deeper understanding of the elementary steps of catal-
ysis, may be provided by spectroscopic methods, in
particular by quasielastic neutron scattering (see next
Section) and nuclear magnetic resonance (NMR).

NMR spectroscopy has been applied to the determi-
nation of the mean residence time of adsorbed mole-
cules in essentially two different ways, namely by pro-
ton magnetic relaxation studies and deuteron magnetic
resonace line shape analysis. In the case of adsorbed
molecules, proton magnetic relaxation is mainly deter-
mined by magnetic dipole interactions with protons of
the same molecule (intramolecular proton-proton

coupling), with protons of other molecules (intermole-
cular proton-proton coupling), and with paramagnetic
iron. Separating the different contributions by a relax-
ation analysis [65, 66] it is, in principle, possible to
determine the correlation time for any of these inter-
actions, and from this, under appropriate conditions,
the mean residence time between successive jumps.

The deuteron magnetic line shape is determined by
the gradient of the electric field brought about by the
surroundings. Molecular reorientation with rate con-
stants of the order of or larger than the line width of
the rigid molecule leads to an averaging of the effective
electric field gradient which is reflected in characteristic
changes of the measured NMR spectrum. Attributing
the observed spectra to the results of model calcu-
lations allows an estimate of the rates of reorientation
and with them of the mean residence time [67, 68]. By
assuming a molecular jump length comparable with the
separation between adjacent large cavities as a reason-
able estimate of the molecular mean jump length, deu-
teron NMR has been used in refs. [69, 70] to predict
zeolitic diffusivities on the basis of the relation

Z ) = < / 2 > / 6 T (21)

Equation 21 is the microscopic equivalent of the Ein-
stein equation (3) and implies that succeeding jumps
are uncorrelated. In general, however, backward jumps
will take place with a higher probability (the correla-
tion effect [2]), so that eq 21 provides an upper limit of
the diffusivity. Alternatively, with known values for D
and T, eq 21 allows an estimate of the lower limit of the
mean-square jump length [67, 68].

6.3.3.2 Quasielastic Neutron Scattering

Diffusion measurement by thermal neutron scattering
is based on an analysis of the (quasielastic) broadening
in the energy distribution of the outgoing neutron
beam (for the application of neutron scattering for the
investigation of structural properties of catalysts, see
Section A.3.1.3.7). This broadening may be concep-
tionally understood as a Doppler broadening, caused
by energy transfer between the incident wave and the
scattering centers (in general the protons of the mo-
lecules under study). Since the energy transfer corre-
sponding to a diffusive motion is very small, the term
quasielastic neutron scattering (QENS) is used for such
studies. For a diffusive motion with infinitely small
diffusion steps, the half width at half maximum of the
energy distribution of the outgoing beam (quasielastic
and incoherent part [71, 72]), is determined by

I = hK2DA£ = (22)
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with K and at denoting, respectively, the differences in
the wave vectors and the frequencies between the in-
cident and scattered neutron beams. On the basis of eq
22, the self-diffusivity may be easily determined from a
plot of Aa> vs. K2. For diffusion steps of finite length,
one obtains [73]

AE = HAco(ic) = A[ 1 - exp( - K2 </2 >/6)] / t (23)

which allows the determination of both the mean resi-
dence time (for large values of K) and the self-diffusivity
(for small values of K, where eqs 22 and 23 coincide).
Moreover, using eq 21 the mean jump length may
also be estimated from these two quantities. QENS has
been applied to several zeolitic adsorbate-adsorbent
systems [68, 71, 74, 75]. Its range of application is
limited to relatively large diffusivities (;> 10~10m2s~').
The diffusion paths covered during observation by
QENS are of the order of a few nanometers maximum.

6.3.3.3 Pulsed Field Gradient NMR

In the pulsed field gradient (PFG) NMR method, mo-
lecular transport is studied by making use of the spatial
dependence of the nuclear magnetic resonance fre-
quency in an inhomogeneous magnetic field [32, 33, 66,
68]. Superimposing the constant magnetic field over
two short time intervals of duration 5 and separation
t by a well defined inhomogeneous magnetic field
A5 = gz (the field gradient pulses), the NMR signal
(spin echo) generated by an appropriate sequence of rf
pulses is attenuated by a factor

«F(r, ySg) = J P{z, i) cos{y8gz)Az (24)

Here, P(z, t) (the mean propagator [32, 76]) denotes the
probability (density) that during the time interval t a
molecule within the sample is shifted over a distance
z in the direction of the applied field gradient. The
quantity 7 denotes the magnetogyric ratio, a charac-
teristic quantity of the given nucleus. In a homoge-
neous system of diffusivity D, the propagator is given
by the relation

P(z, t) = {4nDt)~l/2 exp(-z2/4Df) (25)

In this case eq 24 becomes

and D results straightforwardly form a plot of In *F
versus (ydg)2. Molecular displacements covered in
PFG NMR measurements are typically of the order of
a micrometer. Owing to the large magnetogyric ratio,
protons offer the best conditions for PFG NMR diffu-
sion studies with respect to both signal intensity and
sensitivity towards molecular displacements. However,

PFG NMR studies in porous media have also been
carried out using n C [77], I5N [78], I9F [79] and 129xe

NMR [78]. The lower limit of diffusivities accessible
by 'H PFG NMR is of the order of 10"!3 mV>
However, such low diffusivities may only be measured
under suitable conditions, in particular for large nuclear
magnetic relaxation times T\ and Ti [32].

Owing to the quite general correlation between the
primary experimental data and molecular propagation
as provided by eq 25, PFG NMR is particularly suit-
able for diffusion studies in heterogeneous systems. It
allows the determination of a variety of parameters
characterizing molecular transport in porous media. In
the investigation of beds or granules of zeolite crystal-
lites it is possible to measure directly the rates of intra-
crystalline diffusion and of long-range diffusion, i.e. of
the rate of molecular propagation through the bed or
the granule [66, 68]. So far, it has been possible to ob-
serve five different patterns of concentration depen-
dence for intracrystalline diffusion [80]. Further trans-
port-related phenomena observable in such studies
include diffusion anisotropy [81], the formation of
transport resistances (surface barriers) by coke deposits
[68] or deterioration of the crystal structure [82], devi-
ations from ordinary diffusion following Einstein's re-
lation (e.g. single-file diffusion [83-86] or diffusion in
fractals, see Section A.3.1.6 and Ref. 87) and the in-
fluence of the pressure of compaction and of inert gases
[88]. Being able to distinguish between intracrystalline
and external coke deposits [89], PFG NMR may be
very helpful in tracing the microdynamics of catalyst
deactivation and regeneration (see Section A.7). As a
noninvasive technique, sensitive to a particular nucleus
or even (by applying Fourier transform NMR [90]) to
a particular molecular species, PFG NMR may be
applied to study the diffusivity of any individual com-
ponent in a multicomponent system [91, 92]. More-
over, by this method the in situ observation of the dif-
fusion of the reactant and product molecules during
catalytic reactions has become possible [93].

6.3.3.4 Tracer Techniques

The methods described so far for studying self-diffusion
are essentially based on an observation of the diffusion
paths, i.e. on the application of Einstein's relation (cq
3). Alternatively, molecular self-diffusion may also be
studied on the basis of the Fick's laws by using iso-
topically labeled molecules. As in the case of transport
diffusion, the diffusivities are determined by comparing
the measured curves of tracer exchange between the
porous medium and the surroundings with the corre-
sponding theoretical expressions. As a basic assump-
tion of the isotopic tracer technique for studying self-
diffusion, the isotopic forms are expected to have
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identical properties. For small percentage differences in
$ the atomic masses, this is a reasonable assumption.
^ Differentiation between the isotopes may be based on

the differences in their mass (gravimetry [94] and mass
soectroscopy [95]), in their nuclear magnetization
(NMR spectroscopy [66]), or in their IR frequencies
[261. If one of the isotopes is radioactive, the activity
provides a particularly simple and sensitive measure
of the labeled species [96]. In principle, by applying
labeled components, the various concepts of measuring
transport diffusion may be correspondingly applied to
the measurement of self-diffusion, provided that the
exchange process between the labeled and unlabeled
molecules is determined by diffusion rather than being
masked by other phenomena. For the investigation of
fast processes, a tracer variant of the ZLC method [97]
has proved to be of particular relevance.

6.3.4 Diffusion in Multicomponent Systems

In principle, any of the techniques described for study-
ing self-diffusion may be applied to both single- and
multicomponent systems. So far, however, most self-
diffusion measurements of multicomponent systems
have been carried out by PFG NMR. Such measure-
ments are possible by applying a set of samples with
deuterated compounds with only one species (namely
that to be measured) in the protonated form [98], by
simultaneously considering different nuclei (e.g. 'H
and 19F [79]), and by Fourier transform PFG NMR
[91,92].

Diffusion measurements under nonequilibrium con-
ditions are more complicated due to the difficulties in
ensuring well defined initial and boundary conditions.
IR spectroscopy has proved to be a rather sensitive tool
for studying simultaneously the intracrystalline con-
centration of different diffusants, including the occu-
pation density of catalytic sites [28]. By choosing ap-
propriate initial conditions, in this way both co- and
counterdiffusion phenomena may be followed. Infor-
mation about molecular transport diffusion under the
conditions of multicomponent adsorption may also be
deduced from flow measurements [99]. As in the case
of single-component adsorption, the diffusivities arc
determined by matching the experimental data (i.e. the
time dependence of the concentration of the effluent
or the adsorbent) to the corresponding theoretical
expressions.

A rather special possibility to attain information
about molecular diffusion is provided by catalytic re-
actions if they proceed in the range of medium Thiclc
moduli (i.e. in the transition range between intrinsically
and transport controlled reactions) [100]. By analyzing
the dependence of the effective reaction rate on the
catalyst particle size [101. 102] and/or the intrinsic re-

activity [103] it is possible to determine the rate of
counter-diffusion of the reactant and product mole-
cules. Similarly, as with the flow techniques (Section
6.2.2.1), also in this case the diffusivities are determined
under stationary conditions.

6.3.5 Correlation Between the Different
Diffusivities

Diffusivities are often measured under conditions
which are far from those of catalytic reactions. More-
over, corresponding to their different nature, the vari-
ous measuring techniques are limited to special ranges
of application. The possibility of a mutual trans-
formation of the various diffusivities would therefore
be of substantial practical relevance. Since each of the
coefficients of self-diffusion and transport diffusion in
single-component and multicomponent systems refers
to a particular physical situation, one cannot expect
that the multitude of information contained in this
set of parameters can in general be adequately reflected
by a smaller set of parameters. Any correlation
which might be used in order to reduce the number
of free parameters must be based on certain model
assumptions.

In general, the coefficients of transport diffusion (£>)
and self-diffusion (£>*) under the conditions of single-
component adsorption are assumed to be correlated by
the equation

= D'd\np{c)/d\nc (27)

where p(c) denotes the external gas-phase pressure of
the adsorbate that is necessary to maintain the adsor-
bate concentration c. Equation 27 may be shown by
both thermodynamic [104, 105] and statistical [106]
arguments to be valid only under the assumption that
the correlation of the motion of different molecules
may be assumed to be negligibly small. For a number
of systems this assumption seems to be justified, since
there are various comparative studies of transport and
self diffusion [107-109] as well as MD simulations
[106, 110] which are in reasonable agreement with eq
27. The generalization of eq 27 to multicomponent ad-
sorption yields for the transport diffusivities (see cq 1)

A, = D^c./cj x d \nPl/d In c, (ij = 1 . . . n) (28)

with p, denoting the set of partial pressures necessary to
maintain the set of sorbatc concentrations c,. Hence, if
one knows the corresponding multicomponent adsorp-
tion isotherms, the elements of the n x n matrix of
transport diffusivities can be determined from the mul-
ticomponent sclf-diffusivitics by using eq 28.

References see page 1260
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Another attempt to correlate transport and self-
diffusivities has been based on a generalization of the
Stefan-Maxwell formulation of irreversible thermo-
dynamics [111-113]. By introducing various sets of
parameters describing the facility of exchange between
two molecules of the same and of different species, the
resulting equations are more complex than eqs 27 and
28 They may be shown, however, to include these re-
lations as special cases
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of the other SCFs examined. The high hydrophobicity
led to a higher water concentration in the micro-
environment surrounding the enzyme, and hence
higher rates.

A subfield in this area is using SCFs to control the
stereoselectivity of biologically active chiral com-
pounds. For example, supercritical CO2 has been used
to do the lipase-catalyzed enantioselective esterification
of ibuprofen. Enantiomeric purities exceeding 90% at
an ibuprofen conversion of 25% have been reported
[20].

8.4.5 Other Applications of SCFs and
Catalysis

This chapter has focused on heterogeneous catalysis in
supercritical media, but the relationship between su-
percritical fluids and catalysis is much broader. There
have been numerous studies of homogeneous catalysis
in SCFs. Examples include hydroformylation via co-
balt carbonyl complexes in supercritical CO2, oxida-
tion via metal salts dissolved in supercritical water, and
acid-catalyzed dehydration of alcohols in supercritical
water.

Motivation for the dehydration studies grew out of
the desire to use biomass, a renewable resource, for the
production of chemicals and fuels. Biomass can be bio-
chemically processed (fermentation) to produce ethanol.
This bioprocessing occurs in an aqueous phase, and
the ethanol concentration is low. The ethanol is
traditionally recovered via a train of distillation col-
umns. This scheme leads to a concentrated ethanol
stream that can be sold, but the separation is not a
simple one since it involves an azeotropic distillation.
The capital cost and energy requirements for the dis-
tillation sequence is high. Antal and co-workers [11]
reasoned that the expensive separation processes could
be eliminated if ethanol could be converted to a differ-
ent chemical that was easily separated from water. This
observation led them to investigate the feasibility of
doing the acid-catalyzed dehydration of ethanol in su-
percritical water to form ethylene. The advantages of
using supercritical conditions in this application are the
presence of a single phase at reaction conditions, high
temperatures and hence fast reactions, the possibility of
having simple postreactor processing to separate ethyl-
ene and water, and the potential to produce a poly-
merization-grade ethylene stream that is already at a
high pressure and hence ready to feed to a polymer-
ization reactor.

This group's early work demonstrated the feasibility
of this concept. They showed that ethanol and other
alcohols could be converted to ethylene or the corre-
sponding alkenc in high yields. Reaction conditions

were typically around 380 °C and 34.5 MPa. They sub-
sequently measured the reaction kinetics and postu-
lated sets of elementary reaction steps for the dehy-
dration reactions. They found that both ethanol and
propanol dehydration were consistent with an E2
mechanism, but not with an El mechanism. Additional
investigations into propanol dehydration revealed that
the apparent net rate constant decreased by a factor of
three as the system pressure increased from about 22 to
about 35 MPa. That pressure can have a strong effect
on reaction rate constants in SCFs was noted earlier in
this chapter. The investigators opted to explain this
pressure effect by postulating that the reaction rate
constant for this acid-catalyzed reaction was a function
of the solvent's dielectric constant. The dielectric con-
stant of supercritical water is a strong and increasing
function of pressure for a given temperature. That the
rate constant decreased as the pressure increased
(dielectric constant increased) suggested that the tran-
sition state for the reaction was less polar than the re-
actants. This finding was fully consistent with the pro-
posed E2 mechanism. The authors also found that
changing the ionic strength of the solvent did not alter
the rate constant. This research broke new ground
by showing that acid catalysis normally conducted in
a liquid aqueous phase can also be accomplished at
supercritical conditions with the attendant advantages.
This particular chemistry and process proved to be
economically unattractive, however, compared with
the alternative of distillation to recover ethanol.

Another application of SCFs in catalysis is in the
preparation or synthesis of catalytic materials and
supports. For example, high-surface-area materials can
be produced using supercritical processes. Moreover,
supercritical processing is being explored as an alter-
native to sol-gel and subcritical hydrothermal pro-
cessing. The adjustable properties of SCFs allow one
to control the properties of the medium with small
changes in temperature or pressure. This control of the
medium's properties intimates the possibility of thereby
controlling the particle size and morphology. Applica-
tions of SCFs in materials synthesis and processing
have been reviewed [2].

8.4.6 Concluding Remarks

Supercritical fluids continue to attract interest as media
for catalysis and chemical reactions because of their
unique properties. They offer possible strategies for
more economical chemical processes by increasing
reaction rates, prolonging catalyst lifetime, and sim-
plifying downstream processing. In addition to these
considerations, the current trend towards pollution
prevention in the chemical processing industry and the
attendant search for environmentally benign solvents is
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focusing attention on compounds such as carbon diox-
ide and water. When in the supercritical state, these
oontoxic compounds are very good solvents for many
organic compounds and hence attractive media for
chemical reactions and catalysis.
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8.5 Microwave Heating in Catalysis

R. B. MOVES AND G. BOND

Microwave heating has apparent benefits in catalytic
systems where reactions occur on solid surfaces, be-
cause, using appropriate devices, the heating can be
concentrated on the catalyst's mass. The advantage
is that the surroundings remain relatively cool which
can enhance selectivity. For microwave heating to
be applied to catalytic systems, the catalyst must itself
absorb the microwave energy, or be mixed with an ab-

sorber. Many active phases of known catalytic mate-
rials absorb microwave energy readily to different,
sometimes large, extents, while the supports in com-
mon use, silica and alumina, do not. There has been
some speculation of a "microwave effect" which pro-
duces different products from those expected from
conventional heating. The consensus is, however, that
such an effect does not exist, and that all differences
can be explained in terms of selective heating. As this
section of the Handbook is restricted in length, readers
requiring a more general review of the applications of
microwave dielectric heating effects to synthetic prob-
lems in chemistry are referred to that published by
Mingos and Baghurst [1]. This extensive work provides
a first recourse for readers who seek detail of the heat-
ing process. Additionally, Ovenston and Walls have
examined the AC electrical characteristics of heteroge-
neous catalysts [2] in relation to radiofrequency (RF)
heating using impedence spectroscopy. The frequency
range used was 100 Hz to 10 MHz, (well below micro-
wave frequencies) and in the temperature range 300-
1000 K.

8.5.1 Microwave Energy and Microwave
Heating

Microwaves are electromagnetic energy corresponding
to wavelengths of 1 cm to 1 m (frequencies of 30 GHz
to 300 MHz, respectively). To avoid interfering with
other transmissions such as telecommunications, the
industrial heating applications have been allocated the
ISM (industrial, scientific, and medicine) frequency
bands of 13.56, 27.12, 915 ± 15, and 2450 ± 50 MHz
[3]. The transformation of electric energy to thermal
energy in this frequency range by dielectric heating
arises from the interaction between the electromagnetic
waves and the irradiated material [4].

Materials can be classified into three groups accord-
ing to their interaction with the electromagnetic field.
Reflective materials are mostly metals which do not
heat in the presence of microwave energy. Instead, the
electric field creates surface currents that penetrate
some few microns into the material. The primary com-
ponents of microwave applicators, which apply micro-
wave energy to a system, are constructed from reflec-
tive materials. Transparent materials (low-loss) such
as glass, silica, alumina, and plastics, do not absorb
microwave energy but allow transmission of the radia-
tion, thus making them good insulators. However,
there is a host of absorbing materials, which include
catalytic materials, that absorb microwaves (high-loss)
and become heated [5, 6]. This comes about through

References see page 1350
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the interaction of the electromagnetic force fields with
the material's molecular and electronic structure [4].

8.5.2 Dielectric Polarization

The heating effect relies upon dielectric polarization
[1], itself containing components of electronic, atomic,
dipolar, and interfacial polarization, of which the last
two have timescales which allow them to contribute
to the overall heating effect at these frequencies. The
loss tangent, tan 5, consists of two components, ef, the
dielectric constant, and E", the dielectric loss, where

tand — —

The ability of microwave energy to affect dipoles de-
pends upon their relaxation time constant, and this
value must be comparable with the frequency of the
exciting radiation, i.e. near 2.45 ps for the commonly
used 2450 MHz radiation. Measurements of E" and e7

for catalytic materials are relatively rare, and is cur-
rently an area in which research is required. The heat-
ing effect is mostly seen in solid or liquid materials,
where free rotation is restricted, so that heating effects
depend upon density (and upon viscosity in liquid sys-
tems). It is known that some liquids can be superheated
to temperatures some tens of degrees above their nor-
mal atmospheric boiling point, because microwave
heating occurs by a different mechanism [7].

8.5.3 Interfacial Polarization

Conducting particles held in a nonconducting medium
form a system which has a frequency-dependent di-
electric constant. The dielectric loss in such a system
depends upon the build-up of charges at the interfaces,
and has been modeled for a simple system by Wagner
[8]. As the concentration of the conducting phase is in-
creased, a point is reached where individual conducting
areas contribute and this has been developed by Max-
well and Wagner in a two-layer capacitor model. Some
success is claimed for the relation

E" = constant/"*

where/is the frequency and A: is a constant, approach-
ing unity at high concentrations of the conducting
phase [9]. The interfacial polarization (Maxwell-
Wagner effect) is particularly relevant in catalytic sys-
tems. Clearly such a system is related to the familiar
active particles on a support which form many cata-
lysts systems. Vannice and co-workers [10] measured
the electrical conductivity of small particles by micro-

wave absorption. They claim that such measurements
can provide fundamental information about adsorp-
tion and catalytic processes on semiconductor surfaces

8.5.4 Ionic Conduction

The second microwave heating mechanism arises from
the migration of ions in the electric field. The resulting
current from the oscillating ions gives rise to heat in the
familiar way, following the i2r law, where i is the cur-
rent and r reflects the resistance or impedence to ionic
movement through collisions with other ions and mol-
ecules present in the medium. Ionic conduction is im-
portant in situations where the ions are free to move to
some extent.

8.5.5 Microwave Heating

Microwave heating involves the application of sub-
stantial microwave power to the system. In this it dif-
fers from microwave spectroscopy, or the measurement
of fundamental dielectric properties, where powers
applied are in the milliwatt region. For microwave
heating, magnetrons producing kilowatts are available.
A number of microwave applicator designs are in use,
including the familiar kitchen microwave oven (a mul-
timode device) and the single-mode device where a
standing wave is set up in a tuned cavity. Industrial
scale methods are well developed in the polymer area,
where microwave heating has been in use for decades.

The rate of temperature rise due to an microwave
electric field is given by the equation

—- = constant J ""s

dt pCp

where / = frequency, E^ = r.m.s. field intensity, p =
density, and Cp = specific heat capacity.

The radiative losses can be calculated using the con-
ventional equations [11]. The temperature rise depend-
ence contains terms for the electric field strength,
dielectric loss factor, heat capacity, and emissivity, and
many of these are also temperature dependent. As a
result, the complete theoretical analysis of dielectric
heating is mathematically very complex [1].

Control of heating may raise substantial problems,
in that temperature measurement itself has difficulties,
since most probes for temperature measurement them-
selves interact with the electromagnetic field, and are at
best unreliable. Remote sensing is the best available,
but has its own difficulties, in that sensors detect the
surface temperature rather than that of the bulk. If the
temperature of a body within a microwave field is to be
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controlled, then the control loop has to be fast enough
to deal with the "runaway" situation. This arises be-
cause an increase in temperature results in an increase
in absorption efficiency and hence further increase in
temperature, and so the runaway situation develops.

Mingos [1] has listed the effect of microwave heating
from ambient on a number of substances, including
materials with catalytic activity such as CuO, carbon,
Co2O3, Ni, NiO, CaO, CeO2, Fe2O3, La2O3, MnO2,
SnO, PbO2, TiO2, V2O5, and WO3. Many other cata-
lytic substances are absorbers of microwave radiation,
but many more remain to be investigated.

8.5.6 Current Research

The majority of work carried out using microwave en-
ergy in the field of catalysis has centered around the
stimulation of catalytic reactions. However, some use
has been made in the area of catalyst preparation. The
novel drying properties of microwave radiation has
been used to produce supported metal catalysts with
improved dispersion [12]. When microwave heating is
employed in the preparation of zeolites, results show
that a material with a far superior crystallinity is ob-
tained in a greatly reduced time when compared with
that from conventional heating techniques [13]. In the
area of catalytic reactions two distinctly different ap-
proaches have been adopted. Wan in Canada has used
high-power pulses of microwave radiation to stimulate
reactions and only latterly has paid some attention [14]
to the measurement of the catalyst temperature, per-
haps because of the difficulty in obtaining a meaningful
estimate. The two groups working in Europe, namely
those of Maire, Roussy, and co-workers and Moyes,
Bond, and co-workers, have adopted an approach of
continuously irradiating the catalyst while making
efforts to measure and control the temperature.

Wan and co-workers have demonstrated that a range
of catalyzed processes are speeded up when exposed to
microwave energy, no doubt through the high temper-
atures achieved. These reactions include the catalytic
conversion of cyclohexene to benzene [15], catalytic
cracking [16], decomposition of organic halides [17],
decomposition of methane to ethene and hydrogen
[18], microwave-induced catalytic conversion of
methane to ethene and hydrogen [19], and water-gas
shift reaction [16]. When heated conventionally, most
of these reactions require relatively high temperatures
compared with those reported for the microwave-
heated systems.

Maire and co-workers have published detailed
papers on reforming catalysts, particularly on the
platinum-catalyzed cracking of 2-methyl pentane [20,
21]. These latter again suggests that the catalyst is

at a higher temperature than that expected from the
bulk measurements. Roussy et al. [22] has published a
detailed account of the drying of zeolites with micro-
waves which suggests a conduction mechanism for the
accelerated process.

Moyes, Bond and co-workers have demonstrated
that the oxidative coupling of methane to from ethene
and ethane can be achieved at apparent bulk temper-
atures 300-400 K less than in the conventionally
heated systems [23]. The work covers a range of cou-
pling catalysts including Sm2O3 and La2C>3, both alone
and supported on beta-alumina. Some of the lanthana
catalysts were promoted by addition of SrO. In each
case the product distributions were substantially the
same with the microwave-heated case and with con-
ventional heating, which suggests that the catalytic
centers in the materials are operating at a higher tem-
perature than the bulk. This observation is supported
by more recent work on the selective conversion of
isopropanol to acetone or to propene, catalyzed by
basic catalysts such as potassium-doped carbon [24]. In
this case the selectivity to one or other product depends
upon the acidity or basicity of the surface. Both pro-
cesses are accelerated by microwave heating when
compared with conventional heating, but some changes
in selectivity occur under microwave heating. This has
led the authors to suggest that there are specific sites on
the catalysts which are preferentially heated by micro-
wave energy, while the bulk of the solid is at a lower
temperature. Temperature measurement has its diffi-
culties but reasonably reliable systems are available
which indicate that there cannot be an error in the
measurement which explains the difference in apparent
reaction temperature.

In order to test this theory, Moyes, Bond, and Bool
[25] have examined the steam reforming of methane
catalyzed by a nickel catalyst and have shown that the
microwave-heated equilibrium constant behavior re-
flects that of the conventionally heated counterpart,
but at measured temperatures some 150K less than
expected. They interpret this observation as indicating
that a small number of sites exist within the catalyst
mass which arc at the expected temperature but that
they are insufficient to raise the whole mass to the
normal temperature for such a value of the equilibrium
constant. Clearly, this suggests methods of calculating
the number of available sites in the catalyst sample.
Furthermore, it holds out the possibility of directing
energy in endothermic reactions at the catalyst sites
themselves, with consequent efficiency gains. Different
authors have contributed in alternative areas, particu-
larly in accelerated organic reactions. There is a Mobil

References see page 1350
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patent on the microwave catalytic stripping of cracking
catalysts [26]. In the field of organic chemistry there has
been an extensive development of "dry" organic re-
actions, where the reactants are adsorbed at hydroxy-
lated surfaces and react on irradiation with microwave
energy. These include a one-pot synthesis of indoles
catalyzed by montmorillonite [27] and clay-catalyzed
barbituric acid condensation with aldehydes [28].
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8.6 Sonocatalysis

K. S. SUSLICK

8.6.1 Introduction and the Origins of
Sonochemistry

Research on the chemical effects of ultrasound has un-
dergone a renaissance during the past decade and has
had a significant impact in a variety of areas [1, 2].
Applications of sonochemistry have been developed in
virtually all areas of chemistry and related chemical
technologies [3, 4]. We can conceptually divide the
effects of ultrasonic irradiation on heterogeneous cat-
alysis into those that alter the formation of heteroge-
neous catalysts, those that perturb the properties of
previously formed catalysts, and those that affect cata-
lyst reactivity during catalysis. In practice, these three
classes of effects are often deeply intertwined in re-
ported experimental results.

No direct coupling of the acoustic field with chem-
ical species on a molecular level can account for sono-
chemistry. Ultrasound spans the frequencies of roughly
20 KHz to 10 MHz, with associated acoustic wave-
lengths in liquids of roughly 100 to 0.15 mm: these are
not on the scale of molecular dimensions. Instead, the
chemical effects of ultrasound derive from several non-
linear acoustic phenomena, of which cavitation is the
most important. Acoustic cavitation is the formation,
growth, and implosive collapse of bubbles in a liquid
irradiated with sound or ultrasound. When sound
passes through a liquid, it consists of expansion (neg-
ative pressure) waves and compression (positive pres-
sure) waves. These cause bubbles (which are filled with
both solvent and solute vapor and with previously dis-
solved gases) to grow and recompress. Under proper
conditions, acoustic cavitation can lead to implosive
compression in such cavities. Such implosive bubble
collapse produces intense local heating, high pressures,
and very short lifetimes. As discussed elsewhere, these
hot spots have temperatures of roughly 5300 K, pres-
sures of about 1720 bar, and heating and cooling rates
above lO'Ks"1 [5-7]. Cavitation is an extraordinary
method of concentrating the diffuse energy of sound
into a chemically useable form.

When a liquid-solid interface is subjected to ultra-
sound, cavitation still occurs, but with major changes
in the nature of the bubble collapse. If the surface
is significantly larger than the cavitating bubble
(w 100/mi at 20 kHz), spherical implosion of the cavity
no longer occurs, but instead there is a markedly
asymmetric collapse which generates a jet of liquid
directed at the surface, as seen directly in high speed
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9.1 Laboratory Catalytic Reactors:
Aspects of Catalyst Testing

F. KAFTEIJN AND J. A. MOULIJN

9.1.1 Introduction
In the development of catalysts for a new process or the
improvement of existing catalytic systems various stages
can be distinguished. This development process covers
the whole range from the new idea for a process or
catalyst via the catalyst preparation, catalyst screening,
establishing reaction networks, kinetic studies, and life
tests to scale-up on pilot plant level, before a new or
modified process is introduced. Figure 1 indicates the
order of activities, although during the advancement of
the development there will be a continuous feedback to
other stages to optimize the catalyst and the process.
The number of catalyst formulations will decrease
during the progress, but the time taken and size both
increase and, consequently so do the costs involved.
This demands an efficient and proper approach for
laboratory scale experimentation.

The objectives of the different development stages
vary:

• Screening must give the first data about the activity
and selectivity of the various catalyst formulations as
a function of their composition and preparation and
pretreatment history. As there are many variables,
numerous catalysts should be screened at a high
throughput rate. This yields the activity per unit of
catalyst mass, active phase, or volume, depending

on the specific goals. Often, a first insight into the
deactivation behavior, i.e. the catalyst stability, is
obtained simultaneously.

• Establishing the reaction network, using the wealth
of techniques at the disposal of catalyst researchers,
gives insight into how the catalyst works and pro-
vides the basis for the kinetic modeling studies.

• Time consuming kinetic studies are indispensible for
the design, operation and process control. A descrip-
tion is needed of the catalytic rate as a function of
the process variables, i.e. temperature, pressure, and
composition of the reaction mixture.

• Life studies are intended to test the catalysts during a
longer time on stream, often on a bench or pilot scale
with real feeds and recycle streams. The latter allow
investigation of the effect of trace impurities or ac-
cumulated components, not observed in laboratory-
scale experiments. Often, it is desired to test the
catalyst at the same time in its shape for practical
application. Here, the need exists for experimental
results that can be directly linked to commercial
applications.

Although they may be part of a catalyst testing [1-3]
programme, investigations focused on revealing the re-
action mechanism, such as in-situ Fourier transform
infrared (FTIR) in transmission or reflection mode,
nuclear magnetic resonance (NMR), X-ray diffraction
(XRD), X-ray absorption fine-structure spectroscopy
(EXAFS), X-ray photoelectron spectroscopy (XPS),
electron microscopy (EM), electron spin resonance
(ESR), and UV-visible (UV-vis) and the reaction cells
used are not included. For the correct interpretation of
the results, however, this chapter may also provide a
worthwhile guide.

Various types of reactors can be applied, and it is of
primary importance to select the proper reactor to ob-
tain the required information, which generally means
that one should not mimic the reactor type in which the
process will be carried out. Other criteria apply for
practical reactor selection than for catalyst testing.
Downscaling, as far as possible, is desirable because of
lower equipment costs, lower material consumption, and
disposal, lower utility requirements, reduced demands

References see page 1376
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Increasing:
* time
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Figure 1. Stages in a catalyst development programme.

PLUG FLOW MIXING
DISPERSION

DIFFUSION
REACTION
TRANSPORT PHENOMENA

Figure 2. Transport phenomena in a catalytic packed bed re-
actor on different levels.

on laboratory infrastructure and increased intrinsic
safety (reduced hazards of toxic emissions, explosions,
or fires). Smaller scale requires, in addition, more ac-
curate experimentation and the use of representative
samples.

In the laboratory, catalysts are often tested using
a packed bed contained in a reactor through which a
reaction mixture flows (Fig. 2). On the reactor level the
fluid seems to flow as a front through the bed (plug
flow), but due to the flow around the catalyst particles
a mixing (dispersion) may occur on the particle size
level. This may affect the reactor performance. Along
the length of the bed reactants will be gradually con-
verted. Reactants have to diffuse from the bulk of the
fluid through a stagnant layer around the particles to
the exterior surface, and subsequently through the pore
system to an active site where they can react. Products
proceed the opposite way. Heat produced or consumed
will have to be removed or supplied at a sufficient rate,
otherwise temperature gradients may develop locally to

Catalytic
Reaction

Engineering

Figure 3. Catalytic reaction engineering.

an undesired level. The description of these phenomena
is given by catalytic reaction engineering [4-10], which
integrates catalysis, reactor analysis, and transport
phenomena to aid in procuring and interpreting data
on catalyst activity, stability, kinetics and reaction
mechanisms (Fig. 3).

With the goal of obtaining intrinsic catalyst proper-
ties (reaction kinetics and selectivities) from experi-
mental data without being disguised by the above-
mentioned phenomena, the following conditions should
be fulfilled:

• good contact between reactants and catalyst;
• no limitations due to mass and heat transport inside

and outside the catalyst particle;
• good description of reactor characteristics (ideal

sytems).

Generally, this implies the use of ideal reactors of the
plug flow or well stirred tank type with well defined
residence times and residence time distributions under
isothermal conditions (with some exceptions, as will be
indicated). By-passing part of the catalyst by channel-
ing in a packed bed or uneven flow distributions must
be avoided. In three-phase systems (gas/liquid/solid),
the even distribution of both fluid phases over the cat-
alyst is crucial.

In this Chapter, criteria will be derived that can be used
to check whether one operates under conditions that re-
sult in deviations of not more than 5% in reaction rate
from the ideal situation. This can be expressed as

rate ldcaj
• = 1 + 0.05 (1)
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Figure 4. Classification of laboratory reactors according to the mode of operation.

The various aspects that are to be considered to achieve
a proper and efficient catalyst testing approach are
presented. This applies to heterogeneous systems in
which the catalyst is the solid phase and the reactants
are in the gaseous and/or the liquid phase. The pres-
ence of a solid phase introduces complicating phenom-
ena on which this chapter focuses. In this respect,
homogeneous catalysis is a limiting case and does not
need separate treatment. The solid catalyst can be
present as either a packed bed of particles, a wash-
coated monolith, a fluid bed, an entrained bed, or in a
liquid-phase slurry.

9.1.2 Reactor Systems

Various laboratory reactors have been described in the
literature [3, 11-13]. The most simple one is the packed
bed tubular reactor where an amount of catalyst is held
between plugs of quartz wool or wire mesh screens
which the reactants pass through, preferably in 'plug
flow'. For low conversions this reactor is operated in
the differential mode, for high conversions over the
catalyst bed in the integral mode. By recirculation of
the reactor exit flow one can approach a well mixed
reactor system, the continuous flow stirred tank reactor
(CSTR). This can be done either externally or inter-
nally [11, 12]. Without inlet and outlet feed, this re-
actor becomes a batch reactor, where the composition
changes as a function of time (transient operation), in
contrast with the steady state operation of the con-
tinuous flow reactors.

Catalysts are not necessarily kept fixed in the re-
actor. In slurry reactors, CSTR operation is easily

1

= O •=£>

2

=> =o

5 6 7 8

Figure 5. Classification of laboratory reactors according to the
contacting mode.

achieved by a catalyst suspended in the liquid by effi-
cient stirring. In fluid bed systems the catalyst is sus-
pended by an upflow of fluid, having a higher catalyst
density than slurry reactors. In riser reactors catalyst
particles are also fed continuously to the reactor and
withdrawn with the product mixture, and these are
especially suited for rapidly deactivating catalysts
(FCC).

9.1.2.1 Classification

Catalytic reactors can be classified globally according
to their mode of operation: under steady state or tran-
sient conditions, as indicated in Fig. 4, or according to
the contacting/mixing mode, as indicated in Fig. 5 for

References see page 1376
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a fluid-solid system. In both schemes a good contact
between catalyst and reaction mixture is assumed.

Figure 4 represents a classical classification in oper-
ation forms. Steady state reactors, especially packed
bed reactors, are most widely used in catalyst testing,
predominantly because of the ease of operation and
low costs. Transient operation is being used less and
has some disadvantages for the mere goal of catalyst
testing. In batch reactors the possible deactivation
during the course of the experiment cannot be traced,
except for the verification afterwards by repeating the
experiment. In pulse reactors (TAP, Multitrack) the
catalyst conditions are quite different from a contin-
uous operation. Only transient operation by using iso-
topically labelled species under steady state conditions,
such as positron emission profiling [14] is compatible.
Transient operation is mainly applied for establishing
reaction networks and detailed kinetic information,
although in these cases care must also be taken to
obtain intrinsic kinetic information [15].

The classification in Figure 5 serves the description
of the reactors used. Here, two ideal contacting types
are used, the plug flow mode and the ideally mixed
mode, both for the fluid and the solid phase. By appi-
cation of the design equations of these ideal reactor
types the experimental results are interpreted in a
straightforward manner. For two phases, two contact-
ing types and two operation modes (batch and flow)
eight combinations arise:

1. plug flow fixed bed reactor (PFR);
2. internal or external recirculation reactor (CSTR);
3. (circulating) fluid bed reactor (FBR);
4. fluid bed with recycle, slurry reactor;
5. riser reactor;
6. riser reactor with recycle;
7. (circulating) fluid bed reactor with continuous cata-

lyst feed;
8. slurry reactor or fluid bed with recycle of fluid and

continuous catalyst feed.

9.1.2.2 Balance Equations

To relate the reaction rate or conversion, pressure
drop, and temperature variation over a catalyst bed
with the operating variables of a reactor, flow rate,
catalyst amount etc., so-called mass-, heat- and impulse
balances are used in catalytic reaction engineering [4,
8]. This chapter assumes, however, that the catalyst bed
is isothermal and the pressure drop over the bed is
negligible. This leaves only mass balances for each re-
actant or product to be considered. For a component i
this can be written for part of a catalyst bed or the
whole bed as

input, - output, + production, = accumulation, (2)

where the production refers both to production and
consumption (negative) contributions. Under steady
state conditions the accumulation terms vanishes, sim-
plifying the resulting expression. This approach yields
the following expressions for a component / and a sin-
gle reaction: For PFR,

dbc,

d ^
(3)

and, for CSTR,
W

Since the conditions in the CSTR are everywhere the
same the mass balance is considered over the whole
reactor, resulting in an algebraic expression relating the
reaction rate directly to the measured conversion.

For the PFR only a small slice of the bed can be
considered to have constant conditions, leading to a
differential equation which describes the conversion as
a function of the amount of catalyst. For low con-
versions the rate can be considered to be constant over
the bed and the expression can be simplified to that of a
CSTR (differential reactor). At high conversion the
rate varies over the bed length and the reactor operates
under integral conditions. Variation of the space time
fV/Ff yields the corresponding conversion data. Using
numerical differentiation, rates can be estimated that
can be compared for different catalysts. Differential
conditions at high conversions, especially of interest for
practical applications, can be achieved by using an up-
wind reactor to attain the desired conversion level, fol-
lowed by a differential reactor. This require highly
accurate analyses to determine the minor differences
in composition. In general, catalyst activities are com-
pared by comparison of the conversion levels at equal
space times preferably at low conversion levels ('initial
reaction rates'). At high conversions this is much less
sensitive, and especially with respect to selectivities
wrong conclusions may be drawn (see later).

The CSTR and PFR are the two extremes of con-
tinuous reactor types, one with an extremely good mix-
ing, the other without. Some criteria or methods exist to
judge whether one can use one of these reactor models.

9.1.2.3 Continuous-Flow Stirred-Tank Reactor
(CSTR)

The most applied CSTRs are recirculation reactors
in heterogeneous catalysis and well stirred vessels in
slurry or liquid-phase systems. Injection of a (5-pulse of
a tracer should give an exponentially decaying output
concentration:

c(t) = c0 exp(-//r) (5)
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where T represents the average physical residence
time in the reactor system (= JVtot,R/̂ tot,out), which
should not be confused with the space time used in the
mass balance equation (== W/Fi;m). This exponential
behavior can be easily verified experimentally.

In recirculation reactors, a recirculation ratio Ra
(ratio of the total flow returned to the inlet and the
total outlet flow) larger than 20 is frequently recom-
mended [11, 16]. This criterion is not complete as is
apparent from the literature [17-19]. One can demand
that the rate over the catalyst bed may not change
more than 5%, thus for an nth order isothermal re-
action,

rate at the inlet of the bed r(cin, Tin)
rate at the outlet of the bed r(e°M, Tout)

- (
1+- J=l±0,0.05 (6)

which yields

0.05

This implies that the necessary recirculation ratio is not
a fixed value, but depends on the reaction under
consideration and the conversion level. At low con-
versions, the recirculation rate need not be high ac-
cording to this criterion (good mixing, eq 5, is still
required to avoid dead zones in the reactor), and
a differential PFR model can be used. At high con-
versions, the recirculation rate must increase. It can
easily be seen that a recirculation ratio of 20 limits the
conversion for a first-order and a second-order reaction
to 50% and 25%, respectively.

The problem in the verification of these criteria is the
calculation of the recirculation ratio. No general rela-
tionship is valid, and it must be estimated for each
reactor configuration by experimentation (see Refs 16
and 18).

9.1.2.4 Plug-How Reactor (PFR)

PFR systems can be described by an infinite number of
CSTRs in series. A packed bed can be considered as a
finite number of CSTRs, each corresponding to a cer-
tain height of a slice of the catalyst bed, also indicated
as equivalent height of mixing. Making the bed length
shorter will increase the deviation from plug flow to-
wards more axial mixing. This is also described by the
axial dispersion model where the dimcnsionless Peclet
number Pe is used as parameter. The relation between
Pe and the number N of mixers in series is, for large N,

10°

10 '

— y
Single phase flow

Trickle flow

10' '
10s 10' 101 10° 10' 10' 10'

He.

Figure 6. Relationship between the Peclet particle and Reynolds
particle numbers for single and trickle phase flow (adapted from
Ref. 20).

For a sufficiently close approach to an ideal plug flow
reactor, N or Pe should exceed a certain value which
depends on the degree of conversion and reaction
order. Gierman [20] refined the criterion of Mears [21]
and arrived at eq. 9, which can also be used for mono-
liths. In the latter case the axial dispersion coefficient
should be replaced by the smaller molecular diffusivity,
thus relaxing the criterion for monolithic elements as
compared to packed beds:

Pe > 8n x In
1

1 -x
(9)

Evaluation of literature data on the correlation be-
tween the particle Peclet number (also referred to as
Bodenstcin number) and particle Reynolds number for
single phase and trickle flow yielded Fig. 6. At low
Rep (<20) a value between 0.3 and 0.7 holds for single
phase flow, whereas for trickle flow this is one order
of magnitude lower. These conditions are usually en-
countered in small scale laboratory reactors.

Combining these results yields a criterion for the
ratio of the bed length and the particle size:

—- > x In
dp Pep \\-xJ

(10)

Taking Pep — 0.5 for the low Reynolds region of in-
terest it is possible to calculate the minimum reactor
length for a given reaction order, conversion, and par-
ticle size. A maximum allowable particle diameter can
be calculated for a reactor of a given length. Figure 7
gives the maximum allowable particle diameters for a
first-order reaction and various reactor lengths. For
trickle flow reactors the reactor lengths arc ten times
larger at the same particle size.

(8) References see page H76
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Figure 7. Maximum allowable particle diameters as a function
of (1 - x) for plug flow behavior (first-order reaction, single
phase) at different bed lengths and for a flat velocity profile for
different reactor diameters.

Figure 8. Maximum allowable particle diameters as a function
of the kinematic viscosity for complete wetting in tnckle flow
reactors.

In PFRs not only the reactor length but also the di-
ameter plays a role in its plug flow performance. Close
to the wall, the packing density is lower than that in the
interior because of the presence of a flat wall surface.
The higher voidage implies a lower resistance to flow
and higher local velocities are to be expected. However
the radial mixing effects in the packed bed may relax
this influence. To avoid these phenomena the following
condition should be satisfied [22]:

(10)

The maximum allowable particle diameters for typi-
cal reactor diameters are included in Figure 7. Espe-
cially at low conversion levels, the last criterion is more
severe at a given reactor length, whereas with increas-
ing conversion the axial dispersion criterion should be
satisfied.

In ideal trickle flow reactors, all particles in the cat-
alyst bed take part in the overall reactor performance,
since each is surrounded (wetted) by the liquid phase
that flows around it. Situations in which the liquid
flows preferentially through a certain part of the bed,
while the gas phase flows predominantly through an-
other part, should be avoided [23]. In this case, part of
the bed is not contacted by the liquid reactant at all
and docs not contribute to the overall conversion. To
avoid this maldistribution, Gierman [20] proposed the
following criterion for the wetting number Wir for co-
current downflow operation:

106 /tr=10*x^>5 (12)

Figure 9. Testing of full sized catalyst particles by dilution with
small inerts (adapted from Ref. 23).

The main variables that dictate the uniformity of
catalyst irrigation are the liquid velocity, the particle
diameter and the kinematic viscosity of the liquid
Figure 8 gives the maximum allowable particle diame-
ters for several reactor lengths as a function of the
kinematic viscosity.

From the foregoing it will be clear that the particle
size is a major factor to be considered in the applica-
tion of small reactors. In addition, it will be clear that a
catalyst in the commonly used form of extrudates, for
example of 1-3 mm diameter can only be tested in a
large reactor on pilot-plant scale. Although these par-
ticles can be crushed to the size suitable for testing in
laboratory reactors, this is not always desired. Some-
times, performance data are needed under conditions
where internal diffusion gradients exist, to be able to
predict industrial operation. Alternatively, the catalyst
is of the egg-shell type or another defined concentration
profile of the active phase that is not to be destroyed. A
way to satisfy these criteria of small particle and yet to
use the full-size catalyst is to dilute the large catalyst
particles with fine inert particles, as schematically rep-
resented in Fig. 9. In this way, the hydrodynamics and
kinetics are decoupled [23]. The fine particles dictate
the hydrodynamic performance, i.e. the plug flow and
wetting behavior, and the catalyst particles the kinctic
bchavior. Needless to say that bed dilution is also ap-
plicable in the case of small catalyst particles to obtain
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Figure 10. Maximum allowable particle diameters as a function
of the fraction catalyst (1 - b) in a diluted bed.

sufficient bed length. This dilution technique has been
successfuly applied for years in hydrotreating research
using trickle flow reactors [23].

The optimal and reproducible way of packing a re-
actor with large and fine particles is the dry method.
Firstly, the reactor is packed with the large particles,
followed by packing this prepacked bed with the fine
particles while vibrating the reactor, and with a suffi-
ciently low flow rate to avoid segregation [24].

One should be careful, however, in the degree of
dilution. A too diluted system, especially in the case of
equal sized particles, may lead to uneven distribution
and bypassing of the catalyst. Van den Bleek et al. [25]
evaluated this problem and advanced the following
criterion for an inert bed fraction b and a 5% devia-
tion of the ideal situation (Lo is the undiluted bed
length):

2.5 x b x dp _ 2.5 x b x dp

(1 -b) x Lb Z-o
< 0.05 (13)

This criterion imposes constraints on the maximum
particle size as a function of the bed dilution and vice
versa, which is graphically represented by Fig. 10 for
various bed lengths. In general, samples should not be
diluted more than 5-10 times.

One should also be cautious about too high dilu-
tions, for reasons of sample inhomogencity. Catalyst
batches may contain particles of different activities,
due to incomplete wetting during preparation or more
times of impregnation. If too few particles are being
used statistically the sample may not be representative.
This imposes limits on the particle size at large frac-
tions of incrts. It is recommended, however, that the
preparation method should be improved. Visual in-
spection of the sample batches often already indicate its
(in)homogcncity.

9.1.2.5 Laboratory Systems

Usually, small amounts of catalyst, ranging from 10
to 1000 mg, and gas flow rates between 10 and
lOOOmlmin"1 (STP) are applied in laboratory reactors.
This depends largely on the reactor type used. PFRs
cover the whole spectrum with diameters ranging from
a few to 20 mm, whereas CSTRs generally need more
catalyst and higher flow rates due to their dimensions.
Using packed beds in the latter necessitates the use of
larger particles to overcome the pressure drop problem
and to obtain high recirculation rates [16]. This is not
always acceptable. In this respect, monolithic catalysts
are easier to apply in CSTRs due to their intrinsic low
pressure drop.

Some practical advantages and disadvantages of fre-
quently used reactors are the following:

PFR: deactivation noted directly; small amounts
of catalyst needed; simple; yields primarily
conversion data, not rates.

CSTR: larger amounts of catalyst and flows
needed; deactivation not immediately
determined; direct rate from conversions.

FBR: no ideal reactor behaviour; continuous
handling of solids possible.

TGA: limited to weight changes; careful data
interpretation needed; often mass transfer
limitations.

Batch: Catalyst deactivation hard to detect;
quickly yields conversion and selectivity
data over a large conversion range.

More detailed treatment of laboratory reactors can be
found elsewhere [3, 12, 13, 26].

9.1.3 Mass and Heat Transfer

Due to the consumption of reactants and the produc-
tion or consumption of heat, concentration and tem-
perature profiles can develop in the stagnant zone
around and in the particle itself (Fig. 11). In the fol-
lowing paragraphs, criteria are derived to ensure that
the effect of these gradients on the observed reaction
rate is negligible [4, 27, 28]. In gas/liquid/solid slurry
reactors, the mass transfer between the gas and liquid
phase has to be considered, too (see Refs 9 and 29).

9.1.3.1 Extraparticle Gradients

Extraparticlc mass and heat transfer is most con-
veniently analyzed by means of the so-called film
model, in which the flux from the bulk fluid to the

References see page 1376
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Exothermal Endothermal

Figure 11. Temperature and concentration gradients in and
around a catalyst particle for exothermal and endothermal
reactions.

particle is defined in terms of mass and heat transfer
coefficients k{ and h, respectively.

A mass balance over the film layer yields:

- cs)Ap = rvVp (14)

This expression shows that the mass transfer rate is
proportional to the concentration difference over the
film. This rate is maximal when the surface concen-
tration equals zero. Thus,

/"max = k(a'cb (15)

where d = Ap/Vp is the specific particle area.
A dimensionless number Ca, the Carberry number

[8], is introduced as follows:

k{a'c\, cb

(16)

Ca relates the concentration difference over the film
to procurable quantities and is therefore a so-called
observable [4]. A criterion for the absence of extra-
particle gradients in the rate data can be derived from
the definition of an effectiveness factor for a particle.
This should not deviate more than 5% from unity:

observed reaction rate rV|Obs
c rate without gradients rv<clKm(cb,Tb)

= 1 ± 0.05 (17)

The minus sign applies to positive reaction orders and
endothermal reactions, the plus sign to negative re-
action orders and exothermal reactions. For an iso-
thermal, wth-order irreversible reaction this gives

Ca<
0.05

(18)

Analogously to mass transfer, the following equation is
used for external heat transfer:

h x a' x (Ts - 7b) = rv(-A// r) (19)

Combination with eq 14 yields
k( x Cb x (-A// r)Ts-Th

hxTb

(20)
where /?e is called the external Prater number. This re p-
resents the maximum relative temperature differerce
over the film or the ratio of the maximum heat pio-
duction and heat transfer rates.

For rather general kinetics the effectiveness factor
definition can be approximated as

_ rv(c,, Tt) = kv(Ts) ^ / (c .) kv(Ts)
, Th) kv(Th)

under the assumption that heat effects dominate the
transport disguises, so for small Ca values. Series ex-
pansion of the exponential leads to the simple result

hxTh

< 0.05 (22)
xa' x cb,

A result such as this is logical since it contains the thr;e
groups that determine the overall process. Ca deter-
mines the concentration drop over the film, the Prater
number the maximum temperature rise or drop (exo-
thermal or endothermal reaction), and the dimension-
less activation energy expresses the sensitivity of the
reaction to a temperature change.

Both criteria for extraparticle gradients contain ob-
servables and can be calculated based on experimental
observations of reaction rates. For heat and mass
transfer coefficients in packed beds various correlations
exist in terms of dimensionless numbers. In Table 1 the
most appropriate ones for laboratory reactors are given
[5, 7, 30, 31]. Values of k{ and h for gases in labon-
tory systems range between 0.1-lOms"' and 100-
1000JK"'s"' m~2, respectively. In the case of mono-
liths, other correlations should be used because of the
different geometry [32-34].

9.1.3.2 Intraparticle Gradients

While the reactants have to diffuse to the active sites n
the interior of catalyst particles, they can react, and a
concentration profile over the particle diameter can
develop. Mathematically, this is described by a differ-
ential equation derived from a mass balance over a
small shell of the catalyst particle. This reads, for a slab
geometry and first-order irreversible reaction.

d2c
(2:;)
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Table 1. Correlations to calculate mass and heat transfer coefficients in packed beds [5, 7, 30, 31] and monoliths [32-34].

Mass transfer Heat transfer Range of validity

Packed beds

Sc-
Ik

p( x D\(

Gases

Sh « 0.07 x Rep

Liquids

x Re°p
 6» x

Monoliths

Nu = Ni

and:

( 1 + fl, x Re x Pr-j- 1

0.45

0.45

Nuw = 2.976
3.657
3.660

B, = 0.095

xr hxdp
NU = ; -

Pr = '-

0-428

Nu « 0.07 x ReB

Sb

Nu = -

where

(square)
(circular)
(hexagonal)
(catalytic monoliths)

_ p{ x u x dp

Ik

3 < Rep < 2000

0.1 < Rev < 10

55<ReD< 1500

0.0016 < Rep < 55

Re =
pf x u x dH

Och

in which Z)en- is the effective diffusion coefficient
and kv the rate constant based on the unit volume of
catalyst. The effective diffusion coefficient depends on
the morphology of the porous material. For large
pores (> «10 nm) the diffusivity is determined by the
molecular diffusivity («10~4-10~5m2s -1 for gases),
in case of small pores by the Knudsen diffusivity
(«10~6-10~7m2s~'). The molecular diffusivity can be
calculated by correlations [5, 6], or from extrapolation
from a known value at other conditions of temperature
and pressure, using the dependency

- iDif ocp~l,T-1.75 (24)

The Knudsen diffusivity of component i for a cylidrical
pore of radius ro is

(25)DK,i = 97 x rnj—

In a transition region, the Bosanquet formula can be
used that accounts for both contributions:

•U-L+-L
D AT DK

(26)

In zeolitic materials, where the molecules are of pore
size dimensions, activated configurational diffusion

takes place for which even lower diffusivity values be-
low 10~8m2s~' hold [35]. In this case diffusion de-
scription resembles that of surface diffusion, migration
over the surface in the adsorbed phase, which explains
sometimes the unexpected high diffusional flux [36].

A more rigorous approach for the combined effect of
the various diffusion modes is based on the Maxwell-
Stefan approach [36], for porous materials often re-
ferred to as the 'dusty gas model'.

Additionally, due to the presence of solid material
the volume in which diffusion can take place is reduced
by a factor ep, the particle porosity. The tortuous path
increases the diffusion length for a molecule relative
to the spatial coordinate by a factor TP. The effective
diffusivity can therefore be expressed as

A* = ^ 0.05 - 0 . 1 D (27)

The form of mass balance 23 will depend on the par-
ticle shape (sphere, cylinder, trilobe, slab, etc.). For any
geometry the characteristic length should be defined as

(28)

References see page 1376
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to obtain essentially the same result as for the slab
geometry of thickness 2L given below. The solution of
the concentration profile is

(29)

1st 2nd 3rd Oth

cosh(^)

in which <p is known as the Thiele modulus and is the
square root of the ratio of the reaction rate and the
diffusional rate in the particle:

(30)

When the Thiele modulus is small no internal concen-
tration profile exists. In case of large values, due to the
existence of a concentration profile, the catalyst is not
effectively used, and an effectiveness factor is denned as

''v.obs_ observed reaction rate _
rate without gradients rvchcm(^s,

Jrv(c,r)dF
S) •* s/

(31)

An analytical expression for the effectiveness factor can
only be given for simple reaction kinetics, such as a
first-order reaction in a slab (eq 32).

For a comparison of catalyst activities and in kinetic
studies, one needs data that are not disguised by con-
centration gradients. For a 5% tolerance level the cri-
terion for the effectiveness factor for the absence of
internal diffusion limitations reads

(32)
(p

While it is the purpose of a study to determine, for ex-
ample, the intrinsic rate one cannot determine whether
this criterion is satisfied. Therefore, the following com-
bination is introduced that yields a procurable quantity
(an observable) which is referred to as the Wheeler-
Weisz modulus [4, 8]. From series expansion, and since
rji is close to 1, the following criterion follows for an
nth-order reaction [27]:

rv,obs * L>

Den x <?b
(33)

Here, the generalized form of the Thiele modulus
is used, in order to be independent of the reaction
kinetics, which is defined such that for the limit

[8,37]:

<Pc = •
L x rv(c-s)

2 x

(34)
\x rv dc

1
I
1

0.1

Wheeler Weisz
Figure 12. Isothermal internal effectiveness factor as a func:ion
of the Wheeler-Weisz modulus for different reaction orders.

This yields, for an nth order irreversible reaction,

<p = L X C,. n - l

Figure 12 shows the effectiveness factor as a function
of the Wheeler-Weisz modulus for different reaction
orders, indicating that criterion (33) holds for the gen-
eralized Thiele modulus. Due to the definition of L it is
fairly independent of the catalyst geometry.

The derivation of the internal temperature gradient
can only be performed numerically, even for simple
kinetics. Again the 5% criterion is used for the internal
effectiveness factor. Assuming that the rate can be
simplified into a temperature and concentration de-
pendent part, this yields

/(cs) ~ kv(T$)

= e x p | - A C 5 _ i ) | = i ±0.05 (?6)

where the concentration effects are assumed to be neg-
ligible in order to derive a criterion for the temperature
effects only.

In the nonisothermal case the reaction tempcratire
in the center of the particle will be higher than 7S at the
external surface for exothermal reactions and lower (or
endothermal reactions. Since we focus on small devia-
tions from the isothermal behavior, the rates in the
particle center will be higher or lower, respective y.
than at the surface conditions. An expression for tic
temperature rise in the particle is obtained from tie
mass (eq. 23) and heat balance for a particle:
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Effective thermal conductivity values of porous mate-
rials Ap,efT range between 0.1 and 0.5 J s " 1 ^ 1 in gas-
eous atmospheres [6] and are only slightly larger than
those for the gas phase. Straightforward combination
of eqs 23 and 37 and integration leads to a simple gen-
eral result that relates the temperature and concen-
tration profile over a particle:

10

where

ATm

(38)

(39)

is the internal Prater number, which represents the
maximum relative temperature difference across the
particle or the ratio of the heat production rate and
the heat conduction rate in the particle. Series devel-
opment and combination of eqs 36 and 38 yields the
following criterion for absence of temperature effects
on the experimental data [21, 27]:

A x n,<p2\ =

x(^bi

x 7*s

x cA

X Cs

(40)

This criterion also contains 'observables', and so an
estimation can be made about the presence of tem-
perature gradients. This result is not unexpected and
is quite similar to that for external transport. The
Wheeler-Wcisz parameter represents the concentration
profile, the Prater number the maximum heat produc-
tion relative to the heat removal by conduction, and
the dimensionless activation energy the sensitivity of
the rate for a temperature change. It can be shown that
I/?,I x rjqp- represents the relative temperature gradient
over the particle, similar to |/?c| x Ca for that over the
film. In the application of the criterion, cs and Ts are
not always known. Using the values for the bulk phase
yields generally a good estimate. However, they can be
calculated from the external transport balances, eqs 16
and 20.

It will be clear that in case of exothermal reactions
the effectiveness factor can become larger than one.
This is indicated by the numerical solution for the
effectiveness factor in Fig. 13 for various values of /?,
and ys. In these cases situations may arise that the
temperature effect is counterbalanced by the concen-
tration effects, resulting in an effectiveness factor
around one. However, the temperature effect in the
case of endothcrmal reactions only adds to the lower-
ing of the effectiveness factor by a concentration profile.

1
0.1

6, - 0.6

/ 0 . 4 s

Jy 0.2

• • — - ^

0.1 10

Thie/e modu/us
Figure 13. Internal effectiveness factor as a function of the
Thiele modulus for nonisothermal reactions at different values
for the Prater number and y, = 10 (numerical solutions for a first
order reaction).

9.1.3.3 Catalyst Bed Gradients

In the catalyst bed, temperature gradients can develop,
analogously to those in a particle. In the axial direction
the conversion increases under reaction conditions,
causing a temperature gradient. These temperature
gradients should be kept as small as possible, otherwise
the rate data may not have the value attributed to
them.

The heat produced or consumed by the reaction can
be removed or supplied, respectively, by the fluid phase
flowing through the bed, or by axial and radial con-
duction through the bed itself. Especially in the case of
gas phase reactions, the heat capacity of the fluid may
be insufficient to keep the temperature change within
acceptable limits.

Axial conduction contributions are negligible in the
case of packed beds due to the large L/d{ ratio imposed
by the various criteria. Radial conduction to the wall of
the reactor has the largest effect to minimize the tem-
perature gradients. Heat conduction through packed
beds, however, is poor. The porous particles themselves
already have a poor conductivity, and the heat transfer
between the particles is by their contact points and via
the fluid phase. Radiation is only important at higher
temperatures, in reactions like the reforming of meth-
ane by steam or carbon dioxide or the methane cou-
pling reaction. Additionally, due to the lower porosity
in the wall region the heat transfer from the bed to the
reactor wall might be even worse.

Mears analyzed this problem for a plug flow reactor
[28] and obtained an approximate solution for the
maximum temperature rise in the catalyst bed. Based

References see page 1376
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Table 2. Correlations to calculate the effective heat conductivity
in a catalyst bed and heat transfer coefficient to the reactor wall
[8, 39].

0 0 . 1 4 x C p , g x p% x u
'ib.eir — >-b,rfr "I f r y

hv = h% + 0.0115 x ( — ) x Rep
\rp/

with the static contributions:

,0 _ VefT
Hf+D

(44)

(45)

(46)

(47)

on this result a criterion for a less than 5% deviation
from the isothermal rate could be given by Taylor
series expansion of the rate and considering the whole
cross section of the reactor to obtain an average re-
action rate. This gave

'V,obs X ( - (\ _1_ rp
\S + Biy/

Xr

<0.05 (41)

where the reaction rate rv,Obs based on the whole bed
volume can be expressed as

rv,obs = rv,ob5 x (1 - eb) x (1 - b) (42)

which includes the fraction of inert material b, from a
possible bed dilution.

This criterion resembles much those for the tem-
perature gradients on a particle level. The first term
again represents the dimensionless activation energy
yw, based on the reactor wall temperature Tw. The sec-
ond term represents the ratio of the heat production
rate and the heat conduction rate in radial direction.
The last term accounts for the relative contributions
of the radial conductivity and the heat transfer at the
reactor wall. The latter contains the particle to bed
radius ratio and the Biot number for heat transport
at the wall, defined as:

hw x dp
(43)

For Rep < 100 and 0.05 < rp/r^ < 0.2, wall Biot num-
bers range between 0.8 and 10 [28], so this means that
wall effects cannot be neglected a priori [38]. Also this
criterion contains procurable parameters. For the wall
heat transfer coefficient hw and the effective heat con-
ductivity in the bed Abcn-, the correlations in Table 2,
eqs. 44-47 can be used [8, 39]. These variables are
assumed to be composed of a static and a dynamic (i.e.
dependent on the flow conditions) contribution. Ther-
mal heat conductivities of gases at 1 bar range from
0.01 to 0.5Js~l m~l K~l, depending on the nature of
the gas and temperature.

The effective heat conduction at the wall A° e(T i<, c a]_
culated by eq 46 for the outer bed region of Vp tlu'ck-
ness and its corresponding wall porosity £w. Values for
the parameters <f>b and $w are given in Ref. 39 as
a function of Apefr/^g- Values of their product range
between 1 and 100, and mostly between 2 and 10.
Therefore, the last part in eq 46 is smaller than unity,
decreasing the contribution of the solids. Other correla-
tions may be used for the calculation of these parame-
ters, including the radiation contribution [8, 40, 41].

Gradients in the catalyst bed will mainly occir in
catalyzed gas-phase reactions due to the low heat
capacity of the gases (« 1-5 kJ kg"1 K 1 at 1 bar). Bed
dilution offers in this case the possibility to mitigate the
situation. If an inert and good heat conducting mate-
rial such as SiC (A = 40 J m'1 s~' K"1) is used various
effects contribute:

• the heat conduction in the bed is improved;
• the heat production is spread over a larger volume;
• the heat exchange area with the wall is enlarged.

When reactors are heated in ovens and not in intimate
contact with the oven wall (radiative heating), it is
found that temperature gradients may exist due to un-
even heating. This temperature profile can be avoic by
surrounding the reactor tube by a good conducing
material with a high thermal conductivity, e.g. alumi-
num, silver, or copper.

In CSTRs one has one degree of freedom more
available to minimize the temperature gradients, the
recirculation ratio Rc. Increasing the total flow rate
through the bed enhances the rate of heat supply or
removal. If the temperature gradient over the bed is
only affected by the heat production (consumption)
through reaction and heat removal (supply) by the
total flow through the bed, the criterion for sufficient
isothermal behavior (less than 5% deviation in reaction
rate, eq 6) is

robs x (-Ai/ r)
RTb

X
W

Fioi

X X
<0.05 (48)

As the criterion for concentration effects, this one also
imposes larger recirculation rates at higher conversion
than the thumb rule of 20, see the examples in Rets.
17-19.

9.1.4 Comparison Criteria

It is interesting to determine which criterion for the
avoidance of mass and heat transport disguises is most
severe, in order to have a quick impression whether all
criteria are satisfied.
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9.1.4.1 Mass Transport

Rearranging the parameters in the Wheeler-Weisz ob-
servable leads to

tlQT =

A:fr
X — X

rv,obs x L Bim

— =
k{ x Q> s (49)

where s equals 1, 2 or 3 for slab, cylinder or sphere
geometry, respectively. Since most values for the Biot
mass number range between 20 and 100 for conditions
in laboratory reactors, the Wheeler-Weisz criterion is
more severe than the Carberry criterion, i.e. internal
mass transport limitations are expected to occur earlier
than external limitations.

9.1.4.2 Heat Transport

Comparing the criteria for intra- and extraparticle heat
transport the ratio of these criteria yields, globally,

Vs x IA1 x Vi*? „ A,fr x h Bim = hxdp ^ Bk
yh x |0e| xCa ~ k{ x Ap,efr s J.p,ef{ xs~ s

(50)

The limits of the Biot heat number 2?ih are 0.01 and 50
[8], so it will depend on the particular conditions which
criterion is the most severe. In the laboratory reactors it
is often <1. It is obvious that decreasing the particle
size will shift the largest gradient to the film layer
around the particle.

Under the assumption that inside a particle the re-
actant concentration becomes zero it can easily be
shown that the ratio of the external and internal tem-
perature gradients is

(51)A7- Bih
 X \\ - Ca)

where [4] Bim/Bih is 10-104 for gas-solid or l O ^ - l O 1

for liquid-solid interaction. This indicates that for liq-
uid-solid reactions the external gradient is negligible,
whereas in gas-solid reactions this will depend on the
specific parameter values. Unlike in industrial operations
(high flows, large particles) where, as a rule of thumb, the
internal temperature gradient is assumed to be the largest
[42], this is just the opposite in laboratory operation.

Comparing the criteria for intraparticle and for bed
behavior, eqs 40 and 41, and neglecting the wall con-
tribution and bed dilution, one sees immediately that
their ratio results in

Vw X
x rt

2
- £b)

7*w
x fSe x Ca

» 1 (52)

The criterion for a flat velocity profile requires that the
first term > 100, the second term is also larger than one
since the effective conductivity of the bed is smaller
than that of a particle, and the last term is only slightly
smaller than one. Therefore, the temperature gradient
in the catalyst bed will be the first that develops to an
unacceptable extent and should be verified first. In case
of concern, bed dilution with a well conducting inert
material will improve the situation considerably.

Whether the criteria for intra- or extraparticle heat
transport limitations are more severe than the cor-
responding ones for mass transport depends on the
absolute value of the products ys x # and yb x fie, re-
spectively. In some cases the former product exceeds
unity, but more often not [8], so internal temperature
gradients do not occur frequently. The latter product is
a factor Bim/Bih larger, generally >10 (gases), which
means that in this case the extraparticle temperature
gradient occurs earlier than an extraparticle concen-
tration gradient.

For laboratory-scale operation the following order
in relative importance of the various gradients can be
indicated:

( r - grad)^ > (T - grad)ext > (c - grad)int,

( r - g r a d ) i n t > ( c - g r a d ) e x t (53)

9.1.5 Effect of Particle Transport
Limitations on the Observed Behavior

The observed reaction rate can be expressed as follows:

''v.obs = 1 X rv,chem(Cb, 7b) = r]e X tj, X rv,chem(Q>, ^b)

(54)

If external mass transport limitations strongly domi-
nate, the rate becomes equal to the mass transfer rate,
(eq 15). Hence, a first-order dependency is observed
and, since the mass transfer coefficient is fairly inde-
pendent of the temperature the apparent activation en-
ergy is negligible. However, due to the existing corre-
lations, the observed rate constant is dependent on the
flow rate and particle size.

If internal diffusion limitations dominate, >/i —> \/q>
and, for an nth order reaction,

rv,Obs ' <Jky x D c a x c"s
+i oc L '

2RTJexp (55)

The reaction is therefore dependent on the particle size,
has an apparent order of (n + 1 )/2, and has an appar-
ent activation energy which is half the true activation
energy.

References see page 1376
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Table 3. Apparent catalyst rate behavior depending on rate controlling regime (isothermal case).

Controlling process Apparent
order

Apparent
activation energy

Dependency*
L

Dependency"
u

Kinetics n E,(true)
Internal diffusion ( n + l ) / 2 \Ea(true)
External mass transfer 1 s:0

\/L
Lm~2

'm represents the power of the Reynolds number in the Sherwood correlation in Table 1.

At low temperatures reaction rates are generally
kinetically controlled. With increasing temperature
one first enters the diffusion limited region, and at even
higher temperatures the film (extraparticle) diffusion
limited region. In so-called Arrhenius plots this is
nicely seen as a changing slope of the rate versus \/T
dependency, which can be used as an indication for
the presence of limitations. Good examples of this be-
havior can be found in the literature, for example the
Fischer-Tropsch synthesis of middle distillates [43] and
the catalyzed gasification of carbon [44]. This also
demonstrates the applicability of the theory.

Changing activation energies are, however, not
always indicative for the presence of limitations. The
approach of thetmodynamic equilibrium in the case of
exothermal reactions can cause this phenomenon, as
for hydrogenation reactions [44]. Also, changes in rate
determining steps and catalyst deactivation might be
causes. The same holds for reaction orders. Table 3
gives the various observations that can be made when
mass transfer affects the isothermal kinetic behavior of
catalyst particles.

Temperature gradients in endothermal reactions
amplify the effects of concentration gradients. In exo-
thermal reactions the thermal effects can compensate
the concentration effects or dominate completely. In
the latter cases the apparent activation energy can be-
come higher than the true one due to a kind of ignition
[5]. Also in this case at the highest temperatures the
apparent £"a approaches zero.

9.1.6 Diagnostic Experimental Tests

Apart from the criteria based on the observable quan-
tities derived above, some other experimental tests
exist to verify the presence or absence of transport
limitations.

9.1.6.1 Extraparticle Concentration Gradients

Since the mass transfer coefficient f̂ is dependent of
the fluid velocity in the catalyst bed, one can vary the
flow rate and amount of catalyst simultaneously, while
keeping the space time W'/F® constant, as indicated in

t

t
w,

t

t

T

/I* / AO.t

Figure 14. Diagnostic test for extraparticle concentration
gradients keeping W jF° constant

Fig. 14. If no limitations exist the resulting conversions
should be the same. If temperature effects also inter-
fere, however, they might (over)compensate concentra-
tion effects, so this method should be used with caution.

9.1.6.2 Intraparticle Concentration Gradients

More attention should be paid to the diffusion limi-
tations, as was shown before. Under strongly limited
conditions the observed rate becomes particle-size
dependent, oc 1 /L. Variation of the particle size, for
example by crushing and sieving the catalyst, and tests
under identical conditions should give a proper answer
whether diffusion interferes of not. Figure 15 exem-
plifies this. At small particle sizes the reaction is chem-
ically controlled and independent of the particle size.
Only for larger particles a decrease in the observed rate
occurs. Be aware of the fact that extraparticle limi-
tations also induce a particle-size dependency. The flow
rate through the bed should not give any cfTcct (Table
3). Also in this case, temperature effects should be
avoided.

Koros and Nowak [45] designed a more complex
test based on the fact that the intrinsic reaction rate is
proportional to the concentration of active sites in the
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1
particle size

Figure 15. Dependency of the observed reaction rate on in-
creasing particle size.

kinetic regime, to its square root in the diffusion limited
regime, and independent in the external transport lim-
ited regime. The idea is to crush a catalyst and dilute
it with inert support to various concentrations and
pelletize to identical particle sizes. The dependency of
the observed rate as a function of the concentration
should indicate the regime in which one operates. This
test is not conclusive, some reactions are structure sen-
sitive, or diffusion limitations occur on a very small
scale, as in zeolite crystals. Madon and Boudart dis-
cussed this test in detail [46]

9.1.6.3 Temperature Gradients

The best way to investigate the possible disguise by
temperature gradients is to dilute the catalyst bed with
an inert, good heat-conducting material, such as SiC.
Lower conversions should result for exothermal re-
actions, and higher for endothermal reactions, if gra-
dients were present. The presentation of crude rate data
in 'Arrhenius plots' to inspect the temperature behavior
can give indications of the presence of limiting trans-
port processes by the changing slope (oc activation
energy). However, be aware of the fact that other phe-
nomena can also induce this: changing rate determin-
ing step, catalyst dcactivation or fouling, approach of
thcrmodynamic equilibrium, and ignition phenomena.

9.1.7 Proper Catalyst Testing and Kinetic
Studies

During the experimental investigations one should
carry out a proper testing of the catalysts, in order to
obtain the relevant information with regard to intrinsic
activity, selectivity, deactivation, and kinetic behavior.
The following guidelines should be applied:

1.0

1 "1
0.4

0.2

0.0 I
20 40 60 80 100

Figure 16. Product distribution for a consecutive irreversible
first order reaction A —> R —> S as a function of the space time.

• adhere to criteria - ideal reactor behavior (plug flow
or CSTR), isothermal bed, absence of limitations
(observables, diagnostic tests);

• compare at low conversions to get insight into real
activity differences (PFR);

• compare selectivities at same conversion levels.

In diagnostic tests crushing of the particles will not
always be conclusive. Egg-shell catalysts or other types,
zeolites and washcoated monoliths are exceptions. In
washcoated monoliths the layer thickness is generally
already quite low (<50/im) and crushing will not yield
smaller sizes. Cracking catalysts consist often of zeo-
litic crystals of fim dimensions and a binder yielding
particles of about 50/xm. If diffusion limitations exist in
the zeolitic crystals, crushing will not eliminate these.

Low conversion levels are recommended to compare
intrinsic activities or deactivation rates in PFRs since
these are disguised due to the integral reactor behavior.
For example, a factor of two in activity yields, for a
first order irreversible reaction, pairs of conversion
levels of 90 and 99%, 30 and 51% or 5 and 9.75%, de-
pending on the used space velocity.

In this respect it is recommended that a good defi-
nition is given of this activity, preferably in terms of (i)
reaction rate per unit mass or volume of catalyst or per
unit mass of active phase or (ii) a turnover frequency
(reaction.events per site and per unit time).

Selectivities may depend strongly on the conversion
level, as is exemplified for irreversible consecutive re-
actions in Fig. 16. If the intermediate product R is the
desired one, then different apparent selectivities arc
obtained at different space times (corresponding to dif-
ferent conversion levels). A more active catalyst may
therefore appear to be less selective, which is not ncc-

References see page 1376
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Figure 17. Six-flow reactor setup for simultaneously testing of
catalyst samples.

essarily true. For catalyst selection it is important to
have a good model of the reaction network. This de-
termines the selectivity performance of a catalyst. On
the basis of the rate parameters obtained and their
temperature dependencies, one can explore the optimal
conditions under which a catalyst should work and use
this for the further catalyst selection. The experimental
range of conditions that have been investigated is not
necessarily sufficient, and useful catalyst formulations
might otherwise be rejected. Transport limitations and
deactivation phenomena also affect reaction selectiv-
ities [4, 5, 8] and should therefore be avoided.

Generally, during the course of a catalyst develop-
ment programme procuring rate data is a laborious
task. Many catalyst formulations are investigated and
compared. Kinetic modeling requires data of con-
version as a function of space time W/Ff, of tem-
perature, of pressure and of composition, whereby
competitively adsorbing components should not be
forgotten. In all cases any improvement to speed up the
process is helpful. For an efficient programme the fol-
lowing aspects can be considered to be implemented:

• Computer-controlled microreactor arrangements -
these enable a stand-alone continuous operation and
data collection over a predefined set of experimental
conditions.

• Parallel reactors with individual flow control in one
oven. For example, the six-flow reactor set-up that
shown in Fig. 17. Often, one reactor serves as the
reference containing only inerts or a reference cata-
lyst. The others may contain different catalysts, dif-
ferent amounts, or duplicates. This enhances enor-
mously the throughput of tested catalysts and lowers
the time for kinetic studies [47], all at only moder-
ately higher costs compared to a single reactor.

• Experimental design (for example for kinetic studies).
This method searches for optimal experimental set-
tings for the next data point [5, 8. 48], especially

useful in further discrimination between rival ki-
netic models or improvement of kinetic parameter
estimates.

The computer(PC)-controlled equipment, especially
when using the six-flow system, yields a wealth of re-
sults that should be properly processed and interpreted.
The time involved in the latter should not be under-
estimated, and one should not lose oneself in experi-
mentation only.

An interesting idea that was recently put forward in
relation to PC-controlled equipment is the temperature
scanning reactor [49] for kinetic studies. The basic idea
is to release the requirement of isothermal operation in
the axial direction in a PFR, but measuring the tem-
perature at the exit of the catalyst bed. The conversion
levels at various experimental settings of temperature
and space time is investigated by temperature pro-
grammed experiments. Generally, one is interested
only in a limited temperature range of about 100 K.
Computer control of the reactor set-up and analysis
equipment does the job. This yields data sets of con-
version and exit temperatures at the same inlet tem-
perature (or 'clock time' [49]) as a function of the space
time W/Ff. By polynomial interpolation one can
numerically differentiate the x versus W/Ff curve to
obtain the reaction rate (eq 3) at different values of the
corresponding space time. From the temperature-
space time correlation the corresponding reaction tem-
perature is known. This can be repeated for several
pressures and compositions. Finally one obtains a large
dataset of (W/Ff, .r, r, T) points, that can be used for a
thorough kinetic analysis.

In principle this looks a promising approach, espe-
cially when combined with the six-flow setup, provided
the catalyst does not suffer from too much deactivation
during the whole experimental process.

Sometimes the occurrence of a temperature profile
along the reactor axis cannot be avoided, as in the
study of exhaust gas monolithic catalysts. A possible
approach can be to measure the temperature profile
along the catalyst length, and use this for the data in-
terpretation. It requires, however, a complete analysis
of the mass and heat balances for a correct inter-
pretation [50].

9.1.8 Notation

Symbol Quantities Units

it

/In
specific surface area of catalyst particle m '
external surface area of particle nr
cross-sectional area of monolith m :

channel
fraction inert in catalvst bed
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Symbol Quantities Units Symbol Quantities Units

c

ft

Ff
/"tot

g

h

h°
ky

k{

L

n
N

r p

r,

rv
rv,chem

'Vote

r\v
R

Re
s
t
T
u
Vp

W
x

>>o

concentration
molar heat capacity
mass heat capacity
hydrodynamic channel diameter

monolith
particle diameter
diameter of reactor tube
axial dispersion coefficient
Knudsen diffusivity of component i
molecular diffusivity of i in fluid

phase/
average diffusivity
effective diffusivity in particle
activation energy
concentration function in rate

expression
molar flow of i at reactor inlet
total flow through catalyst bed
gravitational acceleration
heat transfer coefficient
static heat transfer coefficient
rate constant per unit particle volume
mass transfer coefficient
characteristic catalyst dimension
bed length
undiluted bed length
molar mass of component i
reaction order
number of tanks in series
number of moles of component i
periphery of monolith channel cross

section
pressure
average pore radius
particle radius
reactor tube radius
reaction rate per unit particle volume
intrinsic reaction rate per unit particle

volume
observed reaction rate per unit particle

volume
observed reaction rate per unit bed

volume
reaction rate per unit catalyst mass
universal gas constant
recirculation ratio
geometry parameter
time
temperature
superficial velocity
particle volume
catalyst mass
conversion
molar fraction of reactant in reactor

feed gas
coordinate

mol m~3

Jmol- 'K'
Jkg-'K-1

m

m
m

mV
m2s-'
m2s-'

m2s-'
m2s-'
Jmol1

mols'1

mols"1

ms"2

Jm-2s-'K-'
Jm-V'K-1

_
ms-1

m
m
m
kgkmol-1

—
_
mol
m

Pa
m
m
m
mols"1 m"3

mols"1 m"3

mols"1 m"3

mols"1 m"3

mols-1 kg"1

Jmol-'K"1

-
-
s
K
ms"1

m3

kg
-
-

m

Dimensionless numbers
Bim

Bib

Biv

Ca
Nu
Pep

Pr
Re
Rep

Sc
Sh

w«

Greek
P
y

AH,
E

EM

n
1<

it

&

n
V|

Vj

p
X

*

V

Biot number of mass
Biot number of heat
Biot number heat transfer at wall
Carberry number
Nusselt number
Peclet particle number
Prandtl number
Reynolds number
Reynolds particle number
Schmidt number
Sherwood number
wetting number in trickle flow

Prater number
dimensionless activation energy
wall thickness in monolith
heat of reaction
porosity
porosity of monolith
overall effectiveness factor
internal effectiveness factor
external effectiveness factor
thermal conductivity of fluid phase
effectives thermal conductivity
stationary effectives thermal

conductivity
dynamic viscosity
kinematic viscosity of liquid
stoichiometric coefficient of i in

reaction
density
average residence time CSTR
particle tortuosity factor
Thiele modulus
generalized Thiele modulus
parameter in effective thermal

conductivity equation

Subscripts
app
b
chem
e
eff
f
i
M
obs
P
s
t
w

apparent
in bulk phase; also bed
chemically controlled
external
effective
fluid phase
intraparticle
monolith
observed
particle
at external particle surface
tube
at the reactor wall

_
-
m
Jmol"1

-
-
-
-
-
Jm-'s-'K"1

Jm-'s - 'K- 1

J m - ' s 1 K 1

kgms"1

m2s-'
-

kgm-3

s
-
-
-
-
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9.2 Ancillary Techniques in
Laboratory Units for Catalyst
Testing

J. WEITKAMP

9.2.1 Introduction

All research in the field of heterogeneous catalysis ulti-
mately aims at a more detailed understanding of the
various chemical and mass transfer steps involved in
the overall reaction and, based on this knowledge, at
the formulation and preparation of improved catalysts
Testing the performance of a solid catalyst in the con-
version of gaseous or liquid substrates is usually carried
out on a small scale, in a laboratory apparatus accom-
modating typically 0 1 to 10 g of catalyst To make sure
that meaningful and reproducible results arc obtained
in such laboratory-scale units, they must be properly
designed and constructed, and parts which are prone to
cause malfunctions should be avoided It is the in-
tention of the present Chapter to discuss critical build-
ing blocks of laboratory-scale catalytic units which are
frequently designed in an inadequate manner Since the
core part of such units, vi7 the catalytic reactor, has
been the subject of the preceding Chapter [1], this con
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Feed Mixture
A + B ( + C + ....)

B
or

B + C + ...

Solid Catalyst
I

Oven Off - Gas Stream
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Product

Sample(s)

J
Product Stream

Device for
Generation of
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Reactor Sampling
Device

Analytical
Instrument(s)

Figure 1. Scheme of a continuously operated flow-type unit with a fixed-bed reactor for studying a gas phase reaction on a solid catalyst
(A is a carrier gas, B and C are solids or liquids at room temperature and vaporizable at elevated temperature).

tribution will focus on the peripheral building blocks,
i.e., the devices for preparation of the feed mixtures to
be sent to the reactor and the systems downstream of
the reactor for transferring product samples into an
analytical instrument. Furthermore, appropriate tech-
niques for the elemental analysis of coke which, in
many instances, deposits on the catalyst during the
conversion of organic substrates, will be discussed.

9.2.2 Overall Equipment

The overall equipment used for catalytic studies is
usually classified into (i) batch methods, (ii) semi-batch
methods (e.g., a hydrogenation reaction, in which hy-
drogen gas bubbles continuously through a batch re-
actor containing the liquid substrate and the suspended
solid catalyst), (iii) transient methods (including the
pulse reactor), and (iv) continuous flow methods. While
all these methods have their specific advantages and
disadvantages [2], continuously operated flow-type units
are strongly prevailing in practice. The reasons are ob-
vious: Such units are not only well suited for measuring
the kinetics of the catalytic reaction, but they also en-
able the experimentalist to detect readily and quanti-
tatively whether the catalyst, while working, preserves
a constant activity, deactivates (which happens fre-
quently) or, conversely, is getting more active (which
happens sometimes).

A rough scheme of a continuously operated flow-
type unit for studying a gas phase reaction on a solid
catalyst is depicted in Figure 1. Arbitrarily, a fixed-bed
reactor [3] was chosen. In fact, fixed-bed reactors are
most popular in heterogeneous catalysis, because they
are easy to construct, relatively inexpensive (even if de-
signed for high pressure), robust (since there are no

moving parts) and a downscaled image of the most
frequently employed reactor type in industrial catalysis.

Ideally, the fixed-bed reactor behaves as a plug flow
(or, synonymously, piston flow) reactor (PFR) with no
radial gradients of partial pressures or gas velocity and
with a complete absence of axial mixing. In a PFR, the
reactant and product partial pressures are thus only a
function of the reactor length coordinate. Its antipode
is the continuous stirred tank reactor (CSTR) which
also plays an important role in heterogeneous catalysis,
especially in kinetic measurements. Ideally, the content
of a CSTR is perfectly mixed, i.e., the partial pressures
or concentrations of all reactants and products are
uniform everywhere and equal to those in the effluent
stream. Both the ideal PFR and the ideal CSTR be-
havior can be approximated to a large extent in real
laboratory reactors. The description of the various re-
actor types developed for the study of heterogeneously
catalyzed reactions is beyond the scope of this Chapter.
For their pros and cons, their suitability for a rapid
catalyst screening and the experimental strategies for
collecting kinetic data in these reactors, reference can
be made to an abundant number of valuable textbooks,
monographs and review articles [2, 4-15].

By contrast, the problems associated with the ancil-
lary building units, e.g., the proper design of devices
for the generation of well defined and stationary feed
streams or of good devices for product sampling (cf.
Fig. 1) have received very scarce attention in the liter-
ature [16, 17]. From a critical evaluation of the pertinent
literature, one is led to conclude that these problems
tend to be overlooked by too many experimentalists
and that unduly simple and inappropriate methods arc

References see page 1386
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A + B Gas

Version b
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enhanced
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through
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Figure 2. Design of saturators for the generation of gaseous feed mixtures consisting of a carrier gas A and vapors of another com-
ponent B.

often employed. In the subsequent sections, selected
problems encountered in the author's own group and
examples for the solution of these problems will be
discussed.

9.2.3 Generation of Feed Streams

The device for generating a gaseous feed stream con-
sisting of vapors of one (B) or several (B + CH )
component(s) in a permanent gas A (cf. Fig. 1) must
meet a number of requirements: (i) The composition of
the mixture must be strictly constant (stationarity re-
quirement) during the whole experiment, (ii) The par-
tial pressure(s) of the higher molecular weight compo-
nents), i.e., B or B + C -\ , in the gas mixture to be
generated should be variable independently from each
other, preferentially over a wide range. (Hi) The device
should be reliable, durable (preferentially without mov-
ing parts) and inexpensive.

Let us first restrict to the simpler and more fre-
quently encountered case that the feed mixture consists
of vapors of a single component B in the carrier gas A.
The optimum device, both at ambient and elevated
pressure, will then be a saturator which contains com-
ponent B in the solid or liquid state (Fig. 2). On its way
through the saturator, the carrier gas A is loaded with
vapors of B. Since its vapor pressure depends expo-
nentially on the temperature, the saturator must be
thoroughly thcrmostated. An externally thcrmostated
water or oil bath circulating through a jacket around
the saturator is often the best solution. If temperatures
above ca. 200 °C are required, a saturator surrounded
by a stirred bath of molten salt with an efficient tem-
perature control can be used alternatively.

In practice, various saturator designs have been em-
ployed (Fig. 2). If the carrier gas A is simply bubbled
through the liquid B (version a), it may happen that
the gas/liquid mass and/or heat transfer are insuffi-
cient. On their way upwards, the gas bubbles will then
be saturated incompletely with vapors of B, and the
partial pressure of B in the gas mixture leaving the
saturator will be ill-defined and irreproducible. To avoid
such malfunctions, improved versions of saturators have
been designed. For example (Fig. 2, version b), a too
high saturator temperature Ti can deliberately be ap-
plied, whereupon a partial recondensation of B is en-
forced in a cooler held precisely at the appropriate sat-
uration temperature Ti. Another good method (Fig. 2,
version c) is to prolong the way of the gas bubbles
through the liquid and, hence, the contact time between
both phases artificially, and this can be achieved, for
instance, by conducting the bubbles through a spiral-
shaped chimney inside the saturator. Perhaps the best
technical solution (Fig. 2, version d) consists of add-
ing to liquid B inside the saturator a chemically inert
solid, which may be porous or not. Normally, this
brings about such a mass transfer enhancement that
the vapor/liquid equilibrium is safely attained within a
bed height of a few millimeters. Suitable porous solids
may be impregnated with some 20 or 30wt.% of the
liquid, and the use of liquid B in such a "solidified"
state is particularly advantageous in saturators of high
pressure units.

It is obvious that none of the saturators sketched in
Fig. 2 is appropriate, if the carrier gas A is to be loaded
with vapors of more than one component ( B + C H .
cf. Fig. 1): In these semi-batch systems, the more vola-
tile component, say B, would be enriched in the gas
phase, and for simple mass balance reasons this would
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A + B + C
Gas Mixture

A + B + C
Gas Mixture

Gas A

B + C

Vaporizer Pump

Figure 3. Conventional methods for the generation of gaseous feed mixtures consisting of a carrier gas A and vapors of two other com-
ponents B and C (FIC: Flow indicator and controller; MCh: Mixing chamber; Th/Cr: Thermostat or cryostat).

inevitably lead to a gradual depletion of the liquid res-
ervoir with respect to B. In other words, since the par-
tial pressures of B, C, . . . in the gas mixture depend on
the mole fractions of B, C, . . . in the liquid mixture in-
side the saturator, the stationarity requirement (vide
supra) would be violated.

Therefore, most experimentalists employ either of
the methods shown in Fig. 3. Method I provides two
or more saturators in parallel (for the generation of
A + B + C and A + B + C + • • • mixtures, respectively),
each containing one pure component. The two-com-
ponent gas streams (A + B, A + C and, if applicable,
A -t ) leaving these saturators are combined in a
mixing chamber to give the desired multicomponent
A + B + C (or A + B + C + ) feed stream. According
to our experience, method I is satisfactory for units
working at atmospheric pressure. Even then it may
happen that a flow adjustment through one saturator
brings about undesired changes in the flow through the
other one(s). With modern flow controllers, this prob-
lem can be solved, but at elevated pressures and/or
with more than two saturators, the method becomes
clumsy and unduly expensive, because of the high cost
of these flow controllers and the increasing number of
thermostats or cryostats required.

In method II, the components B, C, . . . are premixed
in the liquid state in exactly the same ratio as desired in
the gaseous A + B + C -t feed stream. By means of
an appropriate pump, typically a pulsation-free piston
displacement pump, the premixed liquid is injected
continuously into a device for total vaporization, where
the vapors are combined with the stream of the carrier
gas A. The composition of the final A + B + C -I gas
mixture is determined by the flow rate of A, the dis-
placement velocity of the pump and the composition of
the liquid. The sophisticated pumps required (strictly

pulsation-free operation at low fluxes, typically in the
order of 1 to several cm3/h) are nowadays commercially
available, even for high-pressure units. The main short-
coming of the method, which is too often overlooked,
stems from the difficulty to vaporize the relatively small
liquid stream smoothly and pulsation-free, even if the
vaporizer is kept at a high temperature. We tested a
number of differently designed vaporizers, and the re-
sult was very disappointing: It turned out to be ex-
tremely difficult to avoid the formation of droplets at
the entrance nozzle of the vaporizer. These droplets
ultimately break off the nozzle and reach a hot wall
where they vaporize almost spontaneously. The result
is a strong and uncontrollable fluctuation of the
partial pressures of B, C, . . . in the gas mixture. These
fluctuations are usually difficult to detect; in particular,
they remain hidden if an integral, i.e., time-averaged
sample of the A + B + C H or B + C -I mixture is
analyzed.

In view of all these obvious or hidden drawbacks of
methods I and II, a multicomponent saturator has been
developed for the generation of gaseous feed streams in
laboratory flow-type units [18, 19]. Its salient features
(cf. Fig. 4) are a vertical saturator column packed with
an inert solid, typically glass balls, and a moving liquid
phase (as opposed to the saturators shown in Fig. 2)
which trickles downwards, while the carrier gas A is
conducted countercurrently. A pump conveys the liq-
uid B + C -I mixture from the storage vessel via a
heating line inside the thermostatcd jacket onto a spe-
cially designed tray at the top of the column. This tray
ensures a uniform distribution of the liquid over the
cross section of the column. In this countercurrent col-
umn, the vapor/liquid phase equilibrium is efficiently

References see page IiS6
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Figure 4. Multicomponent saturator for the generation of gas-
eous feed mixtures consisting of a earner gas A and vapors of two
or more other components B, C , . . (TIR: Temperature indicator
and recorder).

established. Unvaporized liquid leaves the column at
its bottom and accumulates in the collection vessel (this
surplus liquid mixture, upon adjustment of the con-
centrations of its constituents, can be re-used in the
storage vessel in the subsequent experiment). The gas-
eous A + B + C H stream at the top of the column,
which has a strictly stationary composition [19], is sent
to the catalytic reactor.

On its way downwards, the liquid phase is of course
depleted with respect to its more volatile component(s)
and enriched in its heavier component(s). At the deci-
sive locus, however, where both phases have their final
contact (i.e., the top of the column), the composition of
the liquid is obviously stationary. For a desired com-
position of the gas mixture, the appropriate values for
the liquid phase composition and the saturator tem-
perature must be found. This is best done in two suc-
cessive steps, viz. by phase equilibrium calculations
followed by experimental refinement of the calculated
values. The multicomponent saturator showed an ex-
cellent performance, both in a unit for atmospheric
pressure [18] and in a high-pressure apparatus [19, 20]

So far, the discussion of methods for generating well
defined feed mixtures in flow-type units has been
restricted to gaseous streams. As a rule, liquid feed
streams are much easier to prepare, simply by pre-
mixing the reactants in a reservoir and conveying this
mixture to the reactor by means of a pump with a
pulsation-free characteristic.

9.2.4 Devices for Product Sampling

A standard arrangement for sampling gaseous prod-
ucts downstream of the reactor is shown in Fig. 5. In
a needle valve (or a similar device), the reactor effluent
is deprcssurized and the flow rate is controlled. In the
vast majority of cases, the analytical instrument of the
choice will be a gas chromatograph equipped with a
capillary column, because such an instrument often
allows a good separation of the products and, if
equipped with an appropriate detector, a reliable quan-
titative analysis of these products. The working prin-
ciple of gas chromatography, however, is inherently

Reactor Camer Gas for
Gas Chromatograph

Capillary

Gas
Chromatograph

Needle
Valve

Six - Port
Sampling

Valve

u- . Sampling
Loop

-HFI)
Off-Gas

1
Stream

Cooling Trap
e g . - 1 9 0 X

Figure 5. Standard equipment for sampling gaseous products in a continuously operated unit downstream of the reactor (H Mow m-
dicaior) The parts within the area circumscribed by the dotted line are healed to avoid condensation of vapors
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discontinuous with a time required for one analysis be-
tween ca. 1 minute and several hours, depending on the
number of components to be separated and the desired
resolution. To link the continuous flow-type reactor
and the discontinuous analytical instrument, a kind of
an interface is needed, viz. a multiport sampling valve.
In its normal position (Fig. 5), it directs the reactor ef-
fluent through the sampling loop into the off-gas line,
and upon actuating the valve, the content of the loop is
swept into the gas chromatograph. It is obvious that
the samples flushed from the loop into the gas chro-
matograph correspond to a well defined time-on-
stream of the catalyst, hence they are differential sam-
ples. They can usually not be stored, so no product
sample is available any more after the experiment. We
recommend to routinely collect an additional sample
by condensation of the products in a cooling trap
downstream of the six-port valve. This furnishes a
time-averaged, i.e., integral product sample which can,
at least in principle, be easily stored, though it will tend
to loose volatile components upon being warmed to
ambient temperature. While it may therefore happen
that the integral sample is not suitable for a quantita-
tive evaluation, it is often very desirable to have such a
sample stored for a while, so that additional analytical
work can be done, e.g., qualitative product identification
by coupled gas chromatography/mass spectrometry.

Obviously, a standard equipment as sketched in
Figure 5 enables one to observe the time-on-stream
behavior of the catalyst, simply by repeating the prod-
uct analysis in certain intervals. This is, however, only
true if the time required for product analysis is short
compared to the typical time of catalyst deactivation
(or, conversely, activity gain). Numerous other cata-
lytic systems are known in which the catalyst deacti-
vates within minutes or even seconds, while very com-
plex product mixtures are formed, the adequate gas
chromatographic analysis of which takes several hours.
Examples are catalytic cracking of higher hydro-
carbons [21, 22], the alkylation of isobutane with
butencs on solid acids [23, 24] or the conversion of
mcthanol to hydrocarbons on acid zeolites [25, 26]. The
simultaneous occurrence of complex product mixtures
and rapid catalyst deactivation requires special sam-
pling techniques, generally referred to as differential or
instantaneous sampling, and the possibility to store the
samples without loss of volatile components. Various
methods for instantaneous sampling have been devel-
oped. In the simplest way, storable samples can be
withdrawn from the product stream by gas syringes. It
is evident that this is, in many instances, an unduly
simple method. It fails, in particular, if the samples
contain higher molecular weight components which
condense inside the syringe at ambient temperature.

The gas syringe method has been significantly im-
proved [27, 28] by placing a heatablc sampling column

Gas Stream
from Reactor

Heatabie
Sampling Column
(e.g., from Steel)

Gas
Syringe

Gas Stream,
to Cooling Trap

Figure 6. Instantaneous sampling and product storage with a
gas syringe and heatabie sampling columns, after [28].

between the syringe and its needle (Fig. 6). The sam-
pling column consists simply of a metal (e.g., steel)
tube with a shut-off valve at each end. It can be heated,
e.g., by directly passing a low voltage current (ca. 2 V,
15 A) through the column. At an appropriate position
downstream of the reactor, a sampling device is at-
tached to the heated product line. The sampling device
is virtually identical with an injection port of a gas
chromatograph. Through its septum, the needle con-
nected with the sampling column protrudes directly
into the gaseous product stream. At the desired sam-
pling time, both valves of the column are opened and
an appropriate amount of product is sucked into the
column which is then shut again. Heating is now
stopped and the sample can be stored. For analysis, the
column is again heated (so that all product components
vaporize) and connected to the injection port of a
gas chromatograph, whereupon the product sample is
flushed onto the chromatographic column. More de-
tails on this technique, including the recommended
construction of the shut-off valves, may be found in
[28]. Though the whole technique is relatively simple
and easy to handle, it has not found widespread appli-
cation. For its routine application, a large number (in
the order of one hundred) of sampling columns are
needed.

Another technique, which is much more frequently
employed, relies on commercially available multiport
valves with a large number of sampling loops (an
example is a valve carrying 16 sampling loops, with 16
positions and 2 x 16 + 2 = 34 ports, i.e., two for each
loop plus a gas entrance and a gas exit port). The sim-
plest arrangement of such a multiport valve down-
stream of the catalytic reactor is shown in Fig. 7 (for
the sake of simplicity, only two sampling loops are
drawn). The multiport valve is assisted by an eight-port
valve with two positions. The needle valve is to com-

Refcrences see page 13X6
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Figure 7. Instantaneous sampling and product storage with a multiport valve. The parts within the area circumscribed by the dotted line
are heated to avoid condensation of vapors.
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Figure 8. Instantaneous sampling and product storage by means of glass ampoules (GC: Gas chromatograph).

pcnsate for the pressure drop inside the multiport
valve. During the catalytic experiment, the reactor
effluent is passed along the heavy line, through the
multiport valve. At the desired times-on-stream, the
multiport valve is switched to its next position, whereby
a product sample is captured in a loop. After the cata-
lytic experiment, the eight-port valve is actuated,
whereupon the carrier gas for the gas chromatograph
passes through the multiport valve, and sample by
sample can now be analyzed. Once the sampling tech-
nique with multiport valves is installed in a catalytic
unit, it offers considerable comfort. However, the in-
vestment cost for the valves increases sharply, if a rea-
sonably large storage capacity (ca. one hundred) for
product samples is desired. Some experimentalists en-
countered difficulties with the tightness of multiport
valves at the elevated temperatures required to prevent
condensation of vapors inside the sampling loops.

Still another method for instantaneous sampling has
been developed which allows to store a virtually un-
limited number of product samples, because extremely
cheap, homemade glass ampoules arc used for sam-
pling. The glass ampoule technique was first described
by Pichlcr and Gartner [29] and later refined by Schulz
and coworkers [22, 30, 31]. Ample experience with the
technique exists in our group as well [24, 32, 33). The
principle is shown in Fig. 8. The gaseous effluent from
the reactor is passed through a heated sampling com-
partment (Fig. 8, left). A long capillary connected wilh
an evacuated glass ampoule protrudes into the com-
partment through a sealing system which resembles the
injection port of a gas chromatograph. At the desired
timc-on-stream, the tip of the capillary is broken, e.g.,
by actuating a piston mounted at an appropriate posi-
tion of the compartment, whereupon the ampoule fills
up instantaneously with the product. The ampoule with
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Example:

LaNaY - 72

Assumptions:
13.0 g coke

Loaded with Activated at Calcined at
H2O at 25 °C ca. 300 °C ca. 1000 °C

2.65 g H2O

Catalysis

44gCO2

75.3 g
= 17.26%

coke

75.3 g
zeol.

2.65 g H2O 2.65 g H,0

(nM/nc) =1.3

I =17.65%

Figure 9. Water on an inorganic catalyst falsifies the elemental analysis of carbonaceous deposits.

its capillary is then withdrawn from the compartment,
the products inside the ampoule are frozen at liquid
nitrogen temperature and the ampoule is quickly sealed.
The sample is now captured hermetically inside the
ampoule and can be stored until its analysis. A new
sampling cycle can then be initiated by insertion of the
capillary of another evacuated glass ampoule, and a
skilled experimentalist is able to repeat the cycles in
very short intervals of ca. 10 seconds, if necessary. For
analysis (Fig. 8, right), the glass ampoule is simply de-
stroyed inside a heated device connected with a capil-
lary gas chromatograph, whereby the product sample
is liberated and swept to the chromatographic column.

9.2.5 Elemental Analysis of Carbonaceous
Deposits on Catalysts

The formation of carbonaceous deposits or, synony-
mously, coke is an almost ubiquitous phenomenon in
heterogeneous catalysis, and such deposits are in many
instances responsible for catalyst deactivation [34]. It
is often desirable to collect some information on the
chemical composition and structure of these deposits
[35], The techniques for characterizing coke on solid
catalysts may be broadly classified into (i) an elemental
analysis, mostly for carbon and hydrogen, (ii) an anal-
ysis for individual components in the coke which is
usually achieved by separation of the carbonaceous
deposits from the inorganic catalyst, e.g., by extrac-
tion, followed by coupled gas chromatography/mass
spectrometry, and (iii) spcctroscopic methods, especially
UC NMR, 1R and UV spectroscopy [35, 36]. In the
vast majority of experiments aiming at catalyst testing,
one cannot afford to apply all these techniques, but in-
stead, one has to be selective and restrict oneself to a
single routine method.

The method of the choice is most often an elemental
analysis for C and H. If carried out properly and with
certain precautions, it furnishes valuable information
not only on the overall loading of the catalyst with
coke, but also on the molar ratio «H/«C in the coke.
This, in turn, allows a rough, but nevertheless safe es-
timate on the chemical structure of the deposits. The
limiting cases are (i) aliphatic deposits (sometimes
referred to as "white" or "soft" or "low temperature"
coke) with a structure of a polyolefin running through
the catalyst pore system and a «H/"C ratio close to 2,
and (ii) condensed aromatic deposits (referred to as
"black" or "hard" or "high temperature" coke) which
is strongly deficient in hydrogen («H/«C around 0.5 or
even lower).

For an elemental analysis, the carbonaceous deposits
are combusted in air or oxygen, and the amount of
CO2 and H2O formed is quantitatively determined,
generally by gravimetry after absorption in ascarite
and magnesium perchlorate, respectively. During this
seemingly trivial procedure, problems may arise if the
catalyst contains water prior to the combustion of the
coke. This is exemplified in Figure 9 for a type Y zeo-
lite catalyst whose original sodium cations have been
exchanged to a large extent (72 equivalent %) by tri-
valent lanthanum cations. It is well known [37] that
Bronsted acid sites are generated in such LaNaY zeo-
lites upon heating. After the ion exchange, the zeo-
lite pores are filled with water, which corresponds to
WHuo/wzcoiitc ~ 24.7g/75.3g. Making the reasonable
assumption that activating this material at 300 °C re-
sults in a desorption of most of the water except for
two (non-acidic) OH groups per lanthanum ion and
two (acidic) protons, the acidic zeolite which is ready
for catalysis has a water content of /"H;o/'»Zcoiito ~

References see page 1386
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Figure 10. Illustration of the method for the determination of the ratio HH/«C in the coke deposited on a used catalyst by back-weighing
of the inorganic matter after the combustion step (adapted from [16, 36]).

2.65g/75.3g. If one had calcined this material at a
much higher temperature, complete dehydration (and
removal of Brensted acidity) would have taken place,
leaving nothing behind than 75.3 g inorganic matter.

We further assume that the catalyst activated at
300 °C is used in a hydrocarbon reaction which pro-
duces coke as a byproduct. Reasonable figures are a
true coke loading /lrue = wicokc/Weoiite ~ 13.0g/ 75.3 g
= 17.26% and a true ratio « H / " C = 1-0. In other
words, the catalyst consists at this point of 75.3 g in-
organic matter, 2.65 g water and coke composed of
12.0g carbon and l.Og hydrogen. Upon combustion,
the coke transforms into 44gCC>2 and 9.0gH2O. Sig-
nificantly more water, viz. 9.0 g +2.65 g = 11.65g, is,
however, detected. The experimental values are, hence,
a coke loading/CXp. = 17.65% (instead of /truc = 17.26%)
and a ratio (nH/V)cxP = l - 3 ('"stead of («H/«c)iruc =
1.0). It is evident from these figures that the water
present initially mainly falsifies the ratio n\\/nc,
whereas the coke loading / is only little affected. In-
deed, a critical evaluation of the pertinent literature
suggests that un realistically high hydrogen contents of
carbonaceous deposits have often been reported. To
solve the problem, at least three different procedures
have been proposed. They all have in common that, in
addition to the mass of the coked catalyst with some
water (i.e., before the combustion step), the mass of
water absorbed by magnesium pcrchlorate and the
mass of carbon dioxide absorbed by ascarite, an addi-
tional quantity is measured.

In the experimentally simplest approach, this addi-
tional quantity is the mass of the inorganic matter
('"Catai) after the combustion step, carried out at a
sufficiently high temperature in the vicinity of 1000 UC
to ascertain that all coke components and all structural
water have been completely removed. In Fig. 10, which
is adapted from references [16] and [36], this mass is

denoted m*2. It is evident from Fig. 10 that the mass
(m\) determined in the first weighing, i.e., prior to the
combustion step, is

m\ —

From the weight gain in the CO2 absorption tube
(m\ = /nco-.Coke)* the mass of carbon in the coke is

readily obtained I wc.Cokc = 777; W4 ) • Subtracting the

known masses wCatai and mc.Cokc from m\ gives the
mass of hydrogen in the coke (wH.Cokc) plus the mass
of water on the catalyst. This quantity (win,o.caiai
+ "'n,Cokc) is now compared with the weight gain in the
H2O absorption tube (m*3 = wH:o,Catai. +»»H:o.o>kc)-
From the difference (wn;o.Catai. + »'n:o.Cokc)
("JH.o.catai. + "'H.Coke) and the stoichiometry of hydro-

( 9.0 A
gen combustion I mH:o.Cokc = y7jWH,cokc j , the desired

quantity wiH.cokc can be calculated on the basis of mass
balances. This is best illustrated by considering the two
limiting cases: If the coked catalyst docs not contain
any water at all (wn-ocatai = 0), then

\ = 9.0 • m\ - m*2 -
12.0
441) m.

If, conversely, the coke on the catalyst consists of pure
graphite, i.e., does not contain any hydrogen at all

= 0), then

nu =
12.0

Details of the mass balance may be found in reference
[36].

In a completely different approach by Enterman and
van Lcuvcn [38], the oxygen consumed during the
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Figure 11. Scheme of the recirculation apparatus for the determination of oxygen consumed during the combustion of coke on an
inorganic catalyst, after Enterman and van Leuven [38].

combustion of the coke on the catalyst is determined.
This can, of course, not be achieved in the simple tu-
bular combustion furnaces, where a large excess of oxy-
gen flows over the catalyst, but requires a recirculation
apparatus in which the total amount of oxygen initially
present is in the same order of magnitude as the
amount of oxygen consumed. The scheme of such a
unit is shown in Fig. 11. Oxygen is first admitted to
the system and purified in the two absorption tubes.
From the calibrated volume of the apparatus and the
pressure, the amount of oxygen introduced can be
calculated. The platinum gauze promotes a complete
combustion to CO2, i.e., no CO is formed. The CO2
trap filled, e.g., with soda asbestos, is first bypassed,
and the coked catalyst is displaced magnetically into
the hot zone of the oven. When the coke is completely
burned, the pressure is noted. Subsequently, the CO2
trap is opened. The final pressure is again noted. From
the two pressure drops the amount of hydrogen and
carbon, respectively, in the coke, i.e., mH.cokc and
'"CCoke in Fig. 10, can be directly calculated, and the
correct ratio «H/«C is thus directly obtained. For
the determination of the coke loading of the catalyst,
the system is best calibrated by burning a precisely
known mass of a pure organic compound, such as
pyrene.

A third experimental technique, which was first de-
scribed by Karge et al. [36, 39], is based on combined
thcrmogravimetry and gas chromatography (TGA/
GC). The coked catalyst is placed into a thermo-
balance. In a first run, desorbable components of the
coke and all water adsorbed on the catalyst are removed
from the solid catalyst in a purge of dried nitrogen at an
appropriate temperature. The desorbed hydrocarbons
and water are quantitatively condensed in a cooling
trap, e.g., at liquid nitrogen temperature. When this
desorption is completed, the trap is quickly heated,

whereupon the trapped compounds vaporize. They are
purged in a gas chromatograph for analysis. Sub-
sequently, the coke which remained on the water-free
catalyst is burned, the only products being H2O and
CO2 (a CO oxidation catalyst such as Pt or CuO makes
sure that a complete combustion takes place). These
are again trapped quantitatively and later analyzed by
gas chromatography. The weight losses measured in
the thermobalance during the desorption and the com-
bustion step are compared with the mass of the respec-
tive samples evaluated from the gas chromatographic
analyses. The method gave reliable coke loadings and
"H/"C ratios in the coke [36, 39].

Karge's combined TGA/GC method can be applied
to catalysts which were used (and coked) before in a
separate catalytic unit. It can, of course, be employed
as well to catalysts on which the catalytic reaction
was studied before in the same thermobalance (even
though, in many instances, such microbalances are not
very suitable as catalytic reactors, because part of the
feed gas stream tends to bypass the sample holder or
basket, on/in which the solid catalyst rests). If the latter
is done, the mass of coke deposited during the catalytic
reaction can be monitored in-situ via the weight gain. It
has been shown [36] that such a strategy enables the
experimentalist to perform systematic studies on the
amount of coke formed and its «H/«C ratio in depen-
dence of time-on-stream and reaction temperature.

The disadvantages of conventional microbalances
when used as catalytic reactors (vide supra) can appa-
rently be overcome with a recently developed oscillat-
ing microbalance reactor [40]. It provides a fixed-bed
of catalyst particles through which the complete gas
stream is forced to flow. Changes in the mass of the
catalyst, which is located at the tip of an oscillating

References see page 13X6



1386 9 Laboratory Reactors

tapered quartz element, are detected as a change in
its vibrational frequency. A mechanical drive system
makes the tapered element oscillate at its natural fre-
quency, and optics record the data continuously. The
system has been reported [40] to safely detect mass
changes in the order of a few micrograms. It remains to
be seen to what extent this novel catalytic microbalance
reactor will contribute to a better understanding of
coke formation in hetereogeneous catalysis

9.2.6 Concluding Remarks

Testing the performance of solid catalysts in laboratory
units offers numerous pitfalls, of which the experi-
mentalist must be aware. Some examples for inappro-
priate designs, which may give rise to severe malfunc-
tions, were discussed in this Chapter. This discussion
was selective rather than exhaustive and focussed on
three areas, viz. the generation of feed gas streams, the
methods for product sampling and the elemental analysis
of carbonaceous deposits. Other areas, which could have
been treated as well, were omitted because they are more
intimately related to the catalytic reactor, and are hence
the subject of other Chapters of this Handbook Exam-
ples are the various methods for calculating the con-
version, selectivities and other kinetic key parameters
from the raw data acquired in an analytical instrument,
e g., in a gas chromatograph, or the pros and cons of
using an internal standard in the feed stream.

Leading research groups in the field of heteroge-
neous catalysis devote much time to the identification
and elimination of weak parts in their equipment
Certain catalytic reactions, e.g, those with a complex
product slate and simultaneously a rapid catalyst de-
activation, cannot be investigated at all without a so-
phisticated and tailored equipment For the decades
ahead, we expect a rapid progress in materials science
and a strong impact of novel materials on heteroge-
neous catalysis. The novel catalytic materials to come
deserve to be tested in units which are free from mal-
functions and shortcomings.
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9.3 Catalytic Membrane Reactors

J.-A. DALMON

9.3.1 Introduction

Catalytic membrane reactors (CMRs) are reactors
which couple, in the same unit, a conversion effect
(catalyst) and a separation effect (membrane). These
reactors, besides the obvious interest of concentrating
two classical steps of chemical processes in the same
unit, have already shown various potential benefits for
a range of reactions, and the concept of CMRs is a
matter of continuous investigation for a large number
of applications.

The purpose of this article is not to provide an ex-
haustive review of CMRs, as a number of papers have
already been published in this area [1-9]. Rather, its
goal is to describe the different types of CMRs and
their potential applications. Some relevant references
which divulge further detail are also given. Further-
more, the present limitations of CMRs and the areas
which require further work are described.

A glossary defining some specific terms is placed at
the end of the chapter.

9.3.2 Features of Catalytic Membrane
Reactors

9.3.2.1 Development of CMRs

At the end of the 1960s, the first papers appeared
pointing out the appeal of coupling, in the same re-
actor, a permselective membrane and a catalyst for
equilibrium-restricted reactions [10-12]. The selective
removal of a reaction product through the membrane
will shift the equilibrium, leading to higher conversions
when compared to conventional (nonmembrane) re-
actors. Hydrocarbon dchydrogenation reactions were

first studied, due to the rather easy separation of the
hydrogen produced during the reaction. Since that
period, a lot of research has been done concerning this
application of CMRs [1-9] (Section A9.3.3.1).

In addition to the shift of equilibria, CMRs have
been proposed which enable improved control of the
selectivity of some catalytic reactions. For example, the
controlled introduction of a reactant by selective or
preferential permeation may limit further reactions of a
targeted product when successive reactions exist (Sec-
tion A9.3.3.2).

CMRs have also been used to improve catalytic
processes by enhancing contact between reactants and
catalyst. The membrane acts here as an active con-
tactor (Section A9.3.3.3).

9.3.2.2 Membranes for CMR Applications

Due to the generally severe conditions of heteroge-
neous catalysis (such as reaction temperature, activa-
tion or regeneration steps of the active phase, chemical
nature of some reactants) most applications of CMRs
use inorganic membranes. Indeed, organic (polymeric)
membranes, although often presenting very good sepa-
rative properties, generally cannot withstand temper-
atures above 200 °C, which limits their use in catalytic
processes.

Inorganic membranes can be either dense (non-
porous) or porous, made from metals or oxides, and
they can either be uniform (only one component) or
composite.

Transport in dense membranes occurs via dis-
solution-diffusion processes. As the dissolution is
specific for a given molecule, dense membranes are
highly permselective. However, this transport is gen-
erally slow, and this could be a limitation for the future
application in CMRs.

Transport in porous membranes occurs via diffusion
of gaseous molecules within the porous framework; this
transport may involve different mechanisms (Section
A9.3.2.4) which are more or less dependent on the
nature of the gaseous molecules, and hence more or
less efficient for the separation of a gas mixture. Porous
membranes are therefore generally less permselective
when compared to dense ones; however, their perme-
ability is higher (a conventional mesoporous y-A^Ch
membrane has a permeability for hydrogen which is
10 to 100 times higher than a conventional Pd dense
membrane. More detailed permeability data can be
found in Ref. 9).

The first membrane reactor studies made use of
dense metallic membranes, but due to certain limita-
tions of these dense materials (sec below) and due to
the rapid progress in the development of (micro)porous

References see page 1396
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ceramic membranes, porous materials are now playing
an important role in CMRs studies.

Different membrane shapes are used, such as plates,
foils, spirals, hollow fibers, tubes, and even monilithic
multichannel elements have been mentioned in the
context of membrane reactors. In the following section,
a general survey will be given indicating the main
characteristics of the different types of inorganic mem-
branes used in CMRs. More details can be found else-
where [13-15].

A Dense Membranes

a Dense Metallic Membranes
Dense metallic membranes generally consist of thin
plates of metals. Palladium is the most widely used
metal, due to its specific selectivity for H2 permeation
via hydride formation; however, pure Pd membranes
suffer from ageing phenomena leading to embrittle-
ment, due to structural changes during hydride for-
mation [1]. Palladium alloys (PdAg, PdRu) are much
more stable and offer some advantages from the view-
points of permeability and catalysis [5]. These Pd-based
membranes, due to their thickness (several tens of //m),
generally do not allow permeation fluxes high enough
for CMR applications; moreover, they are expensive
and sensitive to poisoning [9]. However, dense mem-
branes have been used and scaled up to pilot-plant size
by Gryaznov [5], one of the pioneers in the field of
CMRs.

Recently, attempts have been made to use the unique
permselectivity of Pd for H2, and to overcome the
problem of the low permeabilities of conventional pal-
ladium foils by depositing Pd on a porous inorganic
support [16, 17]. If the amount of deposited Pd is well
controlled, one can expect a thin Pd layer with high
selectivity and permeability towards H2.

Metals such as Zr and Nb have also been proposed
for H2 pcrmselective dense membranes [1]. Dense silver
membranes have been used for selective oxygen per-
meation [18].

b Dense Oxide Membranes
Dense oxide membranes are generally solid electrolytes
with ionic conductivity, such as ZrO2, CeO2, or ThO2

which are permeable to O2 [7]. The driving force for
the transfer can be either a partial pressure gradient or
an electrical potential difference across the membrane.
The permeability is, however, low, and very high tem-
peratures (>600°C) are needed to achieve noticeable
fluxes, which could limit their use in CMR applica-
tions. Additives (Ca, Y) are frequently used to ensure
integrity of the membrane at these high temperatures.
Fewer studies deal with dense oxide membranes for the
selective transport of H2 or other species [7].

Some materials which allow molecular transport
to occur are often classified as dense (or quasidense)

materials. However, it is generally admitted that trans-
port in these materials occurs via the voids of the
matrix [9], and hence it is an open question as to
whether these materials are ultramicroporous or dense.
High permselectivities for hydrogen have been ob-
tained with silica deposited on Vycor glass [19], or on
mesoporous oxide layers [20, 21].

B Porous Membranes
Most porous membranes used in CMRs are made from
oxide materials, although carbon membranes have also
been used [1, 14, 22]. However, although they possess
very good separative properties, they have received less
attention in CMR applications, probably due to their
limited resistance to oxidative atmospheres. Vycor
glass membranes also have certain drawbacks (brittle-
ness, lack of high-temperature resistance) [9] for use in
CMRs. Porous membranes in CMRs are, most often,
made from ceramic materials or, more recently, from
zeolites.

a Ceramic Membranes
Ceramic membranes were first developed in the 1940s
for uranium isotope enrichment processes. Important
progress has been made since that time, mainly due
to the improved knowledge of the physicochemical
properties of the membrane precursors. Most CMR
studies concern alumina membranes; other oxides such
as silica, titania, or zirconia are much less frequently
mentioned.

Ceramic membranes are usually asymmetrical sys-
tems, made of several layers of material with pro-
gressively decreasing pore size. The top layer with the
smallest pore size is the separative layer, which controls
separation. Figure 1 represents a commercial SCT
tubular membrane with a thin y-AbOj top layer de-
posited on a support made from several a-A^O^ layers.
The separative performance of the membrane is, as-

Figure I. Cross-section of a tubular-shaped commercial mem-
brane. SCT Membralox Tl-70 45 A [14]. Layers 1 3 are made
of a-AKCh and have thicknesses of 1500, 40, and 20/mi, respec-
tively, and average pore sizes of 12, 0.9, and 0.2 ftm. Layer 4 i>
made of y-Al;O» and has a thickness of 3 4/mi and an average-
pore si/e of 4.5nm
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suming the absence of defects in the top layer, related
to the mean value of the pore size and its distribution,
the porosity and the thickness of the top layer.

Different ways of preparing high performance
porous ceramic membranes have been developed
[13, 14], but most of the membranes used in CMRs are
obtained via sol-gel processes [13-15, 23-25].

The properties of the membranes prepared by sol-
gel processes are crucially dependent on the control of
the characteristics of the particles contained in the sol.
The homogeneity of the particle size in the sol de-
termines the pore size distribution of the membrane.

Sols are obtained via either colloidal or polymeric
routes. In the first method, colloids are formed and
stabilized by adding peptizing agents (acidic or basic
electrolytes) to metal hydroxides, and the gel is ob-
tained by evaporating the solvent. In the second (poly-
meric) method, alkoxides are used as starting mate-
rials and hydrolysis and condensation reactions control
the size of the resulting clusters (temperature and pH
are the critical parameters). Additives such as sur-
factants may also play an important role in the sol
characteristics by controlling the hydrolysis step of the
alkoxides [25].

The sol (with adjusted rheological properties) is
then added to a porous support by a wash-coating (or
slip-casting) procedure. During this step, the capillary
forces cause the solvent to flow into the porous frame-
work of the support, and the particles are retained at
the surface of the support leading to a supported layer.
Controlled drying and calcination steps allow evacua-
tion of the organic components and stabilize the layer;
these steps are important because they may induce
stress in the top layer, resulting in cracks and defects.
Specific additives are added to the precursor to control
these phenomena.

As already mentioned, sol-gel membranes are often
used in CMRs. These materials can, however, present
some limitations due either to their pore size distribu-
tion which may limit the selectivity of the separation,
or to their low thermal stability which may lead to a
change in transport properties when high temperatures
arc employed.

Membranes showing intrinsic catalytic properties
have also been prepared using sol-gel routes or other
ceramic methods [26].

b Zeolite Membranes
A zeolite membrane is a membrane in which the
transfer is controlled by the porous structure of the
zeolite. Compared to sol-gel membranes, zeolite
membranes can present some advantages for CMR
applications. The most useful feature is that the pores
of zeolites are in the ultramicroporous range and have
a very narrow size distribution (in this case pores
arc linked to the structure and not to the texture as in
sol gel membranes). These characteristics of zeolite
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Figure 2. Zeolite silicalite membrane [34]. Separation behavior
of a n-hexane: 2-2-dimethylbutane mixture (1:1) as a function
of temperature.

membranes should allow high selectivity in separation
processes (see below). One can also expect enhanced
thermal stability for these materials (this should be re-
lated to the structural stability of the zeolite, unless
cracks in the grain boundaries appear). Another
potential usefulness of these membranes in CMRs is
related to the intrinsic catalytic properties of zeolites
and the possibility of modifying them by exchange
reactions.

Different ways have been proposed to prepare zeolite
membranes. A layer of a zeolite structure can be syn-
thesized on a porous alumina or Vycor glass support
[27, 28]. Another way is to allow zeolite crystals to
grow on a support and then to plug the intercrystalline
pores with a dense matrix [29]. However, these two
ways often lead to defects which strongly decrease the
performance of the resulting membrane. A different
approach consists in the direct synthesis of a thin (but
fragile) unsupported monolithic zeolite membrane [30].
Recent papers have reported on the preparation of
zeolite composite membranes by hydrothermal synthe-
sis of a zeolite structure in (or on) a porous substrate
[31-34]. These membranes can act as molecular sieve
separators (Fig. 2), suggesting that defect-free mate-
rials can be prepared in this way. The control of the
thickness of the separative layer seems to be the key for
the future of zeolite membranes.

9.3.2.3 Characterization of Porous Membranes

The porous properties of mesoporous layers can be
characterized conveniently using classical methods
based on the N;> adsorption-desorption isotherm at
77 K. However, it is important to use additional tech-
niques based on transmembrane transport properties in
order to characterize the passing-through pores. More-
over, these dynamic methods will easily detect the

References see page 13%
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presence of defects and also stress the important con-
tribution to the total flux of a limited number of large
(less separative) pores when the membrane has a broad
pore size distribution (Fig. 3). This last point empha-
sizes the interest in membranes with narrow pore size
distribution, such as zeolite membranes. Suitable dy-
namic methods include gas permeability measurements,
liquid-liquid displacement porosimetry [35], and gas
separation. Some of these methods are presented in
Ref. 15.

Microporous and, particularly, ultramicropous mem-
branes are more difficult to characterize. Different
procedures based on the low-pressure part of the N2
adsorption isotherm have been proposed [36], but they
often require knowledge of the shape of the pores and
of gas-surface interaction parameters which are not
always available. Small angle X-ray scattering (SAXS)
is another technique which is well suited to micro-
porous powders, but difficult to execute in the case
of composite layers, as in microporous membranes.
Xenon-129 NMR has recently been proposed [37]
for the characterization of amorphous silica used in
the preparation of microporous membranes, but the
method requires further improvement. Methods based
on permeability measurements appear to be limited by
the lack of understanding of the mass transport mech-
anisms in (ultra)microporous systems.

9.3.2.4 Gas Transport and Separation in Porous
Membranes

As pointed out in Section A9.3.2.1, most of the CMRs
for gas-phase applications require selective permeation
through the membrane. The aim of this section is to
briefly describe the different gas transport processes
through a porous membrane.

Vv.

(e)

Figure 4. Schematic representation of transport mechanisms in
porous media: (a) Poiseuille flow; (b) Knudscn diffusion; (c) sur-
face diffusion; (d) capillary condensation; (e) molecular sieving

Figure 4 schematically represents these processes.
Poiseuille flow (or viscous flow) occurs when collisions
between the gas molecules are more frequent than col-
lisions between gas molecules and the pore walls. This
mechanism, which is a pressure-driven one, is non-
separative and takes place in large pores (and defects)
of the membrane.

Knudsen flow occurs when the mean free path of the
molecules is larger than the pore diameter. For a given
molecule, Knudsen flow can be realized by increasing
the temperature and/or decreasing the pore size. Under
these conditions, collisions of the permeating molecules
with the pore walls are more frequent than collisions
between molecules, which then diffuse independently.
Knudsen flow is inversely proportional to the square
root of the molecular weight of the diffusing species
and, hence, good pcrmselectivitics will be obtained for
Hi-organic molecule mixtures (theoretical value of ca 7
for Hi ethylbenzcnc). However, these Knudscn perm-
selcctivities are often insufficient for CMR applications
and other separation mechanisms need to be pursued.

Surface diffusion (Fig. 4(c)) can lead to high separa-
tion factors when one of the components interacts
strongly with the surface; multilayer diffusion and
capillary condensation (d) have also been proposed [38]
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Figure 5. Different membrane-catalyst combinations: (a) fixed-
bed catalyst plus membrane; (b) inherently catalytic membrane;
(c) membrane acting as support of a catalytically active phase.

for achieving high permselectivities. However, these
mechanisms generally occur at low temperatures,
which limits their applicability in catalytic membranes.

Molecular sieving Fig. 4(e) where, due to steric hin-
drance, only small molecules will diffuse through the
membrane, seems to be a useful principle for achiev-
ing good separations. To ensure this molecular sieving
effect, ultramicroporous membranes have to be pre-
pared. Moreover, such membranes should not only be
defect free but must also present a very narrow pore
size distribution to avoid any other (less selective) per-
meation mechanisms: defect-free zeolite membranes
appear to be good candidates for this type of separation.

As far as gas separations are concerned, and if only
Knudsen processes occur, the effective separation fac-
tor (as experimentally measured) is equal to the theo-
retical pcrmselectivity (ratio of the permeabilities of the
pure gases). When processes involving interactions with
the surface are important, separation factors generally
differ from pcrmaselectivities. For example, if capillary

condensation of the heavy component occurs, the gas-
eous component will no longer permeate. In the case
of ultramicroporous zeolite membranes, experimental
separation factors may also greatly differ from calcu-
lated permselectivities [33].

9.3.2.5 Catalyst-Membrane Combinations

A Different Types of CMRs
Various arrangements have been proposed to combine
a catalyst and a membrane to give the catalytic mem-
brane reactor (CMR). Figure 5 schematically repre-
sents the most frequently used types of arrangement.

In the first case (a) a conventional fixed-bed catalyst
is associated with a membrane which generally has
only a separative effect. In this configuration, the two
steps, namely chemical conversion (catalyst) and sepa-
ration (membrane), are consecutive.

In the second case, (b) and (c), the membrane has
both catalytic and separative effects. The membrane
can either be catalytically active by itseif (b) or act as
support for an active phase (c). Here, conversion and
separation take place in a parallel manner.

From these two generic configurations, different
variations can be found in the literature. In case (a) the
membrane can be dense or porous, active or inactive.
In case (b) the membrane can be dense or porous.
Moreover, some applications (see Sections A9.3.3.2
and A9.3.3.3) do not require permselective membranes.
A complete nomenclature of the different membrane
reactors has been proposed by Tsotsis et al. [6].

Depending on the membrane shape (plate or tube)
the reactor is different, but it is generally made of two
chambers separated by the membrane. Figure 6 shows
a reactor made of a tubular membrane and a conven-
tional fixed-bed catalyst filling the inner part of the
tube. In this example the reactant(s) is introduced into

Feed

Membrane

Enamelled ends
Carbon rings

Stainless steel

Retentate

<&, Catalyst pellets

Figure 6. Tubular membrane reactor (fixed-bed catalyst + inert porous membrane) for dehydrogenation reactions [51].

References see page 1596
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the inner part of the tubular membrane (the retentate
side according to the denomination used in separation
processes), a sweep gas can be introduced in the outer
part (the permeate side) in order to evacuate the per-
meating molecules and in this way increase the trans-
membrane flux.

When dense Pd-based membranes are used, per-
meabilities are low. To increase the membrane surface
per unit volume of reactor the use of spiral tubes or
helix-shaped Pd membranes has been proposed [39].

B Catalyst Deposition in Porous Membranes
The influence of various parameters, such as loading
procedures and concentration profiles, on the catalytic
properties has been discussed [40].

Different ways have been used to deposit active
phases (oxides, metals) in the porous framework of
membranes [2, 7, 8]. Some specific impregnation tech-
niques make use of the porous volume of the macro-
porous layers to feed the mesoporous top layer with
active species (reservoir method [41]). Organic solu-
tions containing Pt-solvated microclusters have also
been used to deposit active Pt in y-Al2C>3 membranes
[42]. Ion exchange methods with specific washing and
drying steps lead to well dispersed Pt particles with
homogeneous loading in silica or alumina membranes.
Such Pt-membrane catalysts show properties very
similar to those of conventional catalysts in reactions
where no membrane effect can be anticipated [43].

9.3.3 Applications of CMRs

9.3.3.1 Equilibrium-Restricted Reactions

As pointed out in Section 9.3.2.1, the most common ap-
plication of CMRs concerns equilibrium-restricted re-
actions [1-12]. The selective removal of a reaction prod-
uct from the reaction zone through a membrane will shift
the equilibrium, leading to higher conversions when
compared to conventional (nonmembrane) reactors.

In addition to this increase in conversion, other ben-
efits can be expected when using a membrane reactor.
The same yields can be achieved at lower temperatures,
leading to energy savings and reduced catalyst deacti-
vation (one of the major problems of alkane dehydro-
genation), increased selectivities when temperature-
promoted side reactions exist or when the permeating
species are involved in these side reactions. Moreover,
the formation and separation of products in the same
unit leads to a reduction in capital costs.

A Experimental Studies in Hydrocarbon
Dehydrogenation Reactions

Hydrocarbon dehydrogenation reactions were first
studied, due to the rather easy separation of the hy-

drogen produced during the reaction, either by dif-
fusion through dense Pd-based membranes or by
Knudsen diffusion through glass or ceramic porous
membranes. Reviews of these studies can be found
in [3, 9]. In most cases, a sweep gas is used to remove
hydrogen from the permeate side, thus increasing the
transmembranc flux.

Dehydrogenation of cyclohexane to benzene has
been studied extensively due to the relatively low
reaction temperature (ss500K) compared to alkane
dehydrogenation (ss 800 K, which is close to the max-
imum temperature withstood by classical sol-gel
membranes). Dense Pd Ag foils acting as catalyst and
membrane were first used [10]. Conversions of up to
100% were reported (compared to « 20% conversion in
a conventional reactor) for low cyclohexane feed rates
in the case of a dense Pd-Ag membrane associated
with a Pt/AhOa fixed-bed catalyst [44]. Porous glass
membranes with a Pt/AhCh fixed-bed catalyst enabled
conversions of up to 2.5 times that obtained in a con-
ventional reactor [45]. A comparison of two reactors,
one made of an inert membrane and a fixed-bed Pt
catalyst, the other made of a membrane acting as sup-
port for Pt, has demonstrated the superior performance
of the latter, as long as low flow rates of the reactant
were applied [46].

The dehydrogenation of other hydrocarbons has
also been studied in CMRs, generally with porous
membranes. Conversions of ethane [47], propane [48],
butane [49], and ethylbenzene [50] have been reported
to be higher when membrane reactors were used. In the
case of ethylbenzene dehydrogenation, the undesirable
hydrodealkylation side reaction is slowed down due
to the removal of H2, i.e. the membrane enables an
increase in selectivity as well [50].

Recent results on isobutane dehydrogenation have
been reported, and a conventional reactor has been
compared with membrane reactors consisting of a
fixed-bed Pt-based catalyst and different types of
membrane [51]. In the case of a mesoporous y-AUOj
membrane (similar to those used in several studies
reported in the literature), the observed increase in
conversion could be fully accounted for simply by the
decrease in the partial pressures due to the complete
mixing of reactants, products and sweep gas. When a
permselective ultramicroporous zeolite membrane is
used, this mixing is prevented; the increase in con-
version (^ 70%) can be attributed to the selective per-
meation of hydrogen shifting the equilibrium.

Instead of using a sweep gas for removing the
permeating hydrogen, several authors who employed
dense Pd membranes proposed the application of a
second reaction in which H2 is consumed. This second
reaction, which has to take place on the permeate side
can be either a hydrogenation [52] or the formation of
water by reaction with O2 [53], both being catalyzed
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by the dense Pd membrane. In addition to the effect
of pumping H2, this second reaction, due to its exo-
thermicity, is able to provide energy across the mem-
brane for the endothermic dehydrogenation, thus im-
proving the total heat balance of the membrane
reactor.

B Analysis and Modeling of CMRs for
Dehydrogenation

Important parameters in a catalytic membrane reactor
for dehydrogenation are the reaction rate, the perme-
ability (i.e. permeation rate) and the permselectivity for
hydrogen. It appears at first sight that good conditions
are those where the permeation rate (removal of H2)
and the reaction rate (formation of H2) are close to
each other, but the role of the permselectivity is also
important.

Due to its complexity (conversion and separation in
the same unit) and because this system has been most
widely studied experimentally, CMRs for dehydrogen-
ation (or more generally for equilibrium-restricted re-
actions) have been the subject of modeling approaches
[6, 54-59]. The modeling of CMRs requires mass and
energy balances in both feed and permeate sides of
the reactor (plug-flow behavior is always assumed)
and appropriate boundary conditions. Generally these
models fit the experimental data well.

In the case of dense membranes, where only hydro-
gen can permeate (permselectivity for H2 is infinite),
the permeation rate is generally much lower than the
reaction rate (especially when a fixed bed is added to
the membrane). Experimental conditions and/or a re-
actor design which diminishes this gap will have pos-
itive effects on the yield. An increase of the sweep gas
flow rate (increase of the driving force for H2 per-
meation) leads to an increase in conversion and, if low
reactant flow rates are used (to limit the H2 produc-
tion), conversions of up to 100% can be predicted [55].
These models of dense membrane reactors explain why
large membrane surfaces are needed and why research
is directed towards decreasing the thickness of Pd
membranes (subsection 9.3.2.2.A.a).

Porous membranes possess much higher permeabi-
lities, but the permselectivity of the membrane will
drastically affect the CMR performance. Itoh et al.
[54], in a study of cyclohexane dehydrogenation, ana-
lyzed the effect of the permeation rate by varying the
membrane thickness. The conversion went through a
maximum: for low permeation rates, the increase in
conversion is small because only a limited amount of
H2 escapes from the reaction zone; for high permeation
rates, both the reactant and the product will permeate
(due to the lack of permselectivity), and the CMR
is inefficient in this case. This suggests that ultra-
microporous membranes (such as zeolite membranes),
which could combine high permselcctivities with high

permeation rates, could be good candidates for this
application [51].

Modeling studies have also considered other aspects
of CMRs. Sun and Khang [46] compared two types of
CMRs, one with an inert (only separative) porous
membrane associated with a fixed-bed catalyst, the
other with the catalyst deposited within the porous
framework of the membrane (thus leading to a cata-
lytic membrane). For long contact times, the perfor-
mance of the catalytic membrane is higher, due to the
simultaneity of reaction and separation.

Other studies dealing with the analysis of the effect
of cocurrent or countercurrent flows of the reactant and
sweep gas showed that the most efficient direction for the
purge stream depends on the nature of the reaction for
a given membrane [56]. The coupling of dehydrogen-
ation on one side and hydrogen oxidation on the other
side of the membrane has also been analyzed [60].

C Other Equilibrium-Restricted Reactions
Besides dehydrogenation, other reactions producing
hydrogen have been studied in CMRs. Among these
are the water-gas shift [61-63], steam reforming [64],
and H2S decomposition [65]. Positive effects of the
membrane-catalyst association have been reported.
The recovery of tritium in a CMR through gas shift of
tritiated water has also been studied within the frame-
work of the fusion reactor project [66].

9.3.3.2 Controlled Addition of Reactants

In this application, the role of the membrane is to dose
one of the reactants. The membrane creates a diffusion
limitation for this reactant which is then added to the
other reactant in a controlled manner. The two re-
actants are separately introduced (segregated feed [67])
on the two sides of the membrane which is generally
catalytically active itself.

The main interest in applying this type of CMR is to
keep the concentration of one of the reactants low all
along the reactor, which is often needed when consec-
utive reactions may occur, as in partial hydrogenations
or selective oxidations (in the case of conventional
fixed-bed reactors where concentration profiles de-
crease monotonically, the selectivity is generally low at
the inlet of the reactor). Thus, with CMRs, one can
then expect high sclcctivitics at high conversions,
avoiding the need to separate undesirable products or
unconverted reactants.

Moreover, if this membrane is permselcctive for the
added reactant, it is possible to use less expensive forms
of this reactant (air instead oxygen), thus avoiding
separation steps. Or, if explosive mixtures may be

References see page 1396
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formed, the presence of the membrane separating the
two reactants allows the use of concentrated feeds.

Most of the examples cited in the literature concern
selective oxidations, the objective of the CMR here
being to limit the formation of undesirable carbon
oxides by total oxidation.

The oxidative coupling of methane has been studied
using an active dense PbO membrane deposited on
MgO: a significant increase in the selectivity for C2 was
reported [68]. Porous La-based membranes have also
been used in this reaction [69]. Oxidation of ethylene
to acetaldehyde has been studied with porous V2O5-
7-AI2O3 membranes, the selectivity towards acetalde-
hyde was clearly higher than in conventional reactors
[67]. In the oxidative dehydrodimerization of propene,
the use of a dense Bij 7La<>.3O2 membrane (ionic con-
ductor) diminished the formation of CO/CO2 [70]. A
high performance has been reported in the selective
oxidation of propene to acroleine when using an elec-
trochemical reactor equipped with a MOO3-AU/Y2O3
ZrO2/Ag membrane [71]. The oxidative dehydrogen-
ation of propane has been performed using a zeolite
membrane to control the O2 addition and a classical
V-Mg-O fixed-bed catalyst. Due to the drastic impact
on selectivity, the C3H6 yield was clearly improved
when compared to a conventional reactor [72].

CMRs of this type (controlled addition of reactants)
have been analyzed on the basis of reaction kinetics
[73].

9.3.3.3 Active Contactor

This third type of CMR is probably less developed
than the previous ones, but the field of applications
appears very large. The main role of the membrane
here is to improve and manage the contact between the
reactants and the catalyst. The membrane (which is not
necessarily a permselective one) is generally catalyti-
cally active and separates the two reactants; the re-
active interface between the reactants and the catalyst
being localized in (porous) or on (dense) the mem-
brane. Gas or gas-liquid reactions may be involved.

The Claus reaction [74] and the reduction of NOV by
NH3 [75] have been studied using nonpermselective
porous membranes impregnated with active AI2O3 for
the first reaction and V2O5 for the second. The princi-
ple (Fig. 7) is as follows: the catalytic activity of the
membrane is high enough so that the reactive interface
is located within the membrane; this interface cor-
responds to the complete consumption of the two re-
actants, and their fluxes then fit the stoichiomctry of
the reaction. Depending on the concentration (partial
pressure) of the two reactants in the separate streams
the interface will be displaced within the membrane

Figure 7. Schematic representation of a membrane reactor for
rapid gas-phase catalytic reactions (adapted from Ref. 64).

layer, thus avoiding strict adjustment of the feeds to
the reaction stoichiometry. Moreover, any transfer of
one reactant to the opposite side of the membrane is
avoided; this is an advantage because toxic pollutants
(H2S for instance) are prevented from penetrating the
other side, even if their concentrations change. How-
ever, it should be stressed that this application implies
that the reactor performance remains controlled by
transport phenomena (the membrane must have a suf-
ficiently low permeability).

Gas-liquid reactions with CMRs have also been a
subject for research. Gryaznov has shown that dense
Pd-based membranes present various benefits in hy-
drogenation reactions for the production of fine chem-
icals [5]. In such reactors, hydrogen coming through
the membrane in a highly reactive atomic form reacts
with the organic substrate adsorbed on the other side of
the membrane; this configuration is expected to allow
the control of the concentrations of both reacting
species (no competitive adsorption as in conventional
catalysis). High activity (atomic hydrogen) and high
selectivity (control of the concentration of the active
species) are expected. The one-step synthesis of vitamin
K [76], the selective hydrogenation of alkynic alcohols
into alkenic alcohols [5] and of quinones into hydro-
quinoncs [5] are typical examples where the CMR has
shown advantages over conventional techniques.

It has also been proposed that porous catalytic
membranes may improve the efficiency of gas-liquid
solid reactions when the gas-liquid interface is placed
within the porous framework of the porous membrane
[77]. This postulated increase in efficiency has been ex-
perimentally supported by Cini and Harold in a com-
parative study of a CMR and a single-pellet model re-
actor [78] in the hydrogenation of a-mcthylstyrene into
cumene. The authors ascribe this observation to a de-
crease in the mass transfer resistance.

The hydrogenation of nitrobenzene has been chosen
as model reaction in a detailed exploration of the CMR
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in gas-liquid reactions using a porous Pt membrane as
catalyst [79]. In addition to classical operating con-
ditions (pressure, temperature etc.), other parameters
such as the mode of introduction of gaseous and liquid
reactants and the average pore size of the membrane
have been explored. This has revealed that, if the
membrane is well designed and if the reactor operates
correctly, hydrogen is no longer the limiting reactant
(the kinetic order for H2 is 0 in the CMR, whereas it is
1 in conventional slurry or trickle-bed reactors). This
type of CMR thus appears particularly suitable for
reactions where the gaseous reactant is limiting. Mod-
eling of this reactor has been carried out in order to
better describe the behavior of a CMR in gas-liquid
reactions [80].

Another interest in CMRs in gas-liquid applications
has emerged recently. When the reactant feed contains
impurities, the use of a microporous membrane can
prevent poisoning of the active metallic particles
located in its porous framework, due to the fact that
large poisoning molecules are not able to penetrate the
micropores [81]. It is proposed that hydrogen coming
from one side of the membrane is first activated on
the metal, then active H migrates (spillover) to the
other side of the membrane to hydrogenate the organic
molecule.

Furthermore, CMRs present the advantage of
avoiding the separation step of the catalyst from the
liquid phase, which is often a critical step in classical
slurry reactors. CMRs are also able to operate in a
continuous mode, and regeneration procedures for the
catalyst are easier.

9.3.4 Conclusions

The combination of a catalyst and a membrane opens
the door to a large number of potential applications.
However, significant progress has to be made before
catalytic membrane reactors are used in practice.

In CMR applications for equilibrium-restricted re-
actions (Section A9.3.3.1), dense membranes, if highly
permselective, generally suffer from low permeabilities.
For dehydrogenation reactions, the available dense
membranes require the use of low reactant feed rates
(to limit the H2 production) and high sweep gas flows
(to increase the driving force), which is unsatisfactory
economically (in addition, high sweep gas flows have
negative effects on heat transfer and require expensive
downstream separation). The production of thinner
dense Pd layers or composite metal-oxide dense mem-
branes is an important research goal in order to over-
come the present limitations for practical applications.

Permeabilities of porous membranes are generally
high enough for CMRs; however, when high pcrmse-

lectivity is required, conventional porous membranes
(Knudsen diffusion) are often not suitable. Micro-
porous molecular sieve membranes with very narrow
pore size distribution (such as zeolite membranes)
are usually better candidates when gas separation is
needed, and the preparation of defect-free layers with
high permeabilities is a subject of intensive research.
Moreover, the mechanisms of transport and gas sepa-
ration in ultramicroporous solids are not definitively
established, and progress in this area appears essential
for the design of suitable materials.

Equilibrium-restricted reactions (Section A9.3.3.1)
have until now been the main field of research on
CMRs. Other types of application, such as the con-
trolled addition of reactants (Section A9.3.3.2) or the
use of CMRs as active contactors (Section A9.3.3.3),
seem however very promising, as they do not require
permselective membranes and often operate at moder-
ate temperatures. Especially attractive is the concept of
active contactors where the membrane being the cata-
lyst support becomes an active interface between two
non-miscible reactants. Indeed this concept, initially
developed for gas-liquid reaction [79] has been recently
extended to aqueous-organic reactants [82]. In both
cases the contact between catalyst and limiting reactant
which restricts the performance of conventional re-
actors is favored by the membrane.

Another point concerns the membrane housing.
Sealing between a ceramic membrane and a metallic
tube can be a problem when high temperatures are
used, due to the difference in thermal expansion be-
tween the two materials. Specific carbon seals can be
used with classical fittings, but a much better system
using a sequence of materials with progressive change
in properties has been recently developed [83].

In addition to a proper membrane, CMRs also need
a good catalyst. Due to the specific conditions under
which catalysts are placed in CMRs, conventional ac-
tive phases could behave differently from when under
classical conditions. For example, in dehydrogena-
tion reactions, due to the removal of H2, the hydro-
gen: hydrocarbon ratio is smaller in CMRs when com-
pared to other reactors, which will probably affect the
stability of the catalyst. The low oxygen partial pres-
sure used in CMRs for selective oxidation (Section
A9.3.3.2) could also lead to some changes in catalyst
behavior. These aspects could necessitate the specific
design of catalysts for CMRs.

Scaling up of CMRs will require the ability to pre-
pare large areas of defect-free membranes at a reason-
able cost. The critical cost will depend on the advan-
tages afforded by the membrane reactor and will
therefore be closely related to the type of process con-

References see page 1396
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sidered. Fine chemical syntheses, which typically use
small reactors (limited membrane area) and produce
high added value molecules, should be more favored
from this viewpoint than bulk chemical production.

Most of the experimental research concerning CMRs
has been made at the laboratory scale, with experi-
ments of short duration. Little is known about the
effect of long term operation on the stability of mem-
branes in CMRs: thermal resistance in the reactive
media, mechanical integrity, and fouling by carbon
deposits or side reactions are all parameters which
require improved knowledge to assess the industrial
future of CMRs.

9.3.5 Glossary

Adapted form Armor [1].

Flux the flow rate of the permeating species per unit
cross-sectional area of the membrane. Where Fick's law
of diffusion is applicable, the flux is related to the effective
diffusion coefficient D and the concentration gradient,
AC/A/, between the two interfaces of the membrane:

where A/ is the thickness of the membrane, Ap is the
pressure difference across the membrane, and P is the
permeability. The effective diffusion coefficient D is re-
lated to the porous structure by

where E IS the porosity, T the tortuosity, and D the
diffusivity for a straight cylindrical pore of the same
diameter.

Macroporous containing pores with a diameter
>50nm.

Membrane a material that separates two components
on the basis of their properties (size, chemical nature,
etc.).

Mesoporous containing pores with a diameter from 2
to 50 nm.

Permeability the rate at which a component flows
through a membrane of thickness 1 unit with a cross-
sectional area of 1 unit and a transmembrane partial
pressure difference of 1 unit. Permeabilities are ex-
pressed in SI units of m2s"' Pa"1. A usual unit for
permeability is the barrer:

lbarrer=

Permeance the ratio of a membrane's permeability to
the width of the working layer.

Permeate the portion of the feed that passes through
a membrane.

Permselectwity the measure of a membrane's ability
to separate two gases (A and B). It is traditionally
measured by the ratio of permeabilities of the pure
components.

permselectivity = P\/P%

However, the true separation factor may differ from
this theoretical permselectivity, especially if gas-mem-
brane interactions occur (section 9.3.2.4).

Porosity{e) the ratio of the porous volume to the
apparent volume.

Retentate the portion of the feed that is rejected by
the membrane and not allowed to permeate.

Supermicroporous containing pores with a diameter
from 0.7 to 2 nm.

Top layer the separative layer, deposited on top of
support layers which have larger pore sizes.

Tortuosity{z) originates from the increasing length
of the diffusion path for a gas molecule in a porous
medium, compared to a straight capillary.

Ultramicroporous containing pores with a diameter
<0.7 nm.
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10.1 Catalytic Fixed-Bed Reactors
G. ElGENBERGER

10.1.1 Introduction

The easiest and by far the most common way to carry
out a heterogeneously catalyzed gas phase reaction is
by passing the gas mixture over a fixed catalyst. The
arrangement of the fixed catalyst is generally called a
fixed-bed and the respective reactor a fixed-bed reactor.

The simplest kind of a fixed catalyst bed is a random
packing of catalyst particles in a tube. Different par-
ticle shapes are in use like spheres, cylinders, rings, flat
disc pellets or crushed material of a certain sieve frac-
tion. Mean particle diameters range from 2 to 10 mm,
the minimum diameter is limited primarily by pressure
drop considerations, the maximum diameter by the
specific outer surface area for mass and heat transfer.

Much effort has been devoted to the question of
replacing the random packing by a regular catalyst
arrangement to reduce the pressure drop of the flowing
gas and/or to increase the heat transfer to a cooling or
heating system. Pressure drop considerations led to the
introduction of monolith catalysts with parallel chan-
nels which meanwhile are dominating catalytic gas
purification applications (automotive exhaust and flue
gas treatment). The increase of the heat transfer to the
tube wall is a matter of ongoing research. The influence
of the catalyst shape on fixed-bed reactor performance
will be treated in section 10.1.2.

The reaction chambers used to remove nitrogen ox-
ides from power station flue gases constitute the largest
type of fixed-bed reactors as regards reactor volume
and throughput, while automobile exhaust purification

represents by far the most widely employed application
of fixed-bed reactors. In the chemical industry fixed-
bed reactors are the standard type of reactor for heter-
ogeneously catalyzed gas phase reactions. Only if spe-
cial requirements like rapid catalyst deactivation or
operation in the explosive regime have to be coped
with, the alternative of fluidized-bed operation (see
Section A. 10.2) is considered.

With regard to application and construction, it is
convenient to differentiate between fixed-bed reactors
for adiabatic operation and those for nonadiabatic op-
eration. Since temperature control is one of the most
important methods to influence a chemical reaction,
adiabatic reactors are used only where the heat of re-
action is small, or where there is only one major re-
action pathway; in these cases no adverse effects on
selectivity or yield due to the adiabatic temperature
development are expected. The characteristic feature of
an adiabatic reactor is that the catalyst is present in the
form of a uniform fixed bed that is surrounded by
an outer insulating jacket (Fig. 1A). Adiabatic reactor
designs are discussed in Section 10.1.3.1.

Since the incoming reaction gases in most cases must
be heated to the ignition temperature of the catalytic
reaction, adiabatic reaction control is often coupled
with heat exchange between the incoming and exiting
reaction gas resulting in so-called autothermal reaction
control. This type of reaction control offers certain spe-
cific features and development perspectives, which are
discussed in Section 10.1.3.4.

Reactions with a large heat of reaction as well as re-
actions that are very temperature-sensitive are carried
out in reactors in which indirect heat exchange occurs
with a heat transfer medium which is circulated through
the fixed bed.

Since in most cases the task of the heat transfer cycle
is to maintain the temperature in the fixed bed within a
specific range, this concept is frequently described as
an "isothermal fixed-bed reactor". Since isothermal
reaction control does not always provide optimum se-
lectivity or yield, the concept of heat exchangers in-
tegrated in the fixed bed is also being increasingly used to
achieve specific nonisothermal temperature profiles. The
most common arrangement is the multitubular fixed-bed
reactor, in which the catalyst is arranged in the tubes, and

References see page 1424
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Heat
carrier

Heat
carrier

Figure 1. Basic types of catalytic fixed-bed reactors. A) Adiabatic fixed-bed reactor; B) Multitubular fixed-bed reactor.

— Bleed
stream

Product

Figure 2. Reaction cycle for synthesis reactions with incomplete conversion, a) Fixed-bed reactor; b) Feed Preheater; c) Exit cooler:
d) Recirculation compressor; e) Separation device.

the heat carrier circulates externally around the tubes
(Fig. IB). Fixed-bed reactors with an integrated heat
supply or removal are discussed in Section 10.1.3.3.

Fixcd-bcd reactors for industrial syntheses are gen-
erally operated in a stationary mode (i.e., under con-
stant operating conditions) over prolonged production
runs. Their design therefore concentrates on achieving
an optimum stationary operation. However, the non-
stationary dynamic behavior can be of great impor-
tance for industrial operation control. In particular,
fixed-bed reactors with a strongly exothermic reaction
exhibit an, at times, surprising operational behavior.
This will be discussed in Section 10.4.

Within a production plant the reactor may justifi-
ably be regarded as the central item of apparatus.
However, compared to the remaining parts of the
plant for preparing the feed and for separating and
working up the products, it is often by no means the
largest and most cost-intensive component. In many
cases the achievable conversion in the reactor is limited
for thcrmodynamic (equilibrium) and kinetic reasons
(selectivity). It is then usual to separate the material
discharged from the reactor into products and unrc-
acted feed components (see Fig. 2), which are recycled
to the feedstock. This recycling procedure involves
costs
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_ for product separation,
_ for recycle compression,
_ for repeated heating and cooling of the circulating

material to the reaction temperature and back to the
temperature of the separating device,

_ for loss of product resulting from the need to remove
part of the circulating material as a bleed stream to
limit the amount of inert substances or byproducts in
the recycle.

To minimize these costs it is therefore necessary to
maximize the conversion in the reactor and to avoid as
far as possible inert substances in the reaction mixture.
With irreversible reactions (e.g., partial oxidations)
the trend is therefore towards a highly concentrated,
approximately stoichiometric feed composition, which
may occasionally be in the explosive range. The resulting
problems are addressed in Sections 10.1.3.3and 10.1.4.2)

Since fixed-bed reactors constitute one of the most im-
portant classes of chemical reactors, much work has been
devoted to their proper mathematical modeling as well
as to the study of their stability, sensitivity and automatic
control. The following standard text books and mono-
graphs can be recommended for further reference [1-4].

10.1.2 Catalyst Shapes for Fixed-Bed
Reactors

The essential part of a fixed-bed reactor is the catalyst,
where the reaction takes place. Seen from the flowing
gas, the following steps of the overall reaction can be
distinguished (see also Section A.6.2):

1) Diffusion of the reactants from the flowing gas
through the outer gas-particle boundary layer, mac-
ropores, and micropores,

2) chemisorption on active sites,
3) surface reactions,
4) desorption of the products and
5) backdiffusion of the products into the flowing gas.

Since most reactions take place with a considerable
heat of reaction, a corresponding heat transport is
superimposed on the mass transport.

The control of the microkinetics, consisting of mi-
cropore diffusion, chemisorption, surface reaction, and
desorption, is the task of the catalyst developer and is
not discussed further here. If the catalyst is specified
together with its microkinetic properties, then reaction
conditions (feedstock concentrations, pressure, temper-
ature, and residence time) can be found that lead to
optimum yields. The reaction engineer must determine
these conditions and ensure that they are maintained in
an industrial reactor.

In the case of selectivity-sensitive multistep reactions,
any deviation from the optimum values inevitably
leads to a decrease in yield. This applies to deviations
from the uniform residence time distribution due to

flow dispersion and flow bypass phenomena in the
fixed bed, as well as to deviations from uniform re-
action conditions in the catalyst as a result of mass
transport resistance in the particles and the outer
boundary layer [5].

The influence of mass-transport resistance in the
particles can only be excluded if the critical reaction
rate is substantially lower than the mass transfer ve-
locity. This leads to the need for good external mass
transfer (i.e. to a sufficiently rapid flow rate in the
packed bed), as well as to short diffusion paths in
catalyst particles.

In the case of exothermic reactions the local reaction
rate must be controlled and limited by the packed-bed
temperature. Temperature control thus plays a pre-
dominant role in selective reaction control in general,
and in particular in the case of exothermic multistep
reactions. Under nonadiabatic conditions, catalysts
must therefore be assembled in the fixed bed in such
a way as to ensure good heat transport to the heat
transfer medium.

A further requirement placed on the catalyst is a low
pressure loss. This applies particularly if the conversion
in a single pass through the reactor is low, so that
a large amount of gas has to be recirculated. It is
of prime importance for off-gas purification, in which
large off-gas streams must be treated with minimal
additional cost.

Finally, the catalyst should be available in a suffi-
ciently high concentration in order to keep the con-
struction volume of the reactor low. The decisive
parameters here are the specific external catalyst sur-
face ap (= square meters of catalyst surface per cubic
meter reactor volume) for reactions controlled by ex-
ternal mass transfer, and the catalyst fraction 1-e,
where £ (= cubic meters of free gas space per cubic
meter of reactor volume) is the void fraction of the
fixed bed.

The above requirements are to some extent contra-
dictory, which has led to the proposition of a large
number of different catalyst shapes and arrangements.
However, only a few of these have proved really effec-
tive in practical operation. Suitable catalyst forms and
arrangements include random packings of spheres, solid
cylinders, and hollow cylinders, as well as uniformly
structured catalyst packings in the form of monoliths
with parallel channels, parallel stacked plates, and
crossed, corrugated-plate packets (Fig. 3).

10.1.2.1 Random Packings

Industrial fixed-bed reactors are generally operated
with a cross-sectional loading G: > 1 kg gas per square
meter of reactor cross section per second. This loading

References see page 1424
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Figure 3. Usual shapes of monolith catalysts. A) Square-channel
monolith; B) Parallel-plate monolith; C) Corrugated-plate packing.
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Figure 4. Temperature and concentration profiles for a partial
oxidation reaction in a spherical catalyst pellet.

produces a sufficiently strong turbulence in random
packings. As a result the external gas-catalyst mass
transport resistance is small compared to the transport
resistance in the catalyst pores.

However, the thermal conductivity of the catalyst
matrix is usually larger than that of the gas. This
means that the external gas-catalyst heat transport re-
sistance exceeds the thermal conduction resistance in
the catalyst particles. The temperature and concen-
tration profiles established in a spherical catalyst arc
illustrated for a partial oxidation reaction in Figure 4.

The profiles can be calculated from the model equa-
tions given in Section A.6.2, under the assumptions
made there.

An essential precondition for the establishment of
the above mentioned profiles is that the catalyst par-
ticle is uniformly exposed over its entire surface to a
flow with uniform temperature and concentration. This
is, of course, never the case in random packings. Figure
5 gives an image of the local mass transfer distribution
around cylindrical or ring shaped particles in a random
packing. A test reaction producing dark deposits has
been used. The intensity of the dark coloration is thus
directly proportional to the local reaction rate of the
surface reaction. Since the test reaction is mass transfer
controlled, the coloration is also proportional to the
local mass transfer, and if the mass transfer and heat
transfer are equivalent, also to the local heat transfer
[6].

Figure 5 shows that the local conditions in random
packings are much more complex than assumed in
current single pellet models. But since a fixed-bed re-
actor contains a large number of particles at the same
cross-section, Fig. 4 can be considered a mean value
approximation of a process that varies greatly as re-
gards detail. For the same reason, it is inappropriate
to compare model predictions of fixed-bed reactor be-
havior with a few local temperature or concentration
measurements. Indeed, a certain degree of averaging is
always necessary in the measurement procedure.

The literature contains a number of correlation
equations for the mean gas-catalyst mass transfer and
heat transfer as a function of gas properties, catalyst
geometry, and flow conditions [7, 8]. In practice they
play only a minor role for catalyst packings since de-
sign and simulation calculations are frequently per-
formed with a model that is quasihomogencous, at
least with regard to temperature. The reason lies in the
above-mentioned strong local fluctuations, which make
experimental differentiation between the gas temper-
ature and catalyst temperature difficult.

10.1.2.2 Monoliths

In contrast to random packings, the external heat and
mass transfer in monolith catalysts is much more uni-
form. Contrary to random packings it may become
a limiting factor at high reaction rates. This applies
in particular to channel-type monoliths with narrow
parallel channels, where the flow is generally laminar
under industrial operating conditions. Examples in-
clude monolith catalysts with a square-channel cross
section for automobile exhaust purification and for the
removal of nitrogen oxides from flue gases.

Figure 6 (bottom) shows results of the visualization
of the local mass transfer by using the same technique
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Figure 5. Local mass-transfer distribution at the surface of individual cylindrical or ring-shaped catalyst pellets in a fixed-bed packing.

Figure 6. Visualization of mass transfer in monolith structures
(flow from left to right). Top: Corrugated packing; bottom:
Square duct monolith [9].

Table 1. Asymptotic dimensionless laminar flow heat or mass
transfer coefficients Nu = a» • dhj/.c, (constant wall conditions)
and Fanning friction factor / for pressure drop Ap =
2f(rjZi./dl) »c for ducts of different cross section [10].

Geometry

6

Nu

2 47

2.98

3.34

3.66

13.33

14.23

15.05

16.00

as in Fig. 5 [9]. The marked decrease in coloration in
the flow direction is mainly the result of the increasing
educt consumption in the wall boundary layer, i.e. the
build up of the so-called laminar boundary layer. The
depletion is particularly pronounced in the corners,
since two reaction surfaces meet here. The more acute
their enclosed angle, the greater is the depletion in the
corner region and the smaller is the contribution of the
wall surface to further heat transfer and mass transfer.
The cflicicncy of channel monoliths of equal cross-
sectional area but different shape therefore decreases
in the sequence: circle, hexagon, rectangle, triangle.
This is illustrated in Table 1, which gives the asymp-
totic dimensionless mass transfer and heat transfer co-

7 54 24.00 la

efficients for tubes of the above cross-sections [10]. For
more accurate calculations the radially and axially
variable velocity, concentration, and temperature pro-
files must also be taken into account [11].

In the following, the term monolith will be restricted
to regular packings with straight parallel channels. In
addition, a large number of regularly structured pack-
ings have been proposed in the past. Out of them only
corrugated-plate packings have obtained some indus-

Rvjvrcnii'\ \cc 1424
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trial importance. A design also frequently used in par-
allel plate heat exchangers, as column packings and
static mixers (Sulzer type SMV), is shown in Fig. 3C.

In contrast to the monolith types discussed so far,
the flow conditions in corrugated-plate packings are
turbulent under normal industrial velocities. The uni-
formity of the mass transfer distribution depends on
geometrical parameters (wave form, amplitude, wave-
length, angle of incidence) [12]. The transfer coefficients
arc considerably higher than those of laminarly tra-
versed channel monoliths (Fig. 6 (top)), but the pressure
loss is also increased. These structures offer consider-
able advantages for convective heat transport trans-
verse to the flow direction and for transverse mixing,
which are discussed in more detail in the following
sections. The differences in external heat and mass
transfer between a square channel monolith and a cor-
rugated-plate packing have been visualized in Fig. 6
for similar flow conditions. In case of the corrugated
plates the decrease in coloration results from a total
consumption of the coloring component. In case of the
monolith channels the concentration of the colouring
component is only reduced in the laminar boundary
layer and a substantial amount leaves the monolith
with the bulk fluid.

10.1.2.3 Gas Flow and Pressure Drop in Fixed Beds

Conventional industrial catalyst forms differ consid-
erably as regards pressure loss. For example, for equal
mean dimensions and the same void fraction e, random
packings generally have a considerably higher pressure
loss than monolith structures, and among these, corru-
gated structures have a higher pressure loss than mon-
oliths with straight parallel channels. External catalyst
mass and heat transfer are strongly correlated with the
pressure loss. For reasons of energy demand, the cata-
lyst form for a given process should be chosen to com-
bine the required mass and heat transport with the
lowest pressure loss.

The Hagen-Poiseuille equation is used to calculate
the pressure loss in laminarly traversed monolith chan-
nels (for notation sec List of Symbols)

Ap = -
32

(i)

The pressure loss of randomly packed tubes can be de-
scribed either by means of a pressure loss coefficient C
and the pressure drop equation

or by the Ergun equation:

(2)

(3)

Figure 7. Specific outer surface area ap, void fraction r., ef-
fective-radial heat conductivity /.,, wall heat transfer coefficient
an., and pressure drop Ap, for different packings in a tube of
50 mm internal diameter and an air mass-flow velocity
G- = 1 kgm 2 s ' at ambient conditions, a) Glass spheres,
dp-5mm; b) Glass spheres, dp=\0mm; c) Raschig rings,
ceramic, d,, = 10mm, </, = 6mm, ( = 11 mm; d) Raschig rings,
stainless steel, d,, = 10 mm, </, = 9 mm, ^ = 1 1 mm; e) Hollow ce-
ramic cylinders of irregular length, d0 = 9 mm, rf,=4.5mm.
f % 15 mm; f) Full ceramic cylinders of irregular length, d,, =
5 mm, ( = II mm; g) Crossed corrugated metal-plate packing
(Sulzer Katapak*), wide channels; h) Crossed corrugated metal-
plate packing, narrow channels; i) Automotive exhaust monolith.
Cordirith, square channels, d = 0.9 mm.

where

/ . = 150 ( I - * ) 2

f2=\.75-p--
£ 3 • dB

(4)

(5)

Thus the pressure drop depends very strongly on the
void fraction E of the packing. Of the standard forms
for packed catalysts, hollow cylinders of thin wall thick-
ness (c % 0.6-0.8) arc therefore preferred over spheres
(£ % 0.37-0.4) and solid cylinders (c * 0.35).

The pressure loss coefficient £ (cq. 2) can be deter-
mined for typical packing forms, for example, accord-
ing to [13]. A comparison of different catalyst packings
with respect to pressure drop is contained in Fig. 7.

The flow into a fixed-bed reactor is generally achieved
by means of a feed pipe and a distribution hood (Fig. 1).
It is essential for a good operation that the gas flow is
distributed evenly over the whole fixed bed or tube
bundle. A uniform flow distribution can be easily ob-
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tained if the pressure drop in the fixed bed is sub-
stantially larger than in the entrance and exit hoods.
This is not the case with monolith reactors with lami-
narly traversed parallel channels. They need special
care in the design of the hoods or must be equipped
with static mixers to avoid nonuniform flow patterns
[14].

A related problem occurs in multitubular fixed-bed
reactors with random packings if different tubes have
different pressure drop due to nonuniform packing or
different batches of catalysts. The resulting differences
in throughput may cause the danger of reaction run-
away in tubes of higher pressure drop and low through-
put [15, 16]. Great care needs therefore to be taken to
adjust the pressure drop of all tubes of a multitubular
reactor for highly exothermic reactions to the same
level.

A particular case of flow nonuniformity is inherent
to all randomly packed tubes (Fig. 8). This is due to
the fact that the catalyst pellets make only point con-
tact with the wall, whereas they overlap and cross over
one another inside the packing, thereby reducing the
free volume and hence the velocity. The conditions for
a spherical packing are illustrated schematically in
Figure 8. The radially varying empty space distribution
and velocity distribution must be taken into account in
detailed reactor calculations, as well as in the determi-
nation of accurate heat transport parameters [17, 18].
This will be addressed in the next section.

Standard catalysts have a sufficiently dense structure
and all convective transport is directed around the
pellets or separated through the walls of the monolith.
In a sequence of recent publications [19, 20] macro-
porous catalyst pellets with high permeability of the
reacting gas have also been proposed. In these pellets
part of the diffusional resistance is overcome by con-
vection through the pellets which may increase con-
version and selectivity (see also Section 10.1.3.5).

10.1.2.4 Heat Transfer in Catalyst-Filled Tubes

With nonadiabatic reaction control, heat must be
transported through the fixed bed to the integrated
heat exchange surfaces. At the usual mass flow rates
of Gr > lkgm 2s ', this heat transport takes place
mainly by convection, i.e. the fixed bed must allow for
a cross flow transverse to the main flow direction.
Monolith structures with straight parallel channels are
thus unsuitable for nonadiabatic reaction control.

In catalyst packings transverse flow components arc
automatically established as a result of the nonuniform
arrangement and the twisted flow around the pellets.
Hollow and full cylinders with a length-to-diameter
ratio of 1:3 are particularly effective in this respect.
Despite the fact that radial heat transport takes place
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Figure 8. Radial distribution of void fraction and axial flow ve-
locity in a tube packed with spheres.

mainly by convection, it is formally described by means
of a so-called effective thermal conductivity /.„ trans-
verse to the flow direction.

In addition, the heat transport at the boundary be-
tween the fixed bed and the heat exchange surface
is also decisive for the heat exchange. The latter heat
transport is generally described by a wall heat-transfer
coefficient aB.. It lumps the complex interplay between
convective flow at the tube wall and conduction trans-
port by contact between the fixed bed and the heat ex-
change surface. Heat transport in packed tubes has
been investigated and discussed in detail [8, 21]. How-

References see page 1424
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ever, the correlations for a«, and k, given in the literature
do not adequately take account of the actual velocity
distribution in packed tubes, as depicted in Fig. 8.

Existing correlation equations for calculating the
heat transport parameters were obtained from heating
or cooling experiments without reactions and assuming
plug flow; they therefore permit only a semiquantita-
tive evaluation. This is adequate for qualitative com-
parison of catalyst structures.

10.1.2.5 Comparison of Different Catalyst Shapes

Such a comparison is given in Fig. 7 where the two
heat transfer parameters XT and aw plus the external
catalyst surface ap, the bed void fraction e and the
pressure drop Ap are given for a selection of different
random and regular catalyst packings in a tube of
50 mm internal diameter and a mass flow velocity of
G, = lkg/(m2s).

The dimensions of the packing bodies were chosen
so that their specific external surface area ap is ca.
500m2/m3. Under these conditions hollow, thin-walled
cylinders have clear advantages over other packing
forms, exhibiting the lowest pressure loss and the
highest thermal conductivity. Only as regards wall heat
transfer are they inferior to spheres or cylinders. How-
ever, good wall heat transfer is apparently less decisive
from a reaction engineering viewpoint than good radial
thermal conductivity, since the former can be compen-
sated by an appropriate temperature profile of the heat
transfer medium, whereas the radial thermal conduc-
tivity directly influences the uniformity of the reaction
conditions over the tube cross section. On the other
hand, solid cylinders with a large length-to-diameter
ratio have good heat transport values, but at the cost
of a very high pressure loss.

Monolith forms can have very high specific surfaces
combined with a very low pressure loss. Monoliths
with straight, parallel channels, such as used for auto-
mobile exhaust control have only very poor radial heat
transport properties. Crossed corrugated structures are
considerably more favorable for isothermal reaction
control. They have a very high radial thermal con-
ductivity which is almost independent of the specific
surface area; the latter can be varied over a wide range
by means of the channel dimensions.

It must be remembered that with crossed corrugated
structures, convective radial heat transport occurs only
in one plane perpendicular to the main flow direction.
In addition, the flow behavior in tubes of circular cross
section is rather nonuniform over the circumference,
which is why it is advantageous to arrange short pack-
ing sections in series, each section being displaced by
90". The heat transport parameters in Figure 7 were
determined for structures arranged in this way.

Figure 9. Main design concepts for adiabatic reactors. A) Adia-
batic packed-bed reactor; B) Disk reactor; C) Radial-flow reactor.

A general problem in the use of monolith structures
in reactor tubes is incomplete wall contact. Since indi-
vidual tubes of multitubular reactors always have a
diameter tolerance of ca. 1 mm and interlocking of the
structure with the tube wall must be avoided, the by-
pass of flow at the wall is even greater than with ran-
dom packings. Up to now there have been no pub-
lications of the magnitude and effects of this bypass.

10.1.3 Types of Fixed-Bed Reactors

10.1.3.1 Adiabatic Reactors

Adiabatic fixed-bed reactors constitute the oldest fixed-
bed reactor configuration. In the simplest case they
consist of a cylindrical jacket in which the catalyst is
loosely packed on a screen support and is traversed in
the axial direction (Fig. 9A). To avoid catalyst abra-
sion by partial fluidization, random catalyst packings
are always traversed from top to bottom. If fixed-beds
composed of monolith catalyst sections arc used, the
flow direction is arbitrary.

It can be shown [14] that the requirement for a low
pressure loss leads to a fixed bed of large diameter and
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Figure 10. Upper bed closure in a radial-flow reactor [22].
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Figure 11. Reaction chamber for removal of nitrogen oxides
from power station flue gases [23].

low height (Fig. 9B). Such an arrangement (disk con-
cept) is used particularly when very short residence
times, followed by direct quenching of the reaction, are
required. Examples include ammonia oxidation in ni-
tric acid production and oxidative dehydrogenation on
silver catalysts (e.g., synthesis of formaldehyde by de-
hydrogenation of methanol). In the first case the "fixed
bed" consists of several layers of platinum wire gauze,
and in the second case, of a porous silver layer several
centimeters in height. The bed diameters can be up to
several meters.

On account of the difficulties involved with obtain-
ing uniform flow as well as for structural reasons, the
disk concept is limited to small catalyst volumes. The
radial flow concept (Fig. 9C) is used where large
amounts of catalyst are involved. The catalyst packing
is accommodated in the space between two concentric
screen rings or perforated plate rings, and is traversed
radially, cither from the inside to the outside or from
the outside to the inside. This design is particularly
suitable for large catalyst volumes as well as for oper-
ation at elevated pressure, since at moderate reactor
diameters the catalyst volume can be varied over a
wide range by altering the reactor length, without
affecting the flow-through length of the packing.

A critical feature of packed radial-flow reactors is
the shape of the upper bed closure. A simple horizontal
covering is not practicable since a gap through which
unreacted gas can pass is then formed due to the un-
avoidable settling of the packing. The arrangement

shown in Figure 10 has proved effective since it pro-
duces mixed axial and radial flow through the bed in
the upper bed closure. The required geometrical shape
must be determined by simulation of the local two-
dimensional flow through the packing [22].

Monolith catalysts with straight, parallel channels
are particularly well suited for adiabatic reactors since
they allow for a low pressure drop and provide a high
specific outer surface area. Since monolith catalysts are
usually produced with a rectangular cross section, the
fixed bed is constructed by arranging these individual
monoliths in rows in the form of a large "box". Con-
ventional DENOX reactors for removing NO.V from
power station flue gases are therefore designed as rect-
angular chambers (Fig. 11). The catalyst is often ar-
ranged in the form of several layers in series, the spaces
between the individual layers permitting cross-mixing,
so that the influence of nonuniform flow as well as any
possible local blockage of the next layer can be com-
pensated to some extent.

Reference is made in Section 10.1.2.3 to the im-
portance of uniform flow into and through adiabatic
fixed-bed reactors. This is not easy to achieve, particu-
larly with low-pressure-loss monolith reactors, and re-
quires a careful design of the inflow hood. On account
of the low pressure loss, unfavorable flow conditions in
the outflow hood may also affect the flow behavior
through the catalyst bed.

References see page
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Figure 12. Velocity distribution in an industrially housed
automobile catalyst [14].

Figure 12 shows the velocity distribution in front of
the monolith inlet for an industrially housed automo-
bile catalyst [14]. Since the flow cannot follow the sud-
den widening of the inlet funnel, one third of the total
cross section is traversed at a velocity that is roughly
three times the mean velocity. It can be estimated that,
with uniform flow through the catalyst, half the catalyst
volume would be sufficient for the same mean conver-

sion. Bends in the feedpipe can lead to swirl-type flow
components and thus also contribute to nonuniform flow.

Purely adiabatic fixed-bed reactors are used mainly
for reactions with a small heat of reaction. Such re-
actions are primarily involved in gas purification, in
which small amounts of noxious components are con-
verted. The chambers used to remove NO* from power
station flue gases, with a catalyst volume of more than
1000 m3, are the largest industrial adiabatic reactors,
and the exhaust catalyst for internal combustion en-
gines, with a catalyst volume of ca. 1 L, the smallest.
Typical applications in the chemical industry include
the methanation of traces of CO and CO2 in NH3

synthesis gas, as well as the hydrogenation of small
amounts of unsaturated compounds in hydrocarbon
streams. The latter case requires accurate monitoring
and regulation when hydrogen is in excess, in order to
prevent complete methanation due to an uncontrolled
temperature runaway.

10.1.3.2 Multistage Reactors

In the majority of fixed-bed reactors for industrial syn-
thesis reactions, direct or indirect supply or removal of
heat in the catalyst bed is utilized to adapt the temper-
ature profile over the flow path as far as possible to the
requirements of an optimal reaction pathway. Here a
clear developmental trend can be observed.

It started with the adiabatic reactor (Fig. 13A),
which on account of the adiabatic temperature change
could only be operated to give a limited conversion.
Higher conversions were achieved at the same mean
temperature level when several adiabatic stages were
introduced, with intermediate heating or cooling after
each stage. The simplest form involves injecting hot or
cold gas between the stages (Fig. 13B). For a constant

Feed gas

Interstage
gas feed Interstage

heat
exchangers

FiRurc 13. Development or fixed-bed reae.ors. A) S.ngle-bed adiabatie packed-bed reactor; B) Adiabalie reactor with interstage gas feed
(ICI concept); C) Multibed adiabalie fixed-bed reactor wiih mierstage heat exchange.
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Figure 14. Equilibrium limitation of exothermic reactions. A) Equilibrium conversion as a function of temperature; B) Optimum reaction
rate curve; C) Improvement of conversion by multiple beds with interstage cooling.

tube diameter, the main disadvantages of this temper-
ature control strategy are cross-sectional loading,
which increases from stage to stage, and the mixing of
hot and cold streams, which is energetically unfavor-
able. The composition is changed by injection, which
can have a positive or negative effect on the desired
reaction.

The next development was the replacement of in-
jection cooling by interstage heat exchangers, through
which the required or released heat of reaction is sup-
plied or removed (Fig. 13C). More stringent require-
ments led to the development of fixed-bed reactors
where the heat exchange surface is integrated in the
fixed bed. This type of reactor will be considered in the
next section.

Adiabatic multistage fixed-bed reactors with inter-
mediate cooling or heating are nowadays used particu-
larly where the reaction proceeds selectively to give a
single product but is limited by the equilibrium con-
ditions. Intermediate cooling or heating is used to
change the gas temperature in the direction of higher
equilibrium conversion. Typical examples include the
synthesis of ammonia, sulfur trioxide, and methanol.
In these exothermic reactions the equilibrium conver-
sion to the target product decreases with increasing
temperature, as shown in Figure 14A. For a given
conversion .v, a temperature can therefore be found at
which the reaction rate to the target product becomes a
maximum. This temperature must be below the equi-
librium temperature but not so low that the reaction
becomes too slow for kinetic reasons. The points ob-
tained in this way can be joined to form an optimal
reaction rate curve (Fig. 14B).

Since, in the case of an adiabatic reaction the tem-
perature increases linearly with the achieved con-
version A.v according to the equation

&Taj = A.v (6)
PC • CPG

each adiabatic reaction pathway of an exothermic
reaction lies on a straight line of gradient AT/A.x (see

Fig. 14A). A reasonable reaction pathway for a multi-
stage adiabatic reaction can therefore be composed
of the straight lines of an adiabatic bed followed by
the vertical lines of indirect intermediate cooling
(Fig. 14C).

The kinetically optimum reaction pathway with the
smallest required catalyst volume results when the tra-
jectory follows, in a large number of small steps, the
line of maximum reaction rate. In practice, the appa-
ratus and equipment expenditure involved in a large
number of stages must be weighed up against the sav-
ings in catalyst. Conventional multistage reactors for
this class of reaction therefore have three to five stages.
Figure 15 shows the layout of an ammonia synthesis
reactor designed on this basis. For structural reasons
the heat exchanger between the inflow and outflow is
incorporated in the lowest part of the pressure casing.
The reaction gas then flows upward in the annular gap
between the pressure casing and the fixed beds. There
it is further heated and at the same time protects the
pressure-bearing structural components against exces-
sively high fixed-bed temperatures. The three adiabatic
fixed-beds are traversed from top to bottom, part of
the heat of reaction being utilized to generate steam
in the two intermediate heat exchangers. To start up
the cold reactor, hot gas must be added to the upper-
most bed, for example through an external startup
preheater.

Industrial adiabatic multistage reactors often differ
in many details from Figure 15, although they are of a
comparable basic design. For example, radially instead
of axially traversed beds can achieve a smaller pressure
loss with a more favorable structural arrangement; heat
exchange with the cold feedstock can be effected by
heat exchange surfaces integrated in the first catalyst
bed; or a cold gas quench can be used to achieve addi-
tional temperature regulation.

Modern, adiabatic multistage reactors may thus be-
come so complex that the question arises whether a

References see page 1424



1410 10 Reaction Engineering

,400%, 300 bar. 2%NH3

Stage 1
Stage 1

Stage 2

Stage 3

Fresh gas N2+3H2 (+CHJ

Circulating gas

Off-gas

Steam

Water

Steam

Water

Condensation
coolers N H 3- l l ( l u l d

Exit

Figure 15. Schematic of a multistage reactor for ammonia synthesis.

multitubular design does not represent the more favor-
able alternative. The required heat exchange surface
area in the case where heat exchange is integrated in
the fixed bed is smaller than in the case of free gas flow
on account of the positive effect of the catalyst packing.
Furthermore, it does not involve any additional pres-
sure loss, and the optimum reaction rate curve (Fig.
14B) can be better approximated by controlling the
cooling temperature profile (see Section 10.1.3.3.C)
than by a stepwise temperature reduction.

On the other hand, a multistage arrangement may
be considered for structural, operating technology, or
kinetic reasons in the following cases:

1. If, in the case of large single-train plants, subdivi-
sion into several individual items of apparatus is
necessary for reasons of transport or construction.

2. If a catalyst must be replaced in individual stages
at different times on account of different catalyst
deactivation.

3. If a gradual addition of reactant has kinetic advan-
tages compared to the total addition to the feed
(here a suitably designed intermediate heat ex-
changer ensures a uniform distribution and mixing
within the reaction gas stream).

4. If the intermediate stages are used to extract a
limiting product in the case of equilibrium-limited
reactions; an example is the intermediate absorption
of SO-i before the last stage of the SO? synthesis.

5. With reaction temperatures above 300 °C inter-
mediate cooling can still be performed directly
with boiling water, whereas in a fixed bed a high-
temperature hcat-transfcr medium must be used as
coolant (see next section).

10.1.3.3 Fixed-Bed Reactors which are Cooled or
Heated Through the Wall

The development of reactors in which the heat ex-
change surfaces are integrated in the fixed bed occurred
in parallel with the development of multistage adia-
batic reactors with intermediate heating or cooling.
Here the main aim is to supply or remove the heat of
reaction as close as possible to the reaction site.

The multitubular fixed-bed reactor (Fig. IB) consti-
tutes the oldest and still predominant representative of
this class. The catalyst packing is located in the individ-
ual tubes of the tube bundle. The heat-transfer medium
is circulated around the tube bundle and through an ex-
ternal heat exchanger, in which the heat of reaction is
supplied or removed (Fig. 16). Whereas with endother-
mic reactions circulating gas can be used as heat transfer
medium, for strongly exothermic reactions exclusively
liquid or boiling heat transfer media are used. Only in this
way can the catalyst temperature (e.g., in the case of
partial oxidations) be held in the narrow temperature
range necessary for selective reaction control.

Initially, the integration of heat exchange in the fixed
bed was utilized to ensure as isothermal a reaction as
possible, which is why reactors of the type shown in
Figure IB are also commonly termed "isothermal re-
actors". They are characterized by reaction tubes of
20-80mm internal diameter and a carefully designed
flow control of the liquid heat transfer medium, with
largely constant heat transfer conditions and maxi-
mum temperature changes of the heat transfer medium
throughout the tube bundle of a few degrees.

The latest concepts are aimed at establishing a freely
selectable (within limits) optimum temperature profile
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Figure 16. Heat transfer medium control in tube-bundle fixed-bed reactors. A) Cross flow; B) Parallel flow; C) Multiple cooling sections.

over the tube length. This requires complex heat trans-
fer medium control with several sections and temper-
ature levels (Fig. 16C).

Strongly exothermic reactions like partial oxidations
can only be carried out in fixed-bed reactors if the cat-
alyst temperature is controlled in a narrow optimal
window. This can be achieved if the following require-
ments are fulfilled:

- Large heat transfer areas must be available per
catalyst volume.

- The temperature of the heat transfer medium has to
be close to the desired catalyst temperature.

- A sufficiently large mass flow velocity of the reaction
gases has to ensure good heat transport from the
packing to the heat exchange surface.

With exothermic equilibrium reactions and endother-
mic reactions these requirements are less stringent since
these reactions cannot run away, although here it has
been recognized that a tight and uniform tempera-
ture control over the reactor cross section is also of
advantage.

A Heat Transfer Media
The second of the above requirements presupposes an
assortment of heat transfer media that covers the whole
temperature range of interest for gas-phase reactions
in fixed-bed reactors. It is convenient to distinguish
between gaseous, liquid, and vaporizing heat transfer
media. Gaseous heat transfer media in the form of hot
flue gases arc used in the temperature range above
500 °C exclusively to supply heat for endothcrmic
reactions.

Conversely, vaporizing heat transfer media are used
exclusively to remove heat from exothermic reactions.
Whereas formerly petroleum fractions such as kerosene
(e.g. in ethylenc oxide synthesis) were more widely
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Figure 17. Application ranges for common heat transfer media.

used, they have now been largely replaced by boiling
water on account of their flammability, lower heat of
vaporization, and the need to use the heat of reaction
for the production of steam in a downstream condenser/
heat exchanger. Depending on the saturated vapor
pressure, the temperature range from 100 to 310 °C
(100 bar) can be covered with boiling water. In this
range it is the preferred heat transfer medium if an
isothermal cooling temperature is required.

Locally variable cooling temperature profiles can be
established most easily with liquid heat transfer media
that do not vaporize in the intended operating range.
In order to avoid cavitation, pressurized water should
be used only up to ca. 220 °C; heat transfer oils cover
the temperature range up to 300 °C, while above this
temperature salt melts are now used exclusively in re-
action technology [4]. The temperature ranges of pos-
sible heat transfer media arc compared in Figure 17.

In addition to the thermal stability, the energy re-
quired to circulate a heat transfer medium (given as
energy per unit amount of transported heat) is an im-

Referenees see page 1424
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portant criterion of choice. This has been treated in
more detail in [4, 24]. The discussion shows that pres-
surized water is the ideal heat transfer medium up to
220 °C. For higher temperatures molten salts have re-
placed the previously more commonly used heat trans-
fer oils. Salt melts cover a larger temperature range
and have the particular advantage over oils that they
are incombustible. The potential danger of a relatively
large amount of hot salt melt obviously exists, but is
reliably dealt with by experienced reactor construction
companies. Special nitrate melts (HITEC®) can be used
in the temperature range 200-500 °C. Gradual decom-
position begins above this temperature, which can
accelerate violently above 600 °C. Access of organic
components to the melt (nitrate decomposition) and of
water (steam explosion) must be excluded [25]. New
salt melts, for example, based on carbonates, are being
developed for the temperature range of 400-800 °C. In
this case it is not so much the thermal stability of the
molten salt but rather the corrosion of the reactor
materials that presents problems.

Gases are the only heat transfer media usable over
the entire temperature range, but because of their low
density they have an unfavorable heat transport be-
havior. To achieve the same heat transfer at the same
temperature difference, the necessary pumping energy
exceeds the respective value of liquids by a factor of
100-200 [4]. They are therefore used exclusively as flue
gases to supply heat at high temperatures. However,
large temperature differences between the heat transfer
medium and the reactor wall, with possible adverse
effects on the uniformity of the heat supply, must then
be accepted.

B Design Concepts
As with adiabatic reactors, a principle task of reactor
development is to produce uniform reaction conditions
over the whole reactor cross section and maintain such
conditions during the entire operating time. This in-
volves the conditions in the catalyst packing (residence
time, catalyst concentration and activity, heat trans-
port) and in the heat transfer medium circuit (through-
put, temperature, heat transfer). When liquid or vapor-
izing heat transfer media are used, the heat transfer
coefficients arc usually one order of magnitude greater
than those on the catalyst side, which facilitates the
task as regards the heat transfer medium. On the other
hand, with strongly exothermic, selectivity-sensitive re-
actions (especially partial oxidations), a temperature
constancy of the heat-transfer medium of ca. 1 °C is
often required. This leads to a high energy requirement
for circulation and necessitates careful design and con-
trol of the heat transfer medium circuit.

Tubular reactors of the type shown in Figure 16 have
been in use longest and have been furthest developed.
In the case of a vaporizing hcat-transfcr medium an

Saturated
steam

Steam drum

Figure 18. Multitubular reactor with boiling water cooling.

arrangement as shown in Fig. 18 is generally chosen, in
which the liquid heat transfer medium surrounds the
stationary tube bundle. The rising vapor bubbles es-
cape through the ascending pipe into a vapor drum,
where they are separated from the liquid. A circulation
flow is established due to the difference in density in the
downpipe (pure liquid) and in the reactor jacket, which
means that circulating pumps are generally not re-
quired. The heat transfer medium temperature is regu-
lated via the vapor pressure through the valve in the
steam drum.

Apart from the type of multitubular reactor shown
in Figure 18, other multitubular reactors are sometimes
used in which the catalyst bed is arranged around the
tubes and the heat transfer medium flows through the
tubes (Fig. 19B). An interesting development has been
introduced by Lindc (Fig. 19A): the tube bundle is
composed of countcrwound spirals in which upwardly
flowing water is evaporated. The tubes run into a ver-
tical vapor drum located at the reactor head. The tube
bundle is connected to a central downpipe at the bot-
tom so that, as in the arrangement in Fig. 18 a natural
circulation of the evaporating water is established. Ad-
vantages in construction and in the heat transfer from
the reaction gas to the tubes of the bundle are claimed
for this design [27].

Circulation systems with parallel and crossed co-
current or countcrcurrent flow of the heat transfer
medium (Fig. 16) are commonly employed for liquid
heat transfer media. The main part of the heat transfer
medium is generally circulated with a high-capacity
pump in order to achieve uniform heat exchange con-
ditions. A partial stream is passed through a heat ex-
changer for supplying or removing the heat of reaction.
The desired heat transfer medium temperature is at-
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Figure 19. A) Design concept or the Linde isothermal reactor
for methanol synthesis: B) Cut through the lube bundle sur-
rounded by catalyst pellets (from [26]).

tained by regulating this partial stream. With exother-
mic reactions the heat exchanger is normally a steam
generator which produces saturated steam at a pressure
corresponding to a boiling point of 30-80 °C below the
minimum cooling temperature.

Apparatus construction companies specializing in
these reactors have developed a detailed and compre-
hensive know-how as regards flow control of the heat
transfer medium [28, 29]. This concerns the uniform
supply and removal of the heat transfer medium, which
generally takes place vial external annular channels, as
well as the flow control within the reactor. Some recent
publications illustrate the major differences in the be-
havior of different tube sections that can arise due to
an inadequate design and layout of the heat transfer
medium circuit [30-32].

C Reaction Control Strategies
The conversion and selectivity of the reaction can be
decisively influenced by the design and the operation of
the heat transfer circuit. The most obvious, although
technically most complex solution, is to arrange differ-
ent heat transfer circuits so as to achieve a stepwise
approximation of an optimum temperature profile. The
purposeful utilization of the temperature change of the
heat transfer medium flowing through the reactor is
technically simpler, and will be discussed here in con-
nection with cocurrent or countercurrent cooling of a
fixed-bed reactor with an exothermic reaction.

Figure 20 shows temperature profiles for three dif-
ferent ways of controlling the cooling stream in a par-
tial oxidation reaction. If the coolant is circulated
so fast that its temperature in the reactor scarcely
changes, then its flow direction is irrelevant and a tem-
perature profile with a pronounced temperature max-
imum becomes established; this is typical for strongly
exothermic reactions (Fig. 20A). If the coolant is cir-
culated in cocurrent and its velocity is chosen so that
it becomes noticeably hotter over its path, an almost
isothermal temperature behavior can be achieved (Fig.
20B). This is because the reactive gas at the inlet is in
contact with the coldest coolant and the cooling tem-
perature rises in step with the consumption of the re-
actants, so that the reaction rate remains virtually
constant over a fairly long section [33-35, 40].

The stabilizing effect of cocurrent cooling has hardly
been exploited up to now in industrial reactors. This
may be due to the fear that, at the required low flow
velocity (in the example of Fig. 20B, i;v = 0.01 m/s).
heat transfer will be inadequate and natural convection
will occur in the cooling jacket. However, u, describes
the mean coolant velocity parallel to the tube axis.
With a cross-cocurrcnt flow of the coolant, the actual
flow velocity may in fact be substantially larger, dc-

References see page 1424
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Figure 20. Influence of the coolant flow direction and flow
velocity vs on the reaction temperature profile. A) Isothermal, B)
Cocurrent flow; C) Countercurrent flow.

pending on the number of deflections, and the afore-
mentioned problems do not arise.

Compared to cocurrent flow, countercurrent flow
has a markedly destabilizing effect at low flow veloc-
ities (Fig. 20C). Since the incoming reaction mixture in
this case is in contact with the warm coolant outflow,
the maximum temperature rises to much higher values.
Countercurrent cooling can even lead to the occurrence
of multiple steady states, and in general favors the
runaway of a strongly exothermic, irreversible reaction
[36]. In contrast to heat exchange without a reaction,
countercurrent heat-transfer in reactors involving exo-
thermic reactions should therefore be chosen only in
particular cases.

The temperature control of an exothermic equilib-
rium reaction can constitute such a case. As illustrated
in Figure 14B, the optimum temperature profile should
in this case decrease with increasing conversion, i.e.,
along the tube length. On account of the equilibrium
inhibition of the reaction, it is not possible for the re-
action to run away in the front region. Countercurrent
flow of the heat transfer medium is also advantageous
for endothermic equilibrium reactions. Figure 21 shows
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Figure 21. Influence of the heating strategy on the temperature
and concentration profiles in styrene synthesis. A) Adiabatic;
B) Isothermal; C) Countercurrent heating. EB = ethylbenzene;
St = styrene.

the calculated temperature and concentration profiles
with different heating conditions in the synthesis of
styrene (dehydrogenation of ethylbcnzcne). With adia-
batic and isothermal reaction control, styrene forma-
tion decreases with increasing tube length, whereas it
remains roughly constant with countercurrent flow.

A significant advantage of nonisothcrmal control
of the heat transfer medium in cocurrent or counter-
current flow is the saving in circulation energy, since
much smaller heat transfer medium streams must be
circulated. Overall, the combination of several heat-
transfer medium circuits (Fig. 16C) and the purposeful
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Figure 22. Influence of activity profiles on the temperature profile of a strongly exothermic reaction. A) Catalyst with 66% activity in the
front section and 100% activity in the back [37]; B) Linear (broken line) and optimal catalyst activity distribution (full line) for limiting the
maximum temperature to 370 °C (simulation result); C) Experimental verification of B [38].

utilization of the temperature change of the heat trans-
fer medium in the reactor offer a wide range of possi-
bilities to establish optimum temperature profiles for a
given reaction, and of counteracting any changes in
activity that occur during the operating life of the cat-
alyst by altering the temperature profiles.

A further possibility of influencing the course of the
reaction is to use catalysts of different activities over
the reactor length. Particularly with strongly exother-
mic reactions that are liable to runaway, such as partial
oxidations, a less active eatalyst is occasionally used in
the front part of the reactor in order to avoid too high
a maximum temperature. Figure 22A illustrates the
use of two catalysts of differing activity in series. The
resulting temperature profiles have a typical double-
hump shape [37, 39]. This can be avoided if an activity
profile is established by using a continuously vary-
ing mixture of catalysts with different activities (Fig.
22B, C) [38]. In these cases the fully active entry region
(relative activity 1) is designed so that the temperature
rises to a preselected maximum value. In order to
maintain the temperature at this value, the activity in
the following region is sharply decreased and is then
raised to a relative activity of 1 as the reaction rate
drops due to the depiction of the reactants. A smooth
temperature profile can be achieved even if the opti-
mized activity profile in Figure 22B is only approxi-
mated (Fig. 22C).

The control of the maximum temperature by using
locally differing catalyst activities presents problems if
the main reaction zone moves into the region of high
catalyst activity due to changes in the operating con-
ditions. For example, in the case of Figures 22B and C,

a decrease in the throughput may already result in re-
action runaway in the short, fully active front region.
This can be counteracted by reducing the activity of
this zone.

Catalyst deactivation occurring during operation
may have more serious effects. If, for example, the
catalyst is poisoned in a front migrating from the
entrance to the rear, the main reaction zone finally
migrates to the highly active rear catalyst region, which
may lead to excessively high temperatures that can no
longer be controlled.

In general, influencing the reaction course via con-
trol of the cooling stream is more flexible than in-
corporating catalysts of different activities. Particularly
with nonisothermal control of the heat transfer media,
the reaction course can be influenced over a wide range
by means of the inflow temperature of the heat transfer
medium as well as by its volumetric flow rate [40].

10.1.3.4 Autothermal Reactors

Under autothermal operation the hot effluent of a
fixed-bed reactor is used to heat up the cold feed to the
ignition temperature of the catalytic reaction. Since
no other addition or removal of heat takes place,
autothermal operation is restricted to reaction systems
which all together are exothermic. The conventional
reactor design consists of an adiabatic packed-bed re-
actor coupled with a countercurrent heat exchanger
(Fig. 23A).

References see page N24
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Figure 23. Autothermal fixed-bed reactors with recuperative
heat exchange. Basic design and typical temperature profiles. A)
Conventional design with separate heat exchanger; B) Counter-
current fixed-bed reactor.

An important feature of autothermal operation is the
fact that the reactor is always operated in the ignited
steady state. This means that the reaction can only be
started with help of a separate preheater through which
the catalyst bed temperature is raised above the igni-
tion temperature of the reaction. During operation,
control measures must be taken to prevent the reaction
from extinction if the feed to the reactor is too lean.
Because the hot effluent is used to heat up the cold
feed, the maximum temperatures achieved under auto-
thermal operation may exceed the adiabatic temper-
ature rise (cq. 6) manifold. To prevent overheating,
autothcrmal operation is limited to reactions with a
maximal adiabatic temperature rise in the order of
300-400 K (depending upon the temperature stability
of the catalyst and the reactor construction). Therefore
autothermal operation is best suited for reactions with
a low overall exothcrmicity. Catalytic combustion or
catalytic hydrogenation of traces of organic com-
pounds arc typical examples. Unless excessive heat
transfer areas are provided in the countercurrent heat
exchanger, the design of Fig. 23A is only suited for an
adiabatic temperature rise exceeding about 150K. To
lower this limit, other designs have been conceived.

Fig. 23B shows the concept of the countercurrent
fixed-bed reactor where the catalyst is placed inside and
outside of a tube bundle that forms a countercurrent
heat exchanger for the reacting gas. One advantage
of this design is the improved heat exchange through
the catalyst packing. Another advantage stems from
the integration of heat exchange and reaction within
the reactor as compared to its separation in Fig. 23A.
This can be seen from the temperature profiles for a
single irreversible reaction in Fig 23. As long as the
temperature is below the ignition temperature of the
catalytic reaction the slope of the temperature profiles
in the heat exchange section is the same in both designs
(provided the heat transfer parameters are identical). If
the temperature of the incoming gas exceeds the igni-
tion temperature, the reaction will start immediately in
the countercurrent reactor. If the activation energy is
sufficiently high the temperature will increase rapidly
and the reaction will be completed after a short dis-
tance. In a limiting case the heat exchange over the re-
action front can be neglected and the maximum tem-
perature reached can be estimated from the ignition
temperature plus the adiabatic temperature rise. This
is of course only a rough estimate since neither is the
ignition temperature a properly defined quantity nor
is the influence of the heat exchange over the length
of the reaction front really negligible. The estimate is
however sufficient to get a reasonable picture of the
main differences between the two types of autothermal
reactors.

The countercurrent fixed-bed reactor is obviously
self-adaptive in that it establishes the necessary tem-
perature level for the respective reaction, whereas in the
standard type the temperature level is directly propor-
tional to the slope of the temperature front in the heat
exchanger section, dT/dz, which in turn is proportional
to the adiabatic temperature rise ATacj.

dT_
It

G-.CpG
• + G:cpG -

(7)

Therefore considerably higher maximum temperatures
arc obtained in the conventional design if the feed con-
centration (the adiabatic temperature rise) increases.
This is shown qualitatively for a doubling of ATa,i in
Fig. 23 (dashed lines).

A completely different design of an autothermal re-
actor has been proposed and developed by Boreskov
and Matros [41-43]. Fig. 24A gives a sketch of the
basic concept, showing an adiabatic fixed bed reactor
with feed/exit tubes and two valves for periodic flow
reversal. Before start of operation the fixed bed has
again to be heated above the ignition temperature of
the catalytic reaction. If the reactor is then fed with
cold feed from one side the cold feed gas is heated up
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Figure 24. Autothermal reaction control with direct (regenerative) heat exchange for an irreversible reaction [14]. A) Basic arrangement;
B) Local concentration and temperature profiles prior to flow reversal in steady state; C) Variation of outlet temperature with time in
steady state.

by the hot catalyst and the catalyst is cooled down
simultaneously by the cold feed. A temperature front
develops and moves into the packed bed. In this front
the gas is heated up and reacts. After a certain period
the direction of flow is reversed via the valves and the
temperature front is pushed back. In the cyclic steady
state a hot plateau in the middle of the packed bed thus
moves up and down, while the exit and inlet sections of
the packed bed serve as regenerative heat exchangers.
Since the reactor is adiabatic, the heat of reaction can
only be removed with the leaving gas and the gas exit
temperature shows a saw-tooth-like variation in time
(Fig. 24C). From an overall energy balance it is ob-
vious that the integral of the exit temperature over time
must exceed the feed temperature just by the adiabatic
temperature rise ATaj.

It is interesting to note that in the limit of rapid flow
reversal the reverse flow reactor and the countercurrcnt
fixed-bed reactor show completely similar temperature
and conversion profiles [44]. This can be understood
with the help of Fig. 25: With rapid flow reversal the
catalyst temperature will remain constant due to the
large heat capacity of the packing while the gas tem-
perature will be below the catalyst temperature in the
respective feed section and above in the exit section
(Fig. 25B). This behavior is completely similar to that
of a countercurrcnt fixed-bed reactor, where the cata-
lyst is placed at the separating walls between the up
and down flowing gas (Fig. 25C). It only has to be
considered that instead of pushing the reacting gas for
a short period in one and for another period in the
other direction, now half of the mass flow will go per-

manently in one and the second half in the other
direction. Since it is much easier to solve the steady
state model of the countercurrent fixed-bed reactor
than the dynamic model of the reverse flow reactor, the
analogy can be used for rapid design calculations for
the reverse flow reactor [14]. Moreover, the simple de-
sign approximation using the slope of the temperature
front and the maximum temperature estimated from
the ignition temperature and the adiabatic temperature
rise (Fig. 25D) helps to understand the basic features of
both reactors [44].

The obvious advantage of the reverse flow reactor
over the countercurrent fixed-bed reactor is the simple
form of the adiabatic packed bed and the excellent
efficiency of the regenerative heat exchange. Reactions
with an adiabatic temperature rise as low as 10 K can
be run autothcrmally in a properly designed fixed bed.
It is therefore presently a favorite design for the cata-
lytic oxidation of traces of combustible components in
exhaust air. Its prime disadvantage is the unsteady
mode of operation and the necessity to switch large gas
streams periodically. In the basic design of Fig. 24 un-
rcactcd gas in the entrance hood and the preheating
section of the packed bed is flushed into the exit with
every flow reversal. To avoid this breakthrough most
commercial air purification units use a three-bed design
(Fig. 26B), where one bed is purged with clean air.

In addition to the standard design, a number of mod-
ifications have been proposed and applied (sec also
Section 10.4). As explained in Section 10.1.3.1, large

References see page 1424
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Figure 25. Equivalence of operation with periodical flow re
versal and countercurrent heat exchange A) Fixed-bed reactor
with periodic flow reversal, B) Temperature profiles with rapid
flow reversal, C) Countercurrent reactor with catalyst at the wall
D) Schematic concentration and temperature profiles in both re-
actors [14]

adiabatic packed beds are preferably designed as
radial-flow reactors to avoid excessive pressure drop
with increasing bed height In the radial flow design
depicted in Fig 26A, the hot region in the middle in-
sulates itself against heat losses This design can easily
be extended to a three-bed arrangement Also designs
with rotating fixed beds similar to the Ljungstrom heat
exchanger design have been proposed and tested [14]
This offers a possibility of a continuous, valveless op-
eration at the expense of rotating seals at the cold end
of the rotating fixed bed

Typical applications for exhaust air purification are
characterized by rapid concentration changes An effi-
cient control strategy must prevent the reaction from
extinction during times of low concentrations and the
catalyst from overheating and sintering during times of

Feed Exit

Feed
Exit

Purge

Figure 26. Alternative arrangements for autothermal reactor
design with periodic flow reversal A) Radial-flow concept B)
Multiple-bed arrangement

rich feed Several possibilities to achieve this goal have
been discussed in [45]

Aside from air purification autothermal operation
has been proposed and demonstrated for a number of
exothermic synthesis reactions with equilibrium limita-
tions like the methanol, the ammonia and the sulphur
tnoxide synthesis (see also Section A 10 4 and refer-
ences therein) An example calculation for the meth-
anol synthesis in a reverse flow reactor is given in Fig
27 from Ref [46] Here the decreasing temperature
profile in the exit section of the reactor leads to an
increased equilibrium conversion over that obtained
adiabatically (Fig 27A, B) As can be seen from the
temperature conversion plot (Fig 27C) the reaction
path swings around the locus of optimal reaction rate
as defined in Fig 14, but a two-stage adiabatic reactor
with interstage cooling will still lead to higher con-
version Another disadvantage can be seen in the fact
that in autothermal operation the heat of reaction can
only be used to preheat the feed, whereas the reactor
concepts shown in Figs 16, 18 and 19 allow for the
additional production of steam Purely autothermal
concepts for the above mentioned bulk chemicals will
therefore probably be restricted to sites where simple
reactor operation without waste heat utilization is re-
quired A countercurrent methanol reactor concept de-
veloped by ICI ("ICI tube-cooled converter", [47]) is
an example
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Interesting aspects of autothermal reactor operation
arise if an endothermic synthesis reaction is coupled
with an exothermic reaction in such a way that the
combination is weakly exothermic An example has
been given by Amoco for the oxidative steam reform-
ing of methane [48] The application to styrene synthe-
sis has so far been limited to simulation studies (see [49]
and references therein)

10.1.3.5 Multifunctional Reactors

The provision of the right amounts of educts at the re-
action site, the establishment and the maintenance of
the adequate reaction conditions and the in-time re-
moval of the reaction products are tasks that are not
necessarily solved optimally in standard fixed-bed re-
actor configurations Novel designs to improve the in-
teraction of transport and reaction have therefore at-
tracted considerable interest in recent years They can
be placed under the heading "multifunctional reactors"
[50-52]

Whereas the unit operation concept of chemical en-
gineering asks for a clear separation of educt prepara-
tion, chemical reaction and product separation in dif-
ferent units, it is obvious that better conversion and
selectivity might be achieved if educts are added at the
required amount and intermediates or products arc
withdrawn from the place of reaction immediately
Two genera! alternatives arc presently under discussion
to achieve this goal, membrane methods and sorptive
methods The basic difference is that membrane

methods allow for a continuous addition or removal
of components through a semipermeable wall whereas
sorptive methods are essentially dynamic, in that they
provide a limited storage capacity for some compo-
nents if a suitable adsorbent is placed near the site of
the catalytic reaction Sorptive methods will be briefly
discussed in Section 10 4 A few examples of membrane
methods together with their possible potential will be
treated subsequently For a more detailed discussion of
the current state see Refs [53, 54]

An obvious application of selective membranes in
chemical reaction engineering is the product removal in
case of an equilibrium limited reaction in order to ob-
tain total conversion This can be achieved by placing
catalytically inert membranes in the fixed bed reactor
as shown in Fig 28 for the test case of cyclohexane
dehydrogenation by ltoh [55] If a microporous mem
brane was used, H2 could be extracted preferentially
and twice the equilibrium conversion was obtained
(Fig 28A) Of course total conversion is impossible
under these conditions since-due to Graham's law
[57]-the diffusivity of H2 is only six times bigger than
that of benzene or cyclohcxenc A nonporous palla-
dium membrane, however, allows for exclusive per
meation of H2 so that total conversion can be ap-
proached (Fig 28B) If in addition oxygen is added to
the permeate side of the membrane, hydrogen is 1m
mediately oxidi/cd to HiO so that its partial pressure
is essentially ?cro in the permeate and only a small
amount of purge gas on the permeate side is required to
obtain total conversion As an interesting side effect
the heat of hydrogen combustion more than tompen-
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Figure 29. Concentration profiles across catalytic membranes
for two different reactions with no (a, c) and with (b, d) optimal
permeate flux (from [56]).

sates for the heat of the endothermic dehydrogenation.
This example therefore closely approaches the goal of
providing optimal conditions at the site of the reaction.

The main problem with the integration of inert
membranes in fixed bed reactors is the membrane itself.
It has to be sufficiently stable against thermal and
mechanical stress, inexpensive and of high selectivity
and permeability. At present, Pd-based alloys are the
only sufficiently temperature stable and permselective
membranes for hydrogen permeation. Since permea-
tion through homogeneous membranes is a rather slow
process, large membrane areas are required for rea-
sonable production quantities.

The ultimate design of an inert membrane reactor
would consist of well chosen crack free zeolite film
membranes. The difficulties in this case are even more
deterrent for industrial scale reactors since only a small
number of holes or cracks would ruin the potential
advantages of the design.

The conditions are substantially more favorable for
the microporous catalytic membrane reactor concept.
In this case the membrane wall consists of catalyti-
cally active, microporous material. If a simple reaction
A -> B takes place and no permeate is withdrawn, the
concentration profiles arc identical to those in a cata-
lyst slab (Fig. 29a). By purging the permeate side with
an inert gas or by applying a small total pressure dif-
ference, a permeate with a composition similar to that
in the center of the catalyst pellet can be obtained (Fig.
29b). In this case almost 100% conversion over a re-
action length of only a few millimeters is possible. The
advantages are even more pronounced, if a selectivity-
limited reaction is considered. This is shown with the
simple consecutive reaction A -> B ->C where B is the
desired product. Pore diffusion reduces the yield of B
since in a catalyst slab B has to diffuse backwards from
the place where it was formed, thereby being partly
converted to C (Fig. 29c). This is the reason why in
practice rapid consecutive reactions like partial oxida-
tions are often run in pellets composed of a thin shell of
active catalyst on an inert support [30].

In a catalytic membrane reactor the pressure differ-
ence between feed and permeate could be adjusted such
that high selectivity and high conversion in a once
through process is obtained (Fig. 29d). The amount of
catalyst necessary and the required residence time of
the gas would be less than in conventional fixed bed
reactors since the diffusional resistance is overcome by
the external pressure gradient. The above advant-
ages are already partly exploited by the use of macro-
porous catalyst pellets, mentioned in Section 10.1.2.3
[19, 20].

Porous catalytic membrane reactors offer the addi-
tional advantage to feed reactants separately from dif-
ferent sides of the membrane [58]. This is shown sche-
metically for the reaction A -» B -> C in Fig. 30a. If the
reaction is fast enough, none of the educts will break
through the membrane to the other side. By applying a
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Figure 30. Concentration profiles across a catalytic membrane for A + B -»C. and separate feed of A and B. adopted from Sevot et a I
[58]. a) without and b) with convective flux through the membrane
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pressure difference between both sides it is even possi-
ble to drive the product C to either side (Fig. 30b).

One major disadvantage of catalytic membrane re-
actors is the fact that so far no convincing large scale
concepts have been proposed. This concerns both the
implementation of large membrane areas necessary for
the production of bulk chemicals within a chemical re-
actor and its combination with devices for the addition
or removal of the required heat of reaction. Membrane
reactor concepts are therefore presently limited to lab
scale investigations while the above mentioned sorptive
methods seem closer to a large scale realization.

10.1.4 Parametric Sensitivity, Runaway and
Safety of Fixed-Bed Reactors

The operational stability of fixed-bed reactors with
strongly exothermic reactions against thermal runaway
has been studied in great detail since the early 1970s.
The numerous publications could give the impression
that this is a particularly critical reactor type with a
large potential risk. In fact, the opposite is true. Com-
pared to a liquid-phase reactor of the same size, a
fixed-bed reactor with a gas-phase reaction contains a
mass of reactants several orders of magnitude smaller.
There is therefore no danger of a rapid decomposition
of a large mass of reactants, accumulated in the re-
actor, especially as the heat capacity of the catalyst
mass additionally damps the uncontrolled temperature
rise.
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Figure 31. Parametric sensitivity of a partial oxidation reaction
in a fixed-bed reactor of typical dimensions as a function of the
coolant temperature Tc with T(z = 0) = Tc. A) Temperature
profile over reaction length (main reaction only); B) Temperature
profile including total oxidation as side reaction; C) Maximum
temperature 7"max and yields as a function of coolant temperature
Tc in case B; D) 7"max as a function of Tc for both cases.

10.1.4.1 Runaway

Nevertheless, instabilities can arise in fixed-bed re-
actors, particularly with strongly exothermic reactions,
and can lead to excess temperatures that can damage
the catalyst and the reactor construction materials.
Several causes for this behavior have been identified
[4] but colloquially they are all considered under the
heading "runaway".

In fixed-bed reactors, runaway usually occurs under
operating conditions of high parametric sensitivity,
where small changes in the operating parameters can
lead to large changes in the maximum temperature and
yield. The reason is the exponential dependence of the
reaction rate on temperature (Arrhcnius law). Figure
31 shows calculated temperature profiles for partial
oxidation in a wall-cooled fixed-bed reactor tube of
typical dimensions. In Figure 31A only the main re-
action is considered, while in Figure 31B the total
combustion to CO2 and water is additionally taken
into account. Both cases are almost identical up to
coolant temperatures of 33 °C. Since considerably more

heat is liberated in the total combustion than in the
desired main reaction, the sensitivity is increased sub-
stantially as soon as the ignition temperature of the
second reaction is exceeded.

As a measure of the parametric sensitivity. Figure
31C shows the change in maximum temperature vs. the
cooling temperature for case B. The sensitivity is only
moderate at low cooling temperatures, whereas above
Tc = 343 °C small changes in Tc -and also in other
parameters such as throughput, feed concentration, or
pressure-lead to large changes in reactor behavior. In
fact under the conditions considered a new steady state
is approached if the coolant temperature is raised above
Tc = 344 °C. This means that the maximum temper-
ature remains at an upper value even if the coolant tem-
perature is decreased below Tc = 300 °C.

Due to the unavoidable differences between individ-
ual tubes, multitubular reactors cannot be operated in
the range of high parametric sensitivity. In the case
considered the cooling temperature must be lowered
below ca. 340 C, and the tubes made longer to give a
good conversion. This example emphasizes the re-
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quirement discussed in Section 10.1.3.3 for making the
conditions in the tubes of the tube bundle and in the
cooling circuit as uniform as possible to avoid pre-
mature runaway reaction in individual tubes.

In the literature there are numerous runaway criteria
with which operating ranges of high parametric sensi-
tivity can be precalculated for known reaction kinetics
[16, 59, 60]. In practice, however, these parameters are
of only limited importance because they rarely take
into account the peculiarities of individual cases. Sen-
sitive reactions such as partial oxidation and partial
hydrogenation are therefore generally tested in single-
tube reactors of the same dimensions as those in the
subsequent multitubular reactor. This allows the range
of parametric sensitivity to be determined directly. Re-
calculation of the results for other tube diameters is
only possible to a limited extent due to the uncertainties
in the quantification of the heat transfer parameters
(see Section 10.1.2.4).

A fixed-bed reactor can enter the region of high
parametric sensitivity through changes in the catalyst
properties or operating conditions. Rapid changes in
feed temperature, feed concentration or throughput
may induce migrating reaction zones which can lead to
transient excess temperatures, a phenomenon treated
under the heading "wrong-way behavior" (see Section
10.4 and Ref. [61]).

Initially a few particularly sensitive tubes of the
bundle will run away, i.e., the reaction changes, for
example, from a selective partial oxidation to a total
combustion, and the temperature rises rapidly. In a
multitubular reactor with thousands of tubes every
tube cannot be equipped with temperature profile mea-
surements; it is therefore likely that this runaway will
remain undetected, especially if it involves only a few
tubes. Although temperatures above 1000 °C can often
be reached in the catalyst during such runaways, there
is no safety risk, provided the tube is surrounded by a
liquid heat-transfer medium. Because of the good heat
transfer to the fluid the tube temperature remains close
to that of the heat-transfer medium, and melting of the
tube does not occur.

The most reliable method of detecting a runaway is
online analysis of a product formed in the runaway re-
action. For example, CO2 can be monitored in the off-
gas during the runaway-sensitive synthesis of ethylene
oxide. If its concentration increases above a specified
limit, the reactor must be shut down, purged with ni-
trogen, and for a certain period cooled to a lower tem-
perature before operation is recommenced.

10.1.4.2 Safety Aspects

Because of the small mass storage capacity compared
to liquid-phase reactors, the danger of a sudden re-

action of accumulated reactants in gas-phase fixed-bed
reactors is low. Leaving out the peculiarities of indi-
vidual cases, the following safety risks can be assumed
for fixed-bed reactors:

1. Leaks which result in the release of large amounts of
gas or vapor and the formation of explosive clouds,

2. leaks resulting in release of large amounts of liquid
heat transfer media (oils, salt melts),

3. occurrence of ignitable or decomposable gas mix-
tures in the reactor,

4. melting of the reactor due to a runaway reaction.

The safety aspects of liquid heat transfer media are
discussed in Section 10.1.3.3A. Ignitable gas mixtures
can arise particularly during partial oxidation reactions.
They are especially critical where large packing-free
volumes are present. This is the case in the inflow and
outflow hoods of the reactor, while in the reactor tubes
the catalyst packing dampens the propagation of a
flame front due to its heat capacity. Complete avoid-
ance of ignitable mixture is generally not possible in
partial oxidations because at least during mixing of the
gas streams prior to the reactor the ignition limit is ex-
ceeded locally. Nevertheless, in the past, operation of
fixed-bed reactors with ignitable mixtures was avoided,
either by dilution with inert gas or by operating in
the nonstoichiometric range. The former requires ad-
ditional efforts for heating, cooling, and separation of
the inert gas, while the latter gives only low conversions
of the reactants in a single pass. New developments in
partial oxidation therefore aim for stoichiometric op-
eration in the ignitable range [62]. A prerequisite for
this is pressure-resistant construction with check valves
and flame barriers so a possible ignition is confined to
the interior of the reactor.

Melting of reactor tubes during runaway reaction is
only to be feared in multitubular reactors if the re-
spective tube is not surrounded by liquid heat transfer
medium. Thus, appropriate design must ensure that
running dry of reactor tubes cannot occur. In the
case of corrosive reaction gases, provision for the de-
tection of leaks causes by corrosion must be made,
particularly when pressurized or boiling water is used
as coolant.

10.1.5 Conclusions

The different industrially established fixed-bed reactor
configurations of the adiabatic, the multistage and the
multitubular reactor types represent a mature and ver-
satile class of reactors for heterogeneously catalyzed
gas phase reactions. Companies specialized in their

References see page 1424
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construction offer a wide variety of different designs to
meet specific requirements of operation and temper-
ature control including operation above the explosion
limit of the gas mixture. Only in case of rapid catalyst
deactivation other reactor concepts like fluidized-bed
reactors (see Section 10.2) are mandatory.

In addition to the well-established fixed-bed reactor
configurations mentioned above, new concepts are be-
ing discussed where specific features like educt addi-
tion and selective product removal are integrated in
the fixed bed. From these "multifunctional reactors",
autothermal reactor concepts where the heat exchange
between the cold feed and the hot effluent is integrated
in the fixed-bed have already been established in in-
dustrial practice.

Sorptive reactor concepts where periodic operation
is used to temporarily store or remove educts or prod-
ucts in the fixed bed can be considered close to in-
dustrial realization, whereas membrane reactor con-
cepts with permselective inert or catalytically active
microporous membranes are still at the laboratory
stage. They promise the highest potential for a further
improvement of catalytic reactor technology and pres-
ent the biggest challenges [54].

10.1.6 List of Symbols:

A cross sectional area, m2

ap specific outer surface area of catalyst, m2 /m3

packing
av specific wall surface, m2 /m3

c molar concentration, mol/m3

co feed concentration, mol/m3

CPG specific heat capacity of gas, kJ k g ' 1 K '
d channel width, m
d, inner particle diameter, m
do outer particle diameter, m
dp catalyst particle diameter, m
dh hydraulic diameter (<4 = 4 A/U), m
/ Fanning friction factor
f\ 2 Ergun coefficients (eqs. 3, 4, 5)
G: mass-flow velocity, kgm~ 2 s~ '
/ particle length, m
L length of catalyst bed, m
Nu Nusselt number
T temperature, K.
To feed gas temperature, °C
U circumference, m
Uc gas flow rate, mol/s
o°A purge gas flow rate, mol/s
I>G intcrparticle velocity, m/s
v, coolant (salt melt) velocity m/s
x conversion
z space coordinate, m
Z/ reactor length, m

Ap

Ax
//
XG
Xs

Xr

p
pG

wall heat transfer coefficient, Wm~2 K"1

void fraction, m3 free space/m3 packing
reaction enthalpy, kJ/mol
pressure drop, N/m 2

adiabatic temperature change, K
molar conversion, mol/mol
dynamic viscosity, Nsm~2

axial thermal conductivity of the gas, Wm ' K '
axial thermal conductivity of the solid phase,
Wm- 1 K"1

effective radial thermal conductivity, Wm ' K '
density, kg/m3

gas density, kg/m3

pressure drop coefficient
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10.2 Fluidized-Bed Reactors
J. WERTHER AND H. SCHOENFELDER

10.2.1 Introduction

10.2.1.1 The Fluidization Principle

In fluidization an initially stationary bed of solid par-
ticles is brought to a "fluidized" state by an upward
stream of gas or liquid as soon as the volume flow rate
of the fluid exceeds a certain limiting value Vm{ (where
mf denotes minimum fluidization). In the fluidized bed,
the particles are held suspended by the fluid stream; the
pressure drop A/% of the fluid on passing through the
fluidized bed is equal to the weight of the solids minus
the buoyancy, divided by the cross-sectional area At, of
the fluidized-bed vessel (Fig. 1):

AA/»(b =
AtxHx{l-e)x ( p s - p f ) xg

(1)

In eq 1 the porosity £ of the fluidized bed is the void
volume of the fluidized bed (volume of interstices be-
tween grains, not including any pore volume in the in-
terior of the particles) divided by the total bed volume,
p% is the apparent density of the solid, and H is the
height of the fluidized bed.

In many respects, the fluidized bed behaves as a
liquid: The bed can be stirred; objects of greater speci-
fic gravity sink, whereas those of lower specific gravity
float; if the vessel is tilted, the bed surface resumes a
horizontal position; if two adjacent fluidized beds with
different bed heights are connected to each other, the
heights become equal; and the fluidized bed flows out
like a liquid through a lateral opening. Particularly
advantageous features of the fluidized bed for use as a
reactor are excellent gas-solid contact in the bed, good
gas-particle heat and mass transfer, and high bed-wall
and bed-internals heat-transfer coefficients.

The fluidization principle was first used on an
industrial scale in 1922 for the gasification of fine-
grained coal [1]. Since then, fluidized beds have been
applied in many industrially important processes. The
present spectrum of applications extends from a num-
ber of physical processes, such as cooling-heating,
drying, sublimation desublimation, adsorption-dc-
sorption, coating, and granulation, to many hetero-
geneous catalytic gas-phase reactions as well as non-
catalytic reactions.

What follows is a survey of the fluid-mechanical
principles of fluidization technology, gas and solid
mixing, gas solid contact in the fluidized bed, typical
industrial applications, and approaches to modeling
fluidized-bed reactors. Further information is given in

Figure 1. Pressure drop in flow through packed and fluidized
beds.

textbooks [2] and monographs [3, 4]. Summary treat-
ments can also be found in [5-13]. Other useful liter-
ature includes reports of the Engineering Foundation
Conferences on Fluidization [14-16] and the Circulat-
ing Fluidized-Bed Conferences [17-19].

10.2.1.2 Forms of Fluidized Beds

As the volume flow rate V or the superficial velocity
u = V/At of the fluid increases beyond the value Kmf

or «mf (Fig. 2(A)) corresponding to the minimum flu-
idization point, one of two things happens: in fluid-
ization with a liquid, the bed begins to expand uni-
formly; in fluidization with a gas - a process of greater
industrial importance and the one discussed almost ex-
clusively in the following material - virtually solids-
free gas bubbles begin to form (Fig. 2(B)). The local
mean bubble size increases rapidly with increasing
height above the grid because of coalescence of the
bubbles. If the bed vessel is sufficiently narrow and
high, the bubbles ultimately fill the entire cross-section
and pass through the bed as a series of gas slugs (Fig
2(C)). As the gas velocity increases further, more and
more solids are carried out of the bed, the original,
sharply defined surface of the bed disappears, and the
solids concentration begins to decrease continuously
with increasing height. To achieve steady-state oper-
ation of such a turbulent fluidized bed (Fig. 2(D)),
solids entrained in the fluidizing gas must be collected
and returned to the bed. The simplest way to do this is
with a cyclone integrated into the bed vessel and a
standpipe dipping into the bed. A further increase in
gas velocity finally leads to the circulating fluidized bed
(Fig. 2(E)), which is characterized by a much lower
average solids concentration than the previous systems.
The high solids entrainment requires an efficient ex-
ternal solids recycle system with a specially designed
pressure seal (shown as a siphon in Fig. 2( E)).
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Figure 2. Forms of gas-solids fluidized beds.

10.2.1.3 Advantages and Disadvantages of the
Fluidized-Bed Reactor

The major advantages of the (gas-solid) fluidized bed
as a reaction system include:

(i) Easy handling and transport of solids due to the
liquid-like behavior of the fluidized bed.

(ii) Uniform temperature distribution due to intensive
solids mixing (no hot spots even with strongly
exothermic reactions).

(iii) Large solid-gas exchange area by virtue of small
solids grain size.

(iv) High heat-transfer coefficients between bed and
immersed heating or cooling surfaces.

(v) Uniform (solid) product in batchwise process be-
cause of intensive solids mixing.

Set against these advantages are the following dis-
advantages:

(i) Expensive solids separation or gas purification
equipment required because of solids entrainment
by fluidizing gas.

(ii) As a consequence of high solids mixing rate,
backmixing of gas and resulting lower conversion.

(iii) In catalytic reactions, undesircd bypass or broad-
ening of residence-time distribution for reaction
gas due to bubble development.

(iv) Erosion of internals and attrition of solids (espe-
cially significant with catalysts), resulting from
high solids velocities.

(v) Possibility of defluidization due to agglomeration
of solids.

(vi) Gas-solid countercurrent motion possible only in
multistage equipment,

(vii) Difficulty in scaling up.

Table 1 compares the fluidized-bed reactor with al-
ternative gas-solid reaction systems, i.e. fixed-bed,
moving-bed, and entrained-flow reactors.

10.2.2 Fluid-Mechanical Principles

10.2.2.1 Minimum Fluidization Velocity

The minimum fluidization point, which marks the
boundary between the fixed- and the fluidized-bed
conditions, can be determined by measuring the pres-
sure drop Ap across the bed as a function of volume
flow rate V (Fig. I). Measurements should always be
performed with decreasing gas velocity, by starting in
the fluidized condition. Only for very narrow particle-
size distributions, however, docs a sharply defined
minimum fluidization point occur. The broad size dis-
tributions commonly encountered in practice exhibit
a blurred range; conventionally, the minimum fluidiza-
tion point is defined as the intersection of the extra-
polated fixed-bed characteristic with the line of con-
stant bed pressure drop typical of the fluidized bed
(Fig. 1).

The measurement technique already contains the
possibility of calculating the minimum fluidization
velocity wmf. The pressure drop in flow through the
polydispcrse fixed bed at the point M = wmf, given for
example by the Ergun relation [20], is set equal to the

References .see page 1442
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Table 1. Comparison of gas-solid reaction systems [2, 12].

Characterics Fixed bed Moving bed Fluidized bed Entrained flow

Suitability for heteroge-
neous catalytic gas-
phase reactions

Temperature
distribution

Heat supply and
removal, heat
exchange

Particle size

only for catalyst that is
deactivated very
slowly

catalyst attrition
negligible

plug flow of gas ensures high gas conversion

can also be used with catalyst that is rapidly deactivated

catalyst attrition may be critical, depending on operating conditions

danger of hot spots with
exothermic reactions

poor heat exchange;
heat transport limits
scale-up

large pellets
( « 8-20 mm), as
uniform as possible;
no fines

temperature gradients
can be held within
limits by virtue of
high solids circulation
and high gas
throughput

poor heat exchange; due
to high heat capacity
of solids; transport
of large quantities of
heat by way of
circulating solids

medium size
(«2-6mm) and
uniform; no fines

backmixing of gas due
to mixing motion of
solids and bubble-gas
bypass lead to lower
conversion

high solids mixing
ensures uniform
temperature distribu-
tion in bed; temper-
ature control by heat
exchangers immersed
in bed or by admis-
sion and removal of
solids

very efficient heat
exchange; good heat
transport by solids

broad particle-size dis-
tribution («0.02-
6 mm); high fines
content acceptable

gas in virtually plug
flow; high conversion
possible

axial temperature
gradients can be held
within limits by high
solids circulation

properties intermediate
between fluidized bed
and moving bed

fine (0.02-0.5 mm), with
narrow particle size
distribution

fluidized-bed pressure drop given by eq 1. From the
Ergun relation

- / = 4.17 xSl x ^ ~£' r\xu + 0.29

x Sv x — j — x p{u
2

£

it follows

Wmf = 7.14(1 -Em()vxSv

II +0.067 Ps - Pf) x 9
Si?

Accordingly, to calculate umr, the characteristics of
the gas (pf,f/), the density ps of the particles, the po-
rosity £mf of the bed at minimum fluidization, and the
volume-specific surface area Sv of the solids must be
known. The specific surface area defined by

surface area of all particles in the bed
v ~~ volume of all particles in the bed

(this takes into account only the external area, which
governs hydraulic resistance, not the pore surface area
as in porous catalysts) cannot be determined very ex-

actly in practice. Hence Mmf should not be calculated on
the basis of the measured particle-size distribution of a
representative sample of the bed solids; instead, it is
better measured directly. Equation 2 can be employed
advantageously to calculate wmf in an industrial-scale
process on the basis of minimum fluidization velocities
measured in the laboratory under ambient conditions
[21].

An equation from Wen and Yu [22] can be used for
approximate calculations:

where

and

f = 33.7(v/l +3.6 x 10"5 x Ar - 1) (3)

(4)

p(

(5)

Here the Sauter diameter calculated from the mass-
density distribution q^(d) of the particle diameters

£
(6)

x del
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Figure 3. Geldart diagram (boundaries according to Molerus
[24]).

should be used for the characteristic particle diameter

10.2.2.2 Fluidization Properties of Typical Bed
Solids

In fluidization with gases, solids display characteristic
differences in behavior that can also affect the operat-
ing characteristics of fluidized-bed reactors. Geldart
has proposed an empirically based classification of
solids into four groups (A to D) by fluidization behav-
ior [23]. The parameters employed are those crucial
for fluidization properties: the mean particle diameter
(dp) and the density difference (ps — p() between solid
and fluid. Figure 3 shows the Geldart diagram with
the interclass boundaries theoretically established by
Molerus [24].

Solids of group C are very fine-grained, cohesive
powders (e.g. flour, fines from cyclones, and electro-
static filters) that virtually cannot be fluidized without
fluidization aids. The adhesion forces between particles
are stronger than the forces that the fluid can exert on
the particles. Gas flow through the bed forms channels
extending from the grid to the top of the bed, and the
pressure drop across the bed is lower than the value
from eq 1. Fluidization properties can be improved by
the use of mechanical equipment (agitators, vibrators)
or flowability additives such as Aerosil.

Solids of group A have small particle diameters
(s: 0.1 mm) or low bulk densities; this class includes
catalysts used, for example, in the fluidized-bed cata-
lytic cracker. As the gas velocity u increases beyond the
minimum fluidization point, the bed of such a solid first
expands uniformly until bubble formation sets in at
u = j<mb > ;<mr. The bubbles grow by coalescence but
break up again after passing a certain size. At a con-
siderable height above the gas distributor grid, a dy-
namic equilibrium is formed between bubble growth

and breakup. If the gas flow is cut off abruptly, the gas
storage capacity of the fluidized suspension causes the
bed to collapse rather slowly.

Group B solids have moderate particle sizes and
densities. Typical representatives of this group are
sands with mean particle diameters between 0.06 mm
and 0.5 mm. Bubble formation begins immediately
above the minimum fluidization point. The bubbles
grow by coalescence, and growth is not limited by
bubble splitting. When the gas flow is cut off abruptly,
the bed collapses quickly.

Group D includes solids with large particle diame-
ters or high bulk densities; examples are sands with
average particle diameters greater than 0.5 mm. Bub-
bles begin to form just above the minimum fluidization
point, but the character of bubble flow is markedly
different from that in group B solids: group D solids
are characterized by the formation of "slow" bubbles.
On sudden stoppage of the gas flow, the bed also col-
lapses suddenly.

10.2.2.3 Gas Distribution

Gas distribution devices must satisfy the following
requirements:

(i) Ensure uniform fluidization over the entire cross-
section of the bed (especially important for shal-
low beds).

(ii) Provide complete fluidization of the bed without
dead spots where, for example, deposits can form.

(iii) Maintain a constant pressure drop over long op-
eration periods (outlet holes must not become
clogged).

Often, the gas distributor design must also prevent sol-
ids from raining through the grid both during oper-
ation and after the bed has been shut off. Porous plates
of glass, ceramics, metal, or plastic are commonly used
as gas distributors in laboratory apparatus; a variety of
designs are used in pilot plant and full-scale fluidized-
bed reactors (see Fig. 4). Many more designs can be
found, for example in Ref. 2.

The principal requirement - that of a uniform dis-
tribution of fluidizing gas over the bed cross-section -
can be met if the pressure drop A/>a across the gas dis-
tribution grid is large enough. Suggested values for the
ratio A/\i:A/>n, arc 0.1-0.3 (with a minimum A/JJ of
3.5kPa) [25], 0.2-0.4 [26], > 0.15 [2], and > 0.3 [27].

In the operation of fluidized-bed reactors, the qua-
dratic response (A/>d oc ir) of industrial gas distributor
designs must be kept in mind, because even if the fluidi-
zation velocity is lowered only slightly, an unacccpt-

References see page 1442
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Figure 4. Industrial gas distributors: (A) perforated plate; (B)
nozzle plate; (C) bubble-cap plate.

ably low pressure drop across the gas distributor may
occur.

10.2.2.4 Gas Jets in Fluidized Beds

Gas jets can form at the outlet openings of industrial
gas distributors and also where gaseous reactants are
admitted directly into the fluidized bed. A knowledge
of the geometry of such jets, in particular the depth of
penetration, is important for the implementation of
chemical operations in fluidized-bed reactors, and not
just from the standpoint of reaction engineering. It is
also vital for reasons of design: the strongly erosive
action of these jets means that internals, such as heat-
exchanger tubes, must not be located within their
range.

The literature contains many empirical correlations
for estimating the mean depth of jet penetration [2-4];
these must, however, be used with care and, whenever
possible, only within the range of parameter values for
which they were derived. By way of example, Merry gives
the following correlations for vertical gas jets. [28]:

v0.3

do ' \PsdpJ

and for horizontal jets [29]:

(7)

Po»l
i 0.4

I
0.2 , vO.2

Here, do is the diameter of the outlet opening, «o is the
outflow velocity, and p0 is the density of the jet gas.

10.2.2.S Bubble Development

For many applications, especially physical operations
and noncatalytic reactions, the state of a fluidized bed

Figure 5. Gas flow for isolated rising bubbles in the Davidson
model [30].

can adequately be described in terms of a single quan-
tity averaged over the entire bed, such as the mean bed
porosity e. In contrast, the design of fluidized-bed cat-
alytic reactors requires that local fluid-flow conditions
are also taken into account.

The local fluid mechanics of gas-solid fluidized beds
are determined by the existence of bubbles, which in-
fluence the performance of fluidized-bed equipment in
several ways: the stirring action and convective solids
transport by the rising bubbles are helpful; the resulting
intensive solids motion produces a uniform temper-
ature throughout the fluidized bed and rapid heat
transfer between the bed and the heating or cooling
tubes submerged in it. The bubbles and the motion of
solids that they cause, however, also have some draw-
backs: attrition of solid particles, erosion of internals,
and increased solids entrainment by bubbles bursting at
the bed surface. The existence of bubbles is particularly
detrimental in the case of a heterogeneous catalytic
gas-phase reaction, because the bypass of reactant gas
in the bubble phase limits the conversion achieved in
the fluidized bed.

The ultimate cause of bubble formation is the uni-
versal tendency of gas-solid flows to segregate. Many
studies on the theory of stability [3, 4] have shown that
disturbances induced in an initially homogeneous gas-
solid suspension do not decay but always lead to the
formation of voids. The bubbles formed in this way
exhibit a characteristic flow pattern whose basic prop-
erties can be calculated with the model of Davidson
and Harrison [30]. Figure 5 shows the streamlines of
the gas flow relative to a bubble rising in a fluidized
bed at minimum fluidization conditions (E = r.m(). The
characteristic parameter is the ratio a of the bubble's
upward velocity uy, to the interstitial velocity of the gas
in the suspension surrounding the bubble:

Of = (9)
Emf

The case a > 1 is typical for solids of Gcldart groups A
and B. The gas rising in the bubble flows downward
again in a thin layer of suspension ("cloud") sur-
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rounding the bubble. An important point for heteroge-
neous catalytic gas-phase reactions is that the presence
of a boundary between bubble gas and suspension gas
leads to the existence of two distinct phases (bubble
phase and suspension phase) with drastically different
gas-solid contact.

If a. < 1, some of the gas in the suspension phase
undergoes short-circuit flow through the bubble, while
only part of the bubble gas recirculates through the
suspension. This type of flow is typical for fluidized
beds of coarse particles (Geldart Group D).

Under the real operating conditions of a fluidized-
bed reactor, a number of interacting bubbles occur in
the interior of the fluidized bed. As a rule, the inter-
action leads to coalescence. As detailed studies have
shown, this process is quite different from that between
gas bubbles in liquids because of the absence of
surface-tension effects in the fluidized bed [31, 32].
Werther has derived a simple empirical correlation
(based on the mechanism of bubble coalescence) for
the growth of the mean bubble size dv (diameter of
the sphere of equal volume) with increasing height h
above the grid [33, 34]:

— 1 = 0.0085
m m/s

x 1+6.S (10)

where h'/m — 0 for gas distribution through porous
plate, and

for industrial gas distributors. Here d^ is the initial size
of the bubbles formed at a grid opening or at the end of
a gas jet. The initial size can be calculated from the vol-
ume flow rate of gas VQ through the grid opening [30]:

(12)

In eq 10, ho is the height above the grid where the
bubbles form (for a porous plate, ho = 0; for a perfo-
rated plate, h0 = L; for a nozzle plate, ho is the height
of the outlet opening above the plate; and for a bubble-
cap plate, h0 is the height of the lower edge of the cap
above the plate).

For more exact calculations, a differential equation
for bubble growth should be used in the case of Geldart
group A and B solids [35, 36]:

2Eb
/3

with the following boundary condition at h = h0:

0.008 x Gj/ for a porous plate

1.3 f —- j for an industrial gas distributor

(14)

The local volume fraction of bubble gas eb is given by

£b = Vb/Ub (15)

and the visible bubble flow Vb is

Vb a 0.8(« - um[) (16)

The upward velocity ub of bubbles depends not only
on the bubble size but also on the diameter dt of the
fluidized bed:

= Kb+ 0.71 x&x (17)

wherewhere

f 3.2 x d}1-33 0.05 < 4 < l m Geldart group A

[2.0 xd°-5 0.1 <di< lm, Geldart group B

(18)

Outside these limits, 3 is taken as constant.
The differential equation (eq 13) describes not only

bubble growth by coalescence but also the splitting of
bubbles (second term on the right-hand side [37]). The
crucial parameter here is the mean bubble lifetime X:

I x 280 x — (19)

In practice, bubble growth is limited not only by the
splitting mechanism based on the particle-size distribu-
tion of the bed solids, but also by internals (screens,
tube bundles, and the like) that cause bubbles to break
up. Computational techniques for estimating this pro-
cess are given in Refs 38 and 39. An example of mea-
sured and calculated bubble-growth curve is presented
in Figure 6.

10.2.2.6 Elutriation

When bubbles burst at the surface of the fluidized bed,
solid material carried along in their wake is ejected into
the freeboard space above the bed. The solids are clas-
sified in the freeboard; particles whose settling velocity
«t is greater than the gas velocity fall back into the bed,
whereas particles with «t < u are elutriated by the gas
stream. As a result, both the volume concentration of
solids cv and the mass flow rate of entrained solids in
the freeboard show a characteristic exponential decay

References see page 1442
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Figure 6. Bubble growth in a fluidized bed of fine particles
(Geldart group A, data points from Ref 40, calculation from
Ref 36)
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Figure 7 Schematic drawing of fluidized bed and freeboard

(Fig 7) With increasing height above the bed surface,
the transport disengaging height (TDH) is finally
reached Here the increased local gas velocities due to
bubble eruptions have decayed, and the gas stream
contains only particles with ut < u When the TDH can
be reached in a fluidized-bed reactor, this is associated
with minimum entrained mass flow rates and solids
concentrations, and hence with minimum loading on
downstream dust collection equipment Design of the
dust collection system requires a knowledge of the en-
trained mass flow rate Gs, and the particle-size distri-
bution of the entrained solids For the design of the
fluidized-bed reactor, the distribution cv{h) of the solids
volume concentration as a function of height in the
freeboard must be known

For solids of Geldart group A, the TDH can be
estimated with the diagram shown in Fig 8 [41] The
following relation is given for the TDH of Geldart
group B solids as a function of the size dv of bubbles
bursting at the bed surface [42]

T D H - 18 2x</v (20)

Equation 20 was, however, derived for a bench-scale
unit and may not scale to plant-size equipment

0 05
0 05 01

Figure 8. Estimation of transport disengaging height (TDH)
according to Ref 41, umb = fluidization velocity at which bubble
development begins

The mass flow rate Gs of entrained solids per unit
area leaving the fluidized-bed reactor is the sum of
contributions from the entrainable particle size frac-
tions (ut < u)

Cs = XX,* (21)

Here x, is the mass fraction of particle-size fraction i in
the bed material and x' 1S the elutriation rate constant
for this fraction

The literature contains a number of empirical corre-
lations for estimating x* [2-4] More physically based
are the elutriation models of Wen and Chen [43] and of
Kunu and Levenspiel [2, 44], which enable not only
calculation of the exiting mass flow rate but also esti-
mation of the concentration versus height cv(h) in the
freeboard

10.2.2.7 Circulating Fluidized Beds

Whereas for bubbling fluidized beds the solids holdup
in the upper part of the reactor and the entrainmcnt of
catalyst are often negligible, these features become
most important in the case of circulating fluidi/cd beds
These systems are operated at gas velocities above the
terminal settling velocity M, of a major fraction or
even all of the catalyst particles used ( * l m s ' <
u < *20ms ') As a result, the solids mass flow rales
to be externally recirculatcd are high, up to figures of
more than 1000kgm 2s'x

The flow structure within circulating fluidized beds is
very complex and exhibits axial as well as horizontal
nonuniformitics as it is shown in Fig 9 Unless the
solids holdup is very low and the gas velocity very high



10.2 Fluidized-Bed Reactors 1433

annulus

core

® ®

upper part
of riser

suspension

bubbles

bottom
zone

Figure 9. Schematic diagram of flow structure in a circulating
fluidized bed

a dense (cv > ~0.15) bottom zone near the gas dis-
tributor exists, where bubble-like voids have been ob-
served surrounded by a dense suspension. In the upper
part of the riser the solids concentration is lower than
near the distributor (cv < ssO.05). Although a number
of modeling approaches for prediction of the axial
solids-concentration profile have been developed [45-
47], there is no generally accepted method available
Experimental studies [48-54] have shown that the cir-
culating fluidized bed exhibits characteristic horizon-
tal profiles in the upper part of the riser, with the con-
centration Cvwaii near the vessel wall being always
significantly higher than the value cv averaged over the
vessel cross-section; for example, cv,waii = 2.3 x cv [55].

Local measurements of the solids concentration and
solids velocity show that upward-flowing regions of
low solids concentration and downward-flowing aggre-
gates of high solids concentration alternate in time at
every point inside the fluidized bed, with downward-
moving aggregates (strands, clusters) predominating
near the wall and upward-moving regions of low sus-
pension concentration predominating in the central
zone.

Solids carried over with the fluidized gas are gen-
erally collected in cyclones. In the case of bubbling
beds, the solids can easily be returned to the bed
through the standpipe of the cyclone, which dips di-
rectly into the bed. Due to the large amounts of circu-
lating solids, circulating fluidized beds require very
large cyclones arranged beside and outside the bed,
with special valves needed to connect the standpipe to
the bed vessel. Figure 10 shows two design options, the
siphon and the L-valve. Within the siphon the solids

T Fluidized j.-.-.^'J Solids af rest

Figure 10. Design options for solids recycle. (A) siphon, (B)
L-valve.

are fluidized (i.e. enabled to flow back into the reactor).
In the L-valve design, the mass flow rate of the solids
can be controlled by varying the gas supplied to the
standpipe.

Because the solids path does not contain any sort of
mechanical closure, the characteristic pressure distri-
bution plotted in Fig. 11 is obtained. The distribution
of solids between the fluidized bed and the recycle line
is directly related to this pressure distribution. Operat-
ing properties differ from one recycle design to another
[56].

10.2.2.8 Attrition of Solids

The attrition of solid particles is an unavoidable con-
sequence of the intensive solids motion resulting from
the presence of bubbles in the fluidized bed. The attri-
tion problem is especially critical in processes where the
bed material needs to remain unaltered for the longest
possible time, as in fluidized-bed reactors for heteroge-
neous catalytic gas-phase reactions. Catalyst attrition is
important in the economics of such processes and may
even become the critical factor.

When designing catalytic fluidized-bed processes, the
attrition performance of candidate catalysts should be
tested under standardized conditions in the process de-
velopment stage. This test can be performed in a small
laboratory apparatus; it consists essentially of an ex-
tended fluidization test in which the mass of solids
carried out of the bed is recorded as a function of time.
Figure 12 presents a typical test result: during the first
hours of testing, both the attrited material and the fine
fraction of the bed material are elutriated. Only after a
relatively long operating period is a quasi steady-state
attained. The attrition rate rd in this steady state can be
defined as

ra = (22)

References see page 1442
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P-Po »

Figure 11. Pressure distribution in solids recycle system of a circulating fluidized bed' (a) fluidized bed; (b) return leg.

Attrition* elutriarion*
initial fragmentation

Time /

Attrition only

Figure 12. Result of an attrition measurement.

where /na is the elutriated mass and ni\, the bed mass.
Usually ra is expressed as percentage per day; for rela-
tively attrition-resistant, fluidized-bed catalysts, it is of
the order of 0.2% per day [5].

Many standard test apparatuses have been proposed
for comparative attrition tests [57, 58], but all such
equipment has been suitable only for comparative
studies of different catalysts under consideration for the
same process. The attrition measured in large-scale
equipment can be far different from the values mea-
sured in a test apparatus.

A number of sources can be identified for catalyst
attrition in industrial fluidized-bed reactors:

(i) Jet attrition at gas distribution grid openings and
nozzles where gaseous reactants arc admitted to
the bed.

(ii) Bubble attrition in the bed due to solids motion
caused by bubbles.

Figure 13. Experimental apparatus for attrition measurement

(iii) Attrition in cyclones.
(iv) Attrition in pneumatic conveyor lines, such as

those between reactor and regenerator beds.

Empirical correlations are available for the attriting
action of gas jet in the fluidized bed [59] and for the st/c
reduction effect of solids motion in the bed [60, 61].

Werthcr and Xi [62, 63] employ the laboratory ap-
paratus shown schematically in Fig. 13 which enables
separate study of the attrition due to jets from nozzles
of various diameters and that due to bubbles.

The jet attrition rate /?aj defined as the mass of attr-
ited fines per unit time produced by a single jet, is pro-
portional to the jet gas density, the square of the orifice
diameter, and to the cube of the jet exit velocity [64]:
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Rai = K x p0 x dlu\ (23)

The attrition rate constant K describes in the first place
material properties which may be influenced by, for
example, the manufacturing process of the catalyst.
The attrition rate also depends on whether the jet issues
into a prefluidized bed or into a nonaerated bed. The
attrition effect of an upward jet equals that of a hori-
zontal jet, whereas the attrition effect of a downward
jet is significantly higher. For the prediction of the at-
trition effect of a multihole gas distributor, a model has
been developed that is based on a single jet attrition
measurement [62].

Further measurements indicate that for a given bed
height the bubble attrition rate defined by eq 22 is essen-
tially proportional to the velocity difference (M - wa min)

10

- Ma,min ) (24)

where Ma,min denotes a minimum velocity (>Mm(-) above
which marked attrition sets in; for practical appli-
cations the simplifying assumption wa m jn a um[ can be
made [63].

A variety of approaches exist for reducing attrition
in industrial fluidized-bed reactors. The jet attrition
action can be controlled with special gas distributor
designs ([5]; for example by the use of bubble caps, Fig.
4) such that gas jets do not issue directly into the bed at
high velocity. Attrition due to bubbles can be lowered
by limiting bubble growth (avoiding high gas velocities
and large bed heights; use of fine catalysts with low
Kmc as implied by eqs 13 and 19). Attrition in cyclones
can be prevented, in the simplest case, by replacing the
cyclones with devices such as filters. Attrition can also
be minimized by cutting back the load on the cyclone,
for example, by placing the cyclones above the TDH.
Relatively high catalyst attrition also occurs in cir-
culating fluidized beds where very large quantities of
solids must be collected in the cyclones.

10.2.3 Gas Mixing in Fluidized-Bed
Reactors

The mixing and residence-time distribution of the gas
are particularly important for catalytic reactions but
are also significant for gas-solid reactions when gaseous
reactants are to be converted to the greatest possible ex-
tent in fluidizcd beds. Gas mixing is closely linked to the
motion and mixing of the solids in the bed.

10.2.3.1 Gas Mixing in Bubbling Fluidizcd Beds

If the flow and mixing of gas in the bubbling fluidizcd
bed are described by a simple one-phase dispersion
model, the coefficients Dgv and D^ of gas dispersion
in the vertical and horizontal directions have similar

e i

N.
5.0.5

Q 1 L--L.l .1 .1 i J I 1 « ' L. 1 ' t t i t i
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Figure 14. Vertical gas dispersion in a fluidized bed of solids of
Geldart group A (measurements by various workers [2]).

numerical values and follow trends similar to those of
the solids dispersion coefficients. By way of example,
Fig. 14 shows the effect of fluidized-bed diameter dK

on vertical gas dispersion. The increase in dispersion
coefficient with vessel diameter might be attributable to
the formation of large-scale solids circulation patterns,
which becomes more marked in larger equipment. The
coefficients of horizontal gas dispersion are a factor of
10-100 lower than those of vertical gas dispersion.

Many recent studies show that a single-phase dis-
persion model gives only a rough description of gas
mixing in bubbling fluidizcd beds [65]. A more exact
description comes from models that take account of
local flow conditions in the bed, especially the presence
of bubbles (see Section 10.2.5).

10.2.3.2 Gas Mixing in Circulating Fluidized Beds

Only a few detailed studies of gas mixing in circulating
fluidized beds have been published [52, 66-71]. The
bubbles in a bubbling fluidized bed influence the gas
residence-time distribution and mixing directly through
the bypass action of the bubble-gas flow and gas ex-
change between the bubbles and the surrounding sus-
pension phase, and also indirectly through the solids
motion that they induce. In the circulating fluidizcd
bed, however, the gas-mixing properties are controlled
by segregation due to the formation of solid aggregates
(strands, clusters) and the rapid downward movement
of solids strands predominantly near the wall. Grace
and co-workers [67], for example, showed that a single-
phase dispersion model cannot describe the tracer gas
residence-time distributions that they measured. They
propose instead a two-phase model featuring exchange
between a wall zone with stagnant gas and a core zone
with plug flow.

References sec page 1442
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For the case of horizontal gas mixing, Werther and
co-workers [70, 71] have shown that, for the bed solids
they used (quartz sand, dp — 0.13 mm, Geldart group
B), horizontal gas mixing in the top part of the circu-
lating fluidized bed in the core zone can be described
by the model for gas dispersion in turbulent single-
phase flow [72]. The Peclet number

Product gas

uc x 2R'
(25)

has a value of 465, which is in fairly good agreement
with values measured in single-phase flows (when de-
fined in terms of the superficial velocity in the core zone
uc, the radius of the core zone R", and the horizontal
dispersion coefficient in the core zone Drc) [73]. This
value is independent of the solids circulation rate Gs.
The circulating fluidized bed thus exhibits no especially
intensive horizontal gas mixing, at least not in the
upper section where solids concentrations are relatively
low.

10.2.4 Industrial Applications

In this section the industrial uses of fluidized-bed re-
actors for heterogeneous catalytic gas-phase reactions
and the polymerization of alkenes are presented. The
most important applications are listed and a few typi-
cal examples are analyzed in more detail. Complete
descriptions of industrial uses of the fluidized-bed re-
actor can also be found in Refs 2, 6, 12 and 13.

10.2.4.1 Heterogeneous Catalytic Gas-Phase
Reactions

The fluidized-bed reactor offers the following principal
advantages over the fixed-bed reactor for heteroge-
neous catalytic gas-phase reactions:

(i) High temperature homogeneity, even with strongly
exothermic reactions.

(ii) Easy solids handling, permitting continuous with-
drawal of spent catalyst and addition of fresh if
the catalyst rapidly loses its activity.

(iii) Ability to operate in the explosion range, provided
the rcactants are not mixed until they are inlet
to the fluidized bed. This is because the high heat
capacity of the bed solids, together with inten-
sive solids mixing, prevents the propagation of
explosions.

The ease of solids handling was the basic reason for the
success of catalytic cracking of long-chain hydro-
carbons in the fluidized bed (Fig. 15). The cracking re-
action is endothcrmic and involves the deposition of

Steam

Off-qas

Figure 15. Fluid catalytic cracking process (Kellogg-Orthoflow
system; according to Refs 74 and 75: (a) reactor; (b) regenerator.

coke on the catalyst surface, which quickly renders the
catalyst inactive. Accordingly, the catalyst must be
continuously discharged from the reactor and regen-
erated in an air-fluidized regenerator bed (b), where its
coke loading is lowered from 1-2 to 0.4-0.8 wt%. The
combustion in this bed simultaneously furnishes the
heat required for the cracking reactor; the catalyst acts
as a heat carrier. The temperature in the regenerator is
570-590 °C and in the reactor, 480-540 °C [2]. In a
stripper, steam is admitted to remove hydrocarbons
adhering to the catalyst before it is forwarded to the
regenerator.

With the advent of high-activity zeolite catalysts in
the 1960s, the bubbling fluidized bed, operated at gas
velocities between 0.31 and 0.76 m s 1 [2], was replaced
by the riser cracker (Fig. 16), in which the oil is fed in
at the bottom of the riser (c) is vaporized in contact
with the hot catalyst, and the mixture of oil vapors and
cracking gas transports the catalyst up through the
riser. In the reactor bed (a), solids arc collected before
passing through the stripper (b) to the regenerator (f).
By virtue of the short contact time of the order of a few
seconds and the narrow gas residence-time distribution,
the high activity of the zeolite catalyst is optimally uti-
lized, and a higher gasoline yield is achieved [2. 6].

The crucial factor in the successful use of the
fluidized-bed reactor for the synthesis of acrylonitrile
by the ammoxidation of propenc (Sohio process) was
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Product
Product gas

Flue gas

A.r
Feed oil

Figure 16. Riser cracking process (UOP system) [2]: (a) reactor;
(b) stnpper; (c) riser; (d) slide valve; (e) air gnd; (f) regenerator.

reliable control of this strongly exothermic reaction
(AHr = -S lSkJmol 1 of acrylonitrile):

C3H6 + NH3 + \O2 -» C3H3N + 3H2O

The reaction is carried out at a bed temperature of
400-500 °C and a gas contact time of 1-15 s [76] or 5-
20 s [2]. Figure 17 is a schematic of the reactor. Air is
fed to the bottom of the fluidized-bed vessel. The re-
actants ammonia and propene are fed in through a
separate distributor (b). Catalyst regeneration by car-
bon burnoff occurs in the space between the air dis-
tributor and the feed-gas distributor. The heat of re-
action is removed by bundles of vertical tubes (a) inside
the bed (horizontal tubes are used in other designs
[77]).

The Fischer-Tropsch synthesis of hydrocarbons
is used on a large scale for fuel production in South
Africa [78, 79]. Synthesis gas generated from coal in
Lurgi fixed-bed gasifiers enters the Synthol reactor
(Fig 18), where it is reacted over an iron catalyst at
«340°C. The reactor works on the principle of the
circulating fluidized bed. The mean porosity in the riser
is 85%, and the gas velocity varies between 3 and
12 ms ' 1 [2]. Reaction heat is removed by way of heat-
exchanger tube bundles placed inside the riser.

Other catalytic reactions carried out in fluidized-bed
reactors are: the oxidation of naphthalene to phthalic
anhydride [2, 6, 80]; the ammoxidation of isobutane to
mcthacrylonitrilc [2]; the synthesis of maleic anhydride
from the naphtha cracker C4 fraction (Mitsubishi pro-
cess [81, 82]) or from H-butane (ALMA process [83],
[84]); the reaction of acetylene with acetic acid to vinyl
acetate [2]; the oxychlorination of ethylenc to 1,2-di-
chloroethane [2, 6, 85, 86]; the chlorination of methane
[2], the reaction of phenol with methanol to cresol and
2,6-xylenol [2, 87]; the reaction of methanol to gasoline

Water-

Steam

',— NH3. C3Ht

Figure 17. Synthesis of acrylonitrile (Sohio process) [2]. (a)
cooler with internals, (b) distributor

Gas out

Figure 18. Fischer Tropsch synthesis in the Synthol reactor
[2, 78] (a) hopper, (b) slandpipc, (c) riser, (d) cooler (coil), (c)
reactor, (f) gooseneck
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Granular
polyethylene

Figure 19. Gas-phase polymerization of ethylene (Unipol pro-
cess) [2] (a) compressor, (b) cooler, (c) catalyst feed hopper, (d)
reactor, (e) separator

[88, 89], the synthesis of phthalonitnle by ammox-
ldation of o-xylene [90], the synthesis of aniline by gas-
phase hydrogenation of nitrobenzene [91], and the low-
pressure synthesis of melamine from urea [92]

10.2.4.2 Polymerization of Alkenes

The gas-phase polymerization of ethylene in the fluid-
lzed bed was developed by Union Carbide (Unipol
process [93], Fig 19) The reaction gas (ethylene and its
comonomers butene and higher alkenes) fluidizes the
bed at 75-100 °C and % 20 bar Extremely fine-grained
catalyst is metered into the bed Polymerization occurs
on the catalyst surface and yields a granular product
with a diameter ranging from 0 25 mm to 1 mm Eth-
ylene conversion is comparatively low, 2% per pass,
so the reaction gas is recycled The heat of reaction is
removed by cooling the recirculating gas The catalysts
used have such a high activity that more than 10s parts
by volume of polymer can be produced per unit weight of
active substance in the catalyst [2] Because of the high
degree of catalyst dilution in the granular polymer, the
catalyst need not be removed from the product

Mitsui Petrochemical Industries has developed a
process for the gas-phase fluidized-bcd polymerization
of propene, a plant using the process came on stream in
1984 [94] The Unipol-Shell process was jointly devel-
oped by Union Carbide and Shell and commissioned in
1986

10.2.5 Modeling of FIuidized-Bcd Reactors

Fxhaustive literature surveys are available [2, 5, 6. 95,
96] Many models exist in the literature, which are

classified in the cited references under various schemes
The available information can be summed up as fol-
lows no generally accepted model of the fluidized-bed
reactor exists, instead, many models have been pro-
posed on the basis of more-or-less extensive experi-
mental findings for various applications

Any fluidized-bed reactor model can be broken
down into separate components that describe, with
varying degrees of accuracy, the hydrodynamics (de-
pending on solid properties, operating conditions, and
geometry), gas-solid contact, and reaction kinetics
The essential point is that the reactor geometry effect,
which is important for scale-up (Section 10 2 6), mani-
fests itself in the flow conditions and must therefore be
included in the hydrodynamic part of the model

Before a reactor model found in the literature can
be applied to a given problem, the designer must de-
termine whether numerical values are available for
all model parameters, that is, whether the model is
appropriate for design calculations or is a "learning
model" [97] in which the numerical values of important
parameters can be determined only after the model is
adapted to actual test results

Reaction kinetics may be determined for a fixed-bed
reactor, provided measurements are performed under
conditions comparable to those that prevail in the
fluidized-bed reactor (for example the same solids
composition and particle-size distribution, and the same
activity state) [98] However, the kinetic parameters can
also be determined directly by measurements in a bench-
scale fluidized-bed apparatus [99]

10.2.5.1 Bubbling Fluidized-Bed Reactors

By far the majority of fluidized-bed reactor models de-
scribed in the literature deal with reactions in bubbling
fluidized beds [2, 5, 6, 95, 96] For a specific applica-
tion, modeling depends on the bubble flow regime For
slow-bubble systems (Fig 5, left), the short-circuit flow
of gas through the bubbles must be taken into account
[100] For fast-bubble systems (Fig 5, right), the spe-
cies have to be balanced separately in the bubble and
suspension phases If models from the literature are
employed, those devised in the past, when adequate
computing hardware was not available, often sought to
obtain closed analytical expressions for the degree of
conversion of a single reaction (usually taken as first
order) The simplifying assumption of a single "effec-
tive" bubble si/e for the entire fluidized bed was there-
fore made [2], or the mass transfer area between the
bubble and suspension phases was taken as uniformly
distributed over the height of the bed (HTU or NTU
concept, where HTU denotes height of transfer unit
and NTU denotes number of transfer units [101])
Today, in view of the computing power available at the
PC level, the recommended procedure is to start from
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Bubble phase

(plug flow)

Suspension phase

(plug flow)

Figure 20. Two-phase model of the fluidized-bed reactor

local mass-transfer relations, write balance equations
for the differential volume element of the reactor, and
then numerically integrate these formulas. Figure 20
presents a model used for a constant-volume reaction
[99, 102]. Here the simplifying assumption is that flow
through the suspension phase is at the minimum fluid-
ization velocity um(. For a heterogeneous catalytic gas-
phase reaction, the material balances for species i in the
unsteady-state cases are, for the bubble phase,

^ = -[M-Mmf(l -£b)]
dt

dCb,

dh
- kG, x a x (Cb, - Cd/) (26)

and, for the suspension phase

= -«mf(l - £b)
dh

- £b) X (1 -

+ kG,i x a x (Cb , - Cd()

M

(27)

In eqs 26 and 27 the following simplifying assumptions
have been made:

(i) Plug flow through the suspension phase at an in-
terstitial velocity (umf/£mf)-

(ii) Bubble phase in plug flow, bubbles are solids free.
(iii) Reaction in suspension phase only.
(iv) Constant-volume reaction (Ref. 99 shows how to

handle a change in the number of moles).
(v) Sorption effects are neglected (see Ref. 102 for

handling sorption).

Here e., is the porosity of the catalyst particles, a is
the local mass-transfer area per unit of fluidized-bed
volume, which can be calculated as

a = (28)

for spherical bubbles, r, is the rate of partial reaction j
per unit mass of catalyst and vv is the stoichiometric
number of species i in reaction j .

The relationship

(29)

proposed by Sit and Grace [103] has proved useful for
describing the mass-transfer coefficient kc,, associated
with component / in mass transfer between the bubble
and suspension phases, where D, is the molecular dif-
fusion coefficient of species i.

The freeboard space above the bubbling fluidized
bed must be considered in the reactor model if the en-
trainment rate is high and the reactions in the free-
board are not quenched, for example, by cooling.

Most fluidized-bed models include concentration
profiles only for the vertical direction. This one-di-
mensional modeling is acceptable when the reactants
are admitted uniformly over the bed cross-section. If,
however, reactants are metered into the bed at individ-
ual feed points, three-dimensional modeling may be-
come necessary [104-106].

As a rule, the modeling of solids behavior in fluid-
ized-bed reactors is based on that in stirred tanks, and
temperature homogeneity is a virtually fundamental
property of these systems.

10.2.5.2 Circulating Fluidized-Bed Reactors

Since the number of different applications of circulat-
ing fluidized beds for catalytic reactions on the com-
mercial scale is still small, the development of models
for these systems is at an early stage of development.
However, throughout the last decade many promising
approaches have been developed, the most important
of which are described in an overview edited by Grace
[107].

References see page 1442
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In the early days of circulating fluidized-bed reactor
modeling a very low axial dispersion and a laterally
uniform flow structure was believed to characterize
these systems. Thus, simple plug flow models were used
[108]. This approach was found to oversimplify the be-
havior of circulating fluidized-bed reactors, because a
significant amount of axial dispersion was observed. As
a result, the plug flow model has often been modified
by adding a dispersion term to the balance equations.
Axial dispersion coefficients have been determined by
many authors who measured the residence time distri-
bution of tracer gases [109, 110]. Typical values of
Peclet numbers Pea%, found are of the order of 10.

By means of a model reaction it has recently been
proved that in many cases circulating fluidized-bed
reactors cannot be characterized by solely considering
mixing phenomena [111]. Instead, the presence of mass
transfer limitations and bypassing was found to have a
significant influence. In analogy to low-velocity fluid-
ized beds a detailed description of the local flow struc-
ture within the reaction volume must serve as a basis
for appropriate reactor modeling.

The highly nonuniform flow structure of circulating
fluidized beds described in Section 10.2.2.7 has led
to reactor models which separately deal with different
axial zones. The bottom zone - if existing under the
given operating conditions - can be described by
models the basic approaches of which were originally
developed for modeling bubbling fluidized beds as pre-
sented in Section 10.2.5.1 [112]. Modeling of the upper
section of the circulating fluidized bed is in most cases
based on a proper description of the heterogeneous core-
annulus flow structure [113-115]. These state-of-the-art
models are one-dimensional and define two phases or
zones which are present at every axial location:

(i) Dense phase or annulus zone - high solids concen-
tration, gas stagnant or moving downwards.

(ii) Dilute phase or core zone - low solids concentra-
tion, gas flowing quickly upwards.

Similar to the situation in bubbling fluidized beds the
two phases exchange gas with each other and are
modeled by separate equations which are obtained
from mass balances for each component in each phase.

A typical example of a circulating fluidized-bed re-
actor model has been presented by Schocnfeldcr et al.
[112, 116]. Its structure shown in Fig. 21 is based on the
definition of four axial zones. Above the bottom zone
the splash zone is located. It yields a mixing con-
dition to link the bottom zone with the upper part of
the reactor. Due to the internal backmixing this upper
section is referred to as the rccirculation zone. At the
riser outlet, an exit zone on top of the recirculation
zone yields a second boundary condition. Here, com-
plete mixing is assumed.

o e
dense phase

T

exit region
(CSTR)

tr t
lean phase

recirculation
zone

o o
suspension
phase

splash zone
(CSTR)

bottom zone

bubble phase
A I

Figure 21. The four-stage model of the circulating fluidized-bed
reactor (adapted from Ref. 116).
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convective
exchange

mass transfer

reaction

accumulation
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u.-M.-0-O-c.
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Figure 22. Control volume for differential balance for compo-
nent i in the recirculation zone of a circulating fluidized-bed re-
actor (adapted from Ref. 112).

The differential equations to describe the rccircu-
lation zone are derived from mass balances. The con-
trol volume for identification of the different terms
of these equations is depicted in Fig. 22. Simplifying
assumptions for this approach are:

(i) no axial dispersion within the phases;
(ii) transport of gaseous species due to adsorption to

solids negligible;
(iii) downwards velocity and solids concentration of

dense phase invariant with height.

Just as for this model all similar approaches found in
the literature suffer from the problem that not all fluid
mechanical variables can be prccalculated on the basis
of the operating conditions. Instead, reasonable esti-
mations or measurements in cold flow models are used
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to obtain numerical values for many variables. It is
therefore absolutely necessary to refer to the original
literature in order to perform quantitative calculations.

A common feature of all models for the upper part
of circulating fluidized beds is the description of the
mass exchange between dense phase and dilute phase.
Analogously to low-velocity fluidized beds, the product
of the local specific mass-transfer area a and the mass-
transfer coefficient k may be used for this purpose.
Many different methods for determining values for
these important variables have been reported, such as
tracer gas backmixing experiments [112], non-steady-
state tracer gas experiments [117], model reactions
[115], and theoretical calculations [114].

Similar to the bubbling fluidized-bed reactor, the
solids behavior of the circulating fluidized-bed reactor
can usually be described as completely mixed. This
does not hold for riser reactors with very high gas
velocities as they are used in many Fluid Catalytic
Cracking units (« > 10 ms"1). Here, better modeling
results will be obtained by assuming dispersed plug
flow of solids [110].

As well as for bubbling fluidized beds it can be
assumed that circulating fluidized beds exhibit a high
degree of temperature homogeneity, even in the case
of highly exothermic reactions.

10.2.6 Scale-Up

Typical diameters of bench-scale fluidized-bed reactors
are roughly 30-60 mm, and of pilot-scale units 450-
600 mm, which should allow a reliable scale-up [5].
Full-scale fluidized-bed reactors have diameters up to
«10m. As equipment size increases, characteristic
changes take place in the flow regimes that can deci-
sively affect reactor performance. Such changes result
either directly from the geometry or indirectly from
design changes made as the unit is enlarged. In par-
ticular, experience has shown that the following fac-
tors affect the performance of bubbling fluidized beds
during scale-up [118]:

A Bed Diameter
According to eq 17, the mean upward bubble velocity
increases as the bed diameter dx increases. As a result,
the bubbles have a shorter residence time in the bed,
and the exchange area between the bubble and suspen-
sion phases is smaller, so conversion is reduced [119].

B Grid Design
In the laboratory, porous plates are the preferred type
of gas distributor because of the ease of working with
them. Gas distribution becomes worse when these are
replaced by industrial distributor designs; thus the ex-
change area between the bubble and suspension phases

is reduced, again with consequently lower conversion
[119-121].

C Internals
Whereas the laboratory fluidized bed is generally oper-
ated with no internals, plant equipment often must
contain bundles of heat-exchanger tubes. Screens, baf-
fles, or similar internals are frequently used to redis-
perse the bubble gas in industrial reactors. The mass-
transfer area is thus increased relative to the fluidized
bed without internals; the extra area can be utilized to
partially offset the conversion-reducing effects of bed
diameter and gas distributor [122].

D Catalyst Particle Size Distribution
Bubble growth is influenced by the proportion of fines
in the particle size distribution of the bed (usually
measured as the weight fraction below 0.044 mm) or by
the mean grain size dp (via «mf, eq 13). If the content of
fines increases, bubbles collapse sooner and the equi-
librium bubble size becomes smaller, with a resultant
greater bubble-suspension mass-transfer area. This
effect is generally fully developed only in the plant-
scale reactor, where bubbles can grow without the
hindrance of vessel walls. Thus, in principle, the per-
formance of catalytic fluidized-bed reactors can be
controlled by modifying the catalyst particle size dis-
tribution [123, 124]. The recommended content by
weight of fines (<0.044 mm) for "good fluidization" is
30-40% [125], but maintaining this high fines content
in the system over a long span of time requires a very
efficient solids recovery system.

E Secondary Reactions in the Freeboard
In a bench-scale apparatus, the fluidized gas is rapidly
cooled by the vessel wall in the freeboard space after
leaving the bed, so secondary reactions in the freeboard
are often negligible. Such is not the case in the plant-
scale reactor. The action of wall cooling is not signif-
icant here, and the entrainment rate is high because of
the higher fluidization velocities common in full-scale
equipment. Both effects - lack of cooling and high
solids concentration in the freeboard - may lead to
marked secondary reactions in the freeboard of in-
dustrial fluidized-bed reactors. The effect of freeboard
reactions has been demonstrated for the example of
NO and CO emissions from a fluidized-bed furnace
[104].

F Catalyst Attrition
Catalyst attrition is minimal in laboratory apparatus,
because of the use of porous plates as gas distributors,
as well as the low gas velocities and bed depths. Attri-
tion is necessarily greater in industrial reactors. To re-
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duce this risk in scale-up, the attrition tests described in
Section 10.2.2.8 should be carried out and the results
converted to the full-scale conditions with the aid of
eqs 23 and 24.

G Other Factors
In addition to the factors just listed, many other effects
become apparent when a fluidized-bed reactor is scaled
up that are difficult to calculate. Examples are the risk
of nonuniform gas distribution over very large cross-
sections in shallow fluidized beds, the formation of de-
posits in the bed, the encrustation and coating of heat-
exchange surfaces, and catalyst aging and poisoning.
On the whole, accordingly, the scale-up of fluidized-
bed reactors is a complex process, commonly requiring
a large amount of pilot-scale experimentation. Current
knowledge about the fluid mechanics in the fluidized
bed, however, enables simulation calculations of many
of the scale-up effects, so the amount of testing during
process development may be decreased and the risk can
be at least limited.
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10.3 Slurry Reactors

A. A. C. M. BEENACKERS

10.3.1 Introduction
Slurry reactors find many applications in chemical in-
dustry. Most of these arc heterogeneous catalytic pro-
cesses with hydrogenation of edible oils as the most
classic example and SASOL's novel continuous Fischer
Tropsch slurry synthesis process [1], the latest im-
pressive new development in this area. Doraiswamy
and Sharma [2] identified over 50 different slurry re-
actor applications, and an updated list would no doubt
be longer still.

In slurry reactors, an attempt is made to realize in-
tensive and intimate contact between a gas-phase com-
ponent, usually to be dissolved in the liquid phase, a
liquid-phase component and a finely dispersed solid. In
this respect, slurry reactors are related to packed-bed
reactors with the various gas/liquid flow regimes that
can be realized (such as trickle flow, pulsed flow and
dispersed bubble flow). Also, there is much similarity
with three-phase fluidized beds.

The main difference is the particle size. In three-
phase fluidized beds these are so large that a net up-
ward liquid flow is necessary to keep the solids in sus-
pension, whereas in slurry reactors the turbulence of
the liquid is sufficient to keep the solids suspended;
particle sizes in slurry reactors are usually below 200 fan.
Particularly for fast reactions where intraparticle dif-

fusion limitations are detrimental to selectivity, the
particle size will be made as small as possible. Then,
downstream solids separation possibilities limit the
minimal particle size to about 10 fan.

10.3.2 Properties of Slurry Reactors

Typical properties of slurry reactors, and of packed bed
co-current downflow trickle flow reactors, are sum-
marized in Table 1. Most properties indicated for
slurry reactors also hold for three-phase fluidized beds.
These properties can be advantageous or disadvanta-
geous, depending on the application:

(i) Back-mixing of liquid. This normally reduces the
average liquid phase reactant concentration,
which often results in a decrease in reaction rate.
This effect can sometimes, be beneficial. If overall
low axial mixing in the liquid phase is required,
cascades of slurry reactors should be applied.
Conversely, the degree of mixing in a trickle flow
reactor can be increased by applying a liquid
recycle.

(ii) Back-mixing of the gas phase. This becomes an
important consideration only if high gas phase
conversions are required. Examples are absorp-
tion of acid gases (CO2, NOX, SO2) in lime
slurries and other environmental gas-cleaning
processes. A single-stage slurry reactor is not
especially suited to such applications. However,
multiple stage and slurry tray columns can then
be applied.

(iii) Solids mixing and solids replacement. Mixing of
the solids and solids replacement are important if
the solids have a short lifetime. This can be the
case if the solid phase is to be converted, such as
in coal hydrogenation, or if the catalyst is rapidly
deactivating, as in hydrodesulfurization and de-
metallation of oil residues. For these applications
slurry reactors have a definite advantage over
trickle flow reactors, especially if the residence
time distribution can be reduced, for example by
putting slurry vessels in series. Then, counter-
current operation becomes possible.

(iv) Particle size. The particle size in slurry reactors
can go down to the submicrometer range. This
allows for high particle effectiveness factors, even
at high reaction rates. Slurry reactors can there-
fore have high conversion rates per unit slurry
volume.

(v) Pressure drop. The pressure drop in slurry re-
actors is usually more or less independent of the
gas flow and close to the hydrostatic pressure. In
trickle flow the pressure drop is strongly influ-
enced by the gas flow rate and, because of the



10.3 Slurry Reactors 1445

Table 1. Typical properties of three-phase reactors.

Property Slurry reactors Co-current downflow trickle flow reactors

Back-mixing of liquid
Back-mixing of gas phase
Solids mixing
Solids replacement
Particle size
Pressure drop
Wetting
Radial heat transport
Heat removal/addition
Danger of plugging
Gas/liquid mass transfer rate
Liquid/solids mass transfer rate
Liquid/solids separation

intermediate to ideally mixed
usually intermediate to ideally mixed
usually intermediate to ideally mixed
continuous
small to very small
high (hydrostatic pressure)
complete
very fast
easy
small
intermediate
very high
difficult, costly

close to plug flow at high liquid rates
close to plug flow at high liquid rates
no mixing
usually discontinuous (difficult)
restricted by pressure drop
low
intermediate to complete
slow
difficult (interstage cooling or cold shot)
can be high
high
high
easy

larger particle size, the pressure drop is often
lower than in slurry reactors. In three-phase re-
actors where large gas flows are to be processed
and where pressure drops are an important cost
factor, such as in lime scrubbing of flue gases,
slurry reactors are avoided and special contactors
allowing for a low pressure drop are preferred [3].

(vi) Particle wetting. Particle wetting in slurry re-
actors is always complete, whereas in trickle flow,
especially at low specific liquid flow rates, wetting
can be uncertain and problematic. This is nearly
always a disadvantage as partial wetting implies
dead zones, hot spots and channeling.

(vii) Radial heat transport. Radial heat transport may
be a problem in trickle flow but is never prob-
lematic in slurry reactors.

(viii) Heat removal/addition. This is easier in slurry re-
actors because of high heat transfer rates to
cooling surfaces. In trickle flow reactors, only in-
terstage cooling, cold shot techniques and cool-
ing with an evaporating solvent are possible. The
latter technique can also be applied in slurry
reactors.

(ix) Plugging and fouling. In case plugging and/or
fouling is a problem, trickle flow clearly has a
disadvantage over slurry reactors. A well known
phenomenon is the pressure drop built-up during
operation of a trickle flow hydrodesulfurization
reactor, limiting the operation period. Similar
problems do not occur in slurry reactors,

(x) Gas/liquid mass transfer. Gas/liquid mass transfer
depends on many factors, as described below.
Related to the lower liquid hold-up, the inter-
facial area per cubic meter of liquid can be rela-
tively high in trickle flow reactors. However, per
cubic meter of reactor volume, the slurry reactor
is not necessarily placed at a disadvantage.

(xi) Liquid/solids separation. Liquid/solids separation
is no problem in trickle flow but can be compli-

cated for slurries, especially if very fine particles
have to be removed from (viscous) liquids. Here,
three-phase fluid-bed reactors have an advantage.

We can now summarize where slurry reactors are an
attractive option in heterogeneous catalytic processes.
For any application where a liquid is present and
which benefits from small catalyst particles below
200 ym, for example because intraparticle diffusion
limitation has to be avoided (see below), the slurry re-
actor is attractive, provided pressure drops in the order
of one to several bars are acceptable.

If the catalyst deactivates rapidly or whenever good
heat transfer properties are essential and where local
hot spots cannot be accepted, the slurry reactor should
also be considered. Finally, the slurry reactor can be an
attractive alternative to multitube gas-solid packed-
bed processes, particularly where large heat effects ask
for thousands of thin tubes to control the reactor tem-
perature in the packed beds. Also here, the much better
heat transfer characteristics of slurries relative to gas-
solid packed beds are deciding.

10.3.3 Types of Slurry Reactors

Slurry reactors can be classified on the basis of the
contacting pattern of the phases, the mechanical de-
vices applied to realize that contacting pattern and the
mass transfer (Fig. 1). The slurry bubble column re-
actor is the most simple type. The liquid and solids
phase can be operated batchwise or continuously. For
continuous operation the intense mixing of the slurry
may be a disadvantage because it renders the macro-
mixing close to a single ideal mixer operating at outlet
conditions. This can be counteracted by putting more
slurry spargers in series. If the particles are removed

References see page 1462
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Figure 1. Slurry reactors classified by the contacting pattern and
mechanical devices: (a) slurry (bubble) column; (b) countercurrent
column; (c) co-current upflow; (d) co-current downflow; (e) stirred
vessel; (f) draft tube reactor; (g) tray column; (h) rotating disc or
multi-agitated column reactor; (i) three-phase spray column; —>
liquid flow; —» gas flow.

between the stages, the contacting pattern of liquid and
solids can also be manipulated (e.g. countercurrent
contact) which may be advantageous in relation to
catalyst aging (e.g. in hydrodesulfurization of heavy
oil residues). A recent development is the continuous
separation of liquid and solids inside the reactor [4, 5],
i.e. the reactor is essentially batch with respect to the
catalyst but continuous for the liquid.

If the contact time of the liquid/solids suspension
with the gas phase is relatively short and also for re-
actors of high H/dc values, it may be useful to dis-
tinguish a co-current and countercurrent contacting
pattern and, especially in relation to the gas holdup,
up-flow and down-flow.

Particularly in co-current down-flow operation, very
high gas-slurry interfacial areas per cubic meter of re-
actor volume can be realized [6]. To improve the solids
suspension and/or to improve mass or heat transfer, in
many cases a stirrer is added to the system. Particularly
where pure gases have to be absorbed in the slurry and
no gases are produced, the gas may be sparged into the
liquid via a hollow shaft stirrer, sucking the gas from
the free board above the slurry.

In some cases a stirrer can be avoided and yet the
solids can be kept in suspension by a relatively small
amount of gas by means of a draft tube placed in the
slurry reactor. Another possibility is external slurry re-
cycling. This gives control over the circulation rate and
allows for efficient heat transfer in an external heat ex-
changer placed in the recycle. The Swiss company Buss
AG successfully applies the recycle slurry flow to drive
a venturi jet tube, thus sucking the gas from the free
board above the reactor back into the slurry (Fig. 2).

Heat
exchanger

Liquid

Gas

Liquid
numn Mixing tube „
pump s ^ G a s s u c t l o n

chamber

Diffuser

Draft tube

(b)

Figure 2. Circulating loop venturi reactor: (a) reactor setup; (b)
scheme of ejector (1 = ejector, 2 =main holding vessel, 3 =gas
recycle (adapted from Ref. 8).

In this way, extremely high mass transfer coefficients
and specific contact areas between gas and liquid are
possible [7].

If staging and countercurrent operation are essential,
a slurry tray column and a rotating disk column can be
applied [9]. In flue gas purification where a low pres-
sure drop is essential, lime or CaCCh slurries are spray
contacted with the gas phase. Sometimes it is meant to
evaporate the water phase but also simple slurry
scrubbing is envisaged.

The choice of slurry reactor for a particular applica-
tion depends on many factors, and is never easy and
straightforward. Some factors playing a role here have
been discussed by Concordia [10].

A comparison between a liquid entrained slurry reactor
and a mechanically agitated slurry reactor for methanol
synthesis was made by Vijayaraghavan et al. [11].

10.3.4 Hydrodynamics of Slurry Reactors

Hydrodynamics of slurry reactors include the mini-
mum gas velocity or power input to just suspend the
particles (or to fully homogeneously suspend the par-
ticles), bubble dynamics and the holdup fractions of
gas, solids and liquid phases. A complicating problem
is the large variety in reactor types (sec Fig. 1) and the
fact that most correlations are of an empirical nature.
We will therefore focus on sparged slurry columns and
slurries in stirred vessels.

10.3.4.1 Minimum Suspension Criteria

For the design of slurry reactors, whether agitated only
by the flowing gas or assisted by one or more stirrcrs,
the conditions at which the particles are just suspended
arc very important. If the ovcral contacting efficiency
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with the solids is considered, it increases rapidly if more
and more solids are suspended, but once the condition
of minimum suspension is passed and no solids are
laying on the bottom of the vessel, further increase
of the energy input for suspension only moderately in-
creases the contacting efficiency. In sparged vessels
with a stagnant liquid medium, a minimum suspension
gas velocity can be defined at which all solid particles
are just suspended. Empirical relations are given by
Narayanan et al. [12].

To obtain a theoretical basis, Chapman et al. [13]
compared a pickup velocity derived from the force
balance:

= \2g(Ps-. • + •

PL PS +

1/2

(1)

which was taken equal to the liquid velocity in upward
direction for which it was derived:

(2)

An empirical relationship was introduced to relate the
bubble holdup with the superficial gas velocity MG-

«G < 0.067 ms"1
£G = 6.2wG

£G - 0.765w°38

for

0.067 <uG < 0.22 ms- l (3)

Combining eqs 1-3 results in a minimum gas velocity
necessary to suspend the particles: UQ (min, theor).
However, comparison with the experimental values
taught that a correction factor has to be introduced for
the particle concentration and vessel diameter, dc:

WG(min, actual) —
).0508/

Mc(min, actual)a.)=..25(-
0508 J

e-1OwswG(min, theor)

(w s <0.1 )

e~3l*'s«G(min, theor)

0 .1 ) (4)

in which n = 0.2 if dp < 100/im and n = 0.5 if
dp > 200/im. These correlations are valid up to a liquid
viscosity of 0.006 Nsm~2 with column diameters of
0.0508, 0.114 and 0.141m.

Roy et al. [14] studied a large variety of gas/solid/
liquid systems and particles with different degrees of
wetting (quartz, coal, catalyst powders, etc.). The re-
sults were presented as critical particle holdups which
can be just suspended at a given gas velocity. Kato et
al. [15] showed that there remains a solids profile in the
column. Imafuku et al. [16] showed that with a draft
tube a much smaller volumetric flow rate of gas is re-
quired to suspend the same amount of solids.

In stirred vessels the stirrer usually provides most of
the energy required to keep the particles suspended.
The minimum suspension criteria for a three-phase

stirred tank are usually derived from those obtained in
absence of the gas phase. Chapman et al. [17] showed
the considerable influence of the gas phase. In the ab-
sence of a gas phase, the stirrer speed at minimum
suspension was studied by Zwietering [18] for a wide
range of materials and experimental conditions. Al-
though this work is already relatively old (1958) and
resulted in a purely empirical expression, its results are
still generally used for design purposes and to check
new theoretical approaches. Zwietering proposed:

( A 0-45

(5)

The exponents were found to be independent of the
impeller type, vessel size, impeller clearance and im-
peller to tank diameter ratio. The dimensionless con-
stant C\ accounted for variations in the system geom-
etry (e.g. on dc/di). This would indicate that the basic
mechanism leading to minimum suspension may be the
same for rather different stirrer geometries. Table 2,
which is an update of the one given by Nienow [19],
indicates different exponents found in a few other in-
vestigations. Baldi et al. [26] made a relatively success-
ful theoretical approach by assuming that the suspen-
sion of particles is mainly due to eddies of a certain
critical scale comparable to the particle size. From an
energy balance it follows that

pLi/2 x dpApg

where v' is the fluctuating velocity of the critical eddies.
Because the scale of these eddies is generally much
larger than the scale of those that dissipate their energy
by viscous forces (Kolmogoroff scale), t/ can be ex-
pressed as [26]

(ebdp)
1/3 (6)

in which e\, is the power input per kg liquid close to the
bottom of the stirred vessel. The latter factor is difficult
to evaluate. In fact, the energy dissipation within a
stirred vessel is far from homogeneous, nor is it iso-
tropic. There is supportive evidence for the use of eq 6
for the average turbulent velocity [26]. The average
value of the energy dissipation e can be found from:

6 ~ (7)

Assuming e^ x e, a constant power number (which is
reasonable in the turbulent regime), and a constant
ratio d\/dc, leads to:

References see page 1462
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Table 2.

Authors

Reaction Engineering

Exponents found by different authors for Zwietering-type

nip Ap

equations.

<k(at constant <4)b

Zwietering [18]
Nienow [19]
Pavlushenko et al. [20]
Oyama and Endoh [21]
Kneule [22]
Narayanan et al. [23]
Weisman and Eflerding [24]
Kolar [25]
Baldi et al. [26]
Chapman et al. [13]

0.13
0.12
-
0
0.17
0.22
0.17
0.10
0.125*
0.12

0.1
-
0.2
-
-
-
- terminal
- terminal
0.171

0

0.45
0.43
-
1.0
0.5
0.5

velocity
velocity
0.42'
0.4

0.2
0.21
0.4
1.3
0.17
0.5

concept
concept

0.14*
0.15

-2.35 (R),-1.67 (A)
-2.25 (R)
-2.5 (A)
-1.67 (?)
-1.67 (M)
-2.00 (R)
-1.67 (R)
-2.24 (A,M)
theoretical function
-2.25 (R),-1.5 (A)

1 for </, (clearance height) = I only.
b R = radial flow impeller, A = axial flow impeller, M = mixed down-flow impeller.

The exponents are close to those observed by Zwieter-
ing (eq 5). Buurman [27] extended the theory of Baldi
et al. and found a theoretical relationship for the in-
fluence of solids concentration:

I
\<yn,in,cs

I = 1 -
in,cs=0/

o , r o PS

P

PS
—
PL

(9)

7min,cs=o given by eq 8.with
Here £s is the volumetric solids fraction and emax is the
maximum solids fraction possible (obtained for all
particles in contact with one another). The constants in
eqs 8 and 9 were measured experimentally by Buurman
to be C2 = 1.2-1.4, C3 = 2.5 and C4 - 10.7.

However, these constants are not universal and may
depend on impeller design. Indeed, Neale and Pincher
[28] found a dramatic effect of the impeller blade-tip
angle.

Little information is available about the hydro-
dynamics of three-phase stirred systems. Arbiter et al.
has [29] noted that the introduction of a gas into a
stirred suspension may cause settling of part of the
suspended particles corresponding to a decrease in
power consumption. Similar conclusions may be drawn
from the work of Quencau et al. [30], Wicdmann et al.
[31] Subbarao and Taneja [32], and Neal and Pincher
[28]. Chapman ct al. [17] presented data for a wide
range of vessels (up to 1.83 m diameter) with different
impellers. The power input necessary to cause suspen-
sion under aerated conditions was found to be higher
than for unacrated conditions. Slightly lower exponents
were found for the influence of most of the variables
as compared to cq 5; the most significant was the in-
fluence of the particle liquid density difference. To
summarize,

Wmin(gas conditions) * (n/p)° V12ApO22»f°12 (10)

— [m3gas/m3li[mgas/m liquid min]

Figure 3. Increase in stirrer speed necessary to keep the particles
suspended if gas is fed to the stirred vessel for disk turbines of di-
ameter 4 / 2 and clearance dJ4: A, dK = 0.29 m; B, </,. = 0.30 m;
C. t / c= 0.91m; D, rfc = 1.83 m. Barred line ranges for d< =
0.56 m at different conditions [17].

Chapman et al. [17] proposed an extremely simple re-
lationship from which the increase in stirrer speed re-
quired to suspend all particles under aerated conditions
over unacrated conditions is given for disc turbines of
diameter dc/2 and clearance of height dc/4:

= 56.4<Pv,G/KL (11)

where Aw is the increase in impeller speed to maintain
suspension (revs per second).

Similar relationships are given for other geometries.
Equation (11) is shown in Fig. 3 for disk turbines of
half the vessel diameter with clearance dc/4. It was
tested on different scales and with different particles.
This geometry was recommended as the safest impeller
type for three-phase agitators with respect to the
amount of data available and stability in large vessels,
although other geometries (such as upward pumping
impellers) may have advantages in special situations.
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Figure 4. Approximate dependency of flow regime on gas
velocity and column diameter (water and dilute aqueous solu-
tions), from Shah et al. [36].

Minimum suspension criteria for multiimpeller reactors
are given by Dutta and Pangarkar [33]. Data for
venturi-loop reactors are limited [34-35]. However,
because of continuously sucking the slurry away from
the bottom by the recycle pump, possibly not many
problems on solids settling occur.

10.3.4.2 Gas Holdup

A Bubble Columns
Gas holdup is difficult to predict because it depends on
the tendency of the bubbles to coalesce, which is system
dependent, and because the reactors can be operated in
different regimes depending on the gas load and reactor
size. For bubble columns, these regimes are shown in
Fig. 4. For industrial applications the heterogeneous
churn-turbulent regime and the transition regime are
the most important. Here, the relationships of Koida et
al. [37] probably have the widest range of applicability.
These authors measured, with sparger holes ranging
from 0.5 mm to 2.5 mm, a static liquid height of 1.5 m,
and superficial gas velocities up to 0.2 ms"1 in bubble
columns with diameters from 10cm to 30cm. Liquid
viscosities ranged from that of water up to 18mPas,
52 < <rL < 72Nr r r \ 0.14 < £>L x 109 < 2 .4 i r rV\ £S

up to 8%, 50 < dp < 200 fan, pp = 2500kgm"3 and,
for pp = 8770 kg i r r \ also with dp = 80 fan.

They observed EG to be reduced by the presence of
solids, although this reduction is less pronounced in the
churn-turbulent regime than in the transition regime.
The relationships of Koida et al. [37] are

(f-G.n)o ( 1 - C G . H ) 4

0.277 / A vO881 ]

l+4.35 £ ° 7 4 5 p | N-R?m\ (12)

for the heterogeneous churn-turbulent flow regime
and

1
/A \ 0 6 1 9

l+49.l4619f^J Nj*"*
(£G,T - £G,:

for the transition regime, with (£G,H)O fr°m

V

(13)

-0.252

(14)

Here

and

A P = Pp - P L

The system dependent constant C = 0.277 for water
and aqueous solutions of glycerol and glycol;
C = 0.364 for aqueous solutions of organic electro-
lytes. It would be highly interesting if future research
provided a general relationship for C for organic
liquids.

Of interest is a recent theoretical relation for EG in
gas-liquid bubble columns based on liquid circulation
and claimed to be valid both in the homogeneous bub-
ble flow regime and in the churn-turbulent regime, also
for non-Newtonian fluids. For power law fluids with

x = kyn (15)

Kawase et al. [38] derived

For Newtonian fluids (« = 1) eq 16 reduces to

(16)

(17)

This condition was tested for water in columns with
diameters up to 5.5 m and «c varying between
0.1ms"1 and Iras"1. Further, is was found to be sat-
isfactory for non-Newtonian slurries containing up to
10wt% of solids. The gas holdup may be affected by
internals. For vertical heat exchange tubes present in
the columns, Saxena et al. carried out an extensive re-
search programme [39-43]. The gas holdup increases if
the internals in the column prevent bubble coalescence
[43]. Saxena et al. correlated their results in a relation
based on the so-called drift velocity concept:

I'bx J
- i (18)

References see page 1462
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where i ^ is the velocity of a single bubble in an in-
finite medium. Despite many suggestions for the values
of C and v\>a, [41], these values are best measured
experimentally for each system [40]. The influence of
solids concentration is nominal, as long as dp < 90 /an
and K>S < 0.2 [40].

The influence of pressure on EQ is caused by the
change of gas density only. Probably the most widely
applicable relationships are from Wilkinson and Van
Dierendonck [44]:

EG = «GMb (19)

for the homogeneous bubble flow regime and

- «tr)/t>lb (20)

for both the transition and the heterogeneous churn-
turbulent regime.

Here usb is the rise velocity of small bubbles, given by

= 2.25
- 0 , 7 3 . 0 . 0 3

9 A ) \PGJ
(21)

fib is the contribution due to the rise velocity of large
bubbles and is given by

-4l—r—)
^-0.077 / N0 077

°G/

0.757

(22)

«tr is the superficial transition velocity between the
homogeneous bubble flow and the transition regime,
which is given by

"sb
(23)

These conditions hold to within 10% for 0.02 < a <
0.073 N m-' , 0.0004 < fiL < 0.055 Pa s, 683 < pL <
2960 kg m-3 and 0.09 < pG < 38 kgm~3.

No systematic research has been done yet on the
influence of pressure and gas density on the holdup
in three-phase slurry reactors. The only data [45-51]
for three-phase bubble columns under pressure suggest
rather high values of EG under pressure. Qualitatively,
this is in line with the effect of a high density as pre-
dicted by Wilkinson [44]. The effect might decrease
with increased solids concentration [52]. Clearly, addi-
tional research is necessary here.

Plate columns may give higher values for EG than
found in bubble slurry columns due to smaller bubbles
[9].

In venturi loop reactors the gas flow rate is not an
independent variable. Both gas flow rate and holdup
are very sensitive to the venturi design parameters and
gas and liquid properties. [8, 53-56].

B Stirred Vessels
For stirred vessels the gas holdup in a slurry system can
also be related to the gas holdup in the corresponding
gas-liquid systems. Generally, the effects of the solids
at higher gas velocities are not very important, except
for large particles and high concentrations (Wiedmann
et al. [31]) and probably for very small particles
<l0fim.

Not much is known on induced aeration via hollow
shafts. Aldrich and van Deventer [57] report a decrease
in aeration efficiency with increasing w$, dv and ps.

10.3.4.3 Axial Mixing in Slurry Reactors

We can distinguish axial mixing in each of the three
different phases (gas, liquid and solids). Stirred vessels
and sparged columns are considered separately. In
stirred vessels, the liquid mixing is usually rather close
to a single completely mixed stage, and both the
macro- and micro-mixing are not much different from
those of a two-phase stirred vessel or even single-phase
stirred vessels.

For insufficient power input, the solids distribution
in the axial direction will be inhomogeneous, resulting
in a low solids concentration in the upper part of the
reactor. Solids distribution data for stirred slurry tanks
are available [58-60]. However, in heterogeneous cat-
alytic reactions such inhomogeneity should preferably
be avoided, also because the mixing time in the upper
low-solids section can be up to 10 times longer, relative
to homogeneous distributions [61]. No data are avail-
able on the gas phase mixing in stirred slurry reactors.

In gas/liquid/solid sparged columns the situation is
somewhat more complicated. Just as in gas/liquid sys-
tems, different regimes have to be distinguished. Here
the most important variables affecting the axial dis-
persion coefficient DcL of the liquid, are dQ and uG:

Recommendations forp range from 1 to 1.5 and for q
from 0 to 2. Rice et al. [62] concluded that this was due
to the different regimes and recommended q values of
2, 1, 1/3 and 0 for chain bubbling, bubbling flow,
churn-turbulent flow and slug flow, respectively.

The effects of liquid velocity (at least at low veloc-
ities), direction of flow and liquid properties are only
minor for Newtonian fluids. Correlations on gas-liquid
columns are given by Joshi [63]. Field and Davidson
[64] measured the dispersion in a large industrial col-
umn (dc = 3.2 m, / / = 19 m) and found agreement with
the correlations of Dcckwer et al. [65] and Joshi [63]
(Table 3). The influence of particles can be expected to
be small, at least for low concentrations and small
particles. This is confirmed by the early experiments of
Kato et al. [15, 69]. For particle sizes ranging from 63
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Table 3. Liquid phase axial dispersion correlations for sparged
columns.

Reference Correlation

65

66

63'

15*

67

68

DeL =

DCi\_ = 0.29<4(i>c + UL) VC = circulation velocity
which is a complex function [63]

012

)

' Based on three-phase column.

_ 0.04

° 0.03

0.02

0.01

0.00

x 10 |im i i wt.-%
+ 30 Mm <*c = 0.152 m

water.
A 70 |im P|) 1300 Ikg/m1]

Kara et al. [70|
Kato et al. (15]

— — — Baicd and Rice (66]

0.00 0.05 0.10 0.15 0.20 0.25
UG [m/sj

0.30

Figure 5. Axial dispersion in the liquid phase of a slurry column.
Comparison of data of Kara et al [70] with correlations.

to 177/im and concentrations up to 200 kg m i the
Peclet number is essentially a function of the Froude
number:

8<* 5 ) (24)

(25)

A similar relation was observed for gas-liquid systems:

Np,.i= 13AW(1 + 6 . 5 < 8 ) (26)

Figure 5 gives a few examples from Kara et al. [70] to-
gether with two correlations. Recent experiments with
a large-scale slurry bubbling column (dc = 0.57 m,
// = 7.62 m) operating in the churn-turbulent regime,
revealed that the liquid phase could be considered as
ideally mixed [71].

Data on gas phase dispersion in three-phase sparged
columns arc scarce. For two-phase systems a few cor-
relations arc available [64, 67, 71, 72] which are shown

Table 4. Correlations for gas phase axial dispersion in sparged
columns.

Reference Correlation

Towell and Ackermann [67]
Diboun and Schugerl [72]
Mangartz and Pilhofer [73]
Field and Davidson [64]

, (G/G)
Z)C,G = 56.44) " ( « G A G ) 3 5 6

in Table 4. However, the scatter in the data is quite
large. The influence of the column diameter varies from
d\ (Towell and Ackermann [67]) to d\ (Diboun and
Schugerl [72]), although in most recent correlations dc

is taken to the power 1.33-1.5. The correlation of Field
and Davidson [64] has been tested for large-scale
equipment and should therefore be recommended:

(27)

Recent data from a large-scale slurry reactor suggest
that the axial dispersion model for the gas flow in the
churn-turbulent regime might be unsatisfactory [74].
More complicated models, that distinguish between
large and small bubbles, as developed earlier for gas-
solid fluid beds and for gas-liquid bubble columns, are
probably necessary here too. Recently, de Swart and
Krishna [75] published first evidence that such an
approach might be successful also for slurry bubble
columns. This work needs confirmation now from
larger scale reactors.

Data on solids phase dispersion are similar to those
of the liquid phase, at least for small particle diameters
as generally prevailing in slurries [15, 76]. At zero liq-
uid rates, if the particles are only suspended by the gas
flow, a solids concentration profile will be established:

,;=o = exp -
\ (28)

Provided the particle settling velocities t;, are known,
this equation allows the calculation of Z)e,s- Usually,
experiments at non-zero liquid rates are used to eval-
uate f, and Z)e,s separately. A similar concentration
profile might occur in practice if slurry column reactors
are operated close to the conditions given by the mini-
mum suspension criterium. In this case, reactor calcu-
lations should take the solids concentration profiles
into account. A recommended correlation for the solids
dispersion coefficient for small particles is given by
Katoetal. [15]:

NPeS =
13AVr

1 + 8/V°f
(29)

References see page 1462
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Figure 6. Concentration profiles For mass transfer into a slurry
with catalytic particles, with no enhancement at the gas-liquid
interface: (above) mass transfer and reaction at the interface;
(below) mass transfer and reaction in the porous particles.

(30)
A'eS

which is identical to the equation for liquid-phase
dispersion.

10.3.5 Mass Transfer with Chemical
Reaction

Together with the system-specific reaction kinetics, the
mass transfer parameters are particularly important in
determining the average conversion rates in the slurry
reactor. As an example, we consider the average con-
version rate per cubic meter of the reactor of a gaseous
reactant A being absorbed in the liquid of a well stirred
slurry semibatch reactor and reacting according to ir-
reversible first-order kinetics at the external surface of
non-porous particles (Fig. 6):

J\a = cAG / { -7— +
1 1

• + •+

In deriving eq 31, CAG was assumed to be constant
throughout the reactor. R\-RA arc the so-called re-
sistances that control the overall conversion rate, and
the model used here shows all resistances in series:

fl, = 1/A'ofl the resistance to mass transfer in
the gas phase

/?2 = \/mk^aE\ the resistance to mass transfer in
the liquid phase at the gas-liquid
interface

RT, = \/mksap the resistance to mass transfer in
the liquid phase at the liquid-solid
interface

7*4 = \/mk"ap the resistance to reaction at the ex-
ternal catalyst surface

For a first-order reaction in porous particles, R4 should
be replaced by

^4 = dp/(6mapD\<j> tanh ^)

with the Thiele modulus, (j> defined as

(32)

Although inside the porous particle, mass transport
and reaction are in parallel, the overall process can still
be described by resistances in series. From these re-
sistances, R2 might be influenced by the presence of the
catalyst particles in two ways:

(i) the specific (gas-liquid) interfacial area, a, can be
changed by the presence of the particles;

(ii) &L itself can be influenced by the presence of the
particles even if these are inert.

It will be clear that, to be conceptually sound, any
enhancement effect should exclude these factors. This
requires careful definition of the flux enhancement due
to the particles, for which we proposed [76]

with particles
JA with the same but inert particles

(33)

in which JA is evaluated at the same overall driving
force. Inert means that the particles do not participate
in the reaction as a reactant or a catalyst. Further, inert
particles do not adsorb the gas phase component
transported toward the bulk of the slurry, nor any
other reactant or reaction product.

E\ will be different from 1 only if R4 is small relative
to /?2, resulting in a bulk concentration of cA = 0 and
in a real parallel mechanism of the enhancement. The
advantage of the concept of the enhancement factor as
defined by eq 33 is the separation of the influence of
hydrodynamic effects on gas-liquid mass transfer (in-
corporated in kL) ar>d of t n e effects induced by the
presence of a solid surface (incorporated in £A), indeed
in a similar way as is common in mass transfer with
homogeneous reactions. The above analysis shows that
an adequate description of mass transfer with chemical
reaction in slurry reactors needs reliable data on:

(i) parameters which are specific for slurry reactors
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(ii) parameters which are not specific to the type of
reactor applied (intrinsic reaction kinetics and
particle properties such as ap, as and dp, and to
some extent Dj).

Only the parameters of the first type need to be dis-
cussed here. It seems logical to start with a brief dis-
cussion on the value of the product of &L and the
specific contact area a {k^a), because this is often the
overall rate-controlling step.

10.3.5.1 The Volumetric Liquid-Side Mass Transfer
Coefficient at the Gas-Liquid Interface

Much more information is available on the product
kLa than on kL and a separately. For low solids con-
centrations it may be assumed that the solids do not
affect the value of kLa, so that the existing relations for
two-phase gas-liquid reactors can be applied. For re-
views on these relationships, see Lee and Foster [76],
for draft tube slurry reactors Goto et al. [77], for bub-
ble columns Deckwer and Schumpe [78] and Deckwer
[79], and for stirred tank reactors Mann [80] and
Schliiter and Deckwer [81]. Despite of much research
published on the influence of solids on kLa there is still
no universally applicable relation describing the influ-
ence of all types of particles in any weight fraction in
any liquid.

A Slurry Bubble Columns
If the density difference between the solids and liquids
is small or if the liquid viscosity is high the slurry be-
haves as a pseudo-homogeneous phase, and expres-
sions for kLa as a function of the effective suspension
viscosity can be applied successfully. Oztiirk and
Schumpe [82] measured k^a in a 9.5 cm inner diameter
bubble column by absorbing oxygen in organic slurries
of ligroin (pL = 729kgm 3; /iL = 0.54mPas) and tet-
ralin (pL = 968 kg m"3; /iL = 2.08 mPa s) containing up
to 40% of various polymers (46 < dp < 370 /mi and
940 < Ps < 1380kgm"3) and alumina (dp = 21.6/mi,
p s = 318Okgm"3). The result is shown in Fig. 7.

With the exception of alumina in ligroin, all results
could be correlated by

/cLa/(A:La)0 = (/iefr/Po) °42 (34)

with the subscript 0 indicating the absence of solids; all
other conditions remain identical. So, /i0 is the viscosity
of the pure liquid. The correlation covers a superficial
gas velocity up to 8cms"1 and an effective viscosity
range of 0.54-100mPas with a mean error of 7.7%.

For non-Newtonian suspensions, /<cfr is obtained
from the Ostwald-de Waelc equation

„ _ /..-,« i ns^

Figure 7. Relative change in k^a in a bubble column with
respect to the particle-free system as a function of the solid vol-
ume fraction: (11) PE (ps = 940kgm"'; dp = 46/im)/ligroin; ( )
PE (ps = 965kgm"3; dp = 369/itn)/ligroin; (0) PVC (ps =
1380kgnT3; dp = 100/itn)/ligroin; (v) AL2O3 (Ps = 3180kgm"3;
rf = 22/«n)/ligroin; (A) AL2O3 {ps = 318Okgm"3; dp =

/ 3
tetralin; (•) PE/Exsol (ps - 965kgm
M i h l d R i h [85] (f O k

"3; = 45/mi) after
Michael and Reichert [85] (from Ozturk and Schumpe [82]).

with, for bubble columns [83],

Vefr = CuG (36)

and

C = 2800m '

The consistency index still has to be measured experi-
mentally. The above result, obtained in organic liquids,
also applies for water and aqueous solutions of both
electrolytes and non-electrolytes under similar condi-
tions [84]. High-density solids in low-viscosity liquids
such as alumina in ligroin, or in low concentrations in
aqueous solution, give higher values of kLa than pre-
dicted by eq 34, possibly due to increased mass transfer
coefficients k\_. It should be realized that the experi-
mental conditions applied in the research on slurry
bubble columns resulting in eq 34 were restricted to the
homogeneous bubble flow regime (see Fig. 4).

Sada et al. [86] also measured the influence of solids
on kLa in a small slurry bubble column (dc = 7.8 cm).
Both pure water and ionic aqueous solutions of various
salts (up to 2.4 kmol m~3) as well as sugar solutions (up
to 60wt%) were applied. Gas velocities ran as high as
20 cm s \ i.e. far into the slug flow regime. The par-
ticles used were Ca(OH)2 (7/mi, 2480kgm 3), glass
(40 and 96/mi, 2480kgm 3) and nylon-6 (2mm,
1140kgm 3) up to 20wt%. All data could be corre-
lated by

i /-. 0.9 CX1\
*La = t c G (Ji)

References see page 1462
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with

for pure water and no particles, and

<016)

(38)

(39)

for pure water with particles. Here, according to Stokes
law, vi is the particle terminal velocity. An unsat-
isfactory aspect of the approach is that C has to be
measured experimentally and varies in an as yet un-
predictable way with ES, dp, solids composition, and
type of electrolyte applied. Without electrolytes pres-
ent, 5 wt% of 40 fim glass particles need a 50% lower C
than 20wt% of 96 fan glass. The presence of electro-
lytes lowers the value of C and the presence of solids
in an electrolyte solution results in a slightly further
lowering of C. For the industrially most important re-
gimes of churn-turbulent flow and, to a lesser extent,
the transition regime, the relations of Koida et al. [37]
probably have the widest range of applicability. For
experimental conditions see above, under holdup. They
observed k^a to be reduced by the presence of solids,
although this reduction is less pronounced in the churn-
turbulent regime than in the transition regime. The
expression derived by Koida et al. [37] is

£G,H

(£G ,H) 0

1.18

(40)

with £GH and (EG,H)O fr°m e < l s 12-14. Here AVv.p =
i\/(dKg)l/2 and Ns = d*gpJoL.

The above relationship, in particular, has been tested
in the transition regime (see Fig. 4).

For the industrially most important churn-turbulent
regime much less information is available.

Only some scattered information on the influence of
pressure and gas density on k^a is available. Recently,
Dewes et al. [51] reported results from a 0.115m di-
ameter column operated in all but the churn-turbulent
regime, both at 1 bar and 8 bar, with 2 vol% of solids.
The influence of solids was negligible (see Fig. 8), but,
as expected from Wilkinson's findings on the influence
of pG on f<; [44], k^a increased substantially with pres-
sure. Dcwes et al. [51] were able to show that the pres-
sure afTected a only, with kL. remaining independent of
both pressure and the presence of solids.

For kLa data in draft tube slurry columns, the
paper by Goto et al. [77] probably is the best entry.
Zahradnik et al. [9] published some data for a slurry
tray column.

0.6
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Figure 8. Pressure effect on the volumetric mass transfer co-
efficient in a sparged slurry column (from Dewes et al. [51]).
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Figure 9. Influence of solids on k\a in a 0.15 m diameter stirred-
tank reactor: (1) Fe:Oj(<0.5//m) in 1-tetradecene; (2) BaSO4

(<1 fim) in tetradecene; (3) Fe^Oj in 1,2,4-trimethylben7.ene; (4)
BaSO4 in 1,2,4-trimethylbenzene; (5) sea sand (<80//m) in water;
(6) kieselguhr (<50//m) in water. Stirrer speed 21 rps except for
experiments with trimethyl benzene (16 rps) (compiled from sev-
eral figures of Oguz et al. [87]).

B Stirred Tank Slurry Reactors
Few comprehensive studies have appeared concerning
the influence of solids on k^a in stirred tank reactors.
Oguz et al. [87] measured kLa in various slurries in a
baffled 14.5 cm diameter stirred-tank reactor. Water
and three organic liquids (n-butanol, 1-tetradecene
and 1,2,4-trimcthylbcnzcnc) were used as liquid phases.
The particles applied varied in density from 2070 to
4720 kg m 3 and average particle sizes from 80 /<m to
below 1 //m. The observed effects of the particles on
kLa appear at first sight to be confusingly different for
different slurry systems (sec Fig. 9). However, if the
increase in apparent slurry viscosity due to the presence
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of the particles exceeds a factor of 1.3 relative to the
solids-free liquid, then all data can be consistently cor-
related by a single function of power input, gas sparg-
ing rate, apparent slurry viscosity, surface tension and
liquid diffusivity, in a way rather similar to that pro-
posed earlier by Yagi and Yoshida [88] for no solids
present. The result of Oguz et al. [87] is as follows:

kLad?/D =

(41)

Here dx is the impeller diameter, D the liquid dif-
fusivity, NRe is the impeller-based Reynolds number
iodfpenl'ne[t, Nsc is the slurry Schmidt number
/iefr/(pefrZ)), Np-r is the Froude number (Oy/dJ/g, JVGF is
the gas flow number oL/(iie([uG), and JVA is the aera-
tion number wdJuQ.

As also found in bubble columns, the concept of the
effective viscosity fails for relatively high-density par-
ticles in low-viscosity liquids [87] for a relative increase
of/iefr below 1.3. Nevertheless, eq 41 is a very remark-
able result. Its accuracy is claimed to be within 15%,
provided that:

1.3 <nen <41mPas
0.84 < M G <4.2mms"'
0.75 < W/V, <6.3kWm"3

24 <ffL<72mNm~1

0.68 < 109
JD<2.4m2s l

Schmitz et al. [89] also reported on the influence of
solids on kLa in stirred tanks. Although they applied
only one type of solid (glass beads of 88 and 320 nm
average diameter) in aqueous solutions, their study is
of particular interest because of the wide range in vari-
ation of liquid viscosity applied by adding carboxy
methylcellulose and by investigating the scale-up as-
pects by measuring both in a 20 cm and a 45 cm diam-
eter stirred tank. As Schmitz et al. [89] also point out,
their result.

10

k\ja
= 1 - 3.54(£s - 0.03) (42)

obtained for 0.03 < es < 0.12, dp = 320 jtm, pp =
2490kgm-\ 300 < W/V{ < lOOOOWrrr3, 0.34 <
uc, < 4.2cm s ' and 5 < nL < 75mPas, is certainly not
directly applicable to other systems. However, their
finding that kLa can be kept constant in scaling-up
by maintaining the specific power consumption holds
equally well for slurries as for two-phase stirred tanks
and may turn out to be more generally applicable (Fig.
10). Much uncertainty continues to exist, particularly
on the influence of £s (Fig. II). Even an increase of kLa
with increasing ES is sometimes observed.

The influence of pressure on kLa in stirred tanks
seems to be less pronounced than in bubble columns.
No influence of pressure was found by Albal et al. [92],
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Figure 10. Volumetric mass transfer coefficient as a function of
total power consumption for different reactor diameters for
320//m glass particles in water and UQ = 1.9 cms"1: closed sym-
bols for 30wt% solids; open symbols for no solids (adapted from
Ref. 89).

(kLa)

0.7

0.6

Figure 11. Influence of solids fraction on k\_a in stirred tanks: (a)
sodium sulfite aqueous solution [89]; (b) tap water [90]; (c) NaCI
aqueous solution [91].

Dietrich et al. [93], Ledakowicz et al. [94] and Chang
and Morsi [95]. However, a slight increase with pres-
sure was observed by others, particularly where the
surface tension strongly decreased with pressure. To
confuse matters further, decrease of kLa with pressure
has also been observed [97, 98].

Chang and Morsi [95] correlated all their data in the
form

2)
», 657 (43)

References see page 1462
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Table 5. System-specific studies on Ata, *
actors.

Process

Polymerization of ethylene
[99]

Fisher-Tropsch synthesis
[100]

Hydrogenation of ammo-
nium nitrate (HPO
process) [101]

Hydrogenation of methyl
oleate [102]

Hydrogenation of 2-ethyl-
tetrahydroantraquinone
in the presence of a
palladium catalyst [103]

Alkylation of p-cresol with
isobutene [104]

Hydrogenation of
adiponitrile [105]

Hydrogenation of
adiponitrile [93]

Reactor

BC

STR

BC + STR

STR

STR

STR

STR

STR

L and a m slurry re-

Data

kLa(T,es,uc)

k^a(p, to; no solids)

kLa(.uG,t:s,T)

kLa(<o,es)

a{m)
fcL(r)
fcs(". T)

a((o)
ks(<o,dp)
kLa(to, T)
ks(to, T)
kia{a>,cs, T,p;
catalyst activity)

and Dietrich et al. [93] their data in the form

Re (44)

with

and

j2,,2\

The considerable differences in exponents for NR€ and
Nsc show that additional work is necessary to arrive at
a broadly applicable relationship for k\ja as a function
of system properties and operating parameters in
stirred tanks. For recent system-specific studies on
industrially important catalytic slurry reaction see
Table 5.

10.3.5.2 The True Gas-Liquid Specific Contact Area
(a) and the Liquid-Side Mass Transfer
Coefficient (kL)

Probably, for most slurry reactor applications, infor-
mation on the value of the product kLa is sufficient for
design purposes. In some cases, however, information
on the individual parameters a and/or k\. can be use-
ful. For instance, the reactor capacity will depend on a,
rather than on the product kLa, if the reaction is so fast
that all conversion takes place within the stagnant film
(film theory) around the gas bubbles. For first-order
conversion kinetics in the porous catalyst particles this
will occur for

J(k'tcSiD)/kL > 2 (45)

provided that interparticle and intraparticle diffusion
limitations are absent. Here, csi is the solids concen-
tration at the gas-liquid interface, which might be
much higher than in the bulk of the liquid (see below).
Such a condition will occur for very reactive systems
with small catalyst particles only (below 10/xm in sys-
tems of low viscosity).

In such a situation, detailed information on k^ might
also be necessary, for instance if this affects selectivity.
This may occur in, for example, fast consecutive re-
actions where an intermediate product is the desired
one. Such consecutive reactions are of great industrial
importance (e.g. many hydrogenations, oxidations,
sulfonations, nitrations and halogenations belong to
this category). However, these are not always carried
out with sufficiently small particles in slurry reactors,
often because of solids separation problems. However,
in all cases where the catalyst causes an enhancement
of the mass transfer rate, the value of a rather than the
product k^a dictates reactor capacity. Industrial exam-
ples are the hydrogenation of a-amino-caprolactam
with nickel catalysts, the hydrogenation of ammonium
nitrate to hydroxylamine with Pd on active carbon
[106-107], the hydrogenation of adiponitrile [93], the
hydrogenation of edible oils with noble metal catalysts,
and the manufacture of the para isomers in the chlori-
nation and nitration of toluene with zeolites [108]. In
all these examples, reactor capacity may depend on a,
rather than on k\^a, whereas in most of these cases
product selectivity is affected by the value of kL.

Unfortunately, information on &L and a in slurry
reactors remains rudimentary, even if compared to the
already incomplete information on the value of the
product kLa. For a recent review on what we know see
Ref. 109.

10.3.5.3 The Volumetric Gas-Side Mass Transfer
Coefficient (kGa)

Virtually no information is available on k^a in slurry
reactors. The good news is that k^a is often not a lim-
iting resistance, and hence its value is not important.
This statement is, probably, true for all processes listed
in Table 5.

10.3.5.4 The Mass Transfer Coefficient at the
Liquid-Solid Interface As

Expressions for the mass transfer coefficient around the
solid particles are usually presented in the form

^ (46)
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= 2

NSh = 2 + 0.36& ff

(eq53)
(eq 54)
(eq 55)
(eq56)

60-2900

1100-8700

500-1100

280-3200

0.1-0.2
0.08
0.1-0.4
0.15

0.005-0.17
0.01 0.1
0.09-0.35
0.02-0.1

220-1410

140-50000

800-60000

200-80000

110
111
112
113

with the Sherwood and Schmidt numbers being defined
as

(47)
D

Nsc = »J(PLD) (48)

The numerical value of ks is dictated by the local tur-
bulence around the particles. Based on Kolmogoroff's
theory of local isotropic turbulence, this leads to a
Reynolds number based on the velocity of the critical
eddies responsible for most of the energy dissipation.
For solid particles much larger than the Kolmogoroff
scale of these eddies, this leads to

NRe = C,
1/3

(49)

Here, e is the specific local energy dissipation rate per
unit mass of liquid. If we may assume that all energy
fed to the system is dissipated via these eddies, then

e = W/{pLVL) Wkg"1 o r m V 3

For a bubble column

= uGgpLVL

so that e =

W =

and

(50)

(51)

(52)

Note that this is a definition of NRe> because we arbi-
trarily took the constant C\ of eq 49 equal to 1. A
number of investigations have followed this approach,
and the results are summarized in Table 6 and Fig. 12.
Recent progress in this area concentrates on the influ-
ence of liquid, gas and solid properties on k$ and on
scale-up rules. Lazaridis [113] measured the influence
of dp, uQ, e, nL, aL, £S, and the bubble column height
on k$. His findings can also be applied to non-
Newtonian liquids. In that case, /xL follows from eqs
35 and 36, but according to Lazaridis, a value of
C = 1000 m ' should be used in cq 36 instead or 2800.

Particularly valuable is the work of Jadhav and
Pangarkar [112], who tested their condition for col-
umns of 10, 20 and 40 cm diameter. Although these

Figure 12. Correlations for liquid-solid mass transfer coefficient
in bubble columns. The dashed curve is from Jadhav and Pan-
garkar [112] for dp = 100 urn, dc =0.3m, NSc = 1000 and v'L
from eq 60.

authors also used the concept of the specific energy
dissipation rate, their approach is slightly different.
They defined the Reynolds number as

(57)

and took the characteristic turbulence velocity v'L from
Pandit and Joshi [114]:

v'L = 0.43J gd PP- PL

PL

1/3

(58)

Except for concentrated slurries, the last term of eq 58
can often be neglected, so that

V'L -
11/3 (59)

Actually, v'L is proportional to the liquid circulation
velocity. The expression of Jadhav and Pangarkar is
less easily applicable than the other relations given in
Table 6, because knowledge of r.G and rb x is required.
For the latter, Jadhav and Pangarkar [115] suggested

References see page 1462
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Table 7.

Proposed

s

Reaction Engineering

Particle-liquid mass transfer in three-phase stirred-tank reactors.

correlation

(eq 63)

(eq64)

1=1/5.8 (eq65)

Range of dp

(Mm)

60-1500

17-90

5-970

V,
(dm3)

0.7-50

10.9

1.8

ea/e

0

0-1

0-1

Range of NSc

220-1280

270-11000

Reference

[117]

[118]

[119]

the relationships of Grace et al. [116] for "clean" sys-
tems and of Zuber and Findley [117] for other systems.

The significance of the Jadhav and Pangarkar equa-
tion stems not only from the large column diameters
for which it has been tested but also from the relatively
large superficial velocities, which are well into the
industrially important churn-turbulent regime, Using
their equation (eq 55, see Table 6) and substituting the
maximum possible value of v'L, i.e.,

(60)

gives

- 0 43^V/3N

By using this relationship the dashed curve in Fig. 12
was obtained for a 30 cm column and 100/im particles.
Surprisingly, the result fits nicely with the other cor-
relations available. Nevertheless, the use of eq 59 is
advised in practical applications.

The approach based on the energy dissipation rate
is not limited to a particular type of slurry reactor.
Therefore, equations of type 46 and 52 have also been
proposed for stirred-tank reactors. For e the total
energy dissipation rate originating from both gas and
power inputs via the stirrer must then be used. Hence,

= uGg+Ww/pLVL

(61)

(62)

where Wm is the power input via the stirrer. The avail-
able correlations are summarized in Table 7. Note that
the equation of Sano et al. [110] contains a correction
factor for asphericity of the particles:

where i(/ = 1 for spheres.
Figure 13 shows that the various relations agree well

with each other. Therefore, our knowledge of the value
of its is relatively well established. Additional research
should concentrate on larger tank reactors with vol-
umes above 0.05 m* and for ks in high-intensity equip-
ment such as ejectors.

N

100,
6
4

Sh
,Sano et al.

/ [110]

10 -Marrone and
Kirwan [118]

6 h
4

Asai et al. [119]

N = 300
Sc

0.1

Figure 13. Sherwood number for liquid-solid mass transfer in
sparged stirred tank slurry reactors (adapted from Asai et al.
[119]).

10.3.6 Enhancement of Gas-Liquid Mass
Transfer

As mentioned above, particles may enhance the gas
absorption rate. In heterogeneous catalysis there are
two mechanisms, either by physical adsorption on the
particles or by chemical reaction on the catalytic sites
of the particles.

10.3.6.1 Enhancement by Physical Adsorption

Particles having significant adsorption capacity for the
absorbing gas A, pick up gas when they are in contact
with the gas-liquid interface. If these particles, after a
typical surface contact time of

/c = (66)

(penetration theory) have returned to the bulk of the
slurry, where, due to chemical reaction cA is much
lower than cAi, desorption of A from the particles fol-
lows. This way, particles shuttling between the bulk
and interface contribute to extra mass transfer of A.
Therefore, this mechanism of enhancement is called the
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shuttle mechanism. The effect is significant only if the
particles are small relative to the film thickness for
mass transfer (film theory), i.e. for

(67)

and for a large adsorption capacity of the particles for
the gaseous component.

Not surprisingly, therefore, most successful experi-
mental results have been obtained with small activated
carbon particles in aqueous slurries. A first theoretical
relation for the effect was presented by Kars et al. [120]
for infinitely small particles being instantaneously in
equilibrium with their surroundings:

(68)

In practice, the effect will be lower because the parti-
cles have a final size, but it can also be higher if the
particles preferentially adhere to the surface but are
nevertheless replaced after the penetration time of eq 66.

For finite particles, Vinke [121] derived

(69)

Here, a is the surface fraction covered by the particles.
In contrast to the model of Kars et al. [120], this

model also explains the experimentally observed max-
imum in the enhancement factor, which is obtained for
complete surface coverage (a = 1). We then have

4.5. 4DA (70)

For aqueous systems
9 '

is typically 10 4 m s ', DA

10"9 m s ' and dp = 5 /an (which is half the film thick-
ness), to give i?A,max = 8, which is an important value
for industrial applications. Experimental findings for
activated carbon particles in aqueous systems show
that the above maximum value £A,max is already
obtained at very low average solids fractions of
0.5 x 10 4 < es < 5 x 10~3. This makes it very attrac-
tive to use catalyst carrier particles which preferentially
stick to the gas-liquid surface and have a high adsorp-
tion capacity towards the absorbing gas.

10.3.6.2 Particles Catalyze a Chemical Reaction
Involving the Absorbed Gas Phase
Component

If the catalyst particles have a diameter much smaller
than the thickness of the mass transfer film, and if suf-
ficient particles are available in the film, then enhance-
ment of gas adsorption due to chemical reaction may
occur provided that the specific chemical conversion
rate is high enough. For enhancement in a slurry re-

actor (first-order reaction, constant gas phase concen-
tration, no liquid through-flow of bulk), Wimmers and
Fortuin [122] derived

£ o _ (Hat)
A sinh(Ha()

x < cosh(Hai) — •

cosh(//af)
sinh(//af)l

in which

where:

Ha{ =
kL

J
(71)

(72)

(i) E\ is the actual absorption rate divided by
kLaVTCM\ note that for a fast reaction, where
c A = 0, E°A = EA.

(ii) £sips is the actual solids load in the gas-liquid film
for mass transfer, described by Wimmers and
Fortuin via a Freundlich isotherm, still containing
some empirical factors.

(iii) k!t is the pseudohomogeneous first-order reaction
rate constant, m3 kg"1 1g

"1 s"1

In principle, the rate constant k'T can contain, among
other things, mass transfer rates to the surface of the
particles (k$) and diffusion limitation inside the par-
ticles. For example, for a first-order reaction at the
porous catalyst surface,

1 1 1
k'rCSi

(73)

with a'pi the specific solids external surface area at the
gas-liquid interface and <t> defined by eq 32. In partic-
ular, if the true surface rate constant k" is relatively
high compared to ks, the reaction in the film can be
limited by ks.

If the particles don't adhere preferentially to the gas-
liquid interface, enhancement of mass transfer accord-
ing to eq 71 usually will not be spectacular. But if gas-
liquid surface adhering properties are added to the
carrier this may make a great difference due to a spec-
tacular increase in esiPs- F ° r comparison, Fig. 14
shows results of a hydrogcnation both with non-surface
adhering and with surface adhering carriers, each hav-
ing the same active catalyst. Note that dp for the acti-
vated carbon carrier is twice that of the non-adsorbing
AI2O3 particles. For the same particle size of 10 /im the
enhancement with Pd on activated carbon would be 2

References see page 1462
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• -A

t
Pd

' ' i i i

on activated carbon J
* 20 jim yT

/

-"T3--
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\
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d p * 10 jim

0.5

- • esPs

Figure 14. Enhancement of absorption of hydrogen into aque-
ous hydroxylamine phosphate solutions by catalyst loading of the
bulk for a stirred-tank reactor. Drawn lines are model calcu-
lations with best-fit parameters (from Wimmers and Fortuin
[122]).

times higher, because it can be derived from eq 71
that

for mass transfer around the particles being rate con-
trolling [109]. Such a correlation has also been ob-
served experimentally. For a recent review on the
enhancement of mass transfer by particles in slurries
see Ref. 109.

10.3.7 Towards High-Intensity Slurry
Reactors

Unless restrained by selectivity requirements, catalyst
developers may search for more active catalysts until
mass transfer around the particles is rate controlling.
Reactor engineers then will load the slurry with cata-
lysts until mass transfer around the bubbles becomes
rate limiting, for example

1 1

where it is assumed that both R\ and R4 in eq 31 are
much smaller than /?3 and that £ A = 1. Assuming ks to
be of the the same order of magnitude as k^ and sub-
stituting a — 6ec/db and a% = 6es/dp yields

dp

d

For easily separable particles of dp = 40 fan, db typi-
cally of the order 5 mm and EG = 0.4, then

£S » 3 x 10 3

2.0 4.0 6.0

Figure 15. Enhancement factor for hydrogen absorption in an
aqueous hydroxylamine solution as a function of the reciprocal
Sauter mean diameter of Pd/activated carbon catalyst particles;
ESPS = 1-5 kgm~\ flat interface stirred cell (from Wimmers et al
[123]).

say,

£S « 3 x 10- 2

Now, if we can get catalyst carriers that adhere to the
gas-liquid surface and we become successful in easily
separating particles of dp < 5 fan, we can reduce on
catalyst concentrations down to 0.5 x 10 4 <
£s < 5 x 10~3 and still realize an enhancement in con-
version rate, typically by a factor of 5. This way, the
reactor volume is reduced by a factor of 5 and the cat-
alyst holdup by several orders of magnitude. The im-
provement might be even more spectacular because it
is known that small particles of dp < 100 /nn for
£s < 0.5 x 10~2 may cover gas liquid surface, thus pre-
vent bubble coallescence which results in smaller bub-
bles, leading to still higher interfacial gas liquid areas
and thus to still smaller reactors [109].

Applying high energy input reactors such as venturi
loop reactors may have an extra bcnificial effect.
Hence, slurry reactors which fit onto a table and which
still have a capacity of kilotons per year are probably
within reach, provided the heat effects involved in the
reaction can be handled. The heat transfer in slurry re-
actors using built-in tubes, has been studied [40-43,
124-127].

10.3.8 Symbols

a specific gas-liquid contact area, ir^/m3 reactor
a' specific gas-liquid contact area, m2/m3 liquid

phase
ap specific external interface of solids, irr/m7 re-

actor
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as

C
db

ck
<k
4>
D
A

g
H
Ha
JK
k
kG

K
ks

m
n

N
Eu

NPe

specific external interface of solids, m2/m3 liq-
uid phase
specific external interface of solids at gas-liquid
interface, m2/m3 liquid
specific internal interface of solids per unit
porous particle volume, m"1

bulk concentration of species A, kmol/m3

concentration of species A in liquid at gas-
liquid interface, kmol/m3 liquid
liquid concentration of A near solids interface,
kmol/m3 liquid
constant
bubble diameter, m
column diameter, m
impeller diameter, m
particle diameter, m
molecular diffusion coefficient, m2/s
intraparticle diffusion coefficient, m2/s
axial dispersion coefficient, m2/s
average specific power input per kg liquid,
W/kg
specific power input per kg liquid close to the
vessel bottom W/kg s
enhancement factor of component A, defined
by eq. (33), dimensionless
JAlk^Cji,, dimensionless
maximum enhancement factor, dimensionless
gravity constant, m/s2

height of column, m
modified Hatta number defined by eq. (72)
molar flux of A, kmol/(m2s)
fluid consistency index, Pa sn

gas-side mass transfer coefficient, m/s
liquid-side mass transfer coefficient, m/s
first-order reaction rate constant, m3/(kg
solids s)
first-order surface reaction rate constant, m/s
liquid-to-solid mass transfer coefficient, m/s
adsorption equilibrium constant, m3 liquid/kg
solids

at equilibriumgas solubility,
exponent
aeration number in stirred tank (=
dimensionless
Euler number, p/{peadfw2)
Froude number, oiy/djg for stirred tanks,
UGl\fgdc for bubble columns, dimensionless
particle Froude number [= vJid^g)1' ], di-
mensionless
gas flow number [= OL/C/WG)], dimensionless
Peclet number for axial dispersion (ucdo/Dei
for liquid; vtH/Des for solids), dimensionless
Reynolds number (= cod~p/n in stirred tank)
(- UGdcpJui in bubble columns), dimension-
less

Niu Reynolds number [= {ed*pl/nl)}/3] [in bubble

columns = {uGgd*pl/n\)xl\ dimensionless
NRe" Reynolds number (= v'^dppL/nL), dimension-

less
Ns surface tension number (= d^gp/a), dimen-

sionless
Nsc Schmidt number (= n/pD), dimensionless

Sherwood number (= k^dp/D around bubbles)
(= ksdp/D around particles), dimensionless
Weber number, peffa)2J3/<x, dimensionless
pressure in reactor, N/m2

R'4 resistances against mass transfer, s
tc contact t ime in penetrat ion model , s
T temperature , K. or °C
M superficial velocity, (m/s)
wr relative velocity between gas and liquid (m/s)
i/tr superficial gas velocity a t the transition be-

tween the homogeneous bubble flow and the
transition regime, m / s

tfboo single bubble rise velocity, m/s
v, min imum pickup velocity (eqn 1), m/s
v'L characteristic turbulence velocity defined by

eq. (58), m/s
v\b, "sb rise velocity of large and small bubbles, re-

spectively, m/s
vt terminal settling velocity of single particle, m/s
v' fluctuating velocity of critical eddies, m/s
vu upward component of liquid velocity (eqn 2),

m/s
volume of reactor and of liquid phase, m3

mass of solids per kg liquid
power input, W
coordinate in direction of flow

W

Greek letters
a fraction of surface covered by solids, dimen-

sionless
y shear rate, s"1

<5L film thickness in terms of the film model
(= D/kL), m

A/? pressure drop over reactor, Pa
Ap pL ~ PG o r Ps ~ PL> k g / m 3

EG gas hold-up, m 3 / m 3 reactor
e s solids hold-up, m 3 / m 3 liquid
eSi solids hold-up at gas-liquid interface, m^/m3

liquid
/j dynamic viscosity, Pa s
Hc(t apparent effective slurry viscosity, Pa s
p density, kg/m3

pp particle density, kg/m3 solids
a surface tension, N/m

References see page 1462
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T shear stress, Pa
<f> reaction or Thiele modulus, dimensionless
<PV volumetric flow rate, m3/s
\f/ Carmans surface factor, dimensionless
*F power number, dimensionless
to stirring speed, s"1

Subscripts
A
c
G
H
lb
L
max
mm
0
P
sb
S
SL
tr
to

component A
column
gas phase
in heterogenous churn turbulent flow regime
large bubbles
liquid phase
maximum
minimum
no solids present, all other conditions identical
particle
small bubbles
solids
slurry
transition regime
due to stirring

Supercnpt
mean value, in the bulk
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10.4 Unsteady-State Reactor
Operation

Y. SH. MATROS AND G. A. BUNIMOVICH

10.4.1 Introduction
Unsteady-state reactor operation is traditionally con-
sidered to be related to the performance of catalytic
processes which are characterized by quick loss in cat-
alyst activity. For such processes as, for example, cat-
alytic cracking (Section B.3.10) or dehydrogenation of
alkanes (Section B.4.3), a sequence of reaction and re-
generation stages is unavoidable and should be in-
cluded into the design.

This chapter describes a forced unsteady-state oper-
ation technique as employed for continuous processes
which represent the majority of heterogeneous catalysis
applications. The catalyst life in these processes often
lasts as long as several years. Traditional operation is
in the steady-state, and automatic control systems are

used to eliminate any fluctuations in performance pa-
rameters. The main goal of a traditional design is to
obtain the optimal steady-state conditions which pro-
vide for maximum use of catalyst properties as con-
strained by the process economy.

However, the reactor performance obtained under
optimal steady-state conditions does not determine a
potential limit for a heterogeneous catalytic system.
This performance can be improved further using forced
unsteady-state operation. Such an operation is capable
of substantial extending a gamut of the process features
and allows for better use of nonlinear properties in-
herent in a catalytic reaction system. The positive effect
can be generated by two major factors [1]:

(i) The dynamic properties of the catalyst. Unsteady
conditions in the fluid phase can give rise to
changes of state, composition, and structure of the
catalyst which, under certain conditions, result in a
'resonance' in the catalyst behavior, and its selec-
tivity and/or activity increase compared to steady-
state operation.

(ii) The dynamic characteristics of an entire reactor
system. An external influence is aimed at the for-
mation of optimum temperature and composition
distributions in the reactor which cannot be ob-
tained in any steady-state regime. Under unsteady-
state conditions a catalyst bed can acquire new
unique functions and serve not only for accel-
eration of a chemical reaction but also for energy
and mass storage and transmission.

Various schemes of reactor operation under forced
unsteady-state conditions are shown in Figs 1 4 . An
unsteady-state process in a fixed bed reactor can be
created by oscillations in the inlet composition or tem-
perature (Fig. 1). As a rule, a simple stepwise periodic
control (Fig. l(a)) is preferable to other types of inlet

Average control '

function A

Time

(a)

Feedi

, Valve 1

Valve 2

Fixed bed
reactor

Feed 2

(b)

Figure 1. (a) Step-wise function or inlet parameters change, (b) Fixed-bed reactor operated at periodic switching between two different
feeds that provide for step-wise control.
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Figure 2. Schemes of fixed-bed reactors operated under forced unsteady-state conditions: (a) Reverse-flow reactor; (b) Rotary reactor; (c)
Reactor system with periodic changes between the inlet and outlet ports in two fixed beds. The tables show positions of switching valves
during two successive cycles: C = valve closed; O = valve open.

parameter forcing (for example, sine wave). This con-
trol is often simpler to perform and it affects a system
more strongly than any other smooth type of control.
Such characteristics as amplitude A, time of cycle tc,
split of inlet signal S, and phase angle for several con-
trol functions are typical for periodic operation.

The most widely applied technique in a fixed bed
reactor is periodical flow reversal (Fig. 2(a)). Four
switching valves can be used to provide control of op-
eration. In a rotary reactor (Fig. 2(b)) with a plate-type
catalyst, the catalyst bed position is continuously
changed relative to the stationary direction of flow,
thereby achieving an effect similar to a flow reversal
reactor. Reactor schemes (a) and (b) provide for a
continuous migration of a temperature or adsorp-
tion zone along the catalyst bed. The direction of this
migration is changed periodically. Another configura-
tion (Fig. 2(c)) provides for the possibility of moving
this zone in one direction through a system with two
catalyst beds.

In fluidized beds for reactions of partial oxidation a
favorable unsteady state of the catalyst can be obtained
by catalyst circulation inside the reactor (Fig. 3(b)).
Such a circulation can also be organized between a
fluidized bed and a riser reactor (Fig. 3 (a)). This
allows separate feeding of two reactants, hydrocarbons
and oxygen, and of a stripping inert gas.

Another group of forced unsteady-state processes
combines chemical reaction with separation of prod-
ucts. For these processes a reactor with a circulated
moving bed (Fig. 4(a)) can be employed. Circulation of
the catalyst can be substituted by periodic changing of

feed and produce ports in a reactor with several fixed
beds (Fig. 4 (b)). This concept is named a simulated
moving bed reactor. Reaction and separation can in-
clude periodic pressure changes using the known sepa-
ration technique of pressure-swing adsorption (Fig.

An accurate design of unsteady-state catalytic pro-
cesses requires knowledge about the catalyst behavior
and reaction kinetics under unsteady-state conditions,
unsteady-state mass and heat transfer processes in
the catalyst particle and along the catalyst bed, and
dynamic phenomena in the catalytic reactor. New
approaches for reactor modeling and optimization
become necessary. Together, these topics form a wide
area of research that has been continuously developed
since the 1960s.

10.4.2 Dynamic Kinetic Model

A traditional kinetic model of steady-state catalytic re-
action assumes quasi-steady-state concentrations of
intermediate species on the catalyst surface. This as-
sumption is often invalid for unsteady-state conditions
characterized by continuous changes in a fluid phase
composition and temperature above the catalyst sur-
face. Additionally, the catalyst itself can interact with
the reaction mixture and can undergo significant
changes, influenced by changing conditions in the gas
phase. Such a modification of the catalyst can be con-

Referenees see page 1478



1466 10 Reaction Engineering

Regenerator

\

Air

\

** Stnpper

Inert gas

V

(a) (b)

Figure 3. Reactors with fluidized bed applied for partial oxidation processes, (a) DuPont system for maleic anhydride production com
bining riser, fluidized bed regenerator, and stnpper, (b) fluidized-bed reactor with internal catalyst circulation

Catalyst

P r o d u c t - * —

Solids
recycle

Gas after - ^

stopping

It
Carrier gas

Readant
feed

P

Product 1

Camergas
outlet

Camergas
Inlet

Product 2

Carner gas

(a) (b)

Feed

Tme r
Defivery

Exhaust

(c)

Fij»ure 4. Units combining reaction and separation (a) reactor with countercurrent moving bed, (b) simulated moving-bed reactor with
four catalyst layers (bold lines show gas streams during a quarter of cycle), (c) pressure-swing adsorption reactor separator (on the left I
given time dependency of pressure during a cycle)
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sidered as a side process in relation to stages of cata-
lytic reaction included in a catalytic cycle. Side pro-
cesses comprise both changes in chemical composition
of the catalyst and reconstruction of its surface and
bulk structures. Under steady-state conditions, the re-
actions involving surface intermediates proceed at a
fixed rate while the side processes affecting the catalyst
state are in equilibrium.

The development of unsteady-state kinetic models re-
quires application of dynamic relaxation methods (Sec-
tion A.5.2.6). More reliable models can be achieved by
coupling these transient techniques with a direct deter-
mination of intermediate products on the surface of the
catalyst [2, 3]. There is no unified or standard method
suitable for discrimination of the unsteady-state kinetics
models for either of the catalytic processes.

Table 1 presents several examples of unsteady-state
kinetics models. These models are presented in the
form of rate dependencies for catalytic reaction stages
and side processes. The parameters of the models, such
as reaction rate constants and activation energies, are
given in references (Table 1) and were determined
mainly from experimental data using transient re-
sponse techniques. For the reaction of CO oxidation
over a supported platinum catalyst, the kinetic gas
theory was applied for estimating the adsorption
constants.

In the simplest case (Example 1) the model assumes
an ideal catalyst surface and describes the rates of cat-
alytic stages on the basis of the law of mass action. A
special definition of vacant active sites on the catalyst
surface can be considered too, as done in Example 3,
for the description of the rate of CO adsorption. A
linear effect of surface coverage on the activation en-
ergy of the reaction stages (Example 2) can be included
if necessary. In Example 3, dramatic changes of oxygen
adsorption and surface reaction rates depending on the
carbon monoxide coverage are defined by the adsor-
bate-induced phase reconstruction of the platinum sur-
face. A parameter ^(Oco). which is a simplified form
for describing the influence of catalyst phase changes,
was needed for quantitative explanation of a variety of
transient and steady-state kinetic experiments. Exam-
ple 4 represents the simplest model with which to de-
scribe a side process of a catalyst bulk change. The
oxidation or the reduction of the vanadium oxide cat-
alyst is specified as a quasireaction between surface
oxygen and a bulk-phase oxygen vacancy. The same
approach was used for the description of the side pro-
cess of V5+ reduction to V4+ that proceeds during SO2

oxidation (Example 5, reaction 4). The second side
process (Example 5, reaction 5), saturation of vana-
dium complexes by pyrosulfate anions, is assumed to
be in equilibrium.

Each model includes the parameters characterizing
total or balance concentration of intermediate species

C\s in the catalyst volume. Some systems require deri-
vation of several balances. For example, the balance of
bulk or lattice oxygen CAS,V can be included into con-
sideration along with the balance of surface species for
the oxide catalyst (Example 4).

A ratio of C\s to the rate of catalytic reaction under
steady-state conditions (r) gives a rough estimation for
the reaction time scale. For typical heterogeneous cat-
alytic processes applied for the production of bulk
chemicals and petrochemicals, this value is estimated to
be KH-IO1 S (Fig. 5). The changes of the reaction rate
caused by the side processes of catalyst modification
can take considerably longer. This is attributed to the
higher capacity of substances in the catalyst bulk phase
that can be involved in side interactions and to a slow
rate of side processes in comparison with the stages of
the catalytic cycle.

10.4.3 General Approaches to Reactor
Modeling

As a rule, mathematical models of unsteady-state pro-
cesses cannot be formulated by simple addition of time
derivatives to the equations describing the steady-state
behavior of the reaction system. They relate both to the
reaction kinetics as well as to the heat and mass trans-
fer processes. For example, modeling of unsteady-state
processes in a fixed bed reactor requires accounting for
the processes of heat and mass transfer between the
catalyst surface and the bulk of gas phase, although for
steady-state operation these factors can be neglected.

Development of an essential model of unsteady-state
reaction processes includes two general procedures:
decomposition of the complex system to several scale
elements and analysis of time scales of essential pro-
cesses in the reactor.

Commonly used levels of decomposition are catalyst
surface, single catalyst pellet, catalyst bed, reactor in-
cluding heat exchangers, mixing and distributing de-
vices, and an entire unit with the catalytic reactor as
one of its elements. Each lower element is a component
of the higher level. It is invariable to the dimension of
an upper element and can be studied separately.

Application of this procedure is illustrated by an ex-
ample of analysis of unsteady-state processes in a single
catalyst pellet [8, 9]. A separate consideration of this
element allows estimation of the domains of parame-
ters where certain stages of heat and mass transfer
can be neglected and the mathematical model thus
simplified. These criteria derived after assuming the
steady-state reaction rate r are given in Table 2.

The time scale technique includes estimation of par-
ticular time scales or characteristic times T, for sub-

References see page 1478
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Table

No
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1. Dynamic kinetic models

Process Scheme of reaction mechanism Rate equations

1 N2O decomposition over NiO
on SiO2 [4]

Addition of acetic acid to eth-
ylene over silica-alumina im-
pregnated with sulfunc acid
[5]

3 CO oxidation over supported
Pt[6]

2O* -=* O2 + 2*

Reaction
A + E — AE
Catalytic cycle

E -I- * "^ E*

A + * "=̂  A*

A* + E* -^ AE* -I- 2*

Catalytic cycle (Pt crystallite surface) r, = CAs UiCCo(l - Oco - 0o)

r2 =

r4 =

r, =

0 = surface coverage by oxygen, CAS =
total concentration of surface species (mol cm"3)

~l — C"AS(^|C~ ' CE — Ar_ie~ •* 0^,),
r2 = C"As[̂ 2(̂ max ~ ^ A . ) C A - k^A-]'

"E«> "A., "max = concentrations of adsorbed ethylene,
acetic acid and maximum concentration of acetic
acid in the liquid phase, mol x (mol H2SO4) ',
CAS = molar concentration of catalyst, sulfunc
acid, in the catalyst pellet (mol cm*3), b —
Elovich constant, CA and CE = acetic acid and
ethylene concentrations in the gas phase (mol cm*1)

• - k t Rrn
1- f l co

O2 4- 2* ^ 2O*

CO* + O* ^ CO2 + 2*
Side process (support surface)

CO2 -I- *S —S*CO2 *• - HiSkY**"'

RT 1/2

RT 1 / 2

k 4 = A 4exp f - " - j - ^

"co, 0o = platinum surface coverage by CO and
oxygen, SCo, SO!, -̂ CO: = sticking coefTicienis,
Mo2, MQO = molecular weights,
A, = pre-exponential factors,
CAS = adsorption capacity of Pt surface per unit
of catalyst volume, Lpj = adsorption capacity of
Pt surface (mol cm"2), Ls = surface CO2

adsorption capacity on the support (mol cm 2),
(t>co^ — support coverage by CO2, Cs = CO2
adsorption capacity on the support per unit of
catalyst volume (mol cm"3), NCo = factor limiting
CO adsorption, 4* = factor, reflecting reversible
transition between two surface phases of Pt
Function 4* is determined from the graph below

(0CO)L and (OCO)H a r e critical CO coverages
corresponding to changes of surface phase

(«co)L («co)H
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Rate equations
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2-Butene oxidation over sup-
ported vanadium oxide [7]

SO2 oxidation over vanadium
catalyst

SO2 + l/2O2 =SO3[3]

Reaction
C4H8 + /1/2O2 -»products
Catalytic cycle
C4H8 + nS-O — Products + nS-

Side process

S-O + L - ^ S- + L-O
S- and S-O = reduced and oxygen

covered surface site, L - and
L-O = lattice oxygen and oxygen
vacancy in the catalyst lattice

Catalytic cycle

V'+O2 + SO2 ^ V'+O + SO,

^ S O j + Oj ̂  V^Oz + SO,

Side processes

V2
5+OSO3 ̂  2V4+ + SO,

), = binuclear vanadium complexes
, and \{+O2

r, = «A:,CASCB(1 - 0), r2 = k2CMClJ20,

r, = CASVCAS[A:30(1 - fly) - *_30v(l " 0
k, = A, exp(-E,/RT), 1 = I, 2, 3, - 3 ,
r2-r]= r3
0 — surface coverage by oxygen, 6\ =

of lattice oxygen,
CB and Co, = butene and oxygen concentration in

gas phase (mol cm"3), n = number of oxygen
atoms consumed by every butane molecule in
reaction 1, CAS = concentration of surface active
sites (mol cm"3), CASV = concentration of oxygen
vacancies in the lattice (mol cm"3)

} ^

C\,C\, and C\ are SO2, O2 and SOj concentrations
in liquid phase (mol cm"3), p, = partial pressure
of gaseous components (kPa), H, = Henry's
constants (mol cm"3 kPa"1), 0\, O2, 6j, and 04

are dimcnsionlcss concentrations of binuclear
vanadium species in the melt, K$ = equilibrium
constant of reaction 5 (cm3 mol ')
CAS = concentration of binuclear vanadium
complexes in the melt (mol cm"3)

/•/ = rate of reaction stage (mol sm 3 s '), index / corresponds to reaction stage number in the third column, /t/ = reaction constant for
direct reaction, k / = reaction constant of reverse reaction, Ki = equilibrium constant
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Figure 5. Time scales for various processes in a fixed bed reactor
(adopted from [9])

stantial processes in every element of the reaction sys-
tem The particular characteristic time for heat/mass
transfer can be estimated as the ratio of the heat/mass
capacity of an element to the rate of the respective
transfer process Also, a time scale or response time for
the whole system or element can be estimated

Estimations of characteristic times for essential pro-
cesses, in a fixed bed reactor [9] are given in Fig 5
These characteristic times can substantially differ from

a presumable time of process performance or a time of
cycle for forced unsteady-state conditions In this case
it is possible to determine very slow variables, changes
of which are not necessarily taken into consideration,
and fast variables that can be assumed to be in a qua-
sisteady-state A condition of quasisteady-state means
that the capacitances or inertial terms included in the
model equations for fast variables can be neglected for
a major fraction of process time

For example, the assumption that a quasisteady-
state concentration distribution inside a catalyst par-
ticle is valid at the following relationships between the
process time and characteristic times of heat transfer
TPT and mass transfer Tpm inside the pellet [8, 9]

> 40 and t > xp m i

where

Rifi. rences see pane 1478
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Table 2. Criteria allowing for simplification of the mathematical
model of unsteady-state processes in a catalyst pellet.

Dimensionless group Simplification of mathematical model to
ratio* be allowed

0.3 diffusion limitations have no importance
no substantial temperature gradients

inside the pellet
limitation to mass-transfer between

catalyst particle and bulk of gas phase
has no importance

and Bim

'Vj^/'j < 0.2 and
Bij < 0.1

Bim > 30 and
Bim ^ 204*

' Bim = Le =

i =
' T

Bim and BiT - Biot numbers for mass and heat transfer; *P and
*FT =Thiele modulus; Le = Lewis number; A ^ = dimen-
sionless adiabatic temperature rise; r\ = effectiveness factor;
fcg =mass transfer coefficient (ms'1); Rp = radius of catalyst
pellet (m); Da = effective diffusion coefficient (m s 2); r = rate of
reaction (molm^'s""1); C = concentration of reactant (molnr3);
ktf = coefficient of effective heat conductivity inside the catalyst
particle (Jm"1 s"1 K"1); cg =gas heat capacity (Jkg- 'K"1);
pg =gas density (kgm"3); h{ = coefficient of heat transfer be-
tween catalyst surface and gas phase ( J m ^ K ^ ' s " 1 ) ; - A / / =
reaction enthalpy (Jmol"1); E = activation energy (Jmol"1);
R = universal gas constant ( Jmor 1 K"1); T = temperature (K).

and

T —

p m "

where cs — heat capacity of catalyst pellet (J kg ' K"1),
ps = density of the catalyst (kg m~3), £p — void fraction
of catalyst pellet, and other designations are given in
Table 2.

10.4.4 Analysis and Optimization of Cyclic
Processes

A set of the possible unsteady or cyclic states of the
dynamic system comprises a narrower set of steady
states. Therefore, the maximum value of an object or
performance function y"18" obtained under optimal
unsteady-state conditions may not be lower than that
for optimal steady-state J?™, i.e. Jma* > ̂ nax. How-
ever, efficient or proper periodic operation includes
only the regimes which provide higher performance in
comparison with the optimal steady-state, 7max > 75

ma\
The latter inequality is not always satisfied. The goal of
general mathematical theory is in establishing whether
the optimal steady-state operation can be improved
using forced unsteady-state conditions. Then, if the
answer is positive, the optimal operation should be
found. The last stage obviously is the cost-analysis of

the optimal unsteady-state operated system in compar-
ison with the steady-state one.

10.4.4.1 General Optimal Periodic Control Problem

For the class of systems described by ordinary differ-
ential equations the general problem includes the fol-
lowing features:

(i) equations for state variables,

x-f{x,u)

where x = [xi(t),x2{t),...,xn(t)] is a vector of
states, continuous time-dependent functions;

(ii) definition for forcing control variables

where u(t) is a vector of piecewise continuous
functions determined over the time interval [0, fc];

(iii) periodicity constraints for control functions
M(0) = u(tc) (periodicity constraints for state vari-
ables x(0) = x(tc) are usually assumed too);

(iv) definition for objective function

y-frjHx..)*
'do

where fo(x,u) is an instantaneous process perfor-
mance index;

(v) constraints on instantaneous values of control
variables

ufn<Uj{t)<u«ax,l=l,...,L

or on their averaged values.

For steady states, the solution of the system is de-
termined from the equation 0=f(xs,us) and the ob-
jective function is determined as: / s =fo{xs,us).

Sufficient conditions for optimality of forced un-
steady-state operation which provides J > Js, can be
determined on the basis of analysis of two limiting
types of periodic control [10]. The first limiting type is a
so-called quasisteady operation which corresponds to a
very long cycle duration compared to the process re-
sponse time T. In this case the description of the process
dynamics is reduced to the equations x(t) = h(u(t)),
where ft is defined as a solution of the equation de-
scribing a steady-state system 0 =f(h(u{t),u(t))). The
second limiting type of operation, the so-called relaxed
operation, corresponds to a very small cycle time com-
pared to the process response time (/c « T). The de-
scription of the system is changed to:
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where xr is a vector of relaxed states. If this reduced
system does not exhibit oscillatory behavior, the
steady-state solution

numerical optimization of the shape of inlet perturba-
tion is described in Ref. 9.

f f
'c Jo

determines a vector of relaxed steady states, xn.
These states are assumed to be asymptotic values

of state variables x at a very small duration of cycle
(tc —* 0). If periodic control exhibits a nonlinear effect
on the state variables, the relaxed steady-state process
indexes can substantially differ from those for the
steady state, and a positive or a negative effect from
periodic control can be produced.

A general approach to the analysis of low amplitude
periodic operation based on the so-called Il-criterion is
described in Refs. 11. The shape of the optimal control
function can be found numerically using an algorithm
by Horn and Lin [12]. In Refs. 9 and 13, this technique
was extended to the simultaneous optimization of a
forcing function shape and cycle period. The technique
is based on periodic solution of the original system for
state variables coupled with the solution of equations
for adjoin variables [Ai, A2,..., kn\. These adjoin equa-
tions are

K = -
dH(x, u)

dx,

with boundary conditions A,(0) = A,(rc), where

H{x, u) =/„(*, u) + tc

At each step of iteration, small increments in control
functions and time of cycle are generated in accordance
with the equations

•**'-•*+ • £
and

Jo
ljfj(x,u) dT,

. J

where k is the number of iterations, £/,
(/ = 1,2,..., m), e, are small positive numbers. Calcu-
lation of the periodic processes is performed by the
Newton-Raphson procedure described in Ref. 12.

For analysis of distributed-parameter systems, such
as a tubular fixed bed reactor, numerical simulation of
periodic operation at various values of control pa-
rameters is typically applied. Asymptotic models for
quasisteady and relaxed steady states are valuable in-
struments for a substantial simplification of the original
distributed-parameter system. A method allowing for

10.4.5 Reaction Performance Improvement

Two major factors, nonlinearity of chemical reaction
rates and complexity of reaction systems, are generally
considered responsible for conversion or selectivity im-
provement under forced unsteady-state conditions [18].

Nonlinearity of a reaction rate is a reason for im-
provement of the simple irreversible reaction A" —> B.
Low-frequency temperature oscillation around the
average value T increases the reaction rate compared
to a steady-state calculated at this average temperature.
A positive effect can also be obtained due to concen-
tration variation if n > 1 and a time average concen-
tration is restricted.

Systems with two parallel or consecutive reactions
can give rise to a selectivity enhancement at high-fre-
quencies of oscillation of temperature if the activation
energy of the reaction of a desirable product formation
is higher than that for a side process. For example
[14], at high-frequency oscillation of temperature the
reaction pairs (A -» B, A -» C), (A -» B, B — C),
(A -* B, B -» A), and (A -* B, A + B -> C) give a
higher selectivity in the formation of the intermediate
product B than at the optimal steady-state, if E\ > E2,
where E\, Ei are activation energies of the first and
second reactions in each of the pairs.

Selectivity increase in a complex catalytic process
can be expected if (a) a competition between two gas-
eous species for an empty active site exists, and (b) a
characteristic time of changing concentration of an in-
termediate participating in the formation of a useful
product is lower than that for an intermediate trans-
forming to a side product. For example [9, 13]; re-
actions A + B-+C, A + B —> D, proceed in accor-
dance with the simple reaction mechanism

A + [Z] ^ [AZ]

and

where the concentration of the intermediate [BZ]
changes more slowly than the concentration of [AZ]. In
this case, periodic variation of the concentration of
component A increases the selectivity compared to the
optimal steady state. An intermediate frequency peri-
odic control is preferred. The same scheme shows even

B + [Z] ^ [BZ]

References see page 1478
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larger selectivity at simultaneous variation of both inlet
concentrations A and B.

The reaction rate can be increased by concentration
cycling in systems with substantial inhibition of ad-
sorbed reaction product, as for example the addition of
ethylene to acetic acid (Table 1, example 2). A positive
effect is achieved at high frequency oscillation of acetic
acid concentration. Cycle average concentration of
intermediate product A* (see Table 1) is lower than in
the steady state. This facilitates ethylene adsorption
and a favorable distribution between the two adsorbed
species.

Periodical interruption in feeding the reactant, which
leads to the formation of nonreactive surface species,
increases the rate of catalytic reaction. For example,
for the dehydration of alcohols or deamination of pri-
mary amines on acid-base catalysts [15] the process
can be generally described by one of the two simple
schemes:

A + [X] ^ [AX]

A + [Z] ^ [AZ]

[AX] + [AZ] ~* B + C + [Z] + [X]

or

A + [Z] ^ [AZ]

[AZ] + A - [AZA]

[AZ] -» B + C + [Z]

Optimal operation corresponds to a short total cycle
while the fraction of time for a reactant A feed in-
terruption depends on the inlet concentration of the
reactant.

A reversible reaction with the accumulation of re-
action product in the catalyst can be improved by
periodical purging of catalyst by an inert gas; for ex-
ample, the oxidation of SO2 over vanadium catalysts
(Table 1, example 5). Periodic purging of the catalyst
by large amounts of an inert gas or air allows achieve-
ment of an over-equilibrium SO2 conversion [16].

Processes exhibiting multiplicity and/or self-sus-
tained oscillations can be improved by imposing a
forced perturbation of the inlet composition. For ex-
ample, the oxidation of CO over supported Pt catalysts
(Table 1, example 3) exhibits two steady states in the
region of intermediate CO coverage. Simultaneous
periodic oscillations of CO and oxygen inlet concen-
trations shift the system to an average catalyst state
corresponding to the upper regime of reaction perfor-
mance [6].

A large number of experimental studies have been
undertaken demonstrating performance improvement
under unsteady-state conditions of various processes
of heterogeneous catalysis [17-19]. These processes in-

6 -i
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Mean mole fraction of hydrogen (balance N2)
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Figure 6. Steady-state (curve 1) and cycle-average (curve 2)
reaction rate versus feed composition. Experimental data for
ammonia synthesis reaction by Jain, Silveston and Hudgins
adapted from Chemical Reaction Engineering, ACS Symposium
Ser, 1982, 196, 97-107.

elude sulfur dioxide oxidation over a vanadium cata-
lyst, ammonia synthesis over a promoted iron catalyst,
hydrogen sulfide oxidation by SO2 on a bauxite cata-
lyst, Fisher-Tropsch synthesis over ruthenium and co-
balt catalysts, CO oxidation on different metallic and
oxide catalysts, and methanol synthesis on a Cu/ZnO
catalyst. A typical experimental system used was an
isothermal fixed bed reactor exposed to periodic oscil-
lations of the inlet gas composition. To prove that pe-
riodic concentration forcing is superior to steady-state
operation the experiments usually included a measure-
ment of steady-state reaction rate in the entire region of
possible inlet composition and a comparison with the
cycle average rate at the same cycle average composi-
tion of the gas mixture. A typical experimental dia-
gram for reaction with two inlet components is shown
in Fig. 6.

10.4.6 Dynamic Phenomena in a Fixed-Bed
Reactor

A wide class of forced unsteady-state processes have
already been realized on the commercial scale using
specific dynamic phenomenon, that takes place during
performance of an exothermic reaction in a fixed bed of
catalyst. This phenomenon is referred to in the liter-
ature as wrong-way behavior of a fixed bed reactor
[20]. Substantial differences in characteristic times of
heat and mass transfer in a packed bed reactor result in
a surprising rise of temperature inside the reactor after
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Figure 7. Creeping fronts in a fixed catalyst bed: curves 1-5 are
temperature profiles, and curves l'-5' are conversion profiles at
different moments of time.

a sudden reduction of inlet temperature or after an in-
crease in the flow rate. This occurs because a reaction
mixture with higher concentration of reagents comes to
the downstream section of the bed that retains heat due
to high thermal capacity of the catalyst.

At high differences between inlet and outlet temper-
atures, and substantial bed length, transient temper-
ature and conversion profiles acquire unchanged shapes
and move through the bed with essentially constant
velocity (Fig. 7). These transient patterns are called
traveling waves or creeping fronts and have been
studied in many publications (see original works [21,
22]). Analytical estimations of the main parameters
of a creeping front have been derived on the basis of
asymptotic models considering unchanged temperature
and concentration profiles in a coordinate system
moving through an infinitely long bed at a velocity MF
given by £ = / - MF', where £ is the creeping front co-
ordinate, / is the reactor length and, t is time. At a
constant velocity the energy balance for the catalyst
bed may be written in the form [21]

u f, A7*adx,.(7V)\ 1ldxe(7»\
— 'inp / 1 - - £

7 mp

where u = is the linear velocity of the reaction mixture
(ms '): A7*ad = (-A//)C0/CgPg =adiabatic temper-
ature rise (K); y - (1 - e)(l - £P)c

isPs/£1gPg + £g!
h = «pO - f) + c; f- fP' a n d £g = packed bed poros-
ity, void fraction in catalyst particle and total frac-
tion of gas volume in catalyst bed, respectively;
7V = maximum temperature (K); xc(7V) = equilibrium
conversion at maximum temperature; MF = creeping
profiles velocity (ms"1). In many practical cases

eg/y a 1 x 10 3 and the second term of the denomi-
nator on the right side of eq 1 can be eliminated. The
creeping heat front can move both in the direction co-
inciding with the flow direction (Fig. 7) as well as in the
opposite one. In the latter case, the reaction heat will be
accumulated in the catalyst bed, and the outlet (or max-
imum) temperature will be less than its adiabatic value
given by Aradxe(rF) > 7> - Tinp at wF < 0. A stagnant
wave with «p = 0 is also possible.

Analytical theory of the phenomenon is developed in
Refs. 9 and 23. A general estimation for maximum
temperature in a creeping front with a first order re-
action is

A7;ad
(2)

while the width of the zone, where the major temper-
ature increase occurs is estimated by the equation

AL =
Aradxe(7y)

(3)

where m a l is a numeric coefficient; fc(7» is the re-
action rate constant (s ') at the temperature 7p; tj^Tp)
is an dimensionless parameter dependent on the tem-
perature and diffusion coefficient inside the catalyst
pellet; ^ is the effective thermal conductivity of the
packed bed (Jm"1 s"1 K"1); E is the activation energy
(J mol
and

1); R is the universal gas constant (J mol

7 _T? - Tinp - Aradxe(7y)

'

RT$

is the dimensionless Zeldovich number characterizing
the temperature rise.

The parameter rj\{Tf) is treated as a weight-average
effectiveness factor along the heat front coordinate:

= 6- (4)

where

is a Thiele-type modulus for a reversible reaction, Vp

(m3) and Sp (m2) are the volume and external surface
area of the catalyst particle, respectively.

The estimation of /cf is given by

/.Cf = +—y
u

5 M ' ( l - u j / p

(5)

References see page 1478
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10.4.7 Reverse-Flow Operation in Fixed-
Bed Reactors

This is a simple technique allowing for performance of
an exothermic catalytic process with continuous back-
and-forth migration of the reaction front through the
catalyst bed. Periodic flow reversal forces alteration of
the direction of the traveling front. Under these con-
ditions the catalyst not only accelerates the chemical
reaction but also serves as a heat exchanger and heat
accumulation media (heat sink) which is able to trans-
fer the stored energy of reaction to the cooler inlet gas.
This makes it possible to provide continuous auto-
thermal operations without external gas preheating
in advance of the catalyst bed. After several flow re-
versals, stabilized repeating temperature and conver-
sion fields are established. A typical picture of those
stabilized profiles for the example of a reversible exo-
thermic reaction is shown in Fig. 8.

An important feature of a reactor operating with re-
versing flows is a gradual decrease of temperature of
the packed bed outlet that allows for higher conversion
in an adiabatic catalyst bed than for steady-state per-
formance of an exothermic reversible reaction such as
SO2 oxidation or ammonia synthesis. Conventional
operation can provide only the temperature rise along
the adiabatic catalyst bed.

The analytical estimations of creeping front param-
eters given by eqs (l)-(5) can be used for analysis of the
reactor with a long catalyst bed operated at low re-
versal frequency. Another simplified model describes
relaxed steady operation relating to intermediate re-
versal frequencies. The cycle time at such frequencies is
much shorter than the time needed for the reaction
zone to travel through the catalyst bed, but at the same
time, it is much longer than the residence time of the
gas flow in the reactor. This situation is quite possible
for processes performed under atmospheric pressure
when the densities of the catalyst and the gas phase

400

where /s,ef is an effective axial thermal conductivity of soo -
the packed bed solid phase (J m"1 s"1 K"1); a\ is a spe-
cific surface of the catalyst pellet per unit of packed bed
volume (irr1); other parameters are determined in
Table 2. Dependencies of the heat transfer parameters
/if and Asf on the linear velocity, particle dimension,
packed porosity and physical properties of the fluid can
be found elsewhere [8, 24]. Equations (l)-(4) together
reflect the main qualitative features of the creeping
front that were demonstrated in experimental and nu-
merical studies. Important for their practical applica-
tion is the prediction by this theory of the possibility of
control of the maximum temperature in a reaction
front by variation of design parameters such as linear
velocity and size of catalyst pellet.

200

100
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Figure 8. Temperature (curves 1-5) and conversion (curves 1'-
5') profiles in the reactor with periodic flow reversal. Example of
exothermic reversible reaction.

differ substantially. The temperature profiles at relaxed
operation exhibit very small oscillations around a cer-
tain cycle average profile while the concentration pro-
files are quasisteady relative to the temperature profile
and flow direction. The model of a stabilized regime
can be reduced to a system of ordinary differential
equations [9, 25].

The theory for reverse-flow reactors involves con-
sideration of the problem of stability of the high-
temperature zone inside the catalyst bed when a low-
temperature inlet gas comes in. It has been shown (see,
for example Refs. 9 and 25) that periodic flow reversal
results in a multiplicity of temperature and conversion
profiles. In particular, three possible temperature pro-
files were computed for the example of a single exo-
thermic reaction. Two extreme regimes, namely an up-
per one characterized by a high maximum temperature
and conversion, and a lower one having zero-value
conversion, are stable, while an intermediate regime is
unstable. It is characterized by a lower conversion than
the upper regime. Reactors operating in the high tem-
perature regime can be extinguished by some pertur-
bation of the operating parameters such as an increase
in flow rate, a decrease in the inlet concentration or
an increase in the duration of the cycle. Conditions
for high temperature operation can be determined
approximately on the basis of the following formulas:

L> V x and

L' >4
wpgCg \ Ar a d .xo u ,

(6)
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where L = length of catalyst bed (m); L* = minimum
catalyst bed length at the design reversal frequency (m);
LR = minimum catalyst bed length at high reversal
frequency (m); tc — cycje duration (s); «F = creeping
front velocity (ms"1); Aê R = effective axial heat con-
ductivity of a packed bed (Jm"1 s"1 K"1); 7R = max-
imum temperature (K) at high reversal frequency. The
values of two last parameters can be estimated using
eqs (2), (4) and (5), except that m = 2 and {uf/u)y — 1.

The theoretical analysis [9] helped to determine pos-
sible ways for controlling and optimization of a reverse-
flow operated reactor. For example, a higher yield for
reversible exothermic reactions corresponds to a larger
residence time along the decreasing temperature pro-
file. This can be obtained using larger catalyst pellets, a
lower linear velocity, or a lower adiabatic temperature
rise. However, these changes in parameters do not
favor stability of operation and require a longer cata-
lyst bed.

Extensive information concerning the analysis of the
influence of various parameters on the reverse-flow re-
actor behavior, along with the experimental results can
be found in Ref. 9.

Three commercial processes, namely the oxidation
of volatile organic compounds (VOC) for purification
of industrial exhaust gases, SO2 oxidation for sulfuric
acid production, and NO* reduction by ammonia,
have employed the periodic flow reversal concept.

Industrial reactors for catalytic incineration of VOCs
contain ceramic or another inert packing material on
the boundaries of the catalyst bed [9, 26]. In such re-
actors, the temperature after the inert ceramic packing
can be estimated by the almost linear expression

where the index 'inr' relates to the inert packing, Linr

is the length of one of the boundary beds, and X™ is the
effective heat conductivity of the inert packing. Pre-
heating the inlet gas in the bed of inert packing enables
substantial reduction in the catalyst bed length for
irreversible VOC oxidation.

In contrast to conventional catalytic incineration
systems, VOC oxidation in a reverse-flow operated re-
actor can proceed with substantial oscillations in the
inlet parameters, and no fuel is required for a self-
sustaining operation with ATad as low as 20-30 °C
[9, 26].

Several industrial catalytic reactor with periodical
flow reversal are used in nonferrous metallurgy for
treatment of lean sulfurous gases with SO2 concen-
trations varying from 1% to 4.5% [9, 27]. The inlet
temperature of such an exhaust gas is typically 40-
60 °C, while the minimum reaction temperature is 370-
400 °C. Utilization of these gases by traditional methods

of sulfuric acid production relies on a multibed cata-
lytic reactor with feed gas preheating and interstage
cooling. Reverse-flow operation permits a substantially
simplified reactor scheme, decreased metal weight and
lower pressure drop at catalyst charge and conversion
efficiency close to those typical for conventional steady-
state reactors. The simplest flow diagram (Fig. 2(a)) is
used for treating gases with SO2 concentrations below
2-3%. At higher concentrations of SO2, reactors with
one or two intermediate heat exchangers for excessive
heat removal were recommended [9, 27].

The same principle of process performance has been
described for reversible reactions, such as methanol [9,
28] or ammonia [9] synthesis.

One industrial unit for NO* selective catalytic re-
duction is operating in Russia [29]. It purifies about
11 200m3h"1 of off-gases containing 2-14gm~3 of
nitrogen oxides. A two-bed reactor with interstage in-
jection of ammonia water is used.

The high ammonia adsorption capacity of the vana-
dium oxide catalyst for NO* reduction was employed
in 30. The reverse-flow operated process included
changing of the inlet gas composition. In the first phase
NH3 is injected in excess of reaction stoichiometry.
This NH3 accumulates on the inlet boundary part of
the bed and fills up the bed, the wavefront of adsorp-
tion gradually moving toward the catalyst bed outlet.
In the second phase, no ammonia is supplied; however,
the second component, nitrogen oxide, continues to
react with the excess of ammonia previously adsorbed.
Then, the valves are switched and the first and second
phases are repeated, but in a different gas flow direc-
tion. As a result, an adsorption zone with a high sur-
face ammonia concentration is formed and moves
along the catalyst bed back and forth like the high
temperature zone shown in Fig. 8. Due to ammonia
stored on the catalyst, the process is relatively in-
sensitive to the fluctuation of gas flow and NO* con-
centrations.

Reverse-flow operation for Sulfur Production over
Bauxite Catalysts by the Claus Reaction has been con-
sidered in Refs 9 and 31. The rate of H2S oxidation by
SO2 on bauxite catalysts is very high even at ambient
gas inlet temperature, but sulfur condensing at low
temperatures blocks the active catalyst surface, and the
reaction stops because of catalyst deactivation. In a
reverse-flow reactor the periodic evaporation of con-
densed sulfur from the outlet parts of the catalyst bed
occurs. Although it is difficult to remove all the sulfur
condensed within the catalyst pellets at the bed edges,
after a certain time a balance between the amount of
sulfur condensed and evaporated is attained. Using a
reverse-flow reactor instead of the two-bed stationary
Claus process provides an equal or better degree of

References see page 1478
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sulfur recovery, lower capital cost for the catalytic re-
actor, and eliminates the need for energy consumption
to preheat the gas feed.

In the example of partial oxidation of methane the
highly endothermic reaction of steam reforming of
natural gas was combined with the exothermic com-
bustion of methane. Reverse flow operation makes it
possible to achieve high temperature in the catalyst bed
at a low average difference between outlet and inlet
temperatures, thus decreasing the methane consump-
tion for exothermic combustion. Pilot plant tests [32]
have demonstrated the feasibility of this concept.

Several other examples for potential application of
reverse-flow operated catalytic reactors are described
in Ref. 9. Also, other potential techniques of forced
unsteady-state operation which allow for combining
chemical reaction and heat exchange in a fixed catalyst
bed are discussed. One such technique is sequential
switching between inlet and outlet ports of the reaction
gas between two or more packed beds (Fig. 2(c)). In
this case, the thermal wave travels continuously
through a series of packed beds in one direction, as if
along a closed ring. However, this operation is more
complex and requires more catalyst than the reverse-
flow operation.

10.4.8 Reaction-Separation Processes

This term embraces a wide class of potentially efficient
techniques combining chemical reaction and separation
in a catalytic reactor. If the reaction products are able
to be adsorbed on the catalyst to different extents and
for different lengths of time, these products can be
separated from each other. This feature of catalytic
processes can be used for enhancement of the reaction
rate or selectivity, or for improvement of the quality of
a desirable product. The process can be arranged in
various ways, e.g. as a system with a fixed catalyst bed
operated with periodic changes of the inlet composition
or as various types of reactors with moving beds.
To improve the separation, a mixture of catalyst and
adsorbent can be loaded in the fixed bed reactor, or
adsorbent can be fed into the reactor.

A chromatographic reactor described in the early
1960s [33] consists of a fixed bed column into which
pulses of a reactant are periodically injected. The re-
actor is purged only by a carrier gas during periods
between the pulses. This operation can increase the
degree of conversion of the reversible process A ^
B -I- C if one of the reaction products (B or C) is ad-
sorbed more strongly on the catalyst than the other
one. The feasibility of the chromatographic operation
was shown experimentally for dehydrogenation of
cyclohexane to benzene and for dehydrogenation of
n-butene to butadiene over a platinum-alumina cata-

lyst. At certain reaction conditions (temperature, fre-
quency of pulses, initial concentration) the conversion
of the inlet product was higher than the equilibrium
conversion.

10.4.8.1 Continuous Countercurrent Moving-Bed
Chromatographic Reactor

A simultaneous countercurrent movement of solid and
gaseous phases makes it possible to enhance the effi-
ciency of an equilibrium limited reaction with only one
product (Fig. 4(a)) [34]. A positive effect can be ob-
tained for the reaction A ^ B if the catalyst has a
higher adsorption capacity for B than for A. In this
case, the product B will be collected mainly in the
upper part of the reactor, while some fraction of the
reactant A will move down with the catalyst. Better
performance is achieved when the reactants are fed at
some side port of the column: inert carrier gas comes to
the bottom and the component B is stripped off the
catalyst leaving the column (Fig 4(a)). The technique
was verified experimentally for the hydrogenation of
1,3,5-trimethylbenzene to 1,3,5-trimethylcyclohexane
over a supported platinum catalyst [34]. High purity
product can be extracted after the catalytic reactor, and
overequilibrium conversion can be obtained at certain
operating conditions.

A modification of this technique, the simulated
countercurrent moving-bed chromatographic reactor
[35], comprises several catalyst beds (Fig. 4(b)). The
locations of inlet and outlet ports between the catalyst
beds are changed sequentially, thus the countercurrent
movement of solid and gaseous phases is simulated in a
discrete manner. Such an operation avoids the techni-
cal difficulties (catalyst attrition, nonuniformity of solid
flow, etc.) associated with solid-phase movement. Part
of the reactor sections can be purged by the carrier gas.
To increase the separation effect, a bed of adsorbent
can be added in each section.

10.4.8.2 Reaction Pressure Swing Adsorption

A fixed bed of catalyst mixed with adsorbent is oper-
ated under periodically changed pressure (Fig. 4(c)).
The overall cycle includes three phases: (i) filling the
reactor at high pressure with simultaneous low-pres-
sure delivery of a fraction of the gaseous mixture from
the opposite end of the reactor; (ii) delay, delivery is
allowed only; (iii) exhaust, i.e. the reaction products arc
discharged at low pressure from both ends of the bed.
Theory [36] shows that improvements in conversion
and selectivity can be expected for single or multiple
reversible reactions. High pressure pumping of re-
actants enhances the separation effect and may increase
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the productivity compared to other reaction-separation
processes performed at stationary pressure.

termining the selectivity in a riser reactor system can be
obtained on the basis of a dynamic kinetic model.

10.4.9 Partial Oxidation in Fluidized-Bed
and Riser Reactors

The general redox mechanism of metal-oxide catalyzed
oxidation of hydrocarbons involves two major stages in
the catalytic process, reduction of the surface layers by
hydrocarbons and their reoxidation by interaction with
oxygen. While these two stages occur simultaneously in
a reactor with the catalyst working under steady-state
conditions, they can be carried out in two separate re-
action zones in a reactor with catalyst circulation [37].
A hydrocarbon is fed into the first zone where a desir-
able intermediate product of partial oxidation is
formed after interaction with the oxidized catalyst. In
the second zone, gas phase oxygen reoxidizes the cata-
lyst. Obviously, the residence time of the catalyst in the
first zone should be short enough to prevent formation
of an inactive reduced state of the catalyst. If only sur-
face layers participate in the interaction with hydro-
carbons, the time of catalyst reduction is approx-
imately several seconds.

A known example of the partial oxidation system
with recirculating catalyst is the riser reactor developed
by DuPont for n-butane oxidation to maleic anhydride
over a vanadyl pyrophosphate catalyst [37]. The re-
actor scheme is shown in Fig. 3(a). A short catalyst re-
tention time of about 10-30 s, under hydrocarbon feed,
is provided in the riser reaction zone where spherical
catalyst particles with a dimension of about 100/mi are
transported by an H-butane/inert mixture with a veloc-
ity of about 0.5 ms"1. Reoxidation of the catalyst is
carried out in the fluidized bed regeneration zone. An
important advantage of the riser process in comparison
with traditional fixed bed or fluidized bed reactor
systems is the possibility to increase dramatically the
concentration of n-butane in the feed. Feeding oxygen
and H-butane to two separate vessels avoids all re-
strictions in the n-butane concentration due to forming
an explosive mixture with oxygen. A substantial prob-
lem that should be solved when designing such a re-
actor is the development of an attrition-resistant cata-
lyst. The process selectivity obtained in a pilot unit
was 80-85% [37], which is 5-10% higher than for a
conventional wall cooled multitubular reactor. This
selectivity gain is attributed to the suppression of the
highly reactive surface oxygen species Oj and O~ in
the riser reactor, which are assumed to be involved
predominantly in the side reactions leading to CO and
CO2. Steam stripping of the catalyst after the reox-
idation zone further improved the selectivity. Evi-
dently, an accurate accounting for major factors dc-

10.4.9.1 Internal Circulation of a Catalyst in
Fluidized Beds

If the characteristic time of catalyst state changes is
higher than the time scale for particle dispersion in a
fluidized bed reactor, the catalyst state will adjust to
average parameters of the gas mixture in the reactor
volume rather than to the local temperature and com-
position in every point of the reactor. This situation
can be exploited for improving the selectivity of the
partial oxidation process. For example, the selectivity
in the oxidation of o-xylene to phthalic anhydride over
VzO5/TiO2 catalysts is higher at high o-xylene con-
version, if the catalyst is in a state that corresponds to
low conversion of o-xylene [38]. Therefore, stirring of
the catalyst in a fluidized bed can result in selectivity
improvement. This effect becomes even higher in a re-
actor with an "organized" fluidized bed that includes
special low volume fixed packing promoting mass
transfer between low and high density phases of the
fluidized bed. In such a reactor, a dropping temper-
ature profile along the fluidized bed height can be cre-
ated that increases the number of catalyst particles with
high concentration of surface intermediates, leading to
the formation of phthalic anhydride.

10.4.10 Miscellaneous Examples

10.4.10.1 Fluctuations of the Inlet Temperature in
Fixed-Bed Catalytic Reactors

This type of periodic operation allows for conversion
improvement in reversible exothermic reactions [9], A
cycle average inlet temperature for the conditions of
continuous temperature oscillation can be substantially
lower than the inlet temperature under steady-state
conditions. This leads to a lower outlet temperature
and higher equilibrium conversion for a reversible re-
action. Better performance is achieved if temperature
oscillations attenuate sufficiently during the passage
through the catalyst bed [9].

10.4.10.2 Stabilization of Unstable Steady State

Periodic changes of inlet parameters can be applied to
maintain an intrinsically unstable state of a chemical
reactor. Under the conditions of high reaction heat re-
lease and low inlet temperature, several steady states

References see page 1478
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may exist in a tubular reactor. The conventional oper-
ation is possible only for two outer stable states which
are often unsuitable because of very high temperatures
or very low conversion of the reactant, respectively.
However, appropriate periodic variations of the inlet
concentrations, flow rate, or temperature of cooling
media allow an unstable intermediate temperature to
be attained. In particular, this can be useful for re-
actions of partial oxidation where the activation energy
of complete oxidation is higher than the activation en-
ergy of the desirable reaction. An example, is the oxi-
dation of ethylene over silver catalysts, discussed in
Ref. 39. A control system necessary for the stabiliza-
tion of the unstable state should be of the positive
feedback type [40].

10.4.10.3 Liquid-Gas-Solid Reactor Systems

Periodic change of the liquid flow rate is a technique
that has been proved to improve the performance of
three-phase reactors [41]. This type of forced unsteady-
state operation results in an increase of mass-transfer
rate by virtue of formation of a more uniform chan-
neling structure in the catalyst bed, better wetting of
the catalyst surface, and higher average temperature
of the catalyst. An example is the hydrogenation of a-
methylstyrene on a palladium catalyst [41]. Another
example is SO2 oxidation on active carbon [42]. Water
in this system absorbs the SO3 formed, prevents cata-
lyst deactivation by SO3, and absorbs the heat of re-
action. Periodic draining of the catalyst increases the
rate of sulfuric acid production compared to a steady-
state operation by 30-45%. This effect can be ex-
plained by a higher reaction rate on the catalyst which
is drained but not yet deactivated as well as by a higher
average temperature during periodic operation.
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10.5 Reactive Distillation

G . DONATI, N . HABASHI, I. MlRACCA AND

D. SANFILIPPO

10.5.1 Introduction

Reactive distillation is a technology that simultaneously
performs fractional distillation and chemical reaction.
Fig. 1 is a schematic representation of a reactive dis-
tillation tray column for a reaction of the type

A + B ^ C + D

where at least one of the products has a different vola-
tility with respect to the other compounds. The figure
shows one of the possible configurations which includes
the following sections:

(i) a rectification section in the upper zone;
(ii) a reactive distillation section in the middle;

(iii) a stripping section in the lower zone.

In chemical process design, separate items of equip-
ment are normally provided for each chemical reaction

and for each physical unit operation. Thus reactive
distillation offers the advantage of a reduction in in-
vestment costs. Other potential benefits are lower
operating costs, higher yields, and energy saving.

However, this technique is not applicable to any type
of reaction; both chemical and physical limitations to
its use in chemical processes exist: the main one is the
necessity to achieve reasonable reaction rates in con-
ditions of vapor-liquid equilibrium (usually at quite
low temperatures and pressures).

Reactive distillation seems to be particularly advan-
tageous for those processes in which a liquid phase re-
action must be carried out with a large excess of one
reactant to obtain the desired conversion. In this regard
it is possible to distinguish two main cases:

(i) Reactions with severe limitations imposed by
chemical equilibrium; the separation of at least one
of the products as it is formed can drive the re-
action to completion. Reactive distillation allows
the reaction to be carried out much closer to the
stoichiometric ratio of the feed flows.

(ii) Reactions in which a high concentration of the
product or one of the reactants can cause undesired
side reactions. For instance, in reactions of the
form

A + B -> C (desired product)

C + B -> D (undesired)

if B and C have different volatilities, then by ap-
plying the reactive distillation technique their con-
centration in the reacting phase can be kept very
low, thus retarding the undesired reaction.

Moreover, reactive distillation can be advantageous for
exothermic reactions, because the heat of reaction is
easily removed by the vapor formed in the distillation,
and the temperature can be carefully controlled.

The history of reactive distillation dates back to the
early 1920s. Pioneering work in this field was done by
Backhaus [1] who filed 11 patents covering its use in
esterification reactions. A detailed review was pub-
lished some years later [2].

Reactive distillation was soon extended to other
types of reactions, as nitrations, sulfonations, and sap-
onifications [3]. All of these reactions were homoge-
neously catalyzed, i.e. the catalyst was in the liquid
phase, flowing down the column, and had to be recov-
ered from the residue.

The use of reactive distillation for reactions that rely
on a solid catalyst was developed in the early 1970s [4].
Heterogeneously catalyzed reactive distillation poses
the additional problem of how to place the solid cata-

References see page 1486
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11.1 Standard Catalysts

11.2 RJPAC Recommendations

11.1 Standard Catalysts

G. C. BOND

11.1.1 Introduction
It is one of the fundamental requirements of research in
the physical sciences that any observation reported in
the literature should be capable of repetition anywhere
at any time. Authors of scientific papers are therefore
under an obligation to describe their materials and
procedures in sufficient detail to make this possible.
Nowhere is this requirement more necessary than in the
field of heterogeneous catalysis, where, by reason of
the complexity of the material used and the subtlety of
the procedures applied in their pretreatment, the results
obtained often depend critically on the variables in-
volved. Full, detailed and accurate descriptions of what
has been done are therefore needed, as it is sometimes
the case that the really critical variable is not recog-
nized by the operator, and is therefore not controlled.
Such adequate descriptions are by no means always to
be found in published work.

It therefore follows that, ideally, a literature descrip-
tion should permit anyone to copy the preparation and
pretreatment of a catalyst, and to reproduce to mea-
surement of its activity and other reaction character-
istics within acceptable limits. It is uncertain whether
this has ever been attempted as a conscious exercise,
but from the fragmentary comparisons that are possi-
ble from the literature the outcome would be uncertain
to say the least. Thus while one may feel confident of
the self-consistency of results within a given paper, it
does not automatically follow that another operator in
another laboratory would reach the same conclusions. It
is, however, of overriding importance for the advance-
ment of the subject that one should be able to regard all
observations wherever made as being equally valid.

The control that is needed to achieve good repro-
ducibility of results from one laboratory to another
extends from the composition and structure of the
catalyst and the conditions of its pretreatment to the
apparatus in which this, and the ensuing catalytic re-
action, are performed. Experience teaches that factors
such as reactor dimensions and the material of its con-
struction are critical for reproducibility, especially in
the case of exothermic reactions, as shown in Section
11.1.3.1. It is of course supposed that, when com-
parison between different pieces of equipment is at-
tempted, all other controllable factors such as tem-
perature, reactant pressures, purification of reactants,
etc. are held constant to within whatever limits are
practicable.

In order to ensure comparability, it is possible to
advance in one of two directions: either to use perfectly
standard apparatus of a type possessed by all, or to
calibrate one's home-made apparatus by use of a stan-
dard or reference catalyst available to all. There is
much to be said in favor of the former approach, but it
implies the use of commercially available equipment,
which is unlikely to be cheap and is not yet widely
employed. However, experience teaches that there is
little difficulty in reproducing measurements concern-
ing the physical properties of catalytic materials (XPS,
XRD, TEM, etc.) when, as is usually the case, standard
instrumental methods are used. The alternative is to
accept that for some time to come many laboratories
will continue to use home-made facilities for chem-
isorption and catalysis, and that there will therefore be
a need for a number of standard catalysts that may be
tested to ensure the proper functioning of the equip-
ment (and of the operator!).

There is an additional reason for wishing to see a
number of standard catalysts, prepared on a quite large
scale, available for widespread use. In many research
laboratories, experimental catalysts are often prepared
on a scale of only a gram or two, most of which will be
used for the tests required by the project. It is therefore
impossible to repeat the work at a later date, or to ex-
tend it, or to provide colleagues elsewhere with por-
tions of the material for their own experimentation.

References see page 1503
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There are of course understandable reasons for making
small amounts - the method may be truly novel and
uncertain of success, or one may wish to economize in
the use of costly reagents - but it is worth noting that,
in the field of molecular biology, anyone publishing
on specific genes or proteins is under an obligation
to provide samples to others, so that the work can be
confirmed and developed.

While not denying that work on small-scale prepa-
rations may have value, its worth will be limited by the
small chance of accurate repetition and by the con-
straints imposed on the amount of work that can be
carried out on such a material. It is notoriously difficult
to reproduce exactly the conditions under which prep-
arations on a small scale are conducted: in much re-
search it is adequate or even preferable to use a stan-
dard material where possible. Work performed on
these materials in different laboratories will accumu-
late, and eventually there will result a catalyst having a
broad profile of factual information. Here at least will
be one rock in the shifting sands of uncertainty that are
literature of heterogeneous catalysis.

It was with these and similar considerations in mind
that a group of European scientists, having constituted
a Research Group on Catalysis under the leadership of
Professor Derouane, decided to prepare two standard
supported metal catalysts, one a Pt/SiO2 and the other
a Ni/SiO2. At a meeting of the group held at Imperial
College, London, during the Sixth International Con-
gress on Catalysis, it was agreed to ask the Johnson
Matthey Company to prepare 6 kg of a 5% Pt/SiC>2
(EUROPT-1), while Professors Geus and Coenen
would collaborate in preparing about 4 kg of about
25% Ni/SiO2 (EURONI-1) at the University of Nij-
megen. Sizeable portions of these preparations were
then distributed to those members of the group wishing
to work with them. Professor Wells became responsible
for collating results on the former and Professor Coe-
nen on the latter. The group, which has received sig-
nificant financial support from the Council of Europe
Committee on Science and Technology, met periodi-
cally to discuss the results obtained, and to consider
interim and final reports, and drafts of publications.
Section 11.1.2 reviews what was achieved. Later, the
research group became inaugurated under Belgian Law
as the European Association of Catalysis, known by
the acronym EUROCAT.

As the work on these first catalysts progressed, it
became clear that there was a demand for standardized
platinum catalysts more akin to those used in industry.
EUROCAT therefore selected two typical petroleum-
reforming catalysts manufactured by AKZO, namely,
0.3% Pt/Al2O3 and 0.3% Pt-0.3% Re/Al2O3. These
were called EUROPT-3 and -4, respectively (Section
11.1.2.2). More recently still, EUROCAT decided to
expand its range of standard catalysts to cover oxides

(Section 11.1.3.1), sulfides (Section 11.1.3.3), and zeo-
lites (Section 11.1.3.2).

As well as these EUROCAT-sponsored activities, a
number of other organizations and groups initiated
programmes of work on standard catalysts and sup-
ports. The Catalysis Society of Japan has produced a
comprehensive range of supported metal catalysts, and
has published its findings on them (Section 11.1.4.1).
Russian scientists have launched a similar but more
restricted programme (Section 11.1.4.2). In the United
States, the group led by Professors Burwell and Butt
(Northwestern University) has also made a number of
supported metal catalysts, which they have investigated
intensively and have made available to certain other
laboratories (Section 11.1.4.3). In the United King-
dom, a group under the auspices of the Society of
Chemical Industry, the National Physical Laboratory,
and IUPAC commenced work in the late 1970s but
little was achieved before the group ceased to function
(Section 11.1.4.5).

The performance of a catalyst in industrial usage is
likely to be determined by its pore structure, that is to
say, by its total pore volume and its pore size distribu-
tion. In cases where the active phase is mounted on a
porous support, its pore characteristics may affect the
accessibility of the active phase to the reactants, as well
as other features of the catalyst's performance. For
these and other reasons it is important to have agreed
and reliable procedures for the measurement of these
and related quantities: progress in this direction is sur-
veyed in Section 11.1.4.7.

11.1.2 EUROCAT Metal Catalysts

11.1.2.1 EUROPT-l

EUROPT-1 is a silica-supported platinum catalyst
containing 6.3 %Pt [l-8a]. This unusually high metal
loading was chosen in order to facilitate the use of as
many techniques of characterization as possible (see
discussion following Ref. 8a); in particular, it is difficult
to apply electron microscopy if the metal content is less
than 1%. Samples were distributed to some 20 mem-
bers of EUROCAT, and detailed results on its physical
characterization were reported in five papers [1-5] and
summaries presented in two conference proceedings
[8a, 9a]. Results concerning its catalytic behavior were
published later [6], and most recently a comprehensive
review of work performed by other users of the catalyst
has appeared [7]. Publications describing its use con-
tinue to appear.

The catalyst was prepared by Johnson Matthey
Chemicals pic by an ion-exchange procedure, using
SORBOSIL grade AQ U30 silica as support and
Pt(NH3)4Cl2 as the source of metal: it was reduced in
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H2 at 473 K for 0.5 h [2]. It has a somewhat broad dis-
tribution of grain sizes, with about 60% being in the
range 250-500 /xm. Weight losses on heating up to
473K were minimal (as0.25%); BET surface area
measurement derived from full N2 physisorption iso-
therms (Type II) gave pleasingly uniform results
(185 + 5m2g~'); mercury porosimetry gave a similar
area, and both methods afforded pore volumes of
0.72-0.77 cm3 g"1, corresponding to a mean pore di-
ameter of about 14 nm. Single-point BET measure-
ments showed that variation of the temperature used
for outgassing (to constant weight) did not affect the
result [2].

More disturbing were the measurements on the sup-
port itself. Outgassing at 573 K led to a surface area of
364 m2g"', and it was concluded that the process of
catalyst preparation had decreased both the area and
the pore volume by about one-half, the loss of porosity
being mainly in the mesopore region. It was concluded
that hydrothermal sintering of the silica had occurred;
as the literature usually gives only the physical charac-
teristics of the support, and not the finished catalyst, it
is sensible to recommend that reported physical prop-
erties should always refer to the catalyst as used. The
possibility that further changes may occur during use
needs to be kept in mind as well.

EUROPT-1 was subjected to chemical analysis by a
number of methods [2]; all gave closely concordant re-
sults, namely 6.3±0.1wt% Pt. Grains larger than
500 ̂ m, however, contained only 5.7% metal, so care
needs to be exercised in taking representative samples.
There is considerable evidence from X-ray absorption
fine-structure spectroscopy (EXAFS), X-ray photo-
electron spectroscopy (XPS) [2], and temperature pro-
grammed reduction (TPR) [10] measurements that the
metal in the catalyst as supplied is substantially oxi-
dized, at least 90% being in the form of a disordered
oxide phase. This is, however, easily reduced by H2 [10,
11], and providing this is not done above 623 K the
dispersion remains high.

Particle size distributions were measured by trans-
mission electron microscopy (TEM) in a number of
laboratories. Some confusion arose because different
workers used different size intervals (Fig. 1), but all
agreed that the virgin catalyst contained particles be-
tween 0.9 and 3.5 nm in size, of which 75% were less
than 2nm; they are quite homogeneously distributed
throughout the support grains. A number average size
of 1.8 nm has been proposed [3]. This paper gives a
lengthy discussion on how the TEM results might be
converted into a degree of dispersion, so that turnover
frequencies might be calculated, but the procedure
adopted assumes (probably incorrectly) that the Pt re-
mains as an oxide: it is common experience that plati-
num group metal oxides are reduced in vacuo under
the influence of ionising radiation. Nevertheless, it
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Figure 1. Particle size distributions of EUROPT-1 by trans-
mission electron microscopy [3]: (A-E) material as received ex-
amined in five different laboratories; (F) after rereduction at
623 K. Number of particles counted: A, B, D, F 500; C, E 1000.

seems safe to take a dispersion value of 60% for the
reduced catalyst [3]. More recent TEM work [7] has
suggested a somewhat larger number average size
(2.1 nm), and there are indications that the result
obtained depends on both the method of sample
preparation and the accelerating voltage used [7]. The
EXAFS spectrum obtained after reduction at 520 K
has been interpreted [3] to give a Pt-Pt distance of
0.277 nm and a Pt-Pt metallic coordination number of
9.6 + 1.0. This agrees with the TEM dispersion, and
a structure consistent with the data is a 7 x 7 array of
Pt atoms on which a further eight atoms reside [7].
Structural information can also be derived by Debye
function analysis of the X-ray diffraction pattern [11];
superficial oxidation of the as-received material was
confirmed, and the reduced catalyst appeared to consist
of regular face-centered cubooctahedra, 90% of which
were in the form of 55-atom crystallites. The Debye
temperature (147K) was lower than that of bulk Pt°
(234 K) and there was an increase in static disorder
following evacuation. The statistical improbability of
creating particles having exactly 55 atoms has been
noted, as has the contradiction between the EXAFS-
and XRD-derived structures [7], NMR studies on the
195Pt nucleus confirm the dispersion to be about 60%
[7]. It must, however, be concluded that these tech-
niques of physical characterization are not yet suffi-
ciently refined for highly quantitative analysis of well-
dispersed supported metal catalysts.

Heating in H2 at temperatures up to 1273 K leads to
particle growth and broadening of the distribution [3],
but the corresponding loss in H2 adsorption capacity
[12] may be due in part to the formation of a Pt silicide.

Selective chemisorption of H2 is probably the most
widely practised means of assessing dispersion, particle

References see page 1503
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Figure 2. H2 chemisorption isotherms on EUROPT-1 [14] (A
after reduction at 758 K (>) oxidized before reduction at 758 K

Tablet. Monolayer capacities (jtmo\ g ') for H2 on EUROPT
1 derived in various ways

166
166 + 4
159 5
173 5*
-

Measurement11

174
168
162
178"
200

_
a 192
171
188"
-

H PtL

1 19
1 06
1 17'

Reference

4
7

14
14
13

"Catalyst oxidized at 623 K for 1 h before reduction
hrPm = monolayer capacity by extrapolation to zero pressure
n40 = Hi uptake at 53 mbar equilibrium pressure, nf̂  = mono
layer capacity according to Langmuir equation, H PtL = cor
responding H Pt ratio

P*/ kPa1/l

Figure 3 H2 chemisorption isotherms on EUROPT 1 plotted
according to the Langmuir equation [14] (see also Table 1) Sym-
bols as in Fig 2

size, and metal area in supported metal catalysts (Sec-
tion A 3 1 2) The process has been investigated with
EUROPT-1 by several groups of workers [4, 7, 13, 14],
with results that have general importance for the val-
idity of the method It has been widely assumed that
surface stoichiometry H/Pts may be taken as unity
irrespective of particle size, despite evidence to the
contrary with other metals Volumetric H2 chemisorp-
tion isotherms of good quality are obtained (Fig 2),
with low slopes at pressures above about 10 mbar
pressure, they appear to fit the Langmuir equation for
dissociative chemisorption [14] (Fig 3), which when
applied in the linearized form

(where Pe is the equilibrium pressure, n and nm are re-
spectively the moles of H2 adsorbed at pressure Pc and
at saturation, and K is the adsorption equilibrium con-
stant) enables nm to be obtained both from the slope
and (less accurately) the intercept (Table 1) The dif
ficulty with the often-used "extrapolation to zero pres-
sure" method for estimating monolaycr volume is that
the intercept increases as the pressure range is extended
[13], and thus has no real significance The data also
seem to obey the Temkin equation over very wide
pressure ranges [4, 13], although the logarithmic form
of the equation does not admit of a saturation limit It
is, however, concluded that in practice adsorption is
complete at about 330 mbar pressure, the uptake being
200/unolg ' (H Pts = 1 24), with little further adsorp-
tion occurring up to 6 5 bar pressure A value derived
by the Langmuir equation, provided the data cover
a sufficient pressure range, is therefore acceptable
(Table 1)

However, even if one takes a value of ~ 180 /imol g '
corresponding to the uptake at 50 mbar pressure (Table
1), the number of H atoms adsorbed exceeds the total
number of Pt atoms by some 10%, so there is a flat
contradiction between the greater than 100% dispcr
sion that this implies, and the 60% dispersion seen by
TEM The dilemma is partially resolved by the results
of temperature programmed dcsorption studies [4] At
least three peaks are recognized in the spectrum, the
amount adsorbed in the most populated state, together
with the assumption that H Pts equals unity, gives a
dispersion of 65%, in fair agreement with the TEM
value The most strongly held state is assigned to H
spillover, and some of the H2 "chcmisorbcd is
thought to be used to break Pt-O-Si bridges formed
between the metal particles and the support Three
groups have reported heats of adsorption for H2 [7, 13]
but the results arc not in exact agreement 'H NMR
has also been used to identify states of H2 adsorption
[4, 7] The study of this system is a salutary reminder
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Figure 4. Infrared spectra of carbon monoxide adsorbed on H2-
depleted EUROPT-1 surface [5]. Spectra A-F represent 3min
exposures at progressively increasing pressures of from 1.3 x 10~5

to 15 mbar.

of exactly how complex an apparent simple process
can be.

Carbon monoxide chemisorption on EUROPT-1 has
been the subject of several studies [5, 7]. Isotherms of
low slope in higher pressure ranges have been obtained,
and monolayer volumes at zero pressure of 165-
198//molg~' have been reported. IR spectroscopy
shows the linear form to predominate, with band fre-
quencies increasing from 2061 to 2075 cm"1 with in-
creasing coverage; weak features at 1878-1849 and
1720cm"1 were also seen [5] (Fig. 4). Diffuse reflec-
tance infrared Fourier transform (DRIFT) measure-
ments have found bands for the linear species at some-
what higher frequencies [7]. The heat of adsorption is
given as 160kJmor', independent of coverage up to
0 = 0.7. To a first approximation, the surface stoi-
chiometry is the same as for H atoms, namely CO:Pts

is unity.
Oxygen chemisorption has also been followed by a

number of techniques [5, 7]. Because of the great
strength of its adsorption, prolonged and rigorous out-
gassing is not required, and zero pressure uptakes at
room temperature are in the region 79-100 //mol g~'.
This implies a surface stoichiometry O:Pts also of
unity. However, O2 uptakes increase with increasing
temperature and with time, and great care is needed
to obtain reliable and meaningful results for O2 chem-
isorption. It is possible that measurements at sub-
ambient temperature would be the most useful.

Turning now to the catalytic properties of EUROPT-
1, very extensive measurements of all kinds of hydro-
carbon transformations have been undertaken, and an
impressive body of information is now available [6, 7,
12, 15, 16]. Only the briefest of surveys is possible here;
the available reviews [6, 7] and the references cited
therein give additional information.

A number of supposedly structure-insensitive reac-
tions have been looked at: these include mcthane-D?

exchange, hydrogenation of n-hexene isomers, of iso-
prene (2-methyl-l,3-butadiene), of benzene and tol-
uene, the exchange of benzene and of ethene with D2,
and epimerization of cw-l,2-dimethylcyclohexane. The
results are in the main as expected for a platinum cat-
alyst; while several laboratories examined the reactions
of benzene, precise comparison of turnover frequency
(TOF) values between laboratories and with the liter-
ature is difficult, because experimental conditions are
rarely exactly the same. It was observed that the TOF
passes through a maximum as the temperature is
raised, and that the temperature at which this occurs
increases with the H2 pressure. It is therefore reason-
able to relate this effect to the changing concen-
tration of H atoms on the surface. With the ethene-D2
exchange, minor differences in product distributions
have been correlated with changes in particle size pro-
duced by sintering, but the possibility of other effects
obtruding, as noted above, must be remembered. The
so-called "single turnover" (STO) technique has been
applied to 1-butene hydrogenation, and five different
types of site have been recognized and quantified.

A clearer and more penetrating identification of the
catalytic sites on the surface of the Pt particles is,
however, likely to be provided by reactions that are
classified as being "structure-sensitive". In contrast to
those of the "structure-insensitive" type, to which most
of the reactions cited in the last paragraph belong,
these seem to require an ensemble of several atoms,
with perhaps some added requirement of specified co-
ordination numbers. The rates and products formed in
"structure-sensitive" reactions may therefore vary with
(i) insertion of an inactive (e.g. Group 11) element as in
an alloy, (ii) the arrangement of atoms in single crystal
surfaces, and (iii) particle size in supported metal cata-
lysts. Since the theoretical infrastructure of these ob-
servations is not yet explicated, it is well to apply the
terms ensemble-size sensitivity, plane-geometry sensi-
tivity, and particle-size sensitivity, respectively, to these
phenomena. The final caveat must be added that these
effects do not have a black-and-white character, and
that degrees of sensitivity to the relevant variable
should be considered. Thus, for example, when n-hex-
ane reacts with H2 on platinum-gold alloys, ensemble-
size sensitivity increases in the sequence

dchydrocyclization < skeletal isomcrization

< hydrogcnolysis

Extensive studies have been described of the reactions
of linear alkancs with H2 over EUROPT-1 [6, 7, 12,
15, 16]. Table 2 summarizes the kinetic parameters
reported for ethane, propane, and «-butanc. Skeletal
isomcrization is of course possible with this last molc-

References see page 1503
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Table 2. Kinetic parameters* for the hydrogenolysis of linear
alkanes on EUROPT-1: TOF and selectivities at 573 K [6, 15].

Alkane

Q H 6

Q H 6

C3H8
C3H8
Q H 8

""C411JO
""C4H10

E(kJmol- ' )

210
189.5

181-189
b

146-164*

114-142
95b

118-127'
109

TOF(h ' )

0.22
0.15

1.5
2.2b

1.45C

3.5-7.3

10.2

s2'

-

0.995"
0.995'

0.72
0.67"
0.77c

S3'

-

—

0.58
0.64"
0.60c

Reference

6
15

6
15
15

6
15
15
6

•For C3H8, S, +2S 2 = 3; for n-G,H,0, Si + 2S2 + 3S3 = 4,
where the subscript is the number of C atoms in the product.
•"Initial state of catalyst: for C3H8, the Arrhenius plot is non-
linear.
'Steady state of catalyst.
* Kinetics measured with H2: alkane ratios of a; 10.

cule, and selectivity to isobutane is between 10 and
30% at 573 K, using a 10-fold excess of H2. Its activa-
tion energy is higher than for hydrogenolysis, and its
rate and kinetic parameters are somewhat less re-
producible. A perpetual problem in the study of these
reactions, and of alkane transformations in general, is
the formation of strongly held carbonaceous deposits,
which are (at least initially) extensively dehydrogenated
forms of the reactant. Attempts have been made to
minimize their formation, e.g. by using short reaction
periods, and to identify their effects on the residual re-
action. In the case of//-butane [15], they increase the
activation energy and direct the reaction towards
greater central C-C bond fission; isomerization is se-
lectively suppressed.

The following conclusions may be drawn from Table
2:

(i) Activation energies decrease and TOFs increase
with the length of the carbon chain,

(ii) As is commonly observed, ethane and methane are
formed in almost exactly equimolar amounts from
propane,

(iii) The two types of bond in //-butane are broken with
almost equal probabilities.

With linear alkanes having five or more carbon atoms,
cyclization becomes possible as well as isomerization
and hydrogenolysis. With n-pentane, cyclization is
minimal and with /z-hexane it does not exceed 25% in
the range 470-570 K [6]; with the latter molecule, iso-
merization predominates above 520 K. Product selec-
tivities are particle-size sensitive, and Pt/SiO2 catalysts
having lower dispersion give more hydrogenolysis and
cyclization.

Much work has also been carried out on the re-
actions in the presence of H2 of branched alkanes, and
on the mechanism of their skeletal isomerization [6, 7].
The use of 13C-labeled molecules permits alternative
reaction pathways to be distinguished. Thus, for ex-
ample, most of the 3-methylpentane formed from 2-
methylpentane has followed the bond-shift route, but
most of the /i-hexane has resulted from the cyclic
mechanism. Labeled molecules also allow mechanisms
of aromatization of C7 and Cg alkanes to be followed
[6].

In the context of these mechanistic considerations,
the way in which the C5 ring is split by H2 is also of
interest; numerous studies of substituted cyclopentanes
have been performed [7]. The mode of breaking in
methylcyclopentane is particle-size sensitive: EUROPT-
1 affords 44% /i-hexane, 38% 2-methylpentane, and
18% 3-methylpentane at 520 K.

Hungarian workers have made extensive studies with
EUROPT-1 and other platinum catalysts of the de-
pendence of rates or product selectivities on H2 pres-
sure [7]. Yields of alkenes understandably decrease,
and yields of hydrogenolysis products increase, with
increasing H2 pressure; those of other products pass
through maxima which move to higher H2 pressures
with increasing temperature. There is a lack of any
comprehensive and quantitative theoretical framework
to interpret all these observations, but it is clear that
the concentration of adsorbed H atoms is crucial in
determining to what extent each available pathway is
followed. A principal factor in the effect of increasing
temperature on product yields is the decrease in H
atom concentration.

In so far as it is possible to summarize the vast body
of information available, it appears in the main
EUROPT-1 behaves as expected for a Pt catalyst hav-
ing particles of about 2 nm in size. Compared to other
catalysts, however, its hydrogenolysis selectivity is low,
as is its tendency to form carbonacous residues [7];
these characteristics may be connected. An attempt has
been made [17] to show how the various reactive inter-
mediates might be accommodated on the faces of a 55-
atom cubooctahedron (Fig. 5).

EUROPT-1 has also proved to be of exceptional
value as a model catalyst to which systematic mod-
ifications may be made. The effects on its catalytic
properties of the addition of silver, titania and alumina
[16], chlorine, oxygen, sulfur, ammonia, and carbon
monoxide have all been examined [7]. Of particular in-
terest is its ability to be modified by alkaloids of the
cinchona family, becoming in consequence enantio-
selective for the hydrogenation of methyl pyruvate

[7]-
For information on the availability of samples ot

EUROPT-1, please contact the author of this section.
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Figure 5. The 55-atom cubooctahedron as a model for the most
abundant structure in EUROPT-1. (1) cyclopentane adsorbed on
a corner atom, (2) a Cs cyclic species on the (100) surface; (3) a C6
species en route to benzene on the (111) surface [7]

11.1.2.2 EUROPT-3 and EUROPT-4

As noted above, these are typical petroleum-reforming
catalysts [9a, b, 18, 19]. EUROPT-3 is 0.3% Pt: A12O3,
and EUROPT-4 contains in addition 0.3% Re. Their
surface areas are about 185m2g"1, their N2 pore vol-
umes about 0.5 cm3 g~', and both contain about 1% Cl
[18].

It was appreciated at the outset that the character-
ization of these materials would be an altogether more
difficult problem than that of EUROPT-1, by reason of
the lower metal content, and the bimetallic nature of
EUROPT-4. It was hoped that study of the latter
would help resolve some of the questions concerning
the intimacy of mixing of the two metals in the func-
tioning catalyst, but these queries have been only par-
tially answered. Temperature programmed reduction
(TPR) studies have confirmed the sensitivity of the re-
duction profile to experimental conditions and sample
pretreatment but, notwithstanding reports in the liter-

ature concerning the selective chemisorption of H2 and
of other simple molecules, members of EUROCAT
have been unable to measure adsorption characteristics
as precisely as they had wished. Contributing factors to
the difficulties may be the presence of the Cl, and H
spillover. It is believed that most of the platinum is in
the form of particles of about 1 nm in size, although by
TEM it is only possible to see a few very large particles
[20]. For the bimetallic catalyst, various models have
been proposed. For example, Re atoms (or ions) may
"decorate" the surface of the Pt crystallites, eliminating
the large ensembles which can cause hydrogenolysis. It
must be recalled that in the working state the catalyst
is sulfided, and a model involving decoration by ReS*
species is widely accepted. In the unsulfided state,
however, surface energy considerations would deter-
mine that rhenium should go to the core, but the particles
are so small as to have almost no inside. It is highly likely
that some of the rhenium remains on the AI2O3 surface
as Re4+ ions occupying octahedral holes; it is certain
that there are no pure Re0 particles or large clusters of
Re atoms, because these are extremely active for deep
hydrogenolysis, which is not observed. Great care was
exercised to use closely defined pretreatment conditions
before making catalytic measurements, to maximize
the chance of obtaining reproducible effects [18].

A little work on "structure-insensitive" reactions has
been reported [18]. Both catalysts were very active for
ethene hydrogenation, and rapid deactivation occurred
even at 176 K. Ethyne and 1,3-butadiene react in a more
controlled manner: study of ethyne hydrogenation using
both l4C-labeled ethyne and ethene showed that ethane
formation took place directly from adsorbed ethyne,
without the intervention of gas-phase ethene.

Hydrogenolysis of alkanes and related reactions on
these catalysts have been studied by a number of
groups [18, 19, 21-23]. Kinetic parameters for ethane,
propane, and n-butane on both catalysts are summar-
ized in Table 3. With propane, selectivities to ethane on

Table 3. Kinetic parameters for the hydrogenolysis of linear alkanes on EUROPT-3 and EUROPT-4- rates and selectivities at 603 K
[18,22]

Alkane Catalyst E(kJmol- ') S2> Si'
(mmolg-'(Pt)h-1)

C2H6

C2H.

EP-3
EP-3
EP-3

EP-4
EP-4
EP^l

ible 2

230
187
148

195
185
142

0.70
1.42
3.62

7.35
0.76
8.70

-
0 992
0.581

_
0 969
0.787

0 703

0 523

* See footnote to Table 2

References see page 1503
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pressure / bar

Figure 6. Apparent activation energy for /i-butane hydro-
genolysis on EUROPT-3 as a function of H2 pressure [24].

EUROPT-3 are greater than 99%, as with EUROPT-1,
but with EUROPT-4 they are lower (52 = 0.84-0.97 at
603 K) and rates are not well reproducible; faster rates
correlate with lower values of S2. Activation energies
for both catalysts lie in the range 170-200 kJmoH.
With the Pt/Al2O3, as with the EUROPT-1 Pt/SiO2,
rates increase and activation energies decrease with in-
creasing carbon chain length, but a major difference
is seen in isomerization selectivities, which with
EUROPT-3 are only about 2%. The effect of rhenium
on the «-butane reaction is to raise S2 and depress S3,
these changes being interpreted to mean that adsorbed
intermediate C3 species has a much lower chance of
desorbing as propane when rhenium is present.

The kinetics of alkane hydrogenolysis, that is, the
dependence of rate on reactant concentration, have
been the subject of numerous studies, and much effort
has been devoted to devising rate expressions based
on the Langmuir-Hinshelwood formalism to interpret
them. Reactions of ethane, propane, and n-butane with
H2 on EUROPT-3 and -4 have been carefully studied,
with the surfaces in either as clean a state as possible,
or deliberately carbided [21, 22]: kinetic measurements
at different temperature permitted adsorption heats
and true activation energies to be obtained. There were
two surprises (but like all surprises they were obvious
afterwards):

(i) The apparent activation energy is a function of H2

concentration [24] (Fig. 6) (this could be one
source of compensation effects),

(ii) Rate expressions of quite different form provide
comparably good fits for the experimental results
[21].

Results obtained for the reactions of H-hcxane, meth-
ylcyclopcntane, methylpcntancs, and n-octane with
H: on these catalysts have been summarized [18]. On

the whole, the manner in which product selectivities
change with temperature is not well reproducible, due
no doubt to the use of different pretreatments and the
operation of other factors already mentioned. Fairly
consistent results were however obtained with methyl-
cyclopentane, product selectivities between 560 and
610 K being 2-methylpentane as 40%, n-hexane *34%,
and 3-methylpentane ss 26%. Increasing the surface
C\~ concentration increases the isomerization selec-
tivity with 2,2-dimethylbutane, while its removal by
water decreases it [19].

The amount of work so far performed with these
catalysts is less than with EUROPT-1, and it is more
difficult to achieve consistent and reproducible results
with them. What has been done does, however, serve to
emphasize the extreme care that is needed to eliminate
spurious effects; thus despite all possible care it seems
almost impossible to avoid totally the formation of
some carbonaceous deposit, so quickly is it formed.
Perhaps, although undesirable, it will have to be
tolerated.

11.1.2.3 EURONI-1

This catalyst [8a, 25-27] was formulated as a 25%
Ni/SiO2, typical of those used for fat-hardening and
other large-scale hydrogenations. One of the major
problems with catalysts of this type arises from the
extensive interaction, amounting to compound for-
mation, that occurs between the precursor components
during the preparation, and the consequential difficulty
of obtaining complete reduction of the nickel. This was
a major focus of effort in the study of this catalyst.

EURONI-1 was prepared by the homogeneous pre-
cipitation rate route developed by Geus (Section
A.2.2.1.5). An aqueous solution of Ni(NO3)2 • 6H2O
in which Degussa Aerosil 180 was suspended was hy-
drolyzed by hydroxyl ions liberated during the slow
hydrolysis of urea at 363 K over a period of 20 h; the
products of two separate preparations were mixed, and
spray-dried [26]. The nickel content was estimated by
several analytical methods, which in the main gave
consistent results in the range 24.0-25.5 wt% (mean
24.6%); only X-ray fluorescence and atomic absorption
spectroscopy gave values outside this limit. The un-
reduced material is hygroscopic; its BET area is about
270 m2g- ' .

Temperature programmed reduction (TPR) was fol-
lowed both by thcrmogravimetry and conventionally,
i.e. by measuring the change in composition of a 5%
H2 in Ar mixture. Slight reduction occurred between
570 and 670 K, due perhaps to the presence of small
amounts of Ni(OH)2 or basic carbonate; reduction was
rapid above 670 K but H2 consumption continued until
at least 1000 K. In isothermal studies, high degrees of



11.1 Standard Catalysts 1497

9 3 6 9
Particle size / nm

Figure 7. Particle size distributions for EURONI-1 reduced
under various conditions [27]: (A) 16 h at 633 K + 6.5 h at 773 K;
(B) 3 h at 923 K; (C) 19 h at 923 K.

reduction were achieved at 900-920 K in periods of 4 -
26 h, and 90% reduction was obtained in 24 h at 700 K.
Much depends on the dryness of the gas stream, as
water (which is liberated in the reduction) may re-
oxidize the metal. Reproducible reduction rates can
only be obtained if bed geometry is tightly controlled.
Degrees of reduction were measured by measuring the
volume of H2 liberated on treating the reduced catalyst
with H2SO4 [26].

Careful studies of the unreduced precursor give no
indication of the presence of Ni(OH)2, the principal
component being a poorly crystallized nickel anti-
gorite, a compound having a layer structure. Thus
much if not all the SiC>2 has undergone a reaction in-
volving the Ni2+ ions and the base, forming a new
structure in which the layers are not in register. It is
stable in air up to 770 K.

Samples of EURONI-1 reduced under various con-
ditions were examined by X-ray diffraction (XRD),
X-ray photoelectron spectroscopy (XPS), magnetic
methods, TEM and H2 chemisorption in order to as-
certain the mean size and size distribution of the nickel
particles [27]. According to TEM, in a sample reduced
at 770 K most of the Ni particles were less than 5 nm in
size, but some sintering occurred on raising the tem-
perature to 920 K, after which particles in the range 5-
8nm were detected (Fig. 7). The reduced catalyst was
found to be superparamagnetic, so the Ni particles
consist of single domains. The decrease in saturation
magnetization following H2 chemisorption was 1.43 nB

per H2 molecule. Considerable difficulty was experi-
enced in the measurement of H2 chemisorption iso-
therms: factors such as variable degree of reduction,
outgassing efficiency, reoxidation of Ni particles, and
uncertain equilibration times were held responsible for
differences in monolayer volume of up to two times
between different laboratories. All monolayer volumes
were assessed by the extrapolation method, the hazards
of which have been described above; no attempt has
been made to fit the experimental data to any of the
established adsorption equations. Despite these diffi-
culties, the most reliable monolayer volume was stated
to be 53 cm3 g^' for degrees of reduction (obtained at
700-770 K) of 85-90%.

Finally an attempt was made to reconcile the various
techniques for particle size estimation (Table 4). To do
this it was necessary to assume a particle shape, and the
results were evaluated both for spherical and hemi-
spherical models, the former showing the greatest con-
sistency. The particle size was defined as the cube root
of the volume. The results obtained by the various
methods are in quite close agreement (Table 4), and
Coenen is justified in concluding "that the agreement
between the methods is probably better than reported
anywhere in the literature, which is the more remark-
able when we note that measurements were carried out
in ten different laboratories" [27].

The reserve stock of this catalyst is held by Professor
Wells, University of Hull, UK.

11.1.3 Other EUROCAT Catalysts

11.1.3.1 Vanadia-Titania EUROCAT Oxides

When the decision was made to extend the EUROCAT
programme of standard catalysts to other types, there
was no dispute as to which oxide catalyst should be
selected: the V2O5/TiO2 system was the unanimous
choice [9c-h, 28a-r]. The chief reasons were the fol-
lowing:

Table 4.

Model*

HS
HS
S
S

Mean nickel particle

^ ( K )

723-773
903-923
723-773
903-923

sizes (nm) in

XRD

2.2

2.2

EUROPT-1 determined by

H2 chemisorption

2.1
3.7
2.6
4.6

various methods [27].

XPS

2.4

2.4

Magnetic

5.0

5.0

TEMb

2.2
3.0
3.5
4.6

*HS = hemisphere, S = sphere.
bFor the HS model, TEM mean sizes are divided by 1.56 because the projected area is greater than that corresponding to the cube root of
the volume.

References see page 1503
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(i) it was already the subject of attention in a number
of European laboratories;

(ii) it had important industrial uses for selective oxida-
tions, especially of o-xylene to phthalic anhydride;

(iii) it was active for the selective catalytic reduction
(SCR) of nitrogen oxides (NO*) by NH3 and
prototypical of those to be used in practice;

(iv) determination of its structure and modes of oper-
ation presented a major intellectual challenge;

(v) a great variety of analytical techniques could be
directed to the problems and could be expected to
contribute to their solution.

There was already a considerable body of knowledge
on catalysts of this type [29]. For those used for se-
lective oxidations, there was much evidence to show
that the active phase was a monolayer of oxovanadium
species chemically bonded to the TiO2 surface; such
a material would have about 1 wt % V2O5 for a TiC>2
area of 10m2g~', but technical catalysts usually con-
tained substantially larger amounts. The excess ap-
peared to be in the form of V2O5 microcrystals which
neither helped nor hindered in selective oxidation; it
seemed to serve as a reserve supply to replenish the
monolayer, should it become depleted. There was also
evidence that uncovered TiC>2 surface was harmful, in
that it could cause deep oxidation to carbon oxides.
In these applications, the anatase form of TiC>2 was
generally used, and unless the contrary is stated the
formula TiC>2 will imply this form.

The first meeting of interested persons, held in May
1990, decided what precise formulations they would
like to use, and thanks to the collaboration of Rhone-
Poulenc CRA 4 kg quantities of two catalysts were
prepared containing about 1% and 8% V2O5; the cor-
responding precursors were also made available, i.e.
the uncalcined materials, and also the support. Por-
tions of the catalysts were distributed to some 25 labo-
ratories. The work proceeded quickly; review meetings
were held in April and November 1991, in July and
November 1992, and finally in September 1993. The
findings were reported in a special issue of Catalysis
Today [28]. The project demonstrated in a forceful way
the keen desire of European scientists to work together,
and its success is all the more notable when it is ap-
preciated that absolutely no special funding was avail-
able from any source to assist it. In this work we tried
to acknowledge the help of everyone involved by
naming them as contributors; those responsible for
collecting the results and drafting the reports arc called
compilers [28a].

The catalysts were coded VI and V8, and the sup-
port (an uncoated pigmentary anatase) EL10. They
were prepared by mixing vanadyl oxalate solution with
the support to form a paste that was kneaded before
drying and calcination (4h at 723 K) [28b]. Mean

Figure 8. Temperature programmed reduction profiles of V2O5/
TiO2 catalysts V8 (8% V2O5), VI (1% V2O5) and of the support
EL 10 [28g].

values for surface areas are EL10 10.5m2g ', VI
10.1 m2g- ' , and V8 11.0m2g-'; they are not signif-
icantly different. The mean grain size of the anatase is
about 0.5 fan, and the pore volume 0.85 cm3 g"1; the
grains are nonmicroporous [28c]. X-ray diffraction
measurements showed the presence of crystalline V2O5
in V8, but probably not in VI; no other vanadium
oxides were present, and no vanadium had dissolved in
the anatase [28d].

Some points of interest arose in the chemical analy-
sis. Total vanadium contents, estimated by complete
dissolution of the catalysts in H2SO4 or aqua regia,
were close to the expected values of 0.975% for V1 and
7.82% for V8. Attempts were made to distinguish be-
tween "soluble" and "insoluble" vanadium, the former
being crystalline or weakly held species, and the latter
chemically linked to the TiC>2 surface; it was also
hoped to estimate the relative amounts of VIV and Vv

present. Treatments involving extraction with boiling
isobutanol, with NH4OH and with H2SO4 were used;
the kinetics of the reaction with NH4OH was studied
in detail. An approximately constant 0.12-0.16wt%
vanadium is designated as insoluble, which is much less
than the amount forming a monolayer. Paradoxically,
Vv is reduced to VIV during the H2SO4 extraction
[28e].

Thermal analysis of the precursors showed decom-
position in two stages, first an endothcrmic loss of
water and then an exothermic loss of CO2. With V8,
the melting of V2O5 was detected at higher temperature
[28f]. TPR is a well-established technique for dis-
tinguishing between different reducible species. In the
present system the monolayer species are more readily
reducible than the crystalline form, and with V8 two
peaks of comparable size are observed (Fig. 8). This
requires some explaining: it has been suggested that
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here is an intermediate disordered V2Os state, the re-
duction of which is not distinguishable from that of the
nonolayer species, and that together they account for
ibout half the total. Reproducibility of TPR profiles
requires exact control over a number of variables, and
a recommended schedule has been given [28g]. The
easier reduction of VI was also demonstrated in work
designed to assess literature claims that the dispersion
of the V2O5 could be measured by chemisorption of O2
after reduction [28h].

A major effort was devoted to the characterization of
these catalysts by vibrational and electronic spectros-
copies [28i]. Use of IR and Raman spectroscopies con-
firmed that the monolayer consisted of vanadyl com-
plexes, exhibiting both Lewis and Bransted sites, and
suppressing nucleophilic sites on the support. Accord-
ing to UV-VIS spectra, most of the vanadium in the
calcined catalysts is in the Vv state, but part is easily
reducible. Evidence for electronic interaction between
vanadium and titanium ions was also presented. The
monolayer is effective in suppressing Raman bands due
to the anatase support, and an explanation for this
effect has been offered [30].

Solid state 51V NMR spectroscopy in both the static
(wide line) and magic angle spinning modes has been
employed [28j]. The latter can detect small changes in
the chemical shifts in different species, although very
high spinning frequencies are needed to separate peaks
from their spinning side-bands. The analytical power of
solid state NMR spectroscopy in providing structural
information seems to be somewhat limited, but in con-
junction with other methods it is of great value. EPR
measurements [28k] failed to detect significant quanti-
ties of VIV species, but confirmed their formation in
attack by H2SO4: their appearance in solid solution
with the TiC>2 following the phase transformation to
rutile above about 970 K was also confirmed. TEM
studies [281] detected enrichment in vanadium at the
edge of the TiC>2 particles, and some unattached V2O5
platelets in V8; electron-beam damage on prolonged
examination was also noted. X-ray photoelectron
(XPS) measurements by different laboratories yielded
widely different results, especially in respect of V:Ti
ratios, and recommended conditions for obtaining
consistent results have been given [28m]. Secondary-ion
mass spectometry (SIMS) reveals the presence of
numerous trace impurities, especially niobium, and
provides some evidence for removal from the surface of
species containing both V and Ti atoms [28n].

Electrical conductivity measurements posed the
greatest difficulty, as the conclusions they led to were
hard to reconcile with the models generated by the
other techniques [28o]. These seemed to show that the
calcined catalysts contained Vv ions in the TiC>2 lattice,
as they increased conductivity: their amount increased
from VI to V8. It is not entirely clear whether they are

distinct from the monolayer species, or whether the
latter are so firmly bonded to the TiC>2 that they in
effect become part of it, and hence increase its con-
ductivity. The presence of anionic vacancies in the
TiC>2 was also detected.

The catalytic activity of the EUROCAT oxides to-
ward the selective oxidation of o-xylene was examined
in several laboratories, with some discrepancies being
apparent [9d, h, 28p]. In particular the temperatures
required to achieve a given conversion varied some-
what and, since the reaction is extremely exothermic,
the differences could be attributed to poor temperature
control, or to the use of various bed dimensions and
reactor materials. The means whereby catalytic rate
measurements may be measured accurately and re-
producibly in home-made apparatus requires further
study.

The decomposition of isopropanol proceeds either
via (A) dehydration to propene or (B) dehydrogenation
to acetone. Both continuous- and pulse-flow measure-
ments have shown that the reactions have similar rates
on VI and V8, but (A) is faster than (B) on V8. Re-
action (A) requires acid centers; these are entirely re-
moved when the soluble vanadium species are removed
by isobutanol or NH4OH [28q].

These materials, the stocks of which are held by
Professor Vedrine, IRC, Lyon, France, must be (to-
gether with EUROPT-1 and EURONI-1) the most
highly characterized catalysts now available. An at-
tempt has been made to synthesize the observations
into a model that portrays their structures [28r]. The
main outline is clear: with VI the anatase surface
is largely covered by a single layer of oxovanadium
(vanadyl) groups, firmly attached, and perhaps inter-
acting with the support so as to modify its electrical
properties. This monolayer remains intact in V8, but
the additional V2Os forms separate crystalites, perhaps
as "towers" that obscure only a small part of the sur-
face, and which are easily removed by chemical means.
No doubt considerable refinement of this model is
possible, especially in terms of "soluble" and "in-
soluble" forms. The information in this volume [28]
provides much food for thought, and inspiration for
further research.

11.1.3.2 EUROTS-1 Zeolite

In a further extension of its interest to develop a range
of standard catalysts, EUROCAT authorized a sub-
group of its members to select a zeolite and to initiate a
programme of wcik on its use [9i, 31]. The subgroup,
under the leadership of Professor Jacobs, K.U Leuven,
chose titanium silicalite-l (TS-1); in this zeolite, some

References see page 1503



1500 11 Annexes

OH QH OH

OH

or * o •
phenol

OH o

catechol hydroquinone 1,4-benzoquinone

Scheme 1

of the silicon atoms in the silicalite structure are re-
placed by titanium. TS-1 is noted for its ability to cat-
alyze the selective partial oxidation of organic sub-
stances by H2O2; it thus represents new catalytic
chemistry which forms the basis of important in-
novations in partial oxidation technology. More than
100 scientific publications and patents on its use have
appeared in the decade following its discovery in 1983.

EUROTS-1 was synthesized (150g) by hydrothermal
treatment of a gel derived from ethyl orthosilicate and
ethyl orthotitanate, in the presence of tetrapropyl-
ammonium hydroxide as template [31]. Each partic-
ipating laboratory performed its own calcination (3h
or 16 h at a maximum temperature of 823 K, other
conditions being varible). The Ti content was 2.8%,
and the calcined product consisted of a single phase
of orthorhombic symmetry, with a BET surface area
of 435m2g~!. Its IR and diffuse reflectance spectra
(DRS) have been recorded. The material had the form
of small rounded cubes of about 0.15 pm size.

The chosen catalytic test reaction was the oxidation
of phenol, which yields a mixture of catechol, hydro-
quinone, and 1,4-benzoquinone (Scheme I). The re-
action was conducted at atmospheric pressure by con-
tinuously adding aqueous H2O2 to a mixture of
catalyst, phenol, water, and a solvent (either methanol
or acetone) at the reaction temperature (usually 373 K);
reaction times were 1—4 h. Conversions and product
sclectivities depended on the composition of this mix-
ture; under the best conditions, H2O2 conversion was
100%, phenol conversion 27%, and phenol hydrox-
ylation selectivity 91%. The ratio of o ̂ -substituted
products (Scheme 1) was usually about unity. It was
concluded that catalytic performance depended crit-
ically on calcination conditions, i.e. on the complete-
ness of removal of the template. Many facets of the
reaction remain to be investigated.

Unfortunately there is no reserve stock of this
catalyst.

11.1.3.3 EUROCOMO Catalyst

Four laboratories have presented preliminary results
on the hydrodesulfurization (HDS) of thiophene cata-
lyzed by a Co-Mo/y-AliO.i catalyst of standard com-

position [9i-l]. Comparison of the conditions used for
presulfiding and for conducting the reaction shows
surprisingly wide variations in practice from one labo-
ratory to another, and constitutes a strong argument
for the adoption of more uniform routines. The cata-
lyst deactivated slowly with use [9k], and was regarded
as stable after either 2h [28j] or 20 h [281]. Emphasis
was placed on the conditions needful to obtain mean-
ingful kinetic information. In the work reported from
the ETH Zurich [28j], a decrease in activation energy
with increasing temperature was ascribed to diffusion
limitation: at 673 K, variation of particle size signalled
pore diffusion control, while film diffusion limited the
rate at 723 K. In work performed in Strasbourg [28k] it
had been shown that using H2 at atmospheric pressure
made it possible to predict HDS activity under in-
dustrial conditions, but this depended on remaining
within the conditions under which first-order kinetics
obtained: low conversion (<2%) to minimize H2S poi-
soning, and low thiophene concentrations (<26mbar)
were needed. Departure from these conditions leads to
an underestimation of the activity of more active cata-
lysts. Those working in this area will look forward to
more detailed accounts of the work so far only de-
scribed briefly.

11.1.4 Other Programmes

In addition to the work summarized above on catalysts
launched by EUROCAT, several other programmes
have been started by organizations or individuals,
having aims somewhat related. The Japanese project
(Section 11.1.4.1) encompasses a wider range of cata-
lysts; less is known concerning the Russian programme
(Section 11.1.4.2) due to the present poor state of
communications. Catalysts prepared at Northwestern
University (Evanston, Illinois, USA) were essentially
for local use, although they have been used in some
other laboratories (Section 11.1.4.3); the work of the
American Society for Testing Materials (ASTM)
(Section 11.1.4.4) and of the British Standards Institute
(BS1) (Section 11.1.4.5) places emphasis on the devel-
opment of testing methods. One other group began to
investigate some catalyst precursors as potential stan-
dard materials, but the severe difficulties encountered
in controlling the reduction of a Ni/SiO2 precursor
(discussed in Section 11.1.2.3 above) led to the termi-
nation of the project (Section 11.1.4.6). Finally, some
early work on standards for surface area measurement
is recorded (Section 11.1.4.7).

11.1.4.1 Japanese Programme

This programme was initiated in 1978 by the Catalysis
Society of Japan [8b]: its organization and method of
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Table 5. Selected results for supported Pt catalysts in the Russian programme.

Code Support Pt BET area Pt* TOF" TOFC

InCat Pt-1
EUROPT-1
InCat Pt-2
InCat Pt-3

SiO2
SiO2

y-Al2O3
y-Al2O3

3.1
6.3
2.6
0.3

302
185
172
198

0
0
60-65
60-65

0.81
1.1
1.51
0.26

~0.4
2.3
1.7
2.7
5.0

•Ati>(H 2 ) = 50Torr , 293 K.
" T O F for C 6 H 6 hydrogenation at 373 K, P(C 6 H 6 ) = 0.05 bar, s 1 .
C TOF for C 6 H 1 2 dehydrogenauon at 573 K, P(C 6 Hi 2 ) = 0.19 bar, s"1, first day.

working have been described. Ten commercially avail-
able oxides that were either acidic catalysts in their
own right or were usable as supports were chosen.
Five were different types of alumina, two were silica-
aluminas, and there was one silica, one NaY zeolite,
and one anatase. Their surface areas, pore volumes,
and purities have been given [8b].

Three major projects formed the first phase of the
work:

(i) Surface areas of the five aluminas were measured
in eleven laboratories, using both volumetric and
flow methods. Most of the results were within
+10% of the mean, and it was shown that for a
15min evacuation a temperature of 700 K was
needed for proper outgassing.

(ii) Various methods for assessing the acidity of the
aluminas were tried. These included w-butylamine
adsorption, pyridine adsorption followed both
by IR spcctroscopy and calorimetry, and NH3
adsorption by calorimetry. Subsequently, results
were published for the TPD of NH3 from six
zeolites that had been added to the programme
[32].

(iii) A number of supported metal catalysts were pre-
pared using the supports listed above (0.5 and 5%
Pt, and 0.5% Pd and Rh); both impregnation and
ion exchange methods were used. A variety of
techniques were used to estimate metal areas, in-
cluding CO pulse and static methods, O2 pulse and
static methods, H2-O2 titrations etc. The results
were very varied, and no firm conclusions can be
drawn from the published results [8b]. A further
list, including nickel and ruthenium catalysts, was
added at a later stage (see discussion following
[8b]). A particular effort was made to standardize
the CO pulse chemisorption procedure, with some
measure of success, especially when H2 was used
as the carrier gas. No reference to subsequent
work of this programme has yet been located, but
references to isolated studies on the catalytic
properties of the reference catalysts are cited in the
original paper [8b].

11.1.4.2 Russian Programme

Informal contacts with Russian scientists have estab-
lished that a programme of study on the properties of
three supported Pt catalysts has been initiated: some of
their physical characteristics and catalytic activities are
given in Table 5. Small samples of them are held by
Professor Burch, Reading University, UK. Three lab-
oratories in Russia are involved: the Boreskov Institute
of Catalysis, Novosibirsk, (ii) the Boreskov Institute of
Catalysis, Omsk Department (Professor Duplyakin),
(iii) the Zelinsky Institute of Organic Chemistry, Mos-
cow (Professor Kazansky). Emphasis is placed on dis-
tinguishing between metallic and ionic Pt, i.e. that not
reducible at 773 K. The Pt/SiO2 catalyst was made by
adsorption from a solution of Pt(NH3)4Cl2 at pH9,
and the Pt/y-Al2O3 catalyst by adsorption from
H2PtCl6 solution at pH < 1 (at which pH some dis-
solution of the support might have been expected). Af-
ter reduction, much of the Pt in the latter catalysts was
in ionic form (Table 5). Selective chemisorption of H2
and of O2, and O2-H2 titrations, were performed, these
techniques being only of limited value for the Pt/Al2O3
catalysts. Pt concentrations for different grain sizes
have been given, and, most interestingly, the Pt surface
concentration in pores of various radii. This latter
information was obtained by O2 chemisorption after
progressive filling of the pores with water. EXAFS and
radial distribution function (RDF) measurements on
samples reduced in H2 and passivated in air show
both Pt° and Ptr+ in the Pt/SiO2 but only Ptv+ in the
Pt/Al2O3 catalysts. Quite thorough studies have been
made of benzene hydrogenation and of cyclohexane
dehydrogenation (Table 5); values for EUROPT-1 in-
cluded in this table were measured by Russian scientists
working on this programme. A marked inverse corre-
lation between TOF and Pt loading for the dehydro-
genation may be associated with a selective deactiva-
tion of the larger particles by coke, or with the metal
surface concentration.

References see page 1503
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11.1.4.3 Northwestern University Programme

Over the course of the last 15 or so years, a series of
papers has been published (e.g. [33-35]), describing
work on particle size and pretreatment effects in catal-
ysis by supported metals. The catalysts involved
have contained Pt, Pd, and Rh, with SiCh or AI2O3 as
supports, the preparation methods being chosen to give
as wide a range of dispersions as possible. As an ex-
ample, a series of Rh/SiCh catalysts was prepared [33]
using either [Rh(NH)5(H2O)]Cl3 or Rn4(CO)n or
Rh<;(CO)i6, the first-named being applied by ion ex-
change and the last two by impregnation. Various
conditions of calcination and reduction led to the
members of series having dispersions estimated by var-
ious chemisorption procedures of between about 10%
and 150%. The latter figure reflects that H: Rhs ratios
can exceed unity for small particles, and that CO can
disrupt them, forming subcarbonyl species. Although it
appears that small amounts of some of these catalysts
were made available to other workers, it seems unlikely
that large quantities were made or that samples were
freely available: they cannot therefore be regarded as
true standard catalysts.

11.1.4.4 American Society for Testing Materials
(ASTM)

The Society's Committee D-32 on Catalysts [8c] has
developed specifications for a number of analytical
methods pertinent to catalysts, and has issued a rec-
ommended procedure for testing fluidized cracking
catalysts. It is believed that a number of reference
materials, particularly those acting as analytical stan-
dards, may be available, but their use is not widely de-
scribed in the scientific literature.

11.1.4.5 British Standards Institute (BSI)

This organization has a long-established reputation for
devising standard procedures for measurements of all
kinds. A committee has recently drafted a specification
for the determination of metal surface areas using gas
adsorption techniques, and this has been published, as
Part 4 of BS 4359, in 1995. Emphasis is placed on
supported Pt catalysts, but guidance is given on other
systems.

11.1.4.6 IUPAC/SCI/NPL Programme

A group supported by IUPAC, the Society of Chemical
Industry and the National Physical Laboratory (UK),
attempted in the late 1970s to initiate a standard cata-

lyst programme [8d]. Of the several catalysts proposed,
it seems that results only for a Ni/SiO2 catalyst have
been published. Although a considerable amount of
work was performed on the calcination and reduc-
tion of the precursor, which contained 11% Ni, all
the complications described above in connection with
EURONI-1 were encountered, and it is unlikely that
those doing the work appreciated the complexity and
sensitivity of the system. Benzene hydrogenation was
used as the measure of catalytic activity. Discouraged
by the problems uncovered, this group undertook no
further work.

11.1.4.7 Measurements of Surface Area and Porosity

As noted above, the texture of materials to be used as
catalyst supports is of vital importance to the catalyst's
ultimate performance, and the availability of reliable
procedures of measuring surface area, pore volume and
pore size distribution, and of reference materials for
checking these procedures, is essential. Several groups
have mounted programmes in this field [8e, 36].

The IUPAC/SCI/NPL programme on surface area
standards examined a number of carbon blacks, acti-
vated charcoals, and silicas, and in the resulting pub-
lication [33] the results obtained in a number of labo-
ratories were compared. As a result, two carbon blacks
and two silicas lacking microporosity were accepted as
standards. A major conclusion of this work, namely
that outgassing conditions determine results obtained
with high-area solids, was reinforced by the unsuc-
cessful attempts made by the European Union's Com-
munity Bureau of Reference to obtain reproducible
results with silica gels intended as reference standards
[8c].

11.1.5 Summary and Conclusions

The value of having well-characterized materials as
standards in studies of catalysis is appreciated by all
who have used them. In this field, perhaps more than
in any other part of chemistry, where performance de-
pends so critically on so many variables, it is essential
to have a range of catalysts by which the performance
of equipment and operators may be judged.

On the whole, results obtained in commercial equip-
ment are easily reproduced, except where, as in the
outgassing of porous materials, an element of personal
judgement remains. One clear area in which disagree-
ment between laboratories seems to be the norm, and
for which consensus is of the very essence, is the mca
surement of catalytic rates [6, 9h-l, 28p], and it is
surely to this area more than any other that future re-
search must be directed. Some attention has already
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been given to questions of reactor design and of heat
and mass transfer [9f], but the problems, especially
for exothermic reactions, are not yet solved [28p]. It
may be that the answer will lie in the use of apparatus
of a standard design, such as that manufactured by
AJtamira Instruments. This company also provides in-
formative notes on catalyst characterization; it is un-
fortunate that considerations of cost will deter many
academic laboratories from using their equipment.
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11.2 IUPAC Recommendations

11.2.1 Reporting Physisorption Data for
Gas/Solid Systems1

K. S. W. SING, D. H. EVERETT, R. A. W.

HAUL, L. MOSCOU, R. A. PIEROTTT,

J. ROUQUEROL AND T . SlEMIENIEWSKA

11.2.1.1 Introduction

Gas adsorption measurements are widely used for
determining the surface area and pore size distribution
of a variety of different solid materials, such as in-
dustrial adsorbents, catalysts, pigments, ceramics and
building materials. The measurement of adsorption at
the gas/solid interface also forms an essential part of
many fundamental and applied investigations of the
nature and behaviour of solid surfaces.

Although the role of gas adsorption in the charac-
terisation of solid surfaces is firmly established, there

1 This Section was originally published in Pure Appl. Chem. 1985,
57, 603-619. © 1985 IUPAC.

References see page 1516
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is still a lack of general agreement on the evaluation,
presentation and interpretation of adsorption data.
Unfortunately, the complexity of most solid surfaces -
especially those of industrial importance - makes it
difficult to obtain any independent assessment of the
physical significance of the quantities derived (e.g. the
absolute magnitude of the surface area and pore size).

A number of attempts have been made [1], at a
national level, to establish standard procedures for the
determination of surface area by the BET-nitrogen ad-
sorption method. In addition, the results have been
published [2] of an SCI/IUPAC/NPL project on sur-
face area standards. This project brought to light a
number of potential sources of error in the determi-
nation of surface area by the gas adsorption method.

The purpose of the present Section is twofold: first to
draw attention to the problems and ambiguities which
have arisen in connection with the reporting of gas ad-
sorption (physisorption) data; and second to formulate
proposals for the standardization of procedures and
terminology which will lead to a generally accepted
code of practice. It does not aim to provide detailed
operational instructions or to give a comprehensive
account of the theoretical aspects of physisorption. The
determination of the surface area of supported metals
is not dealt with here - despite the importance of this
topic in the context of heterogeneous catalysis - since
this necessarily involves chemisorption processes.

The present proposals are based on, and are in gen-
eral accordance with, the Manual of Symbols and
Terminology for Physicochemical Quantities and Units
[3-5].

11.2.1.2 General Definitions and Terminology

The definitions given here are essentially those put for-
ward in Refs. 4 and 5. Where a caveat is added, it
is intended to draw attention to a conceptual difficulty
or to a particular aspect which requires further consid-
eration.

Adsorption (in the present context, positive adsorp-
tion at the gas/solid interface) is the enrichment of one
or more components in an intcrfacial layer. Phys-
isorption (as distinct from chemisorption) is a general
phenomenon: it occurs whenever an adsorbablc gas
(the adsorptive) is brought into contact with the surface
of a solid (the adsorbent). The intermolccular forces
involved arc of the same kind as those responsible for
the imperfection of real gases and the condensation of
vapours. In addition to the attractive dispersion forces
and the short-range repulsive forces, specific molecular
interactions (e.g. polarization, ficld-dipolc, field gra-
dicnt-quadrupolc) usually occur as a result of particu-
lar geometric and electronic properties of the adsorbent
and adsorptive.

It is convenient to regard the interfacial layer as
comprismg two regions: the surface layer of the adsor-
bent (often simply called the adsorbent surface) and the
adsorption space in which enrichment of the adsorptive
can occur. The material in the adsorbed state is known
as the adsorbate, as distinct from the adsorptive, i.e. the
substance in the fluid phase which is capable of being
adsorbed.

When the molecules of the adsorptive penetrate the
surface layer and enter the structure of the bulk solid,
the term absorption is used. It is sometimes difficult,
impossible or irrelevant to distinguish between adsorp-
tion and absorption: it is then convenient to use the
wider term sorption which embraces both phenomena
and to use the derived terms sorbent, sorbate and
sorptive.

The term adsorption may also be used to denote the
process in which adsorptive molecules are transferred
to, and accumulate in, the interfacial layer. Its coun-
terpart, desorption, denotes the converse process, in
which the amount adsorbed decreases. Adsorption
and desorption are often used adjectivally to indicate
the direction from which experimentally determined
adsorption values have been approached, e.g. the ad-
sorption curve (or point) and the desorption curve (or
point). Adsorption hysteresis arises when the adsorption
and desorption curves do not coincide.

The relation, at constant temperature, between
the amount adsorbed (properly defined in Section
11.2.1.3.B) and the equilibrium pressure of the gas is
known as the adsorption isotherm.

Many adsorbents of high surface area are porous
and with such materials it is often useful to distinguish
between the external and internal surface. The external
surface is usually regarded as the envelope surrounding
the discrete particles or agglomerates, but is difficult
to define precisely because solid surfaces are rarely
smooth on an atomic scale. A suggested convention is
that the external surface be taken to include all the
prominences and also the surface of those cracks which
are wider than they are deep; the internal surface then
comprises the walls of all cracks, pores and cavities
which are deeper than they are wide and which are
accessible to the adsorptive. In practice, the demarca-
tion is likely to depend on the methods of assessment
and the nature of the pore size distribution. Because the
accessibility of pores may depend on the size and shape
of the gas molecules, the area of, and the volume
enclosed by, the internal surface as determined by gas
adsorption may depend on the dimensions of the ad-
sorptive molecules (molecular sieve effect). The rough-
ness of a solid surface may be characterized by a
roughness factor, i.e. the ratio of the external surface to
the chosen geometric surface.

In the context of physisorption, it is expedient to
classify pores according to their sizes:
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(i) pores with widths exceeding about 50 nm
(0.05 fan) are called macropores;

(ii) pores of widths between 2 nm and 50 nm are called
mesopores;

(iii) pores with widths not exceeding about 2nm are
called micropores.

These limits are to some extent arbitrary since the pore
filling mechanisms are dependent on the pore shape
and are influenced by the properties of the adsorptive
and by the adsorbent-adsorbate interactions. The
whole of the accessible volume present in micropores
may be regarded as adsorption space and the process
which then occurs is micropore filling, as distinct from
surface coverage which takes place on the walls of open
macropores or mesopores. Micropore filling may be
regarded as a primary physisorption process (see
Section 8); on the other hand, physisorption in meso-
pores takes place in two more or less distinct stages
(monolayer-multilayer adsorption and capillary con-
densation).

In monolayer adsorption all the adsorbed molecules
are in contact with the surface layer of the adsorbent.
In multilayer adsorption the adsorption space accom-
modates more than one layer of molecules so that not
all adsorbed molecules are in direct contact with the
surface layer of the adsorbent. In capillary condensation
the residual pore space which remains after multilayer
adsorption has occurred is filled with condensate sepa-
rated from the gas phase by menisci. Capillary con-
densation is often accompanied by hysteresis. The term
capillary condensation should not be used to describe
micropore filling because this process does not involve
the formation of liquid menisci.

For physisorption, the monolayer capacity (nm) is
usually defined as the amount of adsorbate (expressed
in appropriate units) needed to cover the surface with a
complete monolayer of molecules [4]. In some cases
this may be a close-packed array but in others the ad-
sorbate may adopt a different structure. Quantities re-
lating to monolayer capacity may be denoted by the
subscript m. The surface coverage (0) for both mono-
layer and multilayer adsorption is defined as the ratio
of the amount of adsorbed substance to the monolayer
capacity.

The surface area (As) of the adsorbent may be calcu-
lated from the monolayer capacity (nĵ  in moles), pro-
vided that the area (am) effectively occupied by an ad-
sorbed molecule in the complete monolayer is known.

Thus,
A s = n*mLam

where L is the Avogadro constant. The specific surface
area (as) refers to unit mass of adsorbent:

Ref. 4 recommends the symbols A, As or S and a, as or
s for area and specific area, respectively, but As and as

are preferred to avoid confusion with Helmholtz en-
ergy A or entropy S.

In the case of micropore filling, the interpretation of
the adsorption isotherm in terms of surface coverage
may lose its physical significance. It may then be con-
venient to define a monolayer equivalent area as the
area, or specific area, respectively, which would result
if the amount of adsorbate required to fill the micro-
pores were spread in a close-packed monolayer of
molecules (see Section 11.2.1.8).

11.2.1.3 Methodology

A Methods for the Determination of Adsorption
Isotherms

The many different procedures which have been de-
vised for the determination of the amount of gas
adsorbed may be divided into two groups: (a) those
which depend on the measurement of the amount of
gas removed from the gas phase (i.e. gas volumetric
methods) and (b) those which involve the measurement
of the uptake of the gas by the adsorbent (e.g. direct
determination of increase in mass by gravimetric
methods). Many other properties of the adsorption
system may be related to the amount adsorbed, but
since they require calibration they will not be discussed
here. In practice, static or dynamic techniques may be
used to determine the amount of gas adsorbed.

In the static volumetric determination a known
quantity of pure gas is usually admitted to a confined
volume containing the adsorbent, maintained at con-
stant temperature. As adsorption takes place, the pres-
sure in the confined volume falls until equilibrium is
established. The amount of gas adsorbed at the equi-
librium pressure is given as the difference between the
amount of gas admitted and the amount of gas re-
quired to fill the space around the adsorbent, i.e. the
dead space, at the equilibrium pressure. The adsorption
isotherm is usually constructed point-by-point by the
admission to the adsorbent of successive charges of gas
with the aid of a volumetric dosing technique and ap-
plication of the gas laws. The volume of the dead space
must, of course, be known accurately: it is obtained
(see Section B) either by pre-calibration of the confined
volume and substracting the volume of the adsorbent
(calculated from its density), or by the admission of a
gas which is adsorbed to a negligible extent (see Section
B) Nitrogen adsorption isotherms at the temperature of
the boiling point of nitrogen at ambient atmospheric
pressure are generally determined by the volumetric
method; they provide the basis for the various standard

m References see page 1516



1506 11 Annexes

• V
-It

Figure 1. Schematic arrangement of a simultaneous volumetric
and gravimetric adsorption experiment.

procedures which have been proposed for the deter-
mination of surface area [1-5].

Recent developments in vacuum microbalance tech-
niques have revived the interest in gravimetric methods
for the determination of adsorption isotherms. With
the aid of an adsorption balance the change in weight of
the adsorbent may be followed directly during the out-
gassing and adsorption stages. A gravimetric procedure
is especially convenient for measurements with vapours
at temperatures not too far removed from ambient. At
both high and low temperatures, however, it becomes
difficult to control and measure the exact temperature
of the adsorbent, which is particularly important in the
determination of mesopore size distribution.

In principle, a 'continuous' procedure can be used to
construct the isotherm under quasi-equilibrium con-
ditions: the pure adsorptive is admitted (or removed) at
a slow and constant rate and a volumetric or gravi-
metric technique used to follow the variation of the
amount adsorbed with increase (or decrease) in pres-
sure. A carrier gas technique, making use of conven-
tional gas chromatrographic equipment, may be em-
ployed to measure the amount adsorbed provided that
the adsorption of the carrier gas is negligible. In all
types of measurement involving gas flow it is essential
to confirm that the results are not affected by change in
flow rate and to check the agreement with representa-
tive isotherms determined by a static method.

B Operational Definitions of Adsorption
To examine the fundamental basis on which experi-
mental definitions depend, consider an adsorption
experiment incorporating both volumetric and gravi-
metric measurements (see Fig. 1). A measured amount,
«, of a specified gas (for simplicity, adsorption of a
single gas is considered here), is introduced into the
system whose total volume, V, can be varied at con-

stant temperature, T. Measurements are made of V, p
(the equilibrium pressure) and w (the apparent mass, m,
of adsorbent).

In a calibration experiment the balance pan contains
no adsorbent. The total volume, V°, of the system is
now simply related to the amount, n°, of gas admitted:

where \fi{T,p) is the molar volume of the gas at Tand
p, and is known from its equation of state. If the
buoyancy effect arising from the balance itself is negli-
gible, the apparent weight will remain constant. Since
the gas concentration, c° = \/ve, is constant through-
out the volume V°,

'"Iall V° V*

A mass, m, of adsorbent (weighing w° in vacuum) is
now introduced and the experiment repeated using the
same amount of gas. If adsorption is detectable at the
given T, p, the volume V will usually be less than V°
and the apparent weight of the adsorbent will increase
from w° to w.

V/iP is the amount of gas which would be contained
in the volume V if the gas concentration were uniform
throughout the volume. That the amount actually
present is n° means that local variations in gas concen-
tration must occur: the gas concentration within the
bulk of the solid is zero, but is greater than c° in the
interfacial layer. The difference between n° and V/vl

may be called the apparent adsorption

and is a directly observable quantity. The precision
with which it can be measured is controlled only by the
experimental precision in T, p and V, and by the reli-
ability with which vs (and c°) can be calculated from
the equation of state of the gas.

The apparent adsorption may, alternatively, be de-
fined by measuring the amount of gas which has to be
added to the system at constant T, p to increase the
volume Kback to V°. The apparent adsorption is then
equal to the extra amount of gas which can be accom-
modated in a volume V° at a given 7", p when the solid
is introduced. It can, therefore, be expressed in terms of
the local deviations of the concentration, c, of adsorp-
tive molecules, from the bulk concentration c°:

na(app) = f (c~c°)dV.

If the gas docs not penetrate into the bulk solid (i.e. is
not absorbed), the above integral consists of two parts,
that over the volume occupied by the solid (Ks) within
which c = 0, and that over the adsorption space plus
the gas phase volume, which taken together is denoted
by V*:
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na(app) = -c°V*+\ (c - c°)d K.

The first term represents the amount of gas excluded by
the solid, while the second is the extra amount of gas
accommodated because of the accumulation of gas
in the neighbourhood of the solid surface. If the ad-
sorption is very weak the first term may exceed the
second and the apparent adsorption may be negative
(V > V°).

The quantity

«a = «a(app) + c° Vs f (c - c°)d V

is thus equal to the Gibbs adsorption (surface excess
amount of adsorbed substance, cf. [4]) when the surface
of the solid is taken as the Gibbs dividing surface: it is
the difference between the amount of substance ac-
tually present in the interfacial layer and that which
would be present at the same equilibrium gas pressure
in a reference system in which the gas phase composi-
tion is constant up to the Gibbs surface, and in which
no adsorptive penetrates into the surface layer or the
bulk of the solid.

The operational definition of «a is thus

«a = f
where n is the total amount of gas admitted.

The precision with which na can be determined de-
pends, not only on the precision of T, p, V and t?E but
also on the precision with which Vs (and hence Vg) is
known.

The volume of the solid (i.e. the volume enclosed by
the Gibbs surface) is often denned experimentally as
that volume which is not accessible to a nonsorbable
gas (e.g. helium - leading to the helium dead space). In
making this identification it is assumed that the volume
available to He atoms is the same as that for molecules
of the gas under investigation (which is not true, for
example, if the solid acts as a molecular sieve, or if the
molecules of the gas are significantly larger than the He
atom), and that the solid docs not swell under the in-
fluence of the adsorbate. Helium adsorption may occur
if the solid contains very fine pores (or pore entrances)
and the only proof that the adsorption is zero is that
the apparent value of Vs in independent of temper-
ature. It is usual to take the high temperature limit of
Ks as being the correct value, but if Vs is determined
at a temperature widely different from that used in
an adsorption experiment, a correction for the thermal
expansion of the solid may be required.

Alternatively, Vs may be estimated from the known
density of the bulk solid with the implied assumption
that this is the same as that of the material of the
adsorbent.

The above discussion in terms of the volumetric
technique when applied to gravimetric measurements
gives for the apparent change in weight

r ^ i
Aw = w> — WQ — \na \M

L v g J
where M is the molar mass of the adsorptive.

a A w v%

Thus n =- r r + —•
M yg

The second term on the right-hand-side is the buoy-
ancy correction which has the same origin as the
deadspace correction in a volumetric determination.

An alternative but less useful definition of adsorption
is

cdV

where Ka = zAs is the volume of the interfacial layer
and c is the local concentration. Ka has to be defined on
the basis of some appropriate model of gas adsorption
which gives a value of T the layer thickness. Provided
that the equilibrium pressure is sufficiently low and the
adsorption not too weak, then

«s = n a ;

the surface excess amount (na) and total amount (ns) of
substance in the adsorbed layer become indistinguish-
able and the general term amount adsorbed is appli-
cable to both quantities.

11.2.1.4 Experimental Procedures

A Outgassing the Adsorbent
Prior to the determination of an adsorption isotherm
all of the physisorbed species should be removed from
the surface of the adsorbent. This may be achieved
by outgassing, i.e. exposure of the surface to a high
vacuum - usually at elevated temperature. To obtain
reproducible isotherms, it is necessary to control the
outgassing conditions (temperature programme, change
in pressure over the adsorbent and the residual pres-
sure) to within limits which depend on the nature of the
adsorption system. Instead of exposing the adsorbent
to a high vacuum, it is sometimes expedient to achieve
adequate cleanliness of the surface by flushing the ad-
sorbent with an inert gas (which may be the adsorptive)
at elevated temperature. With certain microporous
solids reproducible isotherms arc only obtained after
one or more adsorption-desorption cycles. This prob-
lem can be overcome by flushing with the adsorptive
and subsequent heating in vacuum.

References see page 1516
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Where physisorption measurements are to be em-
ployed for the determination of surface area and/or
porosity, the rigorous surface cleanliness required in
chemisorption studies is unnecessary and outgassing to
a residual pressure of «10mPa is usually considered
satisfactory. Such conditions are readily achieved with
the aid of conventional vacuum equipment - usually a
combination of a rotary and diffusion pump in con-
junction with a liquid nitrogen trap. The rate of de-
sorption is strongly temperature dependent and to
minimize the outgassing time, the temperature should
be the maximum consistent with the avoidance of
changes in the nature of the adsorbent and with the
achievement of reproducible isotherms. Outgassing at
too high a temperature or under ultra high vacuum
conditions (residual pressure <1 /iPa), as well as flush-
ing with certain gases may lead to changes in the sur-
face composition, e.g. decomposition of hydroxides or
carbonates, formation of surface defects or irreversible
changes in texture.

For most purposes the outgassing temperature may
be conveniently selected to lie within the range over
which the thermal gravimetric curve obtained in vacuo
exhibits a minimum slope.

To monitor the progress of outgassing, it is useful to
follow the change in gas pressure by means of suitable
vacuum gauges and, if the experimental technique per-
mits, the change in weight of the adsorbent. Further
information on the effect of outgassing may be ob-
tained by the application of temperature programmed
desorption in association with evolved gas analysis (e.g.
using mass spectrometry).

(iii) The level of liquid nitrogen in the cryostat bath
must be kept constant to within a few milli-
metres, preferably by means of an automatic
device.

(iv) The sample bulb must be immersed to a depth of
at least 5 cm below the liquid nitrogen level.

(v) The temperature of the liquid nitrogen must be
monitored, e.g. by using a suitably calibrated
nitrogen or oxygen vapour pressure manometer
or a suitable electrical device.

(vi) The nitrogen used as adsorptive must be of purity
not less than 99.9%.

(vii) The conditions chosen for pretreatment of the
adsorbent must be carefully controlled and moni-
tored (i.e. the outgassing time and temperature
and the residual pressure, or conditions of flush-
ing with adsorptive).

(viii) It is recommended that the outgassed weight of
the adsorbent should be determined either before
or after the adsorption measurements. In routine
work it may be convenient to admit dry air or
nitrogen to the sample after a final evacuation
under the same conditions as those used for the
pretreatment.

In the application of a gravimetric technique, (ii) to
(viii) must be taken into account and also special at-
tention must be given to the control and measurement
of the adsorbent temperature and to the assessment of
the buoyancy corrections. Thermal transpiration effects
should be allowed for if volumetric or gravimetric
measurements are made at low pressure.

B Determination of the Adsorption Isotherm
It is essential to take into account a number of poten-
tial sources of experimental error in the determination
of an adsorption isotherm. In the application of a
volumetric technique involving a dosing procedure
it must be kept in mind that any errors in the mea-
sured doses of gas are cumulative and that the amount
remaining unadsorbed in the dead space becomes
increasingly important as the pressure increases. In
particular, the accuracy of nitrogen adsorption mea-
surements at temperatures of about 77 K will depend
on the control of the following factors:

(i) Gas burettes and other parts of the apparatus
containing appreciable volumes of gas must be
thcrmostattcd, preferably to +0.1 °C. If possible
the whole apparatus should be maintained at
reasonably constant temperature.

(ii) The pressure must be measured accurately (to
±10 Pa). If a mercury manometer is used the
tubes should be sufficiently wide, preferably
« 1 cm in diameter.

11.2.1.5 Evaluation of Adsorption Data

A Presentation of Primary Data
The quantity of gas adsorbed may be measured in any
convenient units: moles, grams and cubic centimetres
at s.t.p. have all been used. For the presentation of the
data it is recommended that the amount adsorbed
should be expressed in moles per gram of the outgassed
adsorbent. The mode of outgassing and if possible the
composition of the adsorbent should be specified and
its surface characterized. To facilitate the comparison
of adsorption data it is recommended that adsorption
isotherms be displayed in graphical form with the
amount adsorbed (preferably «a in molg ') plotted
against the equilibrium relative pressure (p/p°), where
p° is the saturation pressure of the pure adsorptive at
the temperature of the measurement, or against p when
the temperature is above the critical temperature of the
adsorptive. If the adsorption measurements are made
under conditions where the gas phase deviates appreci-
ably from ideality (e.g. at high pressure), it is desirable
that the isotherms should be presented in terms of gas
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Figure 2. Types of physisorption isotherms.

fugacity rather than pressure. If the surface area of
the adsorbent is known the amount adsorbed may be
expressed as number of molecules, or moles per unit
area (i.e. Na molecules m"2 or na mol m 2). Adsorption
data obtained with well-defined systems should be
given in tabular form, but if this is not possible they
should be deposited in an accessible source.

B Classification of Adsorption Isotherms
The majority of physisorption isotherms may be
grouped into the six types shown in Figure 2. In most
cases, at sufficiently low surface coverage the isotherm
reduces to a linear form (i.e. nA oc p), with is often re-
ferred to as the Henry's Law region (On heterogeneous
surfaces this linear region may fall below the lowest
experimentally measurable pressure).

The reversible Type I isotherm (Type I isotherms are
sometimes referred to as Langmuir isotherms, but this
nomenclature is not recommended) is concave to the
p/p° axis and na approaches a limiting value as
p/p° —> 1. Type I isotherms are given by microporous
solids having relatively small external surfaces (e.g. ac-
tivated carbons, molecular sieve zeolites and certain
porous oxides), the limiting uptake being governed
by the accessible micropore volume rather than by the
internal surface area.

The reversible Type II isotherm is the normal form
of isotherm obtained with a nonporous or macro-
porous adsorbent. The Type II isotherm represents un-
restricted monolayer-multilayer adsorption. Point B,
the beginning of the almost linear middle section of the
isotherm, is often taken to indicate the stage at which
monolaycr coverage is complete and multilayer adsorp-
tion about to begin.

The reversible Type III isotherm is convex to the
p/p° axis over its entire range and therefore does not
exhibit a Point B. Isotherms of this type are not com-
mon, but there are a number of systems (e.g. nitrogen
on polyethylene) which give isotherms with gradual
curvature and an indistinct Point B. In such cases, the
adsorbate-adsorbate interactions play an important
role.

Characteristic features of the Type IV isotherm are
its hysteresis loop, which is associated with capillary
condensation taking place in mesopores, and the limit-
ing uptake over a range of high p/p°. The initial part
of the Type IV isotherm is attributed to monolayer-
multilayer adsorption since it follows the same path as
the corresponding part of a Type II isotherm obtained
with the given adsorptive on the same surface area of
the adsorbent in a nonporous form. Type IV isotherms
are given by many mesoporous industrial adsorbents.

The Type V isotherm is uncommon; it is related to
the Type III isotherm in that the adsorbent-adsorbate
interaction is weak, but is obtained with certain porous
adsorbents.

The Type VI isotherm, in which the sharpness of the
steps depends on the system and the temperature, rep-
resents stepwise multilayer adsorption on a uniform
nonporous surface. The step height now represents the
monolayer capacity for each adsorbed layer and, in
the simplest case, remains nearly constant for two or
three adsorbed layers. Amongst the best examples of
Type VI isotherms are those obtained with argon or
krypton on graphitised carbon blacks at liquid nitrogen
temperature.

C Adsorption Hysteresis
Hysteresis appearing in the multilayer range of phys-
isorption isotherms is usually associated with capillary
condensation in mesopore structures. Such hysteresis
loops may exhibit a wide variety of shapes. Two ex-
treme types are shown as HI (formerly Type A) and
H4 in Figure 3. In the former the two branches are al-
most vertical and nearly parallel over an appreciable
range of gas uptake, whereas in the latter they remain
nearly horizontal and parallel over a wide range of
p/p°. In certain respects Types H2 and H3 (formerly
termed Types E and B, respectively) may be regarded
as intermediate between these two extremes. A feature
common to many hysteresis loops is that the steep
region of the desorption branch leading to the lower
closure point occurs (for a given adsorptive at a given
temperature) at a relative pressure which is almost in-
dependent of the nature of the porous adsorbent but
depends mainly on the nature of the adsorptive (e.g. for
nitrogen at its boiling point at p/p° a: 0.42 and for
benzene at 25 °C at p/p° x 0.28).

References see page 1516
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Figure 3. Types of hysteresis loops.

Although the effect of various factors on adsorption
hysteresis is not fully understood, the shapes of hyste-
resis loops have often been identified with specific pore
structures. Thus, Type HI is often associated with
porous materials known, from other evidence, to con-
sist of agglomerates (An agglomerate is denned as
an assemblage of particles rigidly joined together and
an aggregate as an assemblage of particles which are
loosely coherent) or compacts of approximately uni-
form spheres in fairly regular array, and hence to have
narrow distribution of pore size. Many porous adsor-
bents (e.g. inorganic oxide gels and porous glasses) tend
to give Type H2 loops, but in such systems the distri-
bution of pore size and shape is not well-defined. In-
deed, the H2 loop is especially difficult to interpret: in
the past it was attributed to a difference in mechanism
between condensation and evaporation processes oc-
curring in pores with narrow necks and wide bodies
(often referred to as 'ink bottle' pores), but it is now
recognized that this provides an oversimplified picture
and the role of network effects must be taken into
account.

The Type H3 loop, which docs not exhibit any lim-
iting adsorption at high p/p°, is observed with ag-
gregates of plate-like particles giving rise to slit-shaped
pores. Similarly, the Type H4 loop is often associated
with narrow slit-like pores, but in this case the Type I
isotherm character is indicative of microporosity.

With many systems, especially those containing
microporcs, low pressure hysteresis (indicated by the
dashed lines in Figure 3), may be observed extending
to the lowest attainable pressures. Removal of the
residual adsorbed material is then possible only if the
adsorbent is outgasscd at higher temperatures. This

phenomenon may be associated with the swelling of a
nonrigid porous structure or with the irreversible up-
take of molecules in pores (or through pore entrances)
of about the same width as that of the adsorbate mol-
ecule or in some instances with an irreversible chemical
interaction of the adsorbate with the adsorbent.

11.2.1.6 Determination of Surface Area

A Application of the BET Method
The Brunauer-Emmett-Teller (BET) gas adsorption
method has become the most widely used standard
procedure for the determination of the surface area of
finely-divided and porous materials, in spite of the
oversimplification of the model on which the theory is
based.

It is customary to apply the BET equation in the
linear form

1

n* x(p°-p)
(C-\)P
n^ x C p°

where rf is the amount adsorbed at the relative pres-
sure p/p° and n^ is the monolayer capacity.

According to the BET theory C is related exponen-
tially to the enthalpy (heat) of adsorption in the first
adsorbed layer. It is now generally recognized, how-
ever, that although the value of C may be used to
characterize the shape of the isotherm in the BET
range it does not provide a quantitative measure of
enthalpy of adsorption but merely gives an indication
of the magnitude of the adsorbent-adsorbate inter-
action energy. Thus, in reporting BET data it is rec-
ommended that C values are stated, but not converted
to enthalpies of adsorption.

A high value of C( a; 100) is associated with a sharp
knee in the isotherm, thus making it possible to obtain
by visual inspection the uptake at Point B, which usu-
ally agrees with na derived from the above equation to
within a few per cent. On the other hand, if C is low
(<20) Point B cannot be identified as a single point on
the isotherm. Since Point B is not itself amenable to
any precise mathematical description, the theoretical
significance of the amount adsorbed at Point B is
uncertain.

The BET equation requires a linear relation between
p/n*(pQ ~P) and/?//?0 (i.e. the 5£Tplot). The range of
linearity is restricted to a limited part of the isotherm
usually not outside the p/p° range of 0.05-0.30. Some
adsorption systems give linear (or nearly linear) BET
plots over several ranges of p/p°, but it is only in the
region around 0 = 1 that the BET plot can be expected
to yield the true value of ifm. This range is shifted to
lower relative pressures in the case of systems having
high adsorption energies, especially if the surface is
energetically homogeneous, e.g. for the adsorption of
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nitrogen or argon on graphitized carbon or xenon on
clean-metal films.

The second stage in the application of the BET
method is the calculation of the surface area (often
termed the BET area) from the monolayer capacity.
This requires a knowledge of the average area, am

(molecular cross-sectional area), occupied by the ad-
sorbate molecule in the complete monolayer. Thus

and

y4,(BET) = < x L x an

as(BET) = As(BET)/m

where A* (BET) and as (BET) are the total and specific
surface areas, respectively, of the adsorbent (of mass m)
and L is the Avogadro constant.

At the present time, nitrogen is generally considered
to be the most suitable adsorptive for surface area de-
termination and it is usually assumed that the BET
monolayer is close-packed, giving am(N2) = 0.162nm2

at 77 K. With a wide range of adsorbents it appears
that the use of this value leads to BET areas which are
within 20 per cent of the true surface areas. The ex-
istence of a strictly constant value of am(N2) is un-
likely, however, and a growing amount of evidence
suggests that it may vary by up to about 20 per cent
from one surface to another. With other adsorptives,
arbitrary adjustments of the am value are generally re-
quired to bring the BET area into agreement with the
nitrogen value. The adjusted values of am for a partic-
ular adsorptive are dependent on temperature and the
adsorbent surface. They may also differ appreciably
from the value calculated for the close-packed mono-
layer on the basis of the density of the liquid or solid
adsorptive. In view of this situation and the fact that
full nitrogen isotherms may be conveniently measured
at temperatures « 77 K, it is recommended that nitro-
gen should continue to be used for the determination
of both surface area and mesopore size distribution
(Section 11.2.1.7.C).

The standard BET procedure requires the measure-
ment of at least three and preferably five or more
points in the appropriate pressure range on the N2 ad-
sorption isotherm at the normal boiling point of liquid
nitrogen.

For routine measurements of surface areas, e.g. of
finely divided or porous industrial products, a sim-
plified procedure may be used involving the deter-
mination of only a single point on the adsorption iso-
therm, lying within the linear range of the BET plot.
On many solids the value of C for N2, is usually suffi-
ciently large (>100) to warrant the assumption that the
BET straight line passes through the origin of the co-
ordinate system. Thus

The validity of the simplifying assumption is usually
within the variance of surface area determinations but
needs to be checked for the particular system either by
calibration against the standard BET procedure or by
using surface area reference samples of the same mate-
rial (see Section 11.2.1.6.B).

It is strongly recommended that in reporting as

(BET) values, the conditions of outgassing (see Section
11.2.1.4.A), the temperature of the measurements, the
range of linearity of the BET plot, the values of/>°, «^,
am and C should all be stated.

If the standard BET procedure is to be used, it
should be established that monolayer-multilayer for-
mation is operative and is not accompanied by micro-
pore filling (Section 11.2.1.8.C), which is usually asso-
ciated with an increase in the value of C (>200, say). It
should be appreciated that the BET analysis does not
take into account the possibility of micropore filling
or penetration into cavities of molecular size. These
effects can thus falsify the BET surface areas and in
case of doubt their absence should be checked by
means of an empirical method of isotherm analysis or
by using surface area reference samples (see Section
11.2.1.6.B).

For the determination of small specific surface areas
(<5m2g~\ say) adsorptives with relatively low vapour
pressure are used in order to minimize the dead space
correction, preferably krypton or xenon at liquid ni-
trogen temperature. In the case of krypton, use of the
extrapolated p° value for the supercooled liquid tends
to give a wider range of linearity in the BET plot
and larger monolayer capacities (the difference being
<10%) as compared with those from p° for the solid.
Evaluation of surface areas is further complicated by
the difficulty in choosing the value of am which is found
to vary from solid to solid if compared with the BET
nitrogen areas (am(Kr) = 0.17-0.23 nm2; am(Xe) =
0.17-0.27 nm2). Since no generally valid recommenda-
tions can be made, it is essential to state the chosen p°
and am values.

Ultrahigh vacuum techniques (basic pressure
s;102/*Pa) enable adsorption studies to be made on
stringently clean solid surfaces whereas degassing under
moderate vacuum conditions, as normally applied in
surface area determinations, leave the adsorbent cov-
ered with a preadsorbed layer of impurities and/or the
adsorbate. On subsequent adsorption (e.g. of N2 or
noble gases) completion of the physisorbed monolayer
is usually reached at p/pQ a 0.1 whereas on clean sur-
faces this state occurs at p/pQ values which may be
smaller by orders of magnitude. However, as men-
tioned above, it should be kept in mind that linearity
of the BET plot does not in itself provide conclusive
evidence for the validity of n^.

References see page 1516
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Noble-gas adsorption is often assumed to be the least
complicated form of physisorption. However, on clean
solid surfaces the molecular area may depend on the
formation of ordered structures of the adsorbate in
registry with the adsorbent lattice.

B Empirical Procedures for Isotherm Analysis
In view of the complexity of real solid/gas interfaces
and the different mechanisms which may contribute to
physisorption, it is hardly surprising to find that none
of the current theories of adsorption is capable of pro-
viding a mathematical description of an experimental
isotherm over its entire range of relative pressure. In
practice, two different procedures have been used to
overcome this problem. The first approach involves the
application of various semiempirical isotherm equa-
tions, the particular mathematical form depending on
the range of the isotherm to be fitted and also on the
nature of the system. The second procedure makes
use of standard adsorption isotherms obtained with
selected nonporous reference materials and attempts to
explain differences in the isotherm shape in terms of the
three different mechanisms of physisorption, i.e. mono-
layer-multilayer coverage, capillary condensation and
micropore filling. In favourable cases, this approach
can provide an independent assessment of the total
surface area (for mesoporous, macroporous or non-
porous solids) and an assessment of the external area
for microporous solids (see Section 11.2.1.8.C). Much
discussion has surrounded the choice of the standard
isotherm, but it now seems generally accepted that it
should be one obtained on a chemically similar ad-
sorbent rather than one having the same value of C as
the isotherm to be analysed.

11.2.1.7 Assessment of Mesoporosity

A Properties of Porous Materials
Most solids of high surface area are to some extent
porous. The texture of such materials is defined by the
detailed geometry of the void and pore space. Porosity,
£, is a concept related to texture and refers to the pore
space in a material. An open pore is a cavity or channel
communicating with the surface of a particle, as op-
posed to a closed pore. Void is the space or interstice
between particles. In the context of adsorption and
fluid penetration powder porosity is the ratio of the
volume of voids plus the volume of open pores to the
total volume occupied by the powder. Similarly, par-
ticle porosity is the ratio of the volume of open pores to
the total volume of the particle. It should be noted that
these definitions place the emphasis on the accessibility
of pore space to the adsorptive.

The total pore volume, Vp, is often derived from the
amount of vapour adsorbed at a relative pressure close

to unity by assuming that the pores are then filled with
condensed adsorptive in the normal liquid state.

If the solid contains no macropores, the isotherm
remains nearly horizontal over a range of p/p° ap-
proaching unity and the total pore volume is well-
defined. In the presence of macropores the isotherm
rises rapidly near p/p° = 1 and if the macropores are
very wide may exhibit an essentially vertical rise. The
limiting adsorption at the top of the steep rise can be
identified reliably with the total pore volume only if the
temperature on the sample is very carefully controlled
and there are no 'cold spots' in the apparatus (which
lead to bulk condensation of the gas and a false mea-
sure of adsorption in the volumetric method).

The mean hydraulic radius, r^, of a group of meso-
pores, is defined as

U);
where (V/A^)p is the ratio of the volume to the area of
walls of the group.

If the pores have a well-defined shape there is a sim-
ple relationship between r^ and the mean pore radius,
rp. Thus, in the case of nonintersecting cylindrical
capillaries

rP = 2rh.

For a parallel-sided slit-shaped pore, r^ is half the slit
width.

The pore size distribution is the distribution of pore
volume with respect to pore size. The computation of
pore size distribution involves a number of assump-
tions (pore shape, mechanism of pore filling, validity of
Kelvin equation etc.)

B Application of the Kelvin Equation
Mesopore size calculations are usually made with the
aid of the Kelvin equation in the form

1 1
— + — =
r\ r2

(p
\p°

which relates the principal radii, r\ and r2, of curvature
of the liquid meniscus in the pore to the relative pres-
sure, p/pa, at which condensation occurs; here <rlg is
the surface tension of the liquid condensate and u1 is its
molar volume. It is generally assumed that this equa-
tion can be applied locally to each clement of liquid
surface.

In using this approach to obtain the pore radius or
pore width, it is necessary to assume: (i) a model for the
pore shape and (ii) that the curvature of the meniscus is
directly related to the pore width. The pore shape
is generally assumed to be either cylindrical or slit-
shaped: in the former case, the meniscus is hemi-
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spherical and r\ = r-i, in the latter case, the meniscus is
hemicylindrical, r\ = width of slit and ri = oo.

Rearrangement of the Kelvin equation and replace-
ment of (1/n + I/V2) by 2/rjt gives

2<r1«t>1

'K RT\n(jfi/p)
(rK is often termed the Kelvin radius).

If the radius of a cylindrical pore is rp and a cor-
rection is made for the thickness of a layer already
adsorbed on the pore walls, i.e. for the multilayer
thickness, t, then

rp = rK + t.

Correspondingly, for a parallel-sided slit, the slit width,
dp, is given by

Values of t are obtained from the data for the adsorp-
tion of the same adsorptive on a nonporous sample
having a similar surface to that of the sample under
investigation.

C Computation of Mesopore Size Distribution
In calculations of the mesopore size distribution from
physisorption isotherms it is generally assumed (often
tacitly): (a) that the pores are rigid and of a regular
shape (e.g. cylindrical capillaries or parallel-sided slits),
(b) that micropores are absent, and (c) that the size
distribution does not extend continuously from the
mesopore into the macropore range. Furthermore, to
obtain the pore size distribution, which is usually ex-
pressed in the graphical form AVp/Arp vs. rp, allow-
ance must be made for the effect of multilayer adsorp-
tion in progressively reducing the dimensions of the
free pore space available for capillary condensation.

The location and shape of the distribution curve is,
of course, dependent on which branch of the hysteresis
loop is used to compute the pore size. In spite of the
considerable attention given to this problem, in the
absence of any detailed knowledge of the pore geom-
etry it is not possible to provide unequivocal general
recommendations. In principle, the regions of mcta-
stability and instability should be established for the
liquid/vapour meniscus in the various parts of a given
pore structure, but in practice this would be extremely
difficult to undertake in any but the simplest types of
pore system.

Recent work has drawn attention to the complexity
of capillary condensation in pore networks and has in-
dicated that a pore size distribution curve derived from
the desorption branch of the loop is likely to be un-
reliable if pore blocking effects occur. It is significant
that a very steep desorption branch is usually found if
the lower closure point of the loop is located at the
limiting p/p° (sec Section 11.2.1.5.C). In particular,

the desorption branch of a Type H2 loop is one that
should not be used for the computation of pore size
distribution.

It is evident from the above considerations that the
use of the physisorption method for the determination
of mesopore size distribution is subject to a number of
uncertainties arising from the assumptions made and
the complexities of most real pore structures. It should
be recognized that derived pore size distribution curves
may often give a misleading picture of the pore struc-
ture. On the other hand, there are certain features of
physisorption isotherms (and hence of the derived pore
distribution curves) which are highly characteristic of
particular types of pore structures and are therefore
especially useful in the study of industrial adsorbents
and catalysts. Physisorption is one of the few non-
destructive methods available for investigating meso-
porosity, and it is to be hoped that future work will
lead to refinements in the application of the method -
especially through the study of model pore systems and
the application of modern computer techniques.

11.2.1.8 Assessment of Microporosity

A Terminology
It is generally recognized that the mechanism of phys-
isorption is modified in very fine pores (i.e. pores of
molecular dimensions) since the close proximity of the
pore walls gives rise to an increase in the strength of
the adsorbent-adsorbate interactions. As a result of the
enhanced adsorption energy, the pores are filled with
physisorbed molecules at low p/p°. Adsorbents with
such fine pores are usually referred to as microporous.

The limiting dimensions of micropores are difficult
to specify exactly, but the concept of micropore filling is
especially useful when it is applied to the primary filling
of pore space as distinct from the secondary process of
capillary condensation in mesopores.

The terminology of pore size has become somewhat
confused because it has been customary to designate
the different categories of pores in terms of exact di-
mensions rather than by reference to the particular
forces and mechanisms operating with the given gas
solid system (taking account of the size, shape and
electronic nature of the adsorptive molecules and the
surface structure of the adsorbent) as well as to the
pore size and shape.

The upper limit of 2.0 nm for the micropore width
was put forward as part of the IUPAC classification
of pore size [4]. It now seems likely that there arc two
different micropore filling mechanisms, which may
operate at p/p° below the onset of capillary condensa-
tion: the first, occurring at low p/p°, involves the entry

References see page 1516
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of individual adsorbate molecules into very narrow
pores; the second, at a somewhat higher p/p°, is a
cooperative process involving the interaction between
adsorbate molecules.

It is recommended therefore that attention should be
directed towards the mechanism of pore filling rather
than to the specification of the necessarily rather arbi-
trary limits of pore size. Until further progress has been
made it is undesirable to modify the original IUPAC
classification or to introduce any new terms (e.g. ultra-
pores or ultramicropores).

B Concept of Surface Area
In recent years a radical change has been taking place
in the interpretation of the Type I isotherm for porous
adsorbents. According to the classical Langmuir theory,
the limiting adsorption n* (at the plateau) repre-
sents completion of the monolayer and may therefore
be used for the calculation of the surface area. The
alternative view, which is now widely accepted, is that
the initial (steep) part of the Type I isotherm represents
micropore filling (rather than surface coverage) and
that the low slope of the plateau is due to multilayer
adsorption on the small external area.

If the latter explanation is correct, it follows that the
value of A$ as derived by either BET or Langmuir
analysis (In fact, many microporous solids do not give
linear BET plots although their Langmuir plots may
be linear over an appreciable range of p/p°) cannot
be accepted as the true surface area of a microporous
adsorbent. On the other hand, if the slope of the iso-
therm is not too low at higher p/p° and provided that
capillary condensation is absent, it should (in principle)
be possible to assess the external surface area from the
multilayer region.

In view of the above difficulties, it has been sug-
gested that the term monolayer equivalent area should
be applied to microporous solids. However, the exact
meaning of this term may not always be clear and it is
recommended that the terms Langmuir area or BET
area be used where appropriate, with a clear indication
of the range of linearity of the Langmuir, or BET, plot,
the magnitude of C etc. (see Section 11.2.1.6.A).

C Assessment of Micropore Volume
No current theory is capable of providing a general
mathematical description of micropore filling and cau-
tion should be exercized in the interpretation of derived
quantities (e.g. micropore volume) obtained by the
application of a relatively simple equation (e.g. the
Dubinin-Radushkevich equation) to adsorption iso-
therm data over a limited range of p/p° and at a single
temperature. The fact that a particular equation gives a
reasonably good fit over a certain range of an isotherm
does not in itself provide sufficient evidence for a
particular mechanism of adsorption.

The t-method and its extensions provide a simple
means of comparing the shape of a given isotherm with
that of a standard on a nonporous solid. In the original
t-method, the amount adsorbed is plotted against t, the
corresponding multilayer thickness calculated from the
standard isotherm obtained with a nonporous reference
solid. Any deviation in shape of the given isotherm
from that of the standard is detected as a departure
of the 't-plot' from linearity. For the assessment of
microporosity, the thickness of the multilayer is irrele-
vant and it is preferable to replace t by the 'reduced'
adsorption, as, defined as (Ha/"s)ref w n e r e nl is the
amount adsorbed by the reference solid at a fixed rela-
tive pressure, p/p° = s. An advantage of this method is
that it can be used even when the standard isotherm
does not exhibit a well-defined Point B, i.e. when the
value of C is low. Once the standard as-curve has been
obtained for the particular gas-solid system at the
given temperature, the as-method can be applied in an
analogous manner to the t-method. It is essential that
the standard isotherms (or t-curves) be obtained with
reference solids which are nonporous and of known
surface structure. Further, it is strongly recommended
that the standard isotherm should be one obtained for
the particular adsorption system, and not by choosing
a Type II isotherm which happens to have the same C
value as the isotherm on a particular microporous
solid.

Another procedure which may be used for the as-
sessment of microporosity is the preadsorption method.
In this approach the micropores are filled with large
molecules (e.g. nonane), which are not removed by
pumping the adsorbent at ambient temperature. In the
most straightforward case, this procedure can provide
an effective way of isolating the micropores and leaving
the external surface available for the adsorption of
nitrogen, or another suitable adsorptive.

11.2.1.9 General Conclusions and Recommendations

For evaluation of both the surface area and the pore
size distribution from a single adsorption isotherm, ni-
trogen (at xllK) is the recommended adsorptive ex-
cept with solids of low surface area. If the surface area
is relatively low (as < 5m2g~', say), krypton or xenon,
also at «77K, ofler the possibility of higher precision
in the actual measurement of the adsorption, but not
necessarily higher accuracy in the resultant value of the
surface area than could be obtained with nitrogen.
When another adsorptive is used it should be calibrated
against nitrogen with the aid of carefully selected ref-
erence solids.

For a given system at a given temperature, the ad-
sorption isotherm should be reproducible, but the pos-
sibility of aging of the adsorbent - e.g. through the
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uptake or loss of water - must always be borne in
mind. The reproducibility of the adsorption should be
checked whenever possible by measurement of an iso-
therm on a second sample (of different mass) of the
given adsorbent.

The first stage in the interpretation of a physisorp-
tion isotherm is to identify the isotherm type and hence
the nature of the adsorption process(es): monolayer-
multilayer adsorption, capillary condensation or micro-
pore filling. If the isotherm exhibits low pressure hys-
teresis (i.e. at p/p° < 0.4, with nitrogen at 77 K) the
technique should be checked to establish the degree of
accuracy and reproducibility of the measurements.

The BET method is unlikely to yield a value of the
actual surface area if the isotherm is of either Type I or
Type III; on the other hand both Type II and Type IV
isotherms are, in general, amenable to the BET analy-
sis, provided that the value of C is neither too low nor
too high and that the BET plot is linear for the region
of the isotherm containing Point B. It is recommended
that both the value of C and the range of linearity of
the BET plot be recorded. If the value of C is found to
be higher than normal for the particular gas-solid sys-
tem, the presence of microporosity is to be suspected
even if the isotherm is of Type II or Type IV; the
validity of the BET area then needs checking, e.g. by
the a5-method, in order to ascertain how closely the
shape of the isotherm conforms to that of the standard
isotherm in the monolayer range.

The computation of mesopore size distribution is
valid only if the isotherm is of Type IV. In view of the
uncertainties inherent in the application of the Kelvin
equation and the complexity of most pore systems, lit-
tle is to be gained by recourse to an elaborate method
of computation. The decision as to which branch of the
hysteresis loop to use in the calculation remains largely
arbitrary. If the desorption branch is adopted (as ap-
pears to be favoured by most workers), it should be
appreciated that neither a Type H2 nor a Type H3
hysteresis loop is likely to yield a reliable estimate of
pore size distribution, even for comparative purposes.

If a Type I isotherm exhibits a nearly constant
adsorption at high relative pressure, the micropore
volume is given by the amount adsorbed (converted to
a liquid volume) in the plateau region, since the meso-
pore volume and the external surface are both rela-
tively small. In the more usual case where the Type I
isotherm has a finite slope at high relative pressures,
both the external area and the micropore volume can
be evaluated provided that a standard isotherm on
a suitable nonporous reference solid is available. At
present, however, there is no reliable procedure for the
computation of micropore size distribution from a sin-
gle isotherm; but if the size of the micropores extends
down to molecular dimensions, adsorptive molecules of
selected size can be employed as molecular probes.

The following check list is recommended to assist
authors in the measurement of adsorption isotherms
and the presentation of the data in the primary liter-
ature. The reporting of results along generally accepted
lines would considerably facilitate the compilation of
data in the secondary literature and would thus pro-
mote interdisciplinary scientific cooperation [6].

It is suggested that the following items be checked
and the relevant experimental conditions and results
reported:

(i) Characterization of the sample (e.g. source,
chemical composition, purity, physical state,
method of sampling).

(ii) Pretreatment and outgassing conditions (e.g.
temperature, residual pressure/partial pressures,
duration of outgassing, flushing with adsorptive).

(iii) Mass of outgassed sample (w in g).
(iv) Adsorptive (e.g. chemical nature, purity, drying).
(v) Experimental procedure for isotherm determina-

tion: method (e.g. volumetric, gravimetric, static,
continuous; calibration of dead space or buoy-
ancy). Measurement and accuracy of pressure
[p in Pa (or mbar) or p/p°] and temperature,
equilibration times.

(vi) Reproducibility (a) second run, (b) with fresh
sample of adsorbent.

(vii) Adsorption isotherm: plot of amount adsorbed
(«a in molg"1 or in molm"2; or N* in molecules
m~2) versus pressure [p in Pa (or mbar) or p/p°],
statement of measured/calculated p° value at T.

(viii) Type of isotherm, type of hysteresis, nature of
adsorption (monolayer-multilayer adsorption,
capillary condensation, micropore filling).

(ix) BET data: adsorptive, temperature (T in K),
mathematical procedure used for BET analysis,
region of p/p° and of 0 in which the BET plot is
linear, single-point method, monolayer capacity
(«^ in molg~' or N^ in molecules m 2), C value,
molecular cross-sectional area (am in nm2 per
molecule), specific surface area (a5 in m2 g"1).

(x) Porosity (E) with reference to powder porosity or
particle porosity indicating in the latter case
whether open pores, or open plus closed pores,
are considered.

(xi) Assessment of mesoporosity (pore width x2-
50 nm), method of computation, choice of ad- or
desorption branch, p° value at T and region of
p/p° used, surface tension of liquid adsorptive
(ff'e in Nm"1 at T), model for pore shape. Cor-
rection for multilayer thickness, t-curve: plot of /
in nm vs p/pa (indication whether a standard
curve is assumed or an adsorption isotherm de-
termined on a nonporous sample of the adsorb-

Rcferences see page 1516
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ent). Pore size distribution: plot of AFp/Arp vs rp

(pore volume Vp per unit mass of adsorbent in
cm3g~' as calculated with the density p1 in
g cm"*3 of the liquid adsorptive, mean pore radius
rp in ran), total pore volume at saturation,

(xii) Assessment of microporosity (pore width
< ca 2 ran), method of evaluation, t-plot: amount
adsorbed na in molg"1 vs multilayer thickness t
in run, as-plot: na vs ("a/"s)ref' where the suffix
refers to a chosen value s = p/p°, Dubinin-
Radushkevich plot or pre-adsorption method.
Micropore volume per unit mass of adsorbent in
cm3 g~' as calculated with the density p1 of the
adsorptive in the normal liquid state, monolayer
equivalent area of microporous solid, external
surface area.
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11.2.2 Catalyst Characterization1

J. HABER

11.2.2.1 Introduction

This manual has been prepared by the Commission on
Colloid and Surface Chemistry including Catalysis of
the IUPAC. It results from the general feeling among
surface and catalysis chemists both from academia and
industry that the rapid increase of knowledge in science

1 This Section was originally published in Pure Appl. Client 1991,
63, 1227-1246. O 1991 IUPAC.

of catalysis and the better understanding of the mech-
anism of catalytic processes is not accompanied by the
development of the appropriate scientific language.
Many terms, widely used in the literature, remain
vague and underfined. Thus, the Subcommittee on
Catalysis was created with the task of preparing a cat-
alyst characterization chart, listing all parameters
which should be specified in order to obtain a full
description of a catalysts, and of formulating the defi-
nitions of these parameters as well as recommendations
concerning the terminology.

The present manual is based on the same general
principles as those used in the 'Manual of Symbols and
Terminology for Physicochemical Quantities and Units'
of the Commission on Symbols, Terminology and
Units of the Division of Physical Chemistry, Defi-
nitions, Terminology and Symbols in Colloid and
Surface Chemistry of the Commission on Colloid and
Surface Chemistry, Appendix II Part I Definitions,
Terminology and Symbols in Colloid and Surface
Chemistry, Part II Heterogeneous Catalysis, and Rec-
ommendations in Reporting Physisorption Data for
Gas/Solid Systems [1-3].

Since the present proposals should be considered as
one of the sub-sets of the terms and symbols of physical
chemistry, the general principles are not repeated here.

This manual provides definitions and recommenda-
tions concerning the terminology of catalysts. It should
be read in conjunction with the 'Manual of Methods
and Procedures for Catalyst Characterization' which
provides details and recommendations concerning the
experimental methods used in catalysis.

11.2.2.2 Catalyst Formulation and Methods of Its
Preparation

A Methods of Preparation
Many catalysts consist of an active component or com-
ponents (see Section B) deposited on a support (such as
silica, alumina, carbon). The role of the support may
be to improve the properties (e.g. stability) of the active
componcnt(s), or to participate directly in the catalytic
reaction (e.g. by providing acidic sites). The following
terms define general preparation methods.

a Precipitation
Precipitation is a method often used for producing both
support precursors and catalyst precursors (including
precursory forms of zeolites) and occurs when two or
more solutions are mixed in a suitable way. In addition
to providing general details of the method (e.g., con-
centration, temperature, pH, etc.) it is necessary to in-
dicate specifically the order and rate of addition of one
solution into the other, a description of the mixing
procedure and the details of the ageing procedure, if
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any. The association of two or more active elements in
the precipitate, in a single or several phases, may be
achieved by co-precipitation.

b Deposition
Deposition describes the application of the catalytic
component (e.g. nickel, as nickel nitrate) on to a sepa-
rately produced support (e.g. silica). Any treatment
of the support before the deposition step must be de-
scribed precisely.

Deposition may be achieved by impregnation, i.e.,
contacting the support for a specified time with a solu-
tion containing the active elements. When the active
elements are contained in a volume of solution corre-
sponding to the pore volume, the procedure is called
dry or pore volume impregnation. The term incipient
wetness method is used to describe impregnation when
the volume of the solution is empirically determined as
corresponding to that beyond which the catalyst begins
to look wet. One or several parallel processes such as
adsorption, ion exchange, selective reaction on or with
the surface of the support may take place during im-
pregnation. Sometimes the process of impregnation is
carried out by percolation of the impregnating solution
through a bed of support, or by dipping the support in
the impregnation solution.

Two or more active elements may be introduced
either in a single step by co-impregnation or sub-
sequently one after the other in successive impregna-
tions. Drying and often calcination (see 2.1.5) take
place between impregnations. Deposition involving the
formation of a strong (e.g. a covalent) bond between
the support and the active element is usually described
as grafting or anchoring. This is achieved through
a chemical reaction between functional groups (e.g.
hydroxyl groups) on the surface of the support and an
appropriately selected inorganic, or organometallic
compound of the active element. When deposition
takes place by adsorption or reaction from the gas
phase, the term chemical vapour deposition is used.

Sometimes a special technique of precipitation-
deposition is used, in which an active element (e.g.
nickel) is deposited onto a carrier (e.g. silica) in sus-
pension in the precipitating solution (e.g. nickel nitrate)
by slow addition, or in situ formation (e.g. of OH" by
hydrolysis of urea) of a precipitating agent.

Ion exchange, which as already mentioned may
occur during impregnation, is an important process in
the synthesis of zeolites and also in the preparation of
some supported metal catalysts.

c Encapsulation
Enzymes or cells, which are of relatively large size may
be entrapped in a maze of polymeric molecules (a gel).
This procedure is called immobilization by inclusion.
When the biocatalyst is enclosed inside a semipcr-

meable membrane, usually approximately spherical,
the method is known as encapsulation In the process of
reticulation the primary biocatalyst particles (individ-
ual enzyme molecules, cofactors or individual cells) are
covalently attached to each other by organic chains,
into a three-dimensional network. The term grafting
is also used in this context. Attachment to the sup-
port by adsorption forces is called immobilization by
adsorption.

d Selective Removal
Preparation of the catalyst by the reaction of a pre-
cursor (e.g. NiAl alloy) with a reactant (e.g. an aque-
ous NaOH solution) which selectively dissolves part
of the precursor (Al) leaving the active agent (Ni) is
described as selective removal method.

e Treatment of Intermediate Solids or Precursors
Very often the intermediate solid is left for some time
under specified conditions in the presence of the im-
pregnating or precipitating mixture. This is called age-
ing. Washing of the intermediate solids formed by pre-
cipitation is generally required to remove adsorbed
ions such as Na+ which were introduced during the
precipitation.

The solvent may be eliminated without chemical
transformation by drying. Many different processes
may be applied to this end such as drying in an oven,
fluidized bed drying, spray drying, freeze drying.

The intermediate solids are usually subjected to heat
treatment, sometimes called calcination. The term cal-
cination should only be used when heating is carried
out in air or oxygen. It is essential to describe the exact
conditions of heat treatment, in particular the condi-
tion of the introduction of the sample, temperature and
the rate of its change, pressure, gas flow conditions, etc.
Chemical transformation of the solid may take place in
the course of the heat treatment. When this trans-
formation proceeds without interaction with the atmo-
sphere the term thermal decomposition may be used.

/ Activation of the Precursor
The final step in the preparation of a catalyst is the
transformation of the precursor to the active phase
(e.g. metal, sulfidc) which is sometimes called activa-
tion. The activation may be a reduction (e.g. by H2),
reduction-sulfidation (e.g. by H2 + H2S), dehydroxyla-
tion (e.g. by removal of H2O from zeolite) or oxi-
dation (e.g. by O2). The details of the activation process
must be stated (e.g. partial pressure and purity of gas,
method of heating and its rate, gas reacting flow rate,
sample size).

References see page 1529
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B Chemical Composition
Catalytic materials are frequently composed of many
components and phases. Therefore, it is seldom ad-
equate to define a catalyst by merely stating the chem-
ical composition, e.g. 1% Pt, 99% SiO2. Note that by
convention the support should be indicated clearly by
using an oblique stroke (solidue), e.g. 1% Pt/SiO2.

The term major active component may be used to
describe the active component, the proportion of which
greatly exceeds that of the others. Secondary compo-
nents added on purpose may be described as additives,
whereas the term impurities should be reserved for trace
amounts of other elements, over which the investigator
(manufacturer) has little control. The use of the word
'promoter1 implies that the additive improves some
particular property of the catalysts, and it is desirable
to indicate this property when known (e.g. activity,
selectivity, textural properties, resistance to sintering).
The term modifier is used sometimes in this context, but
is not recommended. The term modifier is used in a
special and proper sense in the context of asymmetric
hydrogenation when, for example, Raney nickel is
modified by optically active tartaric acid in order to
impart the property of asymmetry to hydrogenation
reactions over the catalyst.

The action of adding a small amount of foreign
atoms to form a solid solution in the lattice of a non-
metallic catalyst is sometimes called doping.

The description of the composition of a catalytic
system should indicate the crystallographic form of the
support (e.g. y-Al2O3, TiO2 - anatase). The chemical
composition should be unambiguously defined. When
specifying the proportions of the active phase to the
support, weights may be used provided the stoi-
chiometry is clearly indicated (e.g. CO3O4 and MOO3,
Co9S8 and MoS2, NiO, Pt).

C Aggregate Morphology
The solid obtained after the operations described in
Section 2.1 (supports, intermediate solids, precursors or
catalysts) can be used as such (e.g. powders) or shaped
into larger entities (beads, pellets, extrudates, rings). In
special cases structures called monoliths are used as
support. Description of the aggregate morphology
should include reference to the crystal structure and
details of the shape of the particles of the various
phases present, their arrangement in space (including
the voids or pores) and the shape of larger physically
separate entities. The structure is defined by the distri-
bution in space of the atoms or ions in the material
part of the catalyst, the texture is defined by the de-
tailed geometry of the void space in the particles of
catalyst and by the spatial relationships between the
different phases present.

Certain materials used as catalysts or supports con-
sist of spheroids smaller that 10 nm in diameter, ce-

mented into larger entities. A primary particle should
be defined as the smallest discrete identifiable entity
and the method of identification should be mentioned
(e.g. transmission electron microscopy, scanning elec-
tron microscopy). An assemblage of such primary par-
ticles exhibiting an identifiable collective behaviour
(e.g. chemical nature of the aggregated primary par-
ticles, texture of the aggregate, resistance to mechanical
separation upon grinding) constitutes an aggregate.
When describing the aggregates the criterion of identi-
fication should be mentioned. Strongly bonded aggre-
gates are called agglomerates.

A collection of loose, unattached, primary particles
or aggregates of relatively small size is usually called a
powder. It is recommended that the word powder is
used if the largest dimension of the individual entities is
smaller than 1 mm. The shape of the particle should be
described (sphere, flake) and the method of its prepa-
ration specified (crushing, grinding spray drying).

In the designation of larger aggregates two criteria
may be used: shape, referring to geometrical definition,
or method of preparation. Spherical, spheroidal or
rounded aggregates obtained by beading or granula-
tion are called beads, and aggregates of cylindrical
shape, formed by tableting {tablet) or extruding (ex-
trudate) are described as cylinders. The term lump
is used to described an aggregate of irregular shape,
obtained usually by crushing, but its form should be
described as precisely as possible. A precise description
should be given when aggregates of other from, such as
rings or trilobes, are used. The dimensions (diameter,
thickness, length, inner and outer diameter of a ring) of
the entity as defined above should be stated.

D Forming Operations
Depending upon the technology (e.g. fluidization,
moving-bed on fixed-bed) and the conditions of the
catalytic process, the shape and size of catalyst entities
may vary appreciably, e.g. powder, cylinders, beads. A
general problem is to make entities of dimensions
larger than 1 mm from fine powder particles or precip-
itates. Materials which are difficult to shape are treated
with additives (e.g. flake graphite, starch, stearic acid,
poly (acrylic acid), mineral oil, vegetable oil) usually in
amounts of l-5wt.-%. Shaping additives may act as
lubricants, plasticizers, cements, porosity promoters
(porogenic additives). The powdered starting material
mixed with the additives may be dry, or converted to a
plastic pulp by addition of a suitable liquid.

One sometimes distinquishes:

• paste processing: grinding, kneading to a pulp,
extruding:

• liquid processing: gelification (oil drop), spray drying:
• powder (or solid) processing: tableting, cementing.
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If the material is of natural origin (natural molecular
sieve, pumice) the desired entity size is obtained by
crushing and/or grinding and subsequent size selection
by sieving. Some catalysts are also obtained in this way
from synthetically prepared bulky masses (e.g. ammo-
nia catalyst). Grinding may take place in the absence
(dry grinding) or presence (wet grinding) of a liquid,
usually water.

In spray-drying a solution or a slurry of the powder
in suspension in water is passed through a nozzle which
sprays small droplets into hot air. Spray-drying gives
particles of almost identical shapes (spheres with a
small characteristic depression) and size which are used
as such in fluid bed operations. The dropping-in-oil
method consists in introducting a sol or gel as drops
through a nozzle into a hot oil. Water from sol or gel is
evaporated (chemical bonds may be formed at this
stage) and the gel hardens, resulting in the formation
of beads. Depending on the relative densities the drops
may move downwards (oil drop per se) or upwards.
Granulation is a process of aggregation by progressive
humidifying in a rotating granulator. Generally, ag-
gregates of different size are kept in motion under a
spray of liquid (water or aqueous solution) in a hori-
zontal rotating cylinder or a pan rotating around an
axis inclined about 45°. The pan may be concave
(hemispheric granulator or 'bow granulator') or cylin-
drical (flat granulator or 'dish granulator'). Spheroidal
particles or granules are thus formed. In the method of
tableting, the powder is firmly compressed in a die to be
shaped into small cylinders (pellets), rings or beads. In
most cases some plasticizing agents are added to the
powder (talc, graphite, stearic acid). Another technique
of shaping larger entities from a powder is extrusion, in
which a paste is forced through a die to form a cylinder
which is cut into small pieces. The cross-section of the
die may have different shapes (circular, trilobe, toothed
wheel, ring). The powder with the additives is first
pulped with a liquid, homogenized, kneaded and fed to
the die by some pushing device (screw, piston). The
paste may be soft or stiff. The product is termed the
extrudate, of which the exact from (see above) as well
as the dimensions should be specified.

E Stability of Catalyst Systems

a Physical Stability
Granular catalysts have a grain size distribution which
may be determined by passing a sample through a
series of graded sieves. The grain size distribution is
determined by the condition under which the materials
were precipitated or dried during catalyst preparation.
Grains may be structurally weak so that they undergo
attrition (see section 3.4) when in random contact with
other grains. Thus grain size distribution of a catalyst
may change as it is transported before use, or while it is

in use. Fragmentation of catalyst particles in the re-
actor, caused, for example, by thermal shock or carbon
build-up, may also occur.

To obtain a correct grain size distribution for a cat-
alyst, a proper sampling procedure should be adopted.
For example, samples should be taken from various
depths within a container in order to determine
whether the batch has been rendered inhomogeneous
by settling effects, and care must be taken to ensure
that the sieving process itself does not cause attrition.
In the case of tableted or extruded catalysts the process
of attrition may be inhibited by binders used in their
preparation.

Catalysts consisting of an active phase on an oxidic
or carbon support are subject to a particular form of
degradation in that attrition may result in preferential
loss of the active phase as fines.

Catalysts which have the capacity to adsorb water
or carbon dioxide from the air may exhibit weight in-
stability due to climatic changes. Time and variation of
temperature or pressure may, in principle, give rise to
losses or gains in weight due to changes in water con-
tent. Metal particles are susceptible to sintering with a
concomitant loss of dispersion.

b Chemical Stability
Most heterogeneous catalysts in the as-received state
or in precursor form possess a considerable degree of
chemical stability whereas after activation they are
highly reactive. Two cases may be distinguished: (i)
chemical stability in air at ambient temperature and
pressure, and (ii) chemical stability at elevated temper-
atures of the catalyst in the as-received state.

Many oxides, sulfides, and metals react with air
slowly at ambient temperature, although such pro-
cesses may be measurable only over long periods. For
example, supported nickel which has been passivated
by exposure to air under conditions which produce
only surface oxidation may react further to give sup-
ported bulk nickel oxide. Air contains water vapour
and carbon dioxide and also hydrocarbon impurities
so that hydroxide or carbonate formation and hydro-
carbon contamination may occur. Catalysts consisting
of an active phase supported on a non-stoichiometric
compound may undergo chemical change by reaction
of the support with oxygen of the air. Catalysts which
contain a material that is photosensitive, e.g. titania,
may show enhanced chemical instability when exposed
to sunlight.

Catalysts subjected to heating in air may exhibit
accelerated hydroxide or carbonate formation, before a
loss of water or carbon dioxide could take place. Phase
changes may also occur, for example, in alumina by
interaction of a partially hydrated phase with water

References see page 1529
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physically adsorbed in pores. Elevated temperature
may lead to measurable chemical reaction, between
active phases, or between active phases and supports,
or to the segregation of phases in systems that were
formerly homogeneous, which greatly modify the
properties of the catalyst when activated. For example,
nickel oxide and silica may form nickel silicate, of
cobalt oxide and alumina may form cobalt aluminate.
In a nickel/silica hydrogcnation catalyst, silicate for-
mation would reduce the amount of nickel formed
under standard reduction conditions. In a CoO-MoOs/
AI2O3 hydrodesulfurization catalyst, cobalt aluminate
formation would reduce the quantity or cobalt avail-
able to act as a promoter.

The nickel catalyst used in the hydrogenation of
natural oils and edible fats is a special example of a
catalyst which is transported in a protected state. In
this case, the catalyst is protected by encapsulation in
solid fat. The fat melts when the catalyst is introduced
into the reactor, so releasing the active phase. Particu-
lar care must be taken to control the temperature dur-
ing the transport and handling of this material.

The action of steam may have a deleterious effect on
catalytic materials. For example, transport of silica can
lead to loss of support material or to the encapsulation
of the active phase. Steaming may also change the
pore structure of the support. As somewhat lower
temperatures the action of water vapour may result in
an irreversible decrease in the surface area.

11.2.2.3 Physical Properties

A Total Surface Area
Many catalysts are porous solids of high surface area
and with such materials it is often useful to distinquish
between the external and internal surface. The external
surface is usually regarded as the envelope surrounding
discrete particles or agglomerates, but is difficult to de-
fine precisely because solid surfaces are rarely smooth
on an atomic scale. It can be taken to include all the
prominences plus the surface of those cracks, pores
and cavities which are wider than they are deep. The
internal surface comprises the walls of the rest of the
pores, cavities and cracks. In practice, the demarcation
is likely to depend on the methods of assessment and the
nature of the pore size distribution. The total surface
area (As) equals the sum of the external and internal
surface areas. The roughness of a solid surface may be
characterized by a roughness factor, i.e. the ration of
the external surface to the chosen geometric surface.

Gas adsorption methods are often used to determine
the surface area and pore size distribution of catalysts.
The Brunaucr-Emmctt-Teller (BET) adsorption method
is the most widely used standard procedure. (See: Pure
and Applied Chemistry 57, 603 (1985)).

B Pore Structure
Most catalysts of high surface area are to some extent
porous. Porosity is a concept related to texture and
refers to the pore space in a material. It can be defined
as the fraction of the bulk volume that is occupied by
pore or void space. An open pore is a cavity or channel
communicating with the surface of a particle, as op-
posed to a closed pore. Void is the space or interstices
between particles.

The pore systems of solids are of many different
kinds. The individual pores may vary greatly both in
size and in shape within a given solid, and between
one solid and another. A feature of special interest
for many purposes is the width (w) of the pores, e.g. the
diameter of a cylindrical pore, or the distance between
the sides of a slit-shaped pore.

It is expedient to classify pores according to their sizes:

(i) Pores with widths exceeding about 50 nm are
called macropores;

(ii) Pores with widths not exceeding 2nm are called
micropores;

(iii) Pores of intermediated size are called mesopores.

These limits are to some extent arbitrary. It is worth
emphasizing that amongst solids as a whole a wide and
continuous range of pore sizes is to be found, from
macropores through mesopores and micropores to
grain boundaries, cleavage planes and dislocations.

The total pore volume, Vp, sometimes called specific-
pore volume when referred to unit mass, is the total
internal volume per unit mass of catalysts. Some of this
pore volume may be completely enclosed and thus
inaccessible to molecules participating in a catalytic
reaction. The total accessible pore volume is often
derived from the amount of vapour adsorbed at a
relative pressure close to unity, by assuming that the
pores are then filled with liquid adsorptive. The acces-
sible pore volume may be different for molecules of
different sizes. It may be useful to determine the dead
space by means of a nonsorbable gas (normally helium)
in conjuction with the determination of the bulk vol-
ume of the catalyst by means of a non-wetting liquid
(mercury).

The pore-size distribution is the distribution of pore
volume with respect to pore size. It is an important
factor controlling the diffusion of reactants and prod-
ucts in the porous catalyst and thus an essential prop-
erty for its characterization. The computation of pore
size distribution involves a number of assumptions
and therefore reporting of the data should always be
accompanied by an indication of the method used for
its determination. (See: Pure and Applied Chemistry
57, 603 (1985)).

The pore geometry of the majority of catalysts con-
sists of an interconnected three-dimensional network of
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interparticle spaces, pores or capillaries. Usually capil-
lary segments of different shapes and sizes are dis-
tributed over the network in some irregular fashion.
When a solid is formed by aggregation of primary,
non-porous particles, the detailed shapes of pores will
depend on the size distribution of the primary particles
and on their mode of packing. Platelets will tend to
form wedge-shaped pores or slits. With spheres, the
closeness of packing will depend on the average num-
ber of neighbours. Well defined geometrical networks
can be assigned to some catalysts, e.g. zeolites, some
lamellar materials, and fibrous silicates. However, the
pore structure of many materials used as catalyst sup-
ports present a highly irregular geometry, far removed
from simple models. This complexity imposes a serious
limitation on the reliability of the methods of calcu-
lation of pore-size distribution.

Some porous solids expand on exposure to the
vapours of adsorptives. This phenomenon is called
swelling. By determining the length or volume of a
specimen of the solid at different vapour pressures the
expansion isotherm may be obtained. Rigid adsor-
bents, like charcoal or silica gel, swell by only a few
percent, but non-rigid adsorbents, like agar-agar, may
swell to several times the original size. Provided the
adsorption occurs slowly the rigid solid may accom-
modate the stresses, but if suddenly exposed to high
vapour pressure the material may shatter.

C Density
Several catalyst densities are used in the literature. True
density may be defined as the mass of a powder or
particle divided by its volume excluding all pores and
voids. In a strict physical sense, this density can be
calculated only through X-ray or neutron diffraction
analysis of single crystal samples. The term apparent
density has been used to refer to the mass divided by
the volume including some portion of the pores and
voids, and so values are always smaller than the true
density. This term should not be used unless a clear
description is given of what portion of the pores is
included in the volume. So-called helium densities de-
termined by helium expansion are apparent densities
and not true densities since the measurement may
exclude closed pores.

Bulk density, or packing density, includes all pores
and voids (interparticle spaces) in its calculation. It is
determined by filling a graduated cylinder, with or
without tapping. It follows that the value obtained is
dependent upon the form of the catalyst (powder, tab-
lets, extrudatcs) because of the different contribution of
interparticle void space to the pore volume. Tap den-
sity is the apparent density of a bed of particles in a
container of stated dimensions when a given amount
of powder is vibrated or tapped under controlled con-
ditions. The use of the term bulk density should be

encouraged, accompanied by the detailed description
of the conditions of its determination.

Catalyst manufacturers also define an effective solid
density, determined by displacement of a given liquid
(wster, ethanol). Values obtained with different liquids
may vary substantially, depending on the extent to
which the molecules of the liquid are able to penetrate
into the pores of the catalyst. The term piece density is
sometimes used when the measurement is performed
with a liquid which does not substantially penetrate
into the pores.

D Mechanical Strength
It is desirable for commercial catalysts to have suffi-
cient mechanical strength so that losses during han-
dling and use are minimized. Broken pieces and fines
(fine powder) lost during handling or produced during
commercial use can represent a significant expense,
especially for catalysts containing precious metals such
as Pt and Re. Depending on the design of the com-
mercial reactor, broken catalyst, or fines, can lodge
in support screens or in containment screens causing
a restriction in the flow of reactants and products
through the reactor. Various laboratory tests have been
designed to provide information concerning the ability
of a catalyst to maintain its physical integrity.

Cruch strength is defined as the resistance of formed
catalysts to compresive forces. Measurements of crush
strength are intended to provide an indication of the
ability of the catalyst to maintain its physical integrity
during handling and use. When crush strength is mea-
sured for single pieces it is called piece crush strength,
and when it is mesured for a bulk sample it is called
bulk crush strength. Other terms which have been used
for piece crush strength, but which are not recom-
mended are static crush strength and single pellet crush
strength.

Piece crush strength is commonly measured by plac-
ing individual catalyst pieces between two flat surfaces,
applying a commpresive load, and measuring the force
required to crush the piece. Best results are obtained
for regular shapes, such as beads and tablets. Crush
strength measurement of extrudates is less straight-
forward, and the results will vary greatly with particle
geometry and with the details of the analytical proce-
dures used. The procedure used should be described in
detail. Some methods may be repeatable within a single
laboratory but irreproduciblc between laboratories.

Bulk crush strength is commonly measured by plac-
ing a representative sample in a cylinder, applying a
constant force with a piston, and mesuring the amount
of fines generated. Many different variants are possible
and no generally accepted method is yet available. The
bulk crush strength is defined empirically and the rc-

References see page 1529
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suits are expressed on an arbitrary scale. This mea-
surement may be applied to all catalyst shapes.

Attrition is defined as loss of catalyst during handling
or use. Attrition can occur by loss of fines through
abrasion, which is wearing, grinding, or rubbing of
the particles with each other or with container walls.
Attrition can also occur by loss of pieces due to break-
ages, which can be caused by impact or collision of
particles with container walls. Numerous tests have
been designed to measure the resistance of catalyst
particles to attrition. These tests vary considerably in
complexity and severity. Their applicability depends on
the particular type of catalyst being tested.

A simple method to measure attrition is to place a
representative sample of the catalyst in a close con-
tainer, vibrate or shake the container, and then mea-
sure the amount of fines generated. Another relatively
mild method is to place a sample in a drum having
single baffle, rotate the drum for a fixed period of time,
and then measure the amount of fines generated by
sieving through a standard sieve. Larger particles of
silica and alumina will hold very fine particles on their
surface and these stay attached during sieving, but can
be removed by agitation in water.

More severe tests are applicable to catalysts used
in moving bed reactors. Some testsuse a high velocity
stream of gas to cause attrition of the catalyst. In some
tests, a small-scale plant which simulates the commer-
cial plant is used. The amount of attrition measured in
all these tests is very dependent on the exact procedure
used. Reproducibility among laboratories is only likely
to be possible if precise details of the method are given.

11.2.2.4 Fine Structure

A Surface Structure and Topography
The catalyst particle is usually a complex entity com-
posed of a porous solid, serving as the support for one
or more catalytically active phase(s). These may com-
prise clusters, thin surface mono- or multilayers, or
small crystallites. The shape, size and orientation of
clusters or crystallites, the extension and arrangement
of different crystal faces together with macrodefects
such as steps, kinks, etc., are parameters describing the
surface topography. The type of atoms and their mutual
positions at the surface of the active phase or of the
support, and the type, concentration and mutual posi-
tions of point defects (foreign atoms in lattice positions,
intcrstitials, vacancies, dislocations, etc.) define the
surface structure.

The determination of the surface structure of solid
is possible using a variety of experimental methods,
the methods chosen being dependent on the specific
information required. Information on surface elemen-
tal composition is also desirable.

With single crystals the symmetry of the surface
structure and the presence of features, such as steps,
can be obtained using low energy electron diffraction
(LEED). For real crystals, surface topography can be
investigated by conventional optical microscopy and
various other microscopic techniques, such as scanning
electron microscopy (SEM), transmission electron micro-
scopy (TEM), scanning transmission electron microscopy
(STEM), high resolution electron microscopy (HREM),
and analytical electron microscopy (AEM).

The basic concept in examining samples by SEM is
that the intensity of the radiation emerging from each
region on the surface is characteristic of the topog-
raphy of the region. Local variation in surface topog-
raphy, i.e. orientation of the surface with respect to
the electron beam gives rise to contrast in SEM. The
accompanying X-ray signals generated may be used to
provide information on chemical composition (energy
dispersive analysis by X-rays, EDAX). The local envi-
ronment of atoms (coordination number, nature of
coordinating atoms and atom-to atom distances) can
be determined from an analysis of the extended X-ray
absorption fine structure (EXAFS), and that of surface
atoms by using surface EXAFS (SEXAFS), glancing
angle or reflection EXAFS (REFLEXAFS) or critical
angle EXAFS.

B Surface Area of Different Phases
For any given catalytic reaction the active surface area
is normally only a small fraction of the area of the
active component (active phase). The term active sites
is often applied to the sites effective for a particular
heterogeneous catalytic reaction. The terms active site
and active centre are often used as synonyms, but ac-
tive centre may also be used to describe an ensemble of
sites at which a catalytic reaction takes place. There is
evidence that the centres required for some catalytic
reactions are composed of a collection of several metal
atoms (ensemble). This appears to be the case for such
reactions as, for example, hydrogcnolysis, hydrogena-
tion of CO, and certain deuterium-exchange processes
with hydrocarbons.

It is frequently convenient to describe the chemical
properties of a catalyst surface by reference to surface
sites. A surface site may be composed of one or more
surface atoms or ions and may act as an active site for
a given catalytic reaction, or may be inactive. It is
characterized by the chemical reactivity of these atoms
or ions and by their spatial arrangement at the surface.
The site density is the number of sites per unit surface
area. However, it is expedient to extend the use of this
term to cases where surface area has no clear signif-
icance. In these cases the site density is referred to unit
mass or unit volume of the catalyst.

In supported catalysts the surface area of the active
phase is different from the total surface area. In the
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particular case of supported metal catalysts several
techniques may be used to estimate the surface area of
the active phase and the number of exposed metal
atoms. (Note, however, that this does not necessarily
provide a measure of the active surface area). The
method used most often is based on selective chem-
isorption of appropriately chosen probe molecules (H2,
CO, N2O), the chemisorption data obtained under well
defined conditions being then compared with the total
surface area determined from the analysis of physical
adsorption data. However, assumptions must be made
regarding the stoichiometry of the interaction of the
probe molecule with the surface metal atoms and of the
number of surface metal atoms per unit surface area.
This method provides consistent measurements of the
surface area of metal particles but is not generally
applicable to nonmetal catalysts.

A variation of this method consists in the titration of
an adsorbed species (e.g. oxygen) by a reactant (e.g.
H2). It is still necessary to make some assumptions
concerning the stoichiometry of the titration reaction.

The degree of dispersion is defined as the fraction
(percentage) of the total metal atoms which are surface
atoms. (The term fraction exposed {percentage exposed)
is synonymous with the degree of dispersion).

Several physical methods may be used to provide
indirect estimates of the degree of dispersion. Sizes
of particles, or of single crystallites, or of magnetic
domains determined, respectively, by electron micros-
copy, X-ray line broadening, and magnetization mea-
surements, can be used for this purpose but, in
all cases, assumptions must be introduced into the
calculations.

An alternative means of description is to use the
mean diameter of primary particles as obtained from
low-angle X-ray scattering, broadening of X-ray diffrac-
tion lines or EXAFS. It may also be possible to use
these techniques to determine the grain size of the sup-
port, or of the catalyst particles in general, providing
these materials are sufficiently crystalline. The particle-
size distribution may be measured directly using one of
the microscopic techniques or indirectly by using a
sedimentation method.

C Surface Elemental Composition of Different Phases
The chemical nature and composition of catalyst sur-
faces are essential parameters for understanding cata-
lytic reactivity. Electron spectroscopies, mainly Auger
Electron Spectroscopy (AES), X-ray Photoelectron
Spectroscopy (XPS), Secondary Ion Mass Spectros-
copy (SIMS) and Ion Scattering Spectroscopy (ISS)
allow such information to be obtained. AES and XPS
are most likely to provide meaningful data if the sur-
face region of the solid is homogeneous over a depth
several times the inelastic mean free path of the emitted
electrons.

In catalysis it is important not only to be able to
study the surface region of the catalyst itself, but also
any adlayer that may be present. The latter may arise
from adsorption or preferential segregation of one
component from the bulk to the surface. The spatial
distribution of the elements at the surface can be
obtained from scanning AES. Experiments, in which
the surface is progressively eroded, e.g., by ion-
bombardment, with surface analysis by AES, XPS
or ISS carried out after various times, may provide
concentration-depth profiles of the chemical species.

D Surface Chemical Characterization
The activity of a catalyst depends on the nature, the
number, the strength and the spatial arrangement of
the chemical bonds that are transiently created between
the reactants and the surface. The objective of the
chemical characterization of the surface is a detailed
description of the adsorbate-adsorbent bonds that a
given catalyst will develop when contacted with a given
reaction mixture. Therefore, chemical characterization
should be done in situ in the course of the reaction
itself. However, because of experimental limitations,
this is seldom possible and catalyst surfaces are usually
characterized by means of separate experiments. It is
important to characterize the catalyst surface both be-
fore and after its use in a reaction.

The pretreatment of the catalyst, before the chemical
characterization experiments, must be selected so that
the relevant surface properties are as similar as possible
to those existing during the catalytic reaction. When
the chemical constitution of the surface or its structure
are not significantly modified by the reaction itself, the
same pretreatment can be used for the characterization
experiments as for the catalytic tests.

Ideally, the probe molecules used in the chemical
characterization experiments should simulate as closely
as possible the behaviour of the actual reactants. This
is rarely possible and so simple probe molecules (H2,
O2, CO, NO) are used instead. Some additional in-
formation about the nature of the surface may be ob-
tained using thermal analysis methods, e.g., calorime-
try, temperature-programmed desorption, temperature-
programmed reaction.

When a catalytic reaction modifies the surface prop-
erties of the catalyst in a way which cannot be simu-
lated in the absence of reactants, or when large scries
of similar catalysts are to be compared, it is convenient
to characterize a given catalyst by its activity in an
appropriate probe-reaction.

a Acid-Base Sites
An acid-base surface contains individual acidic and
basic sites which may interact together. On a given

References see page 1529
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surface, one type (acidic or basic) may prevail but both
are always present (conjugate acidic and basis pairs).
Examples of such surfaces are found in metal oxides,
sulfides and other compounds. The description of
acidic and basic surface properties requires the deter-
mination of the nature (Lewis or Bransted), the den-
sity, the location, and the strength distribution of sites.
It is important to distinguish between the number
of acid (or base) sites and the acid (or base) strength
distribution.

Acidic and basic sites are usually generated during
the catalyst synthesis but many pretreatments can
change the number, the nature and/or the strength of
the sites. Such changes may result, for instance, form:
decomposition of ammonium or organic cations, ion
exchange, reduction or oxidation of cations, hydration-
dehydration, dehydroxylation by reagents in solution,
upon heating or evacuation, water decomposition on
polarizing cations, steaming, exposure to various gases,
(e.g. Ch, CO2, H2S, F2), treatment with chemicals
(dealumination). Therefore, the choice of specific
and defined conditions for characterization is of major
importance.

No rigorous practical definition of acid strength
exists outside of very dilute aqueous solutions where
activity coefficients can be assumed to be unity. Each
method of measuring the acid strength of surface sites
is liable to give somewhat different answers, the results
being qualitative at best. The dielectric constant of
the medium, in which the acid or base probe is used
influences the measured acid-base strength.

In general terms, an acidic site may be defined as a
site on which a base is chemically adsorbed, and basic
site as a site on which an acid is chemically adsorbed.
A Bronoted acid shows a tendency to donate a proton
and the Bronsted base to accept a proton. A Lewis acid
is able to accept an electron pair and a Lewis base to
donate an electron pair. The Lewis acid can be, for in-
stance, a coordinatively unsaturated aluminium ion in
alumina or silicoaluminates, a cation such as Na(I) or
Ca(II) in zeolites, etc.

The acid or base strength is defined by comparing
the interaction between the sites and reference (probe)
molecules. For example, the acid strength is the ability
of the site to convert an adsorbed reference neutral
base into its conjugate acid. This process may be
monitored by following the colour changes of the in-
dicators or by such techniques as IR or NMR spec-
troscopies. Several criteria must be considered in the
selection of these probes: their pK value must be
adapted to the acidity or basicity of the surface under
study; the size of the probe molecules should ensure
that all sites are readily accessible; finally, the probe
should be selected so that its interaction with the sur-
face is easily studied by the available experimental
techniques. Catalytic test reactions are sometimes used

for the evaluation of acid-base properties of catalysts.
For example, dehydration of propan-2-ol is a con-
venient test for weak surface acidity.

Since acidic or basic sites may interact with each
other, the site density ought to be determined. More-
over, an attempt should be made to describe the site
location, particularly in the case of microporous acid
catalysts (zeolites).

b Redox Sites
Redox sites may be separated into two categories,
namely (i) sites incorporating atoms which, in the
presence of the reactants, are oxidized or reduced, and
(ii) sites able to from a charge-transfer complex by
interaction with an electron acceptor or an electron
donor.

In the case of surface sites incorporating atoms, the
valence states and their eventual variation in the course
of the reaction can be studied by spectroscopic methods
such as electron paramagnetic resonance (EP.R), XPS,
ultra-violet photoelectron (UPS), IR, and near-edge X-
ray (XANES) spectroscopies (Near-edge X-ray spec-
troscopy is abbreviated in some parts of the world,
particularly in USA, as NEXASS).

Quantitative information on the number of sites may
be obtained from a volumetric or gravimetric study of
the adsorption of oxidizing or reducting molecules.
Adsorption calorimetry can be used to determine the
energetics of the site distribution, as in the case of
acidic and basic sites.

The formation of a charge-transfer complex is re-
lated to the ionization potential (£;) of the electron-
donor, to the electron affinity (£ca) of the electron
acceptor and to the dissociation energy (£d) of the
complex:

A + D = AD + A +D+

The number of ionized species is given by N; =

In the case of some paramagnetic molecules, the
formation of a charge-transfer complex can be deter-
mined by EPR either directly, when the electron of the
donor molecule interacts with the nuclear spin of the
electron-acceptor site, or indirectly by observation of
the electron delocalisation in the probe molecule. Both
methods can yield quantitative information about the
distrubution of electron donor or electron acceptor
sites when a range of probe molecules having different
electron affinities or ionization energies are used.

11.2.2.5 Catalytic Properties

A General Considerations
In heterogeneous catalysis a fluid (liquid or gas) is
brought into contact with a solid catalyst, which effects
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a change of chemical composition of the fluid ideally
without itself entering into the stoichiometric equa-
tions. Catalysis by solids can be observed only through
the chemical change in the fluid which is in contact
with the catalyst, the system being either closed or
open. The system is called open when it exchanges
matter and energy with its surroundings. The quanti-
tative measure of catalytic properties is then based on
the material balance of the system (the system could be
defined as a catalyst bed, catalyst particle, an element
of active surface or an active site) to which reactants
are introduced and products removed, preferably at the
steady state, when the catalyst is neither a net source
nor a sink of material. The criterion used to define the
steady state should be stated.

Quantitative description of catalytic properties re-
quires that the system under consideration be un-
ambiguously described with respect to system bound-
aries (mass of catalyst mc, area of catalytic surface ACy

or volume of porous catalytic particle Ve) and con-
ditions such as composition, pressure, temperature,
prevailing at the boundary (control variables). A set of
data characterizing a catalyst must permit the pre-
diction of material balance of the system containing the
catalyst at steady state under at least one set of control
variables. It is sometimes possible to represent a num-
ber of experimental observations by rate equation or a
set of rate equations which may or may not be based
on a mechanistic model. The model has to fulfil the
above criteria within a certain range of validity which
should be indicated. The catalytic system should be
characterized with respect to the rate of chemical
change (activity) and with respect to product composi-
tion (selectivity).

B Catalytic Activity

a Reaction Rate
We distinguish integral and differential characteristics
of catalytic properties. One of the integral character-
istics is the extent of reaction £. Generally, any chem-
ical reaction, whether overall or an elementary step,
can be represented by a stoichiometric equation:

Zv,B, = 0

where v, is the stoichiometric coefficient of component
B,, taken positive when B, is a product and negative
when it is a reactant. The chemical change occurring in
the course of the reaction may be described by £ (in mol):

An alternative expression is its dimensionless form,
having a value between zero and unity, called fractional
conversion or degree of conversion.

The drawback of integral characteristics such as
extent of reaction or degree of conversion is that very
many control variables such as the reactor type, feed
composition, time, temperature, etc., influence the
values obtained and have to be standardized. More-
over, with high conversion, a great difference in cata-
lytic activity usually leads to only small differences in
the conversion values.

A differential characteristic which demands a lower
degree of standardization is the reaction rate. The rate
of a chemical reaction with respect to compound B at
a given point is defined as the rate of formation of B
in moles per unit time per unit volume. It cannot
be measured directly and is determined from the rates
of change of some observable quantities such as the
amount of substance, concentration, partial pressure,
which are subject to measurements. Reaction rates are
obtained from observable quantities by use of the con-
servation equations resulting from the mass balance for
the given reactor type.

The conservation equation for component B,, for
any system, can be written as

F,,o = F,+ F,,c + (d/i,/d/)
where

Fl0 = flow rate of component B, into the system in
mol s~l

F, = flow rate of component B, out of the system in
mol s"1

F,c = rate of consumption of component B, by
reaction inside the system in mol s~'

/ = time

For an ideal gradientless flow reactor (continuous
stirred tank reactor CSTR) in the steady state the
conservation equation reduces to

r=-v;l{F,fl-F,)/Q

where r is the reaction rate in mol s"1 per unit amount
of catalyst and Q is the amount of catalyst.

For an ideal plug flow reactor the mass balance in the
steady state gives

where «,o and n, are the amounts of substance B,
(in moles) at time zero and at any time, respectively.
It is an extensive quantity attained under specified
conditions.

where X is the fractional conversion, and the term x
(in units of time per amount of catalyst per amount of
reactant)

T = Q/F,fi

is called the space time. The inverse of the space time is
the space velocity

v = F/Q

References see page 1529
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frequently expressed in h"1 (gas or liquid hourly space
velocity, GHSV or LHSV, respectively), if the quanti-
ties of catalyst and reactants are expressed in the same
units.

In the case of ideally stirred batch reactor the mass
balance leads to the expression

r=vr ' (dn, /d/) /Q

As the true state variable of the system the rate r de-
pends only on the temperature and concentration if it is
derived from data free of heat and mass transfer effects.

The reaction rate under specified conditions (com-
position, temperature, pressure) is a measure of the
catalytic activity of the solid for conversion of B under
these conditions. The amount of catalyst Q to which
the reaction rate is referred may be expressed by the
mass (mc), volume (Vc) or the surface area (Ac) of the
solid catalyst. Correspondingly the values obtained are

mass-specific rate rm in mol s"1 x kg"1

volume-specific rate rv in mol s"1 x m~3

area-specific rate r^ in mol s~' x m~2

In spite of the fact that it was previously recommended
that rm be called the specific activity of the catalyst (see
Pure Appl. Chem. 46, 71 (1976)) the use of this term is
now discouraged.

A rate equation describes the observed dependence
of the rate of reaction on the composition of the fluid
phase at the boundary of the system under consid-
eration (e.g., catalyst particle, element of surface). The
coefficients of the rate equation must be given in proper
units so that a material balance of the system under
consideration can be predicted unambiguously within
the range of control variables over which validity of the
rate equation is postulated. These rate coefficients k
(the experimental rate constants) may be taken to
characterize the catalytic activity.

For a single elementary reaction,

k = A exp[-E/(RT)]

where A is the pre-exponential factor and E is the acti-
vation energy. Where an overallcatalytic reaction obeys
the Arrhcnius equation over a certain range of tem-
peratures the experimentally determined energy is an
apparent activation energy.

A rate equation in terms of the local composition of
reacting fluid in contact with the surface of the cata-
lytically active material may be called the "intrinsic"
rate equation; the coefficients in this equation are
"intrinsic" rate coefficients. The local concentrations of
reactants and products at the catalytic surface in gen-
eral cannot be observed and have to be inferred from
the observable composition at the boundary of a larger
system, the observed rate of reaction and the kinetics

of mass transfer between the boundary of the larger
system and the active surface under consideration.

The turnover frequency, N, (the term turnover num-
ber is discouraged) is defined as the number of mole-
cules reacting per active site in unit time. It is necessary
to specify the method used to estimate the number of
active sites. Usually, the number of active sites will be
assumed to be equivalent to the number of surface
atoms, derived, in the case of metals, for example, from
measurements of the chemisorption of a specified
adsorptive.

b Measurement of Activity Parameters
Rates of reaction depend in general on the composition
and on the temperature of the fluid surrounding the
catalytically active solid. These quantities must be ob-
served simultaneously for a catalyst particle in order to
describe its catalytic activity.

Simultaneous measurements of the rate of change,
temperature and composition of the reacting fluid can
be reliably carried out only in a reactor where gradients
of temperature and/or composition of the fluid phase
are absent or vanish in the limit of suitable operating
conditions. The determination of specific quantities
such as catalytic activity from observations on a reac-
tor system where composition and temperature depend
on position in the reactor requires that the distribution
of reaction rate, temperature and compositions in the
reactor are measured or obtained from a mathematical
model, representing the interaction of chemical reac-
tion, mass-transfer and heat-transfer in the reactor. The
model and its underlying assumptions should be speci-
fied when specific rate parameters are obtained in this
way.

The spatial distribution of composition and temper-
ature within a catalyst particle or in the fluid in contact
with a catalyst surface result from the interaction of
chemical reaction, mass-transfer and heat-transfer in
the system which in this case is the catalyst particle.
Only composition and temperature at the boundary of
the system are then fixed by experimental conditions.
Knowledge of local concentrations within the bound-
aries of the system is required for the evaluation of ac-
tivity and of a rate equation. They can be computed
on the basis of a suitable mathematical model if the
kinetics of heat- and mass-transfer arc known or de-
termined separately. It is preferable that experimental
conditions for determination of rate parameters should
be chosen so that gradients of composition and tem-
perature in the system can be neglected.

The effectiveness factor of a porous catalyst is the
ratio of the rate of reaction to the hypothetical rate
which would be expected if fluid composition and
temperature in the pores corresponded to composition
and temperature in the fluid surrounding the porous
aggregate.
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C Selectivity
Very often a reactant or a set of reactants may simul-
taneously undergo several parallel reactions, giving
different individual products, P(, which react further in
consecutive reactions to give different secondary prod-
ucts, Pv. A commonly encountered situation is the
parallel-consecutive reaction network.

B -+ P, -+ P(y

It is sometimes advantageous to consider not the in-
dividual products, but the sets of products, resulting
from reactions of a given type, e.g., hydrogenation,
hydrogenolysis, etc. In what follows the symbol P, will
designate either the individual product or a set of
products. In the latter case each set of products will
have the same elemental composition as the reactant
(or set of reactants) B.

Selectivity may be determined in the integral or
differential mode. Integral selectivity depends on the
overall extent of the reaction (degree of conversion)
and on the type of reactor used even if heat and mass
transfer effects are eliminated. It may be called reactor
selectivity for the formation of product P, from the set
of reactants B when it is calculated as the mole fraction
of P, in the products (exluding unconverted feed) at the
exit of the reactor:

n,

when the feed stream consist of the set of reactants B.
An alternative expression is the ration between the

mass of P, in the products and the total mass of prod-
ucts generated from B.

The yield ( Y) of product P, is defined as:

_ Amount of B converted into P,
Amount of B introduced

Number of molecules of B converted into P,

Number of molecules of B introduced

The conversions (X) of reactant B is defined as:

Amount of B reacted
Amount of B introduced

Number of moleculesof B reacted
Number of molecules of B introduced

Alternative expressions for yield and conversion can
be obtained using masses of P, and B, respectively.

On this basis yield = (selectivity) x (conversion).
Selectivity is generally a function of conversion and

will depend on the system under consideration if the
relative extents of consecutive and parallel reactions
depend on the spatial distribution of composition and
on the residence time in the reactor.

Differential selectivity, or intrinsic selectivity of a
catalytically active surface with respect to the forma-

tion of product P, from reactant B may be evaluated as
the ratio of the rate of reaction r, resulting in product
P, and the sum of the rates of all reactions rt. Con-
sequently, the differential selectivity depends only on
temperature and the actual concentrations of reactants
but not on the reactor type used, and is more suitable
for the discussion of the correlation of catalytic prop-
erties with the structure and chemistry of the catalytic
system.

If the effects of operating variables on selectivity are
to be expressed, instead of reaction rates r, in the ex-
pression for differential selectivity the corresponding
rate equations are introduced.

D Relative Activities
For a rapid characterization of a series of catalysts it
is sometimes advantageous to determine their relative
activities at given reaction conditions. The methods of
determining relative activities may be fairly simple, but
they should only be applied to a family of similar cat-
alysts in which case the mechanism of the test reaction
can be assumed not to change. Then it is possible to
compare the values, e.g., of the time variable necessary
to obtain the same degree of conversion with the same
starting reaction mixture. This is more justified than
comparing the conversions obtained at the same reac-
tion time or space time. The alternative is to determine
the temperature at which different catalysts give the
same degree of conversion under the same initial com-
position and time variable; this approach is closer to
the operation of an industrial reactor. The reciprocal
values 1/r are compared, although the relationship
between \jT and the relative activities is not rigorously
linear even for reactions with the same mechanism and
activation energy.

E Inhibition of the Catalytic Action

a Types of Inhibitory Substances
The activity of practically all catalysts can be partially
or totally inhibited by inhibitory or deactivating sub-
stances, in a broad sense. In what follows such a sub-
stance will be indicated by IS. This can be caused by:
adsorption of IS more strongly than reactants on active
sites (as); change of as due to reaction with IS: re-
striction of physical access due to formation of a (semi)
impervious layer of IS.

The IS may (i) be present in the reactants as im-
purities, (ii) come from other sources (equipment, etc.)
or (iii) be formed during the course of the reaction (by
transformation of intermediary or final products, etc.).

Ideally, the characterization of catalysts with respect
to inhibition should involve 3 types of information:

References see page 1529
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1. nature of the IS acting on the catalyst,
2. adequate relationship between the quantity of IS

and catalytic properties,
3. time-dependent effects on activity, selectivity, etc.,

due to the presence, or a modification of concen-
tration, of IS (decreases of catalytic activity with
time, total or partial recovery of catalytic properties
after removal of IS from the feed, etc.).

IS may be classified into three categories:

• Poisons (true poisons) are characterized by their
propensity to attach very strongly, by a true chemical
bond (e.g. covalent) to the surface atoms or ions
constituting the catalytically active sites. Poisons act
in minute quantities. Typical poisons of metals are
S, As, etc. In most cases, activity and/or selectivity
cannot be recovered without a drastic change in
operating conditions (most often a regeneration).
Recovery, if at all, takes place very slowly and/or
only partially.

• Inhibitors have a transient effect (inhibition). All cat-
alytic properties can be recovered after the supply of
the inhibitor to the catalyst has been stopped, with-
out otherwise changing the operating conditions. In-
hibitors act in minute quantities, have a reversible
effect and correspond to more or less strong bonding.

• Fouling agents, or mechanical inhibitors are bound
by neither covalent nor other strong bonds to the
active centres: the interaction is usually of the van
der Waals, H-bond, or sometimes ionic, type. They
form protective layers or block pores, thus physically
impeding access of reactants to the active centres.
The fouling agents causing real problems are those
which have a long standing effect and do not dis-
appear spontaneously. Carbon deposits act, partially
or totally, this way. Other examples are vanadium
and nickel sulfide deposits in hydrotreating catalysts.

• Fouling agents act in quantities equivalent to several
layers spread over the catalyst surface or to pore
volume; they may according to different cases, have a
rapidly reversible, an only slowly reversible, or an
irreversible effect.

b Characterization of Catalyst Response to Inhibitory
Substances

In principle, sensitivity to inhibition (by poisons, in-
hibitors or fouling agents) depends on the whole cata-
lytic reaction system: nature of catalyst, degree of age-
ing (in particular, nature and degree of poisoning,
modification of activity and selectivity by inhibition
and fouling), operating conditions, etc. Accordingly,
the activity and selectivity of a catalytic reaction de-
pends on all the previous history of the catalyst.

Sensitivity to the deactivating influence of impurities,
reaction products or intermediates is expressed in dif-

ferent ways depending on the category of deactivating
agent (poison, inhibitor, fouling agent).

i) Poisons
Sensitivity to poisons depends on:

• number of active centres in the catalyst: when it
is small, the catalyst may be inhibited by a small
amount of poison;

• strength of adsorption of the poison on the active
centres; the weaker is the adsorption of poison, the
lesser is the sensitivity of the catalyst to poison;

• the effectiveness of adsorbed poison for inhibiting the
catalytic activity;

the latter decreases sometimes on adsorption of small
amounts of poison on active centres more than in pro-
portion to the fraction of active centres covered by the
poison.

Sensitivity to poisons may be defined by:

1. the minimum amount of poison Xo per unit amount
of catalyst required to eliminate the catalytic activ-
ity (sometimes called the lethal does). If the number
of active centres per unit mass of catalyst, X,, is
known, the quantity Xo/X, should be recommended
as the measure of the sensitivity of the catalyst to
the poison in question.

2. the initial ratio of the fractional decrease in the cat-
alytic activity (a = (a0 — ap)/a0) to the amount of
poison no attached to the catalyst per unit mass,
ct/np (where ao is the activity of the catalyst in the
absence of poison and ap is the activity in the pres-
ence of poison). This ratio may be called initial
sensitivity. Sometimes the ratio a/cp is used instead,
where cp is the concentration of the poison in the
feed. This definition is not encouraged.

ii) Inhibitors
There is actually a whole spectrum of possible phe-
nomena, between very strong irreversible poisoning
and normal competition between molecules for a given
site (this competition leading to a decrease of activity).
Inhibitors, as defined above, correspond to a behaviour
intermediate between those just mentioned. The sensi-
tivity to inhibitors can thus be expressed either as in the
case of true poisons, or as in the case of competition. In
the latter formulation, for example, the value or rela-
tive value, of the adsorption coefficient could charac-
terize the inhibitor.

It is advisable to define also the rate at which activity
decays when the catalyst is contacted with a given
concentration of inhibitors, or recovers, after addition
of the inhibitor is discontinued.
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Hi) Fouling Agents
The inhibiting influence of fouling agents is not a sim-
ple function of the quantity of deposited substance.
The reason is that the relationship between this quan-
tity wp and activity depends on the nature and texture
of the catalyst, the nature and concentration of the feed
constituents, temperature and operating conditions,
and the rate of build-up of the fouling deposit. With
this restriction the sensitivity to fouling agents is de-
fined as the quantity necessary to bring about a given
effect on activity or selectivity.

F Time-Dependent Characteristics
The composition, structure, texture, surface state, ac-
tivity and selectivity of catalysts change continuously,
at rapid or slow rates according to conditions, with
time-on-stream. This change is characteristic of each
catalyst, and depends on its formulation, preparation
and previous history. Deactivation is one aspect. An-
other is the usually rapid changes that catalytic activity
and selectivity undergo in the first few minutes, hours
or sometimes days of operation: this may be called the
initial adjustment to catalytic operation. A third aspect
is the response to changing operating conditions (re-
sponse to change).

The time-dependent changes of a catalyst are due to
processes belonding to 6 main categories:

(a) poisoning;
(b) inhibition;
(c) fouling;
(d) sintering;
(e) chemical reactions;
(f) remodelling of the surface.

Poisoning, inhibition and fouling have already been
defined. Sintering refers to the diminution of disper-
sion. All phases present in a catalyst (active phases,
modifiers, support) potentially can undergo sintering.

Chemical reactions comprise reaction with feed
intermediates or final products and reaction between
catalyst components. They may result in the addition
of material to the catalyst or its loss, by formation of a
volatile compound.

Remodelling refers to changes of the surface which
do not involve any of the previous processes: migration
of active species inside a catalyst pellet, change of
shape (independently from change of total surface area
developed) of crystallites of a given phase, change in
the number of steps, kinks on a surface, changes in
surface/bulk composition ratio.

G Regeneration
The performance of deactivated catalysts can often be
improved by regeneration. Deactivation results from
inhibition, from fouling and from sintering and all

of these may be reversed - at least in part - with some
catalysts.

It follows that regeneration may consist of either
(i) removal of IS; sometimes poisons, most often in-
hibitors or fouling agents, e.g., coke (hydrogenation
catalysts, e.g., selective hydrogenation of pyrolysis
gasoline) or (ii) redispersion of the active species
(platinum catalysts) or (iii) both (hydrodesulfurization
or catalytic reforming catalysts).
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11.2.3 Methods and Procedures for
Catalyst Characterization1

J. HABER, J. H. BLOCK AND B. DELMON

11.2.3.1 Introduction

This manual has been prepared by the Commission on
Colloid and Surface Chemistry including Catalysis of
the IUPAC. It complements the Manual on Catalyst
Characterisation which concerned nomenclature [1]
and should be read in conjunction with this earlier
manual. The Manual of Methods and Procedures for
Catalyst Characterization provides details and recom-
mendations concerning the experimental methods
used in catalysis. The objective is to provide recom-
mendations on methodology (rational approaches to
preparation and measurements). It is not intended to
provide specific methods of preparation or measure-
ment, nor is it concerned with terminology, nomencla-
ture, or standardization.

11.2.3.2 Catalyst Preparation

The long-standing experience of industry in catalyst
manufacture, the progress of scientific understanding
of the processes involved and the development of the
corresponding basic sciences (chemistry of solids, col-
loid chemistry, etc.) mean that catalyst preparation

1 This Section was originally published in Pure Appl. Client. 1995.
67, 1257-1306. © 1995 IUPAC.
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is nowadays a science.That science provides well defined
guidelines which are reflected in the following document.

Methods of catalyst preparation are very diverse and
each catalyst may be produced via different routes.
Preparation usually involves several successive steps.
Many supported metal and oxide catalysts are pre-
pared by the succession of impregnation, drying, calci-
nation, activation; zeolite catalysts are prepared by
precipitation of gel, crystallisation, washing, ion ex-
change, drying. The properties of heterogeneous cata-
lysts depend on all their previous history.

Three fundamental stages of catalyst preparation
may be distinguished:

• preparation of the primary solid (or first precursory
solid) associating all the useful components (e.g.,
impregnation or coprecipitation, or, in the case of
zeolites, crystallization);

• processing of that primary solid to obtain the catalyst
precursor, for example by heat treatment;

• activation of the precursor to give the active catalyst:
reduction to metal (hydrogenation catalysts), for-
mation of sulfides (hydrodesulfurisation), deammo-
niation (acidic zeolites). Activation may take place
spontaneously at the beginning of the catalytic re-
action (selective oxidation catalysts).

A Preparation of the Primary Solid
All experimental parameters are critical for determin-
ing the characteristics of the solid obtained after the
first step:

• aggregate morphology of the carrier used, if any;
• quantities used (solutions,carrier);
• concentrations;
• stirring conditions (shape and volume of vessel are

important);
• temperature and temperature changes;
• sequence and duration of all operations;

Four main routes exist for preparing the primary
solid: deposition, precipitation and coprecipitation, gel
formation, selective removal.

a Deposition

(i) Impregnation
Impregnation consists in contacting a solid with a
liquid containing the components to be deposited on
the surface. During impregnation many different pro-
cesses take place with different rates.

• selective adsorption of species (charged or not) by
coulomb force, van der Waals forces or H bonds;

• ion exchange between the charged surface and the
electrolyte;

• polymerization/depolymerization of the species
(molecules, ions) attached to the surface;

• partial dissolution of the surface of the solid.

The type of product depends on the nature of both
reactants (the liquid and the solid surface), and the
reaction conditions. The main parameters affecting the
liquid are the pH, the nature of the solvent, the nature
and concentrations of the dissolved substances. The
first parameter affects ionization and, in many cases,
the nature of the ions containing the active elements.
The second and third influence solvation.

The main properties of the solid are the texture, the
nature of functional groups (e.g., the number and
strength of the acidic and basic centers,the isoelectric
point), the presence of exchangeable ions, and the re-
activity (surface dissolution in acidic or basic solution,
etc.).

In the overall impregnation process the following
important facts should be noted:

• the properties of the liquid in the pores are different
from those measured in the bulk;

• equilibrium between liquid and solid is slow to es-
tablish and even distribution of attached species in-
side the pores is not easy to attain;

• deposition involves many different types of inter-
action as described above.

Impregnation can be achieved by at least 8 different
methods.

Impregnation by Soaking, or with an Excess of Solution
[2]. Excess liquid is eliminated by evaporation or by
draining. Deposition of the active element is never
quantitative. The quantity deposited depends on the
solid/liquid ratio. Deposition is slow, requiring several
hours or days. Extensive restructuring of the surface
(loss of surface area, etc.) may occur. However, the
method allows the distribution of the species to be very
well controlled and high dispersions may be obtained.
The method works best if ion/solid interactions are
involved.

Dry or Pore-Volume Impregnation. The required
amounts of components are introduced in the volume
corresponding to the pore volume of the support. The
method is best suited to deposition of species which
interact very weakly with the surface, and for deposi-
tion of quantities exceeding the number of adsorption
sites on the surface. If the number of species which can
adsorb on the surface is smaller, a chromatographic
effect may occur, i.e. attachment to the mouth of the
pores. Redistribution inside the pores is very slow.

Incipient Wetness Impregnation. A procedure similar
to dry impregnation, but the volume of the solution is
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more empirically determined to correspond to that
beyond which the catalyst begins to look wet. All the
comments in the preceding paragraph apply.

Deposition by Selective Reaction with the Surface of the
Support. The carrier is left in contact with an excess
of solution for a definite time, and then the excess
liquid is removed, e.g. using a dipping technique. The
objective is to make a strong bond with the surface.
The process is little used but it has potential for graft-
ing or anchoring active elements to a support.

Impregnation by Percolation. The precursor is sorbed/
ion exchanged by percolation of the impregnating
solution through a bed of carrier. There is much sim-
ilarity between this method and impregnation with an
excess of solution (see above). The advantage is a faster
approach to equilibrium. One can easily follow the
progress of the process by analyzing the effluent. There
may be differences in the degree of deposition along the
carrier bed.

Co-Impregnation. Two or several active components
are introduced in a single step. Co-impregnation with
uniform distribution and without segregation of species
is extremely difficult to achieve.

Successive Impregnation. Two or several active com-
ponents are introduced sequentially. Drying (and often
calcination) takes place between the impregnations.
For the second impregnation the properties of the sur-
face to take into account are those of the solid obtained
after the previous impregnation.

Precipitation-Deposition.

(ii) Ion Exchange
The general comments under i) above remain valid.

(Hi) Gas-Phase Deposition
Deposition occurs by adsorption or reaction from a gas
phase. This method may ensure excellent dispersion
and very well controlled distribution of the active spe-
cies. Chemical vapour deposition is an example of gas-
phase deposition.

(iv) Solid-Solid Reactions
In certain cases it is possible to use a solid salt of the
active element, e.g. a nitrate, to impregnate the sup-
port. This is done by dry mixing. The method is well
adapted to industrial production but is difficult to use
reproducibly in a laboratory.

(v) Wash Coat
Monolith (or honeycomb) catalysts are prepared by
covering the surface of the channels with a suspension

of small particles in water (the suspension is called
"slurry"or "slip"). Water is evaporated and the final
calcination promotes adhesion of the particles to the
monolith.

b Precipitation and Coprecipitation
In all precipitations it is essential to carefully control all
the details of the process including

• the order and rate of addition of one solution into the
other;

• the mixing procedure;
• the pH and variation of pH during the process;
• the maturation process.

Precipitation involves two distinct processes, namely
nucleation and growth. Nucleation requires that the
system is far from equilibrium (high supersaturation,
or, in the case of ionic species, a solubility product
far exceeding the solubility constant of the solid to be
precipitated). Growth of the new phase takes place in
conditions which gradually approach the equilibrium
state.

In the coprecipitation of a phase associating two
(or several) elements, if one of them is contained in
an anion and the second in a cation, the precipitate
will have a fixed or at least very inflexible composition.
If both are cations (or both anions) the characteristics
of the reactions with a common anion (or cation) of
the solution, the solubility constants, and the super-
saturation values will all be different, and the proper-
ties of the precipitate will change with time. Con-
sequently, coprecipitation does not in general give
homogeneous precipitates. Methods are available to
produce homogeneous precipitates (see item c) below).

The dispersion of the precipitate changes with the
degree of supersaturation and its evolution during
precipitation. Low supersaturation leads to poorly
dispersed solids. Highly dispersed solids are thermo-
dynamically unstable and tend to lose dispersion
(Ostwald ripening). This takes place during the process
of precipitation itself. If the effect is desired, a special
maturation (or ageing) step is carried out at the end of
the precipitation.

Many procedures are used for precipitation and co-
precipitation. One simple method is to add dropwise
the solution containing the active component to the
precipitating solution, or vice versa. There is little dif-
ference between those inverse procedures. In both cases
high supersaturation can be produced locally, leading,
if the solubility constant is low, to fine precipitates.
If not, redissolution takes place at the beginning of
the process, when agitation disperses the precipitate in
the liquid. In both cases, concentrations change con-

Refcrences see page 1557
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tinuously throughout the precipitation process resulting
in an inhomogeneous product being formed, at least
with respect to texture. Any precipitation process is
situated somewhere between two extremes. Either the
solutions are contacted instantaneously (only an ideal
situation as, in all cases, diffusion has to take place),
the supersaturation decreasing continuously, or the
supersaturation is maintained constant during the
whole precipitation process.

Instantaneous precipitation is achieved by two
methods. The first consists in pouring continuously, in
constant proportion, both solutions into a vessel under
constant and vigorous stirring. The second consists in
mixing the solutions through specially designed mixing
nozzles. The latter method ensures a better uniformity
in composition and texture of the precipitate.

Precipitation under constant conditions is achieved
in the "homogeneous precipitation" method, in which
the precipitating agent (e.g. NH^) is continuously
supplied or produced in situ (e.g. by decomposition of
urea). This method provides a low level of super-
saturation, and hence, leads to poorly dispersed solids
(see also item ii below).

(i) Synthesis of Zeolites and Related Materials
The nature of the microporous frameworks of zeolites
obtained by crystallization of Al- and Si-containing re-
action mixtures is defined by both the preparation
conditions and their final structural Al content,
whereas the nature and concentration of the active sites
depends also on subsequent pretreatments (calcination,
steaming, ion-exchange, etc.).

Zeolites are normally prepared by crystallization
(precipitation) in hydrothermal conditions (T = 350-
525 K) of (Si,Al)-containing hydrogels [3]. Above
373 K, crystallization is normally performed under
autogeneous pressure. Both batch and continuous syn-
thesis methods can be envisaged. Variables which affect
the synthesis of zeolites fall into 3 categories:

1. parameters which determine the crystalline field: re-
actant composition, basicity (hydroxyl content),
added salts and ions (organic and/or inorganic),
temperature and pressure. Of particular importance
in controlling synthesis are the molar ratios (OH /
S1O2 and Si/Al), and temperature, which affect
the solubility of (alumino) silicate species and the
kinetics of non-microporous phase(s) formation
[3].

2. directing effects from the presence of structure-
directing (templating) agents (organic compounds
and bases, alkali cations, and other miscellaneous
organic molecules). Attention should be paid to
possible competition between these agents as well as
to (partial) secondary reactions or degradation of
the organic additives.

3. miscellaneous operational variables the importance
of which may be overlooked, such as the nature of
the Si and Al sources (type of alumina and silica
affecting their solubility, content and nature of con-
taminants, secondary reactions when using organo-
Al or Si reagents), the order of addition of the re-
actants (which can affect the aluminosilicate gel
formation, its homogeneity, and its sorptive and
templating properties), ageing and ripening prior
to crystallization (affecting gel pH, viscosity, and
composition), stirring rate (mass homogeneity, uni-
form temperature control), presence of seed crystals
(from non-intentional autoclave contamination),
and synthesis time (possibility of formation of other
denser non-zeolitic or zeolitic phases at long crys-
tallization times).

(ii) Precipitation-Deposition
Precipitation-deposition is a special technique in which
an active element (e.g. Ni) is deposited onto a carrier
(e.g. SiO2) in suspension in the precipitating solution
(e.g. Ni(NO3)2) by slow addition, or in situ formation,
of a precipitating agent (e.g. NHj). The technique
takes advantage of the fact that precipitation onto the
carrier needs a lower supersaturation than formation of
the new phase directly from the liquid. It is essential to
maintain supersaturation at a constant moderate level.
This is achieved, as in the homogeneous precipitation
technique, by decomposition of a suitable substance
(e.g. urea), which releases the precipitating agent con-
tinuously, or by controlled and progressive addition of
the precipitating agent.

The technique is excellent if the primary particles of
the carrier are not porous (e.g. Aerosil). With a porous
support deposition takes place preferentially in the ex-
ternal parts.

c Gel Formation and Related Processes
A series of widely different techniques is considered
here which, starting from solutions, give gels or solid-
like substances, which retain all the active elements
contained in the starting solutions, and from which
the solvent and reaction byproducts are eliminated by
evaporation or sublimation [4-6]. These gels are later
decomposed or further transformed, usually to oxides.

The gel can be obtained by a range of different
methods:

• chemical reaction, e.g. formation of a tridimcnsional
polymer by alkoxidc hydrolysis (sol-gel process)
and, more generally, by polymerization (of an anion,
such as molybdate);

• complcxation, e.g. with an acid-alcohol such as citric
acid [7];

• freeze drying;
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• addition of a gum or a gelling agent (hydroxymethyl
cellulose, etc.)

Gel formation under the influence of heat and evap-
oration in the 'oil-drop' process is related to this group
of preparation methods.

The basic principle underlying these processes is
to maintain together, without segregation, all the ac-
tive components present in a homogeneous solution.
Once a gel or a solid-like substance is formed segrega-
tion becomes difficult, because diffusion is strongly re-
stricted. The success of the fabrication rests on rapid
transformation of the starting solution to a very
viscous medium and the solid-like substance.

d Selective Removal
Selective removal is a method used for very few, but
important catalysts. Raney Nickel is a representative of
this group. Starting from a relatively coarse powder of
an alloy (e.g. NiAl*, constituted of several phases in the
present practice), one component (Al) is removed by a
leaching agent (NaOH) leaving the active agent (Ni) in
a relatively highly dispersed form.

e Pillared Layer Compounds
One can take advantage of existing layered structures
for making solids with approximately slit-shaped
pores. Such solids are most often prepared from clays
(pillared clays). In a first step, the sign and number
of the charges compensating those of the layers must
be adjusted. This is generally done by Na ionic ex-
change. The interlayer ions are then substituted by
polyions resulting from a condensation of ions in
the solution in which the layered solid is suspended.
A classical example is the Alj3 Keggin cation:
[Ali3O4(OH)24(H2O)l2]

7+. This is a critical step. At-
tachment of the polyions on the outer surface of the
layered crystallites, as well as further polymerization of
the polyions, should be prevented. A second, equally
critical step, is the removal of the interlamellar solution
by careful drying or sometimes freeze drying, and pro-
gressive heating (see Section B below). During heating,
the polyions lose their solvation water as well as the
hydroxy groups they may contain and bind to the lay-
ers. Pore openings may be very broad in the direction
perpendicular to the layers: 1.2 to about 2 nanometers.
They mainly depend on the nature of the polycation
intercalated. The lateral distance between the pillars
can only be controlled to a certain extent.

Successful preparation of pillared structures de-
mands that (i) adsorption of polyions on the outside of
the crystallites be prevented, (ii) polymerisation be in-
hibited (iii) and an attachment of the layers to basal
planes or to other layers be prevented. Phenomena
(i) and (ii) lead to structures with no pillars, or un-
complctcly pillared, and to blocking of pore mouths.

Phenomenon (iii) is responsible for so-called "house of
cards" structure with very large irregular mesopores.

B Treatment of Intermediate Solids or Precursors
These treatments include drying, thermal decom-
position of the salts, calcination, etc. The product ob-
tained is a reasonably inert solid (usually an oxide)
which can be stored easily.

Many recommendations are common to all treat-
ments (as well as to activation, examined below). The
main recommendation is that in all these processes all
the particles of catalyst be subjected statistically to ex-
actly the same succession of conditions. A fixed bed
does not ensure this uniformity. Only moving beds
(fluid beds, rotating furnaces, circulating beds or spray
drying) fulfil the above requirements.

A second recommendation is to supply a sufficient
quantity of gas or liquid to the reactor to ensure com-
plete reaction (dry air or nitrogen for complete evapo-
ration, air or oxygen for quantitative formation of ox-
ides, etc.). In this respect special consideration should
be given to mass and heat transfer. Drying may result
in a loss of uniformity in the distribution of a given
element in the catalyst. This occurs if the compound in
which this clement is contained is not sufficiently
strongly attached to the solid (carrier). It can then be
expelled from the pores if bubbles form in the pores,
and expand. A similar effect results if migration in
a liquid film occurs towards places (external surface)
where evaporation takes place. Very slow drying
avoids these problems. Marked improvement is often
achieved by the application of freeze drying.

Salts giving gaseous decomposition products (e.g.,
nitrates) do not usually problems. With organic salts a
problem may arise because of the possible formation of
carbonaceous residues. Sufficient air or oxygen must be
supplied to avoid this difficulty.

The same recommendations are valid for all types of
calcination treatment.

All zeolites need to be thermally pretreated prior to
their use as catalysts in order to remove the sorbed
water. General information on this subject is available.
Zeolites normally have a remarkable thermal stability
(up to 875 K or more). The latter decreases, however,
with increasing Al content and for larger-pore-size
materials. In addition, for materials prepared in the
presence of an organic agent, a calcination step is
needed to remove the occluded organic species.

In both cases, framework Al may be exposed to
water vapour at rather high temperature (525-875 K),
which can lead to dealumination of the zeolite structure
(production of nonframework Al species and decrease
in the concentration of acid sites, modification of
sorptive properties and catalytic behaviour). In order

References see page 1557
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to avoid unwanted dealumination by minimizing the
local and instantaneous water vapour pressure:

• shallow bed thermal treatments should be preferred
to deep bed calcinations;

• oxidative calcination of organic-containing materials
should be performed in conditions minimizing the
water vapour production;

• the exposure to steam of the hydrogen forms of zeo-
lites should be avoided as much as possible.

C Activation of the Precursor
In the activation of the precursor the procedures differ
greatly from case to case. The recommendations in
Section A above are valid in the present case. Catalysts
always contain species with different reactivities, even
when of simple composition. Differences may arise
from (i) different locations in the depth of the pellets
(effect of diffusion on reactivity), (ii) different crystallite
sizes (especially if a nucleation and growth mechanism
operates), (iii) various degrees of interaction with the
support, and (iv) differences in the degree of con-
tamination. For these reasons, the activation rate be-
comes slow as the degree of reaction proceeds; there
are even cases where reaction is never complete. The
proper characterization of a catalyst with respect to its
activation therefore requires that all the above recom-
mendations are taken into account and that the degree
of activation is carefully determined. This implies that
the activated solid is carefully analyzed.

If a nucleation and growth mechanism operates it is
probably possible to control dispersion by modifying
the rate of nucleation compared with the rate of
growth. In all cases there is usually a coupling between
activation and loss of dispersion. For those reasons a
complicated activation procedure has to be selected in
many cases. Either the composition of the activating
agent or the temperature or both are changed pro-
gressively or stepwise.

Active catalytic forms of zeolites can be obtained
conventionally by cation exchange. Care should be
taken to avoid chemical modifications induced by a too
low or too high pH of the exchange solution, which can
lead to the extraction of Al and/or Si species and the
formation of lattice defects. Protonic (Brensted) sites
are generated by ammonium exchange (preferably at
buffered and slightly basic pH, 7-9) followed by calci-
nation at 300-500 °C. Higher deammoniation temper-
atures arc preferred for materials with lower Al content
(higher acidic strength). Metals can be introduced into
zeolites via ion exchange and subsequent reduction or
via sorption of neutral soluble or volatile species (for
example carbonyls).

D Forming Methods
In principle the support, precursory solids, precursors
or catalysts, can be used as such (e.g. powders obtained

by spray drying). But, generally the catalysts are used
as entities of larger size and/or better defined shapes
(beads, pellets, extrudates, rings, monoliths, etc.). Some
forming operation [8] has thus to take place sometimes
during preparation. This is done on the support if the
deposition method (including precipitation-deposition)
is used. Otherwise, a precipitate, or an intermediary
solid (precursor produced by, e.g., the methods de-
scribed in Section A.a) is the material used for the
forming operation. As a rule, mesoporosity (pore di-
ameter less than 50 nm) is created before forming. The
forming operations determine the porosity correspond-
ing to larger pores.

The forming operations also determine other very
important characteristics of catalysts:

• mechanical properties;
• resistance to thermal shock;
• gas or liquid flow through the reactor.

Depending on the technology (e.g. fluidization, mov-
ing bed or fixed bed) and the conditions of the catalytic
process, the shape and size of catalyst entities may vary
appreciably, e.g. finely powdered, cylinders, beads, etc.
A general problem is to make entities of dimensions
larger than 1 mm from fine powder particles.

The powder may be either dry or slightly damp dur-
ing shaping. Materials which are difficult to shape are
treated with additives.

The development of zeolite-containing catalysts has
led to the development of binders. Modern catalyst
technology (especially for fluidized-bed catalytic crack-
ing and hydrocracking) selects binders which may have
a variety of properties of their own (catalytic, trapping
of poisons, etc.)

Shaping additives may act as lubricants, plasticizers,
cements, porosity promoters (porogenic additives), etc.
[9]. The powdered starting material mixed with the
additives may be dry, or converted to a plastic pulp
by the addition of a suitable liquid. One sometimes
distinguishes:

• liquid processing: gelification (oil drop), spray
drying;

• paste processing: grinding, kneading to a pulp,
extruding;

• powder (or solid) processing: tablctting, cementing;

a Powder:Preparation, Crushing and Grinding
Grinding may be an essential preliminary operation,
and is used sometimes for producing special commer-
cial catalysts. In a powder, which is a collection of
particles of relatively small size (typically 0.5 /<m
1 mm), the particles may have different shapes and this
influences strongly the shaping operations. The crush-
ing and/or grinding operation is aimed at producing
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particles of a size such that after the forming operation
pores of the desired size are formed. Crushing and/or
grinding is used with material of natural origin or with
products of operations of the A.c category. Grinding
may take place in the absence (dry) or presence (wet) of
a liquid, usually water.

b Forming by Crushing
This is a very special, but important, case of a forming
operation used to make ammonia catalysts. The fused
mass is crushed to irregular lumps and sieved to proper
size [10].

c Spray Drying
In spray drying, a slurry of a powder in suspension in
water is fed to a nozzle which sprays small droplets
into hot air. Spray drying gives particles of almost
identical shapes (spheres with a slightly depressed
surface at one spot) and sizes, used as such in fluid-bed
operations.

d Oil Drop
A sol or gel is introduced as drops through a nozzle
into a hot liquid. Heat removes the solvent and brings
about the hardening of the gel. According to relative
densities the drops may move downwards (oil drop per
se) or upwards. Beads are obtained.

e Granulation
Granulation (or pilling) is the agglomeration-forming
operation made by progressive humidification of a
powder in a rotating granulator, resulting in the
formation of spheroidal particles, granules or beads.
These beads are usually not very uniform in size [9]. In
the operation, many differently sized individual par-
ticles are put into motion under a spray of liquid (water
or aqueous solution) in a horizontal rotating cylinder
or a pan rotating around an axis inclined at about 45 °.
The pan may be concave (hemispheric granulator or
"bowl granulator") or cylindric (flat granulator or
"dish granulator").

/ Tabletting
In tabletting, the powder is firmly compressed in a die
to be shaped into small cylinders, rings and even beads.
In most cases some plasticizing agents are added to the
powder (talc, graphite, stearic acid, etc.). One may also
use porosity additives (powder of an easily decom-
posed compound, polymer fibres, etc.). Tabletting
is one of the few forming operations which has been
studied systematically.

g Extrusion
In extrusion, a paste, which may be "soft" or "stiff"
(or: "wet" or "dry") is pushed through a die, forming a
cylinder which is cut into small sections. Peptization,

by addition of an adequate substance, is often used
before extrusion in order to induce hardening. The
sections of the die may have different shapes.

Monolith is now one of the most widespread form of
catalysts. Monoliths are formed by extrusion through
special dies creating multiple channels. (A variant in
monolith manufacture uses corrugated foils of the sup-
port which are joined together to create channels).

E Stability During Handling and Storage
The objectives of the first series of steps in the prepa-
ration of catalysts (usually corresponding to A.a and
A.b) is to make a catalyst precursor, very often an ox-
ide, the stability of which is compatible with handling
and transportation. However, there is presently a trend
towards carrying out activation in the manufacturing
or other specialized plants so that solids more reactive
chemically and more fragile mechanically have to be
handled.

The solids to be stored have high surface areas and
are highly reactive and sensitive to contamination.
They should be stored in hermetically closed contain-
ers. All contaminants are potentially harmful:

• water brings about hydrolysis and formation of
liquid films which dissolve active elements, and may
bring about the corrosion of containers;

• CO2 brings about carbonate formation. The reaction
of carbonates, during activation,may give an acti-
vated catalyst with altered texture;

• if hydrocarbons are present, there is a danger of un-
controlled reactions during calcination (overheating)
or activation (over reduction);

• poisons.

a Activated Catalysts
Practically all cases where protection of activated cat-
alysts is necessary correspond to metal or reduced-sul-
fided catalysts. Three methods are widely used for
protecting these catalysts from alteration during stor-
age and handling.

(i) Passivation
Passivation often involves the controlled exposure of
the catalyst to air at ambient temperature. Rapid exo-
thermic reactions are prevented while forming stable
layers which inhibit further rapid reaction upon air ex-
posure. Similar exposure to other passivating reagents
would also lead to air stable surface layers on the met-
allic surfaces. A typical example is the passivation of
Ni catalysts which would oxidize catastrophically upon
exposure to air, and of highly-dispersed supported Pt
catalysts. Many methods or techniques are available:

References see page 1557



1536 11 Annexes

controlled oxidation, adsorption of protecting (usually
inhibiting) molecules, reactions with a weakly oxidizing
agent dissolved in water.

(ii) Protection by an Inert Gas
Activated metal catalysts and hydrodesulfurization
catalysts can be stored and handled in an inert atmo-
sphere (N2). This can be achieved industrially without
excessive cost.

(Hi) Protection by a Condensed Phase
Activated metal catalysts (essentially Ni) can be effec-
tively protected by a wax (stearic acid, etc.). Even cat-
alysts in a powder form, for use as suspensions, can be
protected this way. The waxy mixture is shaped to pel-
lets. Part of the catalysts used in the fat and oil industry
undergoes this treatment.

11.2.3.3 Characterization of Surface Properties by
Adsorption Methods

Adsorption methods may be used to provide in-
formation about the total surface area of a catalyst, the
surface area of the phase carrying the active sites, or
possibly even the type and number of active sites. The
interaction between the adsorbate and the adsorbent
may be chemical (chemisorption) or physical (phys-
isorption) in nature and ideally should be a surface-
specific interaction. It is necessary to be aware, how-
ever, that in some cases the interaction between the
adsorbate and the adsorbent can lead to a chemical
reaction in which more than just the surface layer of
the adsorbent is involved. For example, when using
oxidizing compounds as adsorbates (O2 or N2O) with
metals such as copper or nickel or sulfides, subsurface
oxidation may occur.

Physical adsorption is used in the BET method to
determine total surface areas and this has been de-
scribed in a previous IUPAC document (this Hand-
book, Section Al 1.21) [11].

Many catalysts comprise an active component de-
posited on a support. In order to investigate relation-
ships between catalytic properties and the amount of
active surface it is necessary to have a means of de-
termining the surface area of the phase carrying the
active sites (which we shall call active phase hereafter)
in the presence of the support. One has to resort to
phenomena specific to the active phase. Chemisorption
on the active phase is commonly used for this purpose.

Because of its intrinsically specific nature, chem-
isorption has an irreplaceable role. It should be recog-
nized, however, that well defined thcrmodynamic equi-
librium physisorption is much more difficult to achieve
by chemisorption than with physisorption. Moreover,
it docs not obey simple kinetics. Empiricism permits

the derivation of procedures which give reproducible
results, and yield values which are proportional to the
true surface area within certain limits. But the real co-
efficient of proportionality is actually unknown. Dif-
ferent procedures are used, according to the nature of
the active phase/support system to be characterised,
and depending on the choice of adsorbate. Provided
standard, reproducible procedures are used, invaluable
information can be obtained.

A wide variety of adsorbates has been used, the
choice depending on the nature of the surface to be
examined and the type of information being pursued;
e.g. for metals, H2, CO, O2 and N2O; for sulfides, NO,
CO, O2, H2S and organosulfur compounds; for oxides,
NH3, CO2 and various organic compounds.

With simple probe molecules, such as H2, infor-
mation about the number of surface metal atoms is
readily obtained by using adsorption measurements.
However, even with such simple probe molecules
further information about the heterogeneity of a sur-
face may be obtained by performing temperature-
programmed desorption measurements. With probe
molecules which are chemically more specific (e.g.,
NH3 and organic amines, H2S and organic sulfides) it
may be possible to obtain information about the num-
ber and nature of specific types of surface sites, for ex-
ample, the number and strength of Lewis or Bransted
acid sites on oxides, zeolites or sulfides.

The use of more than one technique can provide
important additional information about the nature of
sites on a particular solid surface. For example, infra-
red spectroscopy may be used in conjunction with
quantitative chemisorption measurements of CO to
determine the type of binding of CO and hence the
nature and number of the active sites. The combination
of chemisorption and ESR spectroscopy permits the
characterization of the electronic properties of the
surface.

Care should be taken when using adsorption with
microporous solids, as new effets may arise. Specific
literature should be consulted in this case.

A Methodology
Adsorption can be performed in a number of different
ways which may involve static and flow or dynamic
techniques.

a Static Methods
The static methods arc volumetric or gravimetric. The
volumetric method involves the use of a vacuum sys-
tem comprising two sections, a dosing section which
allows the introduction of accurately measured quanti-
ties of the adsorbate, and a sample section which con-
tains the catalyst. The precision of the volumetric
method depends on accurate calibrations of volumes.
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including the dead space in the sample section, precise
control of the temperature of the dosing and sample
sections, and accurate pressure measurement.

Gravimetric methods may be used to determine ad-
sorption of most molecules, even H2, if proper instru-
ments are used. An advantage of the gravimetric
method is that it eliminates the requirement to make
dead volume corrections. Also, in contrast to the volu-
metric method, this technique does not lead to cumu-
lative errors since the quantity of gas adsorbed and the
equilibrium pressure are measured independently of
each other. The main disadvantages are the high sensi-
tivity to weight changes required, the difficulty in con-
trolling the temperature of the sample, and taking
account of buoyancy corrections, particularly in flow
experiments.

b Dynamic Methods
In the single-flow technique, a carrier gas containing
the molecules to be adsorbed pass continuously over
the catalyst. The flow method of determining gas ad-
sorption has the advantages that no vacuum system
is required and no dead volume corrections need to
be made. The method is also rapid and easy to use.
Disadvantages are the need to use very pure carrier
gases, and the fact that for slow or activated adsorption
processes equilibrium adsorption may be difficult to
determine. The flow method is not recommended for
obtaining total isotherms.

The pulse technique is in many ways similar to the
flow technique except that the adsorbate is introduced
by adding pulses (e.g. from a gas sample valve) into the
carrier gas. The pulse volume is chosen so that the first
few pulses will be completely adsorbed. Further pulses
are introduced until no more gas is adsorbed. The
quantity of gas adsorbed is calculated by summing
up the amounts adsorbed in the successive pulses.
This technique is only applicable for strongly retained
adsorbates.

Chromatographic methods are widely used for the
study of both physisorption and chemisorption. In its
simplest form the technique consists of passing a pulse
of the adsorbate through a column of the adsorbent
and measuring the retention time and registering the
elution curve. Measurement of the variation in the re-
tention time as a function of temperature permits the
evaluation of the enthalpy of adsorption, and analysis
of the shape of the elution curve provides information
about the adsorption isotherm.

It is possible to determine the amount adsorbed by a
titration method. For example, the amount of hydro-
gen adsorbed on a Pt surface may be titrated with
pulses of oxygen. The oxygen adsorbed can in turn be
further titrated by pulses of hydrogen. From the stoi-
chiometry of the H2/O2 reaction a measure of the
number of surface metal atoms can be obtained.

c Desorption
Desorption is always an activated process and may
conveniently be studied by temperature-programmed
techniques. Information is obtained in this way on the
adsorption kinetics and the energetics of the gas/solid
interactions.

d Precautions
The choice of experimental conditions for the adsorp-
tion experiment is critical and must be based on ex-
perimentation for each active phase of interest. Since
the amount of surface area of the active phase depends
on the method of pretreatment, a standardized pre-
treatment of the material before chemisorption is es-
sential. For example, this involves using conditions of
flow rate of gas, heating rate, time of heating, final
temperature, etc., identical to those used in any other
related study of the same catalytic material.

Problems in the determination of the surface area of
active phases can arise from a number of sources. An
overestimation of the amount of active surface can be
caused by spillover of the adsorbing species on the
support, solubility in the adsorbent, subsurface oxida-
tion (when using O2 or N2O), or as a result of addi-
tional physical adsorption on the support. The extent
to which these factors affect the accuracy of the results
depends on the nature of the active phase, the sup-
port, and the conditions of the experiment. Problems can
occur with adsorptives which may "corrode" the surface.
For example, CO can remove Ni atoms from the surface
of small Ni particles even at ambient temperatures.

Further problems can arise because of uncertainties
concerning the stoichiometry of the adsorption re-
action. For most metals it is assumed that the surface
stoichiometry with H2 is H/M = 1. However, there is
evidence especially for very small metal particles (of
the order of 1 -5 nm) that the stoichiometry can exceed
H/M = l. For quantitative measurements of surface
area it is necessary to establish the chemisorption stoi-
chiometry and structure. In practice it is usually possi-
ble to achieve approximate estimate of the surface area
by some other independent method (for example, from
particle size analysis by X-ray line broadening or by
TEM). In the case of CO, the CO/M ratio is generally
taken as 1.0, but the true value may depend on the
particle size and on the particle morphology. With
N2O the N2O/M ratio at monolayer coverage is usu-
ally assumed to be 0.5, but once again there is no cer-
tainty about the validity of this particular assumption.

This problem of the stoichiometry of the surface re-
action is a general one and is probably best circum-
vented by reporting the adsorption data as the amount
of adsorbed gas per unit mass of the catalyst or of the
active phase under well defined conditions.

References see page 1557
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B Categories of Catalysts
The choice of adsorbate and the methodology depends
on the nature of the adsorbent. In principle, the fol-
lowing categories should be distinguished as follows

1. metals;
2. zeolites;
3. other acidic oxides, especially amorphous and

poorly crystalline ones;
4. other oxides, of which oxidation multicomponent

catalysts constitute an important subcategory;
5. sulfides (hydrotreating catalysts);
6. carbides, nitrides and other solids.

The following sections will consider only categories
(1), (2) and (3), and (5). In spite of the importance of
category (4), no general guidelines emerge. Category
(6) corresponds to catalysts still in primary stages of
evaluations. We shall not examine the use of chem-
isorption for these categories.

a Metals [12-16]
The first step in a chemisorption measurement on a
metal is reduction in hydrogen except in cases where
preparation ensures perfect cleanliness. The temper-
ature and time of reduction are determined by the
metal involved, higher temperatures being required for
Fe, Co and Ni, for example, than for Pt group metals.
After reduction, the hydrogen is removed from the
surface of the metal by evacuation or by flushing with a
very pure inert gas (He or Ar is preferred because N2
may react with some metals to form nitrides). The
desorption temperature is usually chosen to be about
20-50 °C lower than the reduction temperature. De-
sorption of hydrogen is continued at this temperature,
typically for 0.5-1.0 h, at which point the sample is
cooled to the temperature of the chemisorption experi-
ment. Too low a temperature can cause problems due
to an increase in the amount of physical adsorption on
the support, or because of long delays in attaining
equilibrium; too high a temperature can cause prob-
lems due to rcstructuration of surfaces, migration of
impurities from bulk or support or because of a de-
crease in the amount of absorbate on the active surface
due to nonadsorption into weakly binding surface sites.

An important parameter is the time allowed for the
adsorption steps. In principle, adsorption on a clean
metal surface should be very rapid at ambient temper-
ature. However, in practice, particularly with metals
such as Fe, Co or Ni, there is often a substantial con-
tribution from a slow adsorption process. An arbitrary
time for approximate equilibration is normally deter-
mined by experimentation, e.g., by ascertaining the
time after which the pressure in a volumetric system
decreases at a rate less than a preset value. Typical ad-
sorption times for Pt metals range from a few minutes

up to about 1 h, while for Ni equilibration times gen-
erally need to be in excess of 1 h, and often as long as
16 h is required for the first adsorption point. After
measurement at the first equilibrium pressure further
doses of adsorbate are introduced and the adsorption
repeated. The time required to attain approximate
equilibrium for the second and subsequent points is
less than for the first, typically a few minutes for Pt
metals and 1 h for Ni. By measuring a second isotherm
after evacuation, the total and irreversibly adsorbed
amounts of hydrogen can in principle be distinguished.

Ideally, true adsorption equilibrium should be mea-
sured. To prove that, the amount adsorbed should be
the same when reaching equilibrium from lower and
higher pressures (or temperatures). If not , this is the
proof that processes other than adsorption take place.

The pressure range used for the determination of the
adsorption isotherm depends on the nature of the metal
and on the choice of adsorbate. For example, with hy-
drogen on Ni the pressure range is usually from about
lOkPa to about 50kPa, whereas for Pt, pressures an
order of magnitude lower may be used.

Several methods are used to calculate the amount of
adsorbate corresponding to monolayer coverage. Ex-
trapolation of the nearly linear high pressure portion
of the adsorption isotherm back to zero pressure, and
calculation of the amount of gas adsorbed at zero
pressure is the most usual procedure. One reason for
chosing this method is that it minimizes errors due to
weak adsorption on the support since at low pressures
this is directly proportional to the adsorption pressure.
An alternative means of determining the monolayer
coverage is to measure the quantity of gas adsorbed at
a fixed reference pressure (e.g., about 25 kPa).

In the particular case of Ni catalysts, where adsorp-
tion is slow, the reverse, or desorption, isotherm
method has been devised. The first measurement is
made at a high pressure of hydrogen (typically about
50kPa) after about 45 minutes. Although hydrogen is
still being adsorbed it is assumed that the values mea-
sured represents a good compromise: the amount of
hydrogen still needed to reach equilibrium and the in-
creasing amount of hydrogen adsorbed by the support
due to spillover are supposed to cancel out. After this
first measurement, a desorption isotherm is determined
by progressively removing hydrogen from the system.
Extrapolation of the desorption isotherm back to zero
pressure provides a means of determining the mono-
layer coverage. It is generally observed that the desorp-
tion isotherm has a lower slope than the corresponding
adsorption isotherm.

To measure hydrogen adsorption using the flow
method a sample previously reduced and flushed free of
hydrogen by an inert gas stream (usually Ar) is exposed
to a constant flow of, for example, a H2/Ar mixture
(typically containing 2% H2) and the quantity of hy-
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drogen adsorbed is determined, often using a thermal
conductivity detector. The quantity of hydrogen ad-
sorbed corresponds to the equilibrium adsorption at
the partial pressure of hydrogen used in the experiment
(for example, 2% of atmospheric pressure). This is taken
to be a measure of the monolayer coverage by H2.

The use of N2O to determine Cu surface areas re-
quires great care to avoid subsurface oxidation. The
frontal chromatography method, in which a dilute
mixture of N2O and He (typically, 2% N2O) is passed
over a large bed of catalyst until no further N2O is re-
acted, appears to be the most reliable method. In the
pulse method the extent of subsurface oxidation de-
pends on the temperature (a very serious problem
above about 100 °C), the size of the N2O pulse, the size
of the catalyst sample, the metal loading of the sample,
and the geometry of the catalyst bed. In general, small
pulses of N2O should be used, at temperatures below
about 60 °C, with a deep catalyst bed (>1 cm).

b Acidic Amorphous Oxides and Zeolites
A description of catalyst acidity requires the determi-
nation of the nature, number and strength of acid sites
[17-19]. The Brensted acid sites are able to transfer a
proton from the solid to a suitable adsorbed molecule;
the Lewis acid sites are able to accept an electron pair
from a suitable adsorbed molecule. A particular acidic
solid usually does not contain only a single class of
acidic sites. Both Brensted and Lewis sites may be
present. Moreover, in general, there will be a distribu-
tion of strengths of acid sites. The acidity of a surface
may be determined using aqueous or nonaqueous
methods. When aqueous methods are used, some com-
plications may arise because water may alter the struc-
ture of the solid, equalize acidity strengths, or create
new sites, for example transformation of Lewis sites
into Brensted sites.

Aqueous methods include the use of ion exchange to
determine the total number of acid sites,and titration of
aqueous slurries of the acidic solids with a standard
base. The method cannot be applied to water-sensitive
solids.

Nonaqueous methods include the use of amine titra-
tion and adsorption of indicators for visual measure-
ment of acid strength. This procedure allows both the
determination of the total amount of acid sites and also
the acid strength distribution. A disadvantage is that
bulky molecules (amines and indicators) arc used and
these may be excluded from entering small pores. With
zeolites, the slow rate of diffusion and equilibration has
to be taken into account. Spectroscopic measurement
of acid strength may also be performed using amine
titration and indicator adsorption. Ultraviolet or fluo-
rescent indicators may be used.

Microcalorimctric measurements during adsorp-
tion of suitable probe molecules and temperature-

programmed desorption of chemisorbed bases are im-
portant methods of studying acidity. The equipment
required is simple to construct and operate, for ex-
ample a temperature-programmable flow microreactor
coupled to a thermal conductivity-type detector. When
the temperature is increased linearly, the rate of de-
sorption of an adsorbed base (for example, ammonia,
organic amine, pyridine, etc.) will show a maximum
in temperature, and under ideal conditions, this may
be related to the activation energy of desorption. By
varying the degree of coverage of the acidic oxide with
the base, it may be possible to obtain a broad spectrum
of strengths of adsorption as a function of surface
coverage. A variation on this method is to determine
the adsorption of a weak base at different degrees of
prepoisoning with a strong base.

Infrared spectroscopy is an important technique for
studying acidity. Acidic OH groups can be studied
directly. Probe molecules such as pyridine may be used
to study both Brensted and Lewis acidity since two
forms of adsorbed probes are easily distinguished by
their infrared spectra. Quantitative infrared spectros-
copy may be performed by measuring the spectrum of
acidic OH or probes adsorbed on thin, self-supporting
wafers of the acidic solid. Other spectroscopic methods
which may provide information in specific cases in-
clude Fourier Transform Raman spectroscopy, elec-
tron spin resonance spectroscopy, ultraviolet spectros-
copy, and nuclear magnetic resonance spectroscopy.

Finally, it may be possible to use the rate of a
chemical reaction to determine the actual number of
active acidic sites. Furthermore, it may be possible to
obtain an estimate of the range of strengths of acid sites
by using different reactant molecules. For example, it
is known that dehydration of alcohols requires only
relatively weak acid sites, whereas cracking of alkanes
requires very strong acid sites.

c Sulfides
The problem with sulfide catalysts (hydrotreatment) is
to determine the active centres, which represent only
part of their total surface area. Chemisorption of O2,
CO and NO is used, and some attempts concern NH3,
pyridine and thiophene. Static volumetric methods or
dynamic methods (pulse or frontal mode) may be used,
but the techniques do not seem yet reliable, due to the
possible modification (oxidation) of the surface or sub-
surface regions by O2 or NO probe molecules or the
kinetics of adsorption. CO might be more promising.
Infrared spectroscopy, especially FTIR seems neces-
sary to characterise co-ordinativcly unsaturated sites,
which are essential for catalytic activity. CO and NO
can also be used to identify the chemical nature of sites
(sulfidcd, partially reduced or reduced sites). For such

References see page 1557
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measurements, the samples must be sulfided or re-
sulfided in the IR cell. The technique still needs im-
provements and standardisation.

11.2.3.4 Fine Structure of Catalysts [20]

A Surface Structure and Chemical Composition
Although many techniques are available for the ex-
amination of solids not all are appropriate for the
study of real catalysts and some require special ex-
pertise in the interpretation of the results. Moreover,
the nature of the sample may be changed by the applica-
tion of the technique. Therefore, it is essential to chose
appropriate techniques very carefully and to be aware
of the problems associated with each specific method.

Heterogeneous catalysis being concerned with sur-
faces, it is recommended in principle that surface sen-
sitive methods should be used. However, some surface
sensitive techniques are only sensitive to the peripheral
zones of particles and cannot probe the internal sur-
faces of porous materials. These techniques, therefore,
find limited application in the study of porous cata-
lysts. Access to these inner surfaces is gained by using
other techniques where the incident probe and the re-
turning signal are both penetrating. (The following
sections concentrate on methods in this category.)

The fact that surface atoms in the system may make
only a small contribution to the total signal is a poten-
tial problem but it is minimised in the important case
of highly dispersed metal particles within the pores of
high area supports. Small particle sizes ensure that the
major fraction of the detected signal is generated by
surface atoms. A large number of particles within the
volume sampled ensures adequate signal strength.

B Surface Structure and Topography

a Electron Microscopy
In electron microscopy as in any field of optics the
overall contrast is due to differential absorption of
photons or particles (amplitude contrast) or diffraction
phenomena (phase contrast). The method provides
identification of phases and structural information on
crystals, direct images of surfaces and elemental com-
position and distribution (see Section H below). Rou-
tine applications, however, may be hampered by com-
plexities of image interpretation and by constraints on
the type and preparation of specimens and on the en-
vironment within the microscope.

(i) Conventional Transmission Electron Microscopy
(CTEM)

It is advisable to use CTEM rather than TEM (trans-
mission electron microscopy) to designate the method
(TEM may cover several techniques). CTEM takes

advantage of amplitude contrast (bright-field imaging
mode). CTEM is suitable for examination of supported
catalysts with particle sizes down to 2-3 nm, giving
information on particle location over the support, on
particle size distributions in favourable cases, on par-
ticle and support morphology and on the nature and
distribution of deposits having a thickness of the order
of 2-3 nm. Surface topography can be examined using
replication techniques. For particles smaller than about
2 nm analysis of micrographs on a routine basis is not
possible and even in the 2-10nm range interpretation
must be approached with caution.

(ii) Techniques Related to CTEM

Dark-field methods Dark field images are obtained
by admitting only diffracted electrons and excluding
directly transmitted electrons. Dark-field imaging se-
lectively detects crystallites with crystallographic plane
spacings within a relatively narrow range.

High-Resolution Electron Microscopy ( HREM) The
periodic structure of a crystal is not visible in a CTEM
image but is revealed, to a limited extent, if the tech-
nique is converted to HREM by modifying the method
of image formation either in the CTEM instrument or
in specialized machines operating at 0.5-1.0 MeV.
Lattice fringe images represent the simplest case and
show an intensity modulation which gives the spacing
of the atomic planes lying parallel to the incident
beam, enabling catalyst particles to be identified. In
certain instances fringes from the support can be used
for an accurate assessment of small (down to 1 nm)
particle sizes, and to determine pore dimensions and
interlayer distances. In the case of heavy metals the
crystal structure of particles of this size can be studied
also. The amount of crystallographic information is
increased by the formation of structure images but
interpretation then requires comparison with images
reconstructed by computer.

Reflection Electron Microscopy (REM) and Reflection
High Energy Electron Diffraction (RHEED) When
the specimen is set at a glancing (or grazing) angle to
the incident beam, images of the surface may be ob-
tained together with RHEED patterns; (the RHEED
experiment can also be carried out in a dedicated in-
strument). The method is sensitive to atomic-height
features such as steps, emergent dislocations and small
particles on smooth surfaces.

Scanning Electron Microscopy (SEM) [21J. Topo-
graphical images in a SEM are formed from back-
scattered primary or low-energy secondary electrons.
The best resolution is about 2-5 nm but many routine
studies are satisfied with a lower value and exploit the
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ease of image interpretation and the extrordinary depth
of field to obtain a comprehensive view of the speci-
men. With noncrystalline catalysts, SEM is especially
useful for examining the distribution and sizes of
mesopores. An energy dispersive X-ray spectroscopy
device is a frequent attachment in the instrument
(see Section H).

Scanning Transmission Electron Microscopy (STEM)
[22]. STEM represents a merger of the concepts of
TEM and SEM. Modes of operation and mechanisms
of contrast and of imaging are essentially the same as in
CTEM but the main advantage of STEM is the ability
to carry out microanalysis at very high resolution (see
Section H).

Selected Area Diffraction (Also Called: Microdiffrac-
tion). In both CTEM and STEM, diffraction patterns
can be recorded from small areas of the specimen by
positioning the beam at a chosen point in the image
and switching to diffraction mode. Because CTEM
uses a nonconvergent (parallel) beam, the minimum
region which can be sampled is about 500 nm and the
selected area diffraction patterns obtained are of the
usual electron diffraction type, giving two-dimensional
interplanar spacings and angles. In STEM the incident
beam is convergent and areas from 50 nm (micro-
diffraction) down to less than 1 nm (nanodiffraction)
(the latter in dedicated instruments) can be examined.
In addition, the region of reciprocal space sampled in
convergent beam diffraction is larger than in the case of
selected area diffraction. Hence, a single convergent
beam diffraction pattern can provide very accurate
three-dimensional crystal symmetry information, allow-
ing a full analysis of the point and/or space group of
the material. In comparison with XRD, the volume
examined is minute.

C X-Ray and Neutron Methods for Structure
Determination

a X-Ray Diffraction and Diffusion
X-ray diffraction (XRD, sometimes also called WAXS:
wide-angle X-ray scattering) is one of the most impor-
tant techniques for catalyst characterization. For most
catalysts XRD is limited to powder pattern identi-
fication of crystalline phases. For zeolites, and catalysts
with good crystallinity, long range order exists, and
XRD can give a complete description of their struc-
ture. In all cases, the possible presence of amorphous
phases should be taken into account in interpretation.

The technique can be complemented by line-broad-
ening analysis which gives valuable information on
the size of individual crystallites. Variations of ratios
between lines indicate cither order imperfections along

certain crystallographic directions or spontaneous ori-
entation of the crystallites in the sample holder.

Small-angle X-ray scattering (SAXS) provides infor-
mation on ultradisperse (e.g. colloidal) and generally
poorly ordered materials. The technique is very close to
RED (Section b) below) in several aspects, and can, in
principle, be applied in the same equipment. Commer-
cial equipments exist; they are equipped with a rotating
anode for generating high X-ray intensities. Inter-
pretation needs a sophisticated software.

For all these equipments, attachments permit
measurements at high temperatures and in controlled
atmospheres.

b Radial Electron Distribution (RED)
In samples with crystallites of size less than about 1.0-
1.5 nm and in amorphous samples periodicity does not
extend over a range sufficiently long to be detected
by the XRD process. In practical terms the only struc-
tural information accessible concerns short-range order.
Analysis of the X-ray wide-angle scattered intensity
gives interatomic distances and coordination numbers,
averaged spherically around all atoms. Excellent in-
formation can be obtained with solids composed of one
single or two different atoms. Good information can be
obtained if one type of atom in a more complex solid
has a sufficient concentration and an atomic weight
much larger than the others: the information then con-
cerns that particular atom. For supported metals, esti-
mates of structures, morphology and size may also be
obtained if the atomic number of the metal is much
larger than that of the atoms constituting the support.

c Extended X-Ray Absorption Fine Structure
(EXAFS) [20]

The oscillations which occur in the X-ray absorption
coefficient in the energy range of 50-1000eV above an
absorption edge contain information on the distances
between the absorbing atom and its surrounding coor-
dination spheres, the number of surrounding atoms,
the identities of the absorber and its neighbors and
the dynamic and static disorder in the internuclear
distances.

The distance to the first coordination shell call be
determined to within l-2pm, particularly when ele-
ments of higher atomic number are involved; for suc-
ceeding shells accuracy falls to 10-20pm. Uncertainty
in coordination numbers is greater, being about 20%
for the first shell. (The RED technique gives inter-
atomic distances directly and accuracy does not fall
sharply beyond the first shell.) The major advantage of
EXAFS is that the short-range chemistry it reflects can
be examined separately around each type of atom, a
facility which is particularly useful for the study of
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multimetallic catalysts and which is not available with
RED. [23, 24]

d Techniques Related to EXAFS
In the X-ray absorption edge spectroscopy, enhanced
absorption occurs at the L2 and L3 edges of certain
elements giving a 'white line' with an intensity propor-
tional to the number of d-electron vacancies in the
absorbing system. Fractional differences in d-electron
band occupancy can be investigated for the absorber in
various environments including compounds and small
catalyst particles. Characterization by surface extended
X-ray absorption fine structure (SEXAFS) [25] is best
achieved by monitoring the photoelectrons, Auger
electrons or secondary electrons generated by X-ray
absorption. These emissions relate directly to the X-ray
absorption coefficient but originate within the first
few atom layers at the surface. X-ray absorption fine
structure (NEXAFS or XANES) [24, 25] contains in-
formation on bond angles and site symmetries and thus
gives valuable structural data. Data analysis, however,
is more complex than in EXAFS, molecular chem-
isorption being the most tractable case.

EXAFS-type fine structure can also be detected in
high-energy electron-energy-loss experiments either in
transmission through very thin samples using an elec-
tron microscope (extended energy loss fine structure,
EXELFS; see Section H.6) or in a surface-sensitive re-
flection mode (SEELFS, 'surface extended') using an
Auger spectrometer [26].

e Neutron Diffraction
Neutron diffraction gives the same kind of information
as X-ray diffraction. Signal strengths are low but neu-
trons permit specimen examination under extreme
conditions of temperature and pressure and detection
of low-Z elements, particularly deuterium. The method
may also take advantage of differences in cross-section
between pairs of catalytically important atoms which
are larger than the corresponding differences in the X-
ray case. Large amounts of sample are necessary (often
around 1 kg). [23, 27]

D Ion Scattering Techniques
Ion scattering spectroscopy (ISS), or low-energy ion
scattering (LEIS), and Rutherford backscattcring
spectroscopy (RBS), or nuclear backscattering spec-
troscopy (BNS) or high-energy ion scattering (HEIS)
are well established for chemical analysis, but for
structure determination they arc at the development
stage. ISS is now a commonly used technique. A beam
of ions (usually l-5keV noble gas ions) is directed
on the surface. Although such high energy ions can
penetrate the solid, only backscattercd primary ions arc
examined which have undergone an inelastic collision
with the first atom layer at the surface and so the tech-

nique has extreme surface sensitivity. The energy spec-
trum of the backscattered ions is equivalent to a mass
spectrum of the surface, with a detection limit of about
0.1 monolayer. Given suitable pretreatment and cali-
bration procedures, an accuracy of 5-10% can be
achieved in quantitative elemental analysis. The use
of noble gas ions of different atomic masses permits
resolution of signals coming from a wide range of dif-
ferent surface ions.

In RBS techniques incident protons (200-400 keV)
or helium ions (1-3 MeV) are used with a penetration
depth of several microns. The technique is useful for
examining the geometry of catalyst pores, particularly
those below about 2 nm, which are not easy to study by
other methods. In principle, target atom identity and
position can be determined simultaneously by an en-
ergy analysis of the backscattered ions but data inter-
pretation is not possible if more than three elements are
present in the specimen. Sensitivity is greatest for heavy
atoms in a light matrix and concentrations can be
measured to better than 5%. Refinements are possible
for single crystals, such as epitaxy, but the correspond-
ing techniques are outside the scope of the present
document.

E Electron State and Local Environment of Elements
Three techniques give access to the environment of
nuclei (electronic shells, valency, symmetry, matrix in-
teractions). All of them are bulk techniques but when
properly used, are extremely useful for catalysis.

a Nuclear Magnetic Resonance (NMR) [20]
The quantum energy levels of a nucleus depend on all
the electric and magnetic interactions to which is sub-
jected. These are influenced by the nature of the bonds
in which it is involved, elements present in the vicinity
(a few tenths of a nanometer), and the local structure
of the matrix. Compared to SAXS, RED or EXAFS,
NMR gives little information on distance but much
more details on the chemical environment.

Spectra of solids arc complicated, because of the
multiplicity of parameters involved, especially by ani-
sotropic interactions as dipolar coupling. Many tech-
niques both experimental or computational have been
developed for interpretation. A technique particularly
useful for catalysis permits to selectively suppress
anisotropic contributions by mechanical rotation of
the sample (magic angle spinning, MASNMR) and by
rotation of the nuclear magnetic dipolcs with sequences
of radiofrcquency pulses.

Dynamic phenomena such as surface mobility can
be approached by NMR because some signals cither
average or not according to lifetime of configurations.

The inherent sensitivity of NMR is low. It is how-
ever possible to get larger signals from surfaces by us-
ing highly dispersed or porous materials. The easiest
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nucleus to study is ' H while organic adsorbates can be
investigated using the 13C resonance. A wide variety of
zeolitic solids [28-30] has been studied using 27A1 and
29Si NMR, the chemical shifts obtained by MASNMR
revealing the local structure in the vicinity of a given
nucleus. 129Xe NMR as a probe atom adsorbed in
pores is useful for determining the pore structure of
zeolites. Most transition elements have a magnetically-
active isotope but adequate signals can be expected in a
few cases only, including 51V, 55Mn, 59Co, 93Nb, 185Re,
187Re, and 195Pt.

b Electron Spin Resonance (ESR)
ESR permits the determination of the number and
location of unpaired electrons. These data provide
information concerning the structure and environment
of surface species. Sensitivity is high, with the possi-
bility of detecting 10u spins in favourable cases,
namely species present at concentrations of about one
part per billion, but polycrystalline samples with the
paramagnetic centres randomly oriented often generate
spectra which are poorly resolved. Catalytic applica-
tions include investigations: of adsorbed radicals, par-
ticularly those containing oxygen: of transition metal
ions on oxide surfaces: in zeolites, as probes of the en-
vironment in the vicinity of the ion. Weak interactions
can be observed by special pulsed methods, including
the electron spin echo technique.

c Mossbauer Spectroscopy
Mossbauer spectra provide information on: (a) the
oxidation state, coordination number and ligand type
of the resonant atom; (b) on the electron distribution
in the resonant atom and the electric charges on its
neighbors; (c) on ferromagnetic ordering in iron and its
alloys, which is particle size dependent; and on the
strength of binding of the resonant atom to its sur-
roundings. Mossbauer measurements at room temper-
ature and above can be made routinely only with a
limited number of isotopes, including 57Fe, ll9Sn,
121Sb, l51Eu, and 18lTa; The use for pure catalysts is
thus limited but by doping a material with no Moss-
bauer activity of its own with a few percent of a
Mossbaucr-active species (e.g. 57Fe), a spectrum is ob-
tained which is sensitive to the nature of the host matrix
immediately surrounding the dopant atoms. In such ex-
periments, however, independent measurements must
demonstrate that the Mossbauer-active material is in
the sample and atomically dispersed through the matrix.

In the usual transmission mode of operation, surface
sensitivity can be achieved by examining very small
particles (<10nm) or thin foils (<2.5nm) but an alter-
native approach involving backscattcrcd electrons or
fluorescent X-rays is under development. [31]

For some purposes it is useful to employ the emis-
sion mode of operation, e.g., for the study of Co in

sulfides. It should be checked that the cascade of
nuclear and electronic events involved in emission does
not generate false signals, especially when the matrix is
poorly conducting. Mossbauer spectroscopy is in prin-
ciple a bulk technique and its application to catalysts
problems requires differentiation between bulk and
surface lattice positions.

F Vibrational Spectroscopies

a Transmission Infrared Spectroscopy (1R)
This vibrational spectroscopy is used for character-
ization of high-area supported or unsupported cata-
lysts, including zeolites. Information is available, either
directly or by study of 'probe' adsorbates, on the
chemistry of surface groups (particularly on oxides). It
is also used for the study of the behaviour of precursor
compounds during catalyst preparation. Problems in-
clude low transmission at high metal loadings and
strong oxide scattering. Absorption at lower wave-
numbers often prevents observation of modes such as
adsorbate-metal stretching.

Fourier Transform (FTIR) spectrometers offer two
pronounced advantages over dispersive instruments:
higher energy throughput and faster data acquisition
or higher signal-to-noise ratio. Data processing is easy.
These features are significant when examining very
strongly absorbing and scattering solids and when
following dynamic processes. Much IR transmission
work, however, requires examination of only limited
frequency ranges at medium resolution and compu-
terised dispersive spectrometers may then be preferable.

Examination of infrared-opaque catalysts, e.g.,
carbon-supported, coked or which have high metal
loadings, requires special specimen preparation tech-
niques. These may be avoided by using other vibra-
tional techniques described below.

b Infrared Emission Spectroscopy
There are few catalytic applications of this method.
Low signal strengths make the use of Fourier Trans-
form (FT) spectrometers advantageous.

c Diffuse Reflectance Spectroscopy ( DRS)
DRS provides spectra in the range 200-15 000 cm ~'
and is useful for specimens which absorb and scatter
IR radiation very strongly. It benefits from being used
with FT spectrometer (DRIFT).

d Internal Reflectance Spectroscopy
Catalysts can be examined as cither very fine powders
or pressed wafers but the technique has not been de-
veloped extensively.

References see page 1557
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e Photoacoustic Spectroscopy (PAS)
A PAS cell coupled to an FT spectrometer covers the
UV-visible and IR ranges. Metals are difficult to ex-
amine and catalyst studies have been limited.

/ Others
There is a number of vibrational spectroscopic tech-
niques not directly applicable to the study of real cata-
lysts but which are used with model surfaces, such as
single crystals. These include: reflection-absorption in-
frared spectroscopy (RAIRS or IRAS); high-resolution
electron energy loss spectroscopy (HREELS, EELS);
infrared ellipsometric spectroscopy.

g Raman Spectroscopy
This technique is widely applicable. The large frequency
range (50-4000 cm"1) makes adsorbate-adsorbent
stretching modes accessible. Problems include specimen
heating, high background fluorescence and low signal
strengths. Surface enhanced Raman scattering (SERS),
however, can give greatly increased signals in favour-
able cases, e.g., with rough surfaces or small particles
of certain compounds. It is particularly useful in the
studies of supported monolaycr catalysts and adsorbed
layers.

h Inelastic Neutron Scattering Spectroscopy (INS)
Using incident neutrons with a continuously varying
energy in the range 5-500 MeV and registering the
spectra of backscattered neutrons, information can be
obtained on vibrational modes in adsorbed molecules.
As the cross section of the hydrogen atom is one order
of magnitude larger than that of other atoms, the
technique is mainly used to study the hydrogen or
hydrogen-containing species adsorbed on a wide vari-
ety of substrates.

G Electron Spectroscopies
Electron spectroscopy was first developed for chemical
analysis (ESCA). In the form of core photoelectron
spectroscopy (XPES, often shortened to XPS), valence
band photoelectron spectroscopy (UPES, also called
PES or UPS) and Auger electron spectroscopy (AES) it
can be applied on a routine basis for rapid chemical
analysis of a large variety of solid surfaces; neither
technique detects hydrogen nor docs AES detect
helium. Surface sensitivity is high, the depth sampled
being in the approximate range 2-10 atom layers. A
qualitative interpretation of the spectra is straight-
forward but quantitative interpretation can present a
number of problems.

a Photoelectron Spectroscopy ( XPES, UPES)
X-ray photoelectron spectroscopy (XPES) is based on
the analysis of the kinetic energy distribution of core
level photoelectrons ejected as the result of irradiation

with monochromatic or narrow-band X-rays. The best
sensitivity is of the order of a few percent of a mono-
layer and for most instruments spatial resolution is
around 0.2 mm. With suitable calibration procedures
elemental surface concentrations can be measured with
an accuracy of the order of 20%. It constitutes a major
tool in catalyst characterization. The major interest is
centred on observations of'chemical shift' effects which
reflect the oxidation state, and the chemical environ-
ment of the emitter. Quantitative applications, espe-
cially to complex systems such as catalysts, can involve
problems due to sample charging and to the choice of
calibration procedures. They usually necessitate inde-
pendent data concerning catalyst structure and texture.
XPES has been widely used in catalyst research to
provide general qualitative analyses, to investigate the
depth profile distribution of active species, to obtain
estimates of dispersion, clustering and other morpho-
logical variations, to study metal-metal and metal
support interactions and to examine the chemical states
of additives, poisons and transition metal ions in zeo-
lites. Proven measurement techniques and models for
interpretation [32 34] are available.

Ultraviolet photoelectron spectroscopy (UPES)
probes the valence band in the solid or the molecular
orbitals in adsorbed species. The technique has no
direct analytical potential but gives information on the
local geometry at an adsorption site and on electronic
structure. [35]

b Auger Electron Spectroscopy (AES)
The Auger effect occurs, in competition with X-ray
fluorescence, as a result of the intraatomic reorganisa-
tion of electron states which follows ionization of an
atom. Auger peaks occur in XPS spectra but the major
application of the effect employs ionization by an elec-
tron beam (AES). The technique is similar to XPES in
surface and elemental sensitivities and quantitative ac-
curacy and has advantages of faster data acquisition
and much smaller area of sampling. Chemical shifts arc
of magnitude similar to and in some case greater than
the magnitudes of the shifts encountered in XPES. In
practice, however, AES is not used for quantitative
study of changes in chemical environment because of
difficulties in measuring shifts with sufficient precision.
An alternative approach recognizes that for transitions
involving the valence band or valence molecular orbi-
tals, the chemical state of the atom will have a signif-
icant effect on the shape of the Auger line. Lincshape
cannot yet be interpreted on a routine basis but at a
qualitative level it can sometimes be used as a 'finger-
print' of a particular species.

While XPES has been applied extensively for the
examination of changes in chemical environment, uses
of AES have been concentrated on elemental identi-
fication and quantification, particularly in the case of
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chemisorption systems. The main areas of investigation
have been promoters, catalyst deactivation and poi-
soning, segregation in alloys and the effects of adsor-
bates on surface composition.

H Determination of Spatial Distribution of Elements

a Analytical Electron Microscopy
The incident beam in an electron microscope generates
a number of signals which carry chemical information.
The term analytical electron microscopy strictly refers
to the detection of X-rays caused by sample ionization
in a dedicated STEM-type instrument or in an ad-
equately equipped SEM (B.a.ii) or CTEM (see B.a.i)

b Energy Dispersive X-Ray Spectroscopy (EDS, EDX)
Analysis of characteristic X-rays provides identification
and quantification of elements with Z > 10; improve-
ments in X-ray detectors should reduce this limit to
Z — 6. The original electron probe microanalysis
(EPMA) was essentially a low resolution SEM with an
X-ray detector but the SEM mode suffers from two
disadvantages: X-ray spatial resolution is relatively
poor (1-2/zm) and quantitative analysis involves cor-
rections for various processes within the thick speci-
men. With specimens sufficiently thin for TEM or
STEM use (<200nm) the X-ray resolution is improved
(<50nm) and a semiquantitative analysis can be
obtained without application of corrections; more rig-
orous treatment of the data gives relative concentra-
tions to within about 5%, with a minimum detectable
mass fraction of 0.3 wt% [36].

c Electron Energy Loss Spectroscopy (EELS)
Ionisation of atomic core levels generates 'edges' in the
scattered-electron energy distribution which identify
the species involved. The technique is sensitive to ele-
ments with Z < 10 and so complements X-ary micro-
analysis. Of the two methods, EELS has superior sen-
sitivity and spatial resolution. It has been less widely
used, however, because quantitative analysis requires
very thin specimens and simple semiquantitative mea-
surements are not possible due to the complex nature
of the spectrum background. Structure in the energy
distribution above an edge contains EXAFS-type in-
formation (see EXELFS, Section C.d).

d Scanning Auger Microscopy (SAM)
If the incident beam in an Auger spectrometer is
rastered over the specimen surface, the strength of a
particular Auger transition can be used to generate
an elemental map of the surface. SAM has the high
surface sensitivity characteristic of AES and similar
elemental sensitivity and spatial resolution (down to
about 100nm)[37].

I Secondary Ion Mass Spectroscopy (SIMS)
In SIMS a primary ion beam (1-20 keV) causes ejec-
tion (sputtering) of neutrals and ions from a solid
specimen; the secondary ions are mass-analyzed. In
"static" mode, sampling is restricted to the first 1-3
atom layers at the surface by keeping the sputtering
rate low (0.1 nm/hour). The ejected ions and ion clus-
ters give information on the nature and may give clues
to the chemical state of species present.

In "dynamic" mode, the sputtering rate is high
(1 /an/hour) and the technique gives a depth profile of
the sample with a depth resolution of 2-10nm and a
lateral resolution of 1-60/mi. The advantages of SIMS
are its ability to detect hydrogen and isotopically
labelled species, its very low detection limit (10 5

atomic %) and its very large dynamic range (105-106).
Its disadvantage is that sensitivity varies from element
to element by up to 5 orders of magnitude and also
depends very strongly on the chemical environment of
a given species (matrix effect). Therefore, quantitative
analysis is possible only in those relatively few cases
where suitable calibrations are available.

J Ion Beam Techniques
Prompt nuclear reaction analysis (PNRA or NRA),
light ions with energies below 2 MeV impinging on
light target nuclei excite nuclear transmutations. As
with RBS, both the identity and depth profile of the
target species can be determined from an energy anal-
ysis of the emission. NRA complements RBS in being
suitable for observation of elements with Z < 20.

K Depth Profiling
The distribution of species normal to the surface can be
obtained nondestructively by variation of the emission
angle in XPS or AES (limited to a total depth of about
50 nm), by Rutherford backscattering spectrometry
(applying only to elements with Z > 10) and by nu-
clear reaction analysis (Z < 20 only). Depth resolution
in both RBS and NRA is in the range 5-50 nm.

Destructive methods involve mechanical and chem-
ical erosion (low resolution) and ion sputtering, which
is by far the most widely used of any of the depth
profiling techniques. Surface atoms are progressively
removed by ion bombardment and are analysed by
SIMS. Alternatively, the residual surface may be ana-
lysed, generally by AES. The method is universally
applicable and in principle is capable of near-atomic
depth resolution. In practice, conversion of the ob-
served signal, as a function of time, into concentra-
tion as a function of depth may not be easy for a com-
plex system. It should be noted that the information
obtained is reliable for the first layer, but for deeper
layers the possibility of scrambling of the atomic layers

References see page 1557
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under the influence of the ion beam must be taken into
account.

11.2.3.5 Catalytic Properties

The correct evaluation of catalytic properties demands
that heat and mass transfer limitations are eliminated
or properly accounted for. It also demands that the
catalyst is in the working state, as opposed to the
transient state observed at the beginning of most cata-
lytic tests. The absence of gas-phase reactions or re-
actions catalyzed by the reactor wall should also be
verified. This must be kept in mind in the following, in
which measurement methods, kinetic analyses includ-
ing the influence of heat and mass transfer and deacti-
vation or, more generally, time-dependent effects will
be examined. Regeneration of catalysts will be exam-
ined at the end.

A Reactor Types and Measurement Methods |38|
The usefulness of a catalyst is expressed in terms of its
activity, selectivity and life. The objective of catalyst
testing in the laboratory is to provide information on
one or more of these properties.

Laboratory reactors may be divided into steady-state
(continuous) and non-steady-state. Steady-state re-
actors may be further subdivided into:

1. plug flow,
2. continuous stirred tank reactor, (also called gra-

dientless flow reactor, or ideal back-mixed reactor,
or perfect agitation reactor),

3. fluidized-bed.

Non-steady-state reactors may be subdivided into:
4. batch,
5. discontinuous flow, i.e., pulse or transient.

Other types of reactors, such as trickle bed or bubble
(slurry) reactors, are used only in special cases for re-
actions of liquids with gases catalysed by solids.

An important criterium for the choice of reactors is
whether they can operate in isothermal conditions.
Data obtained in a non isothermal mode of operation
are difficult to interpret.

Operation of the various reactors may be in integral
or differential mode, and the latter may involve cither
a single pass or a recycle system using internal or
external recycle.

These reactors give different types of information
and the choice depends on the information required.
The main uses of laboratory reactors are as follows:
(The numbers refer to the types of reactor listed above
and indicate the preferred choice.)

(a) to provide "activity values" in order to compare
catalysts (1, 2, 3, 4, to a limited extend 5);

(b) to study slow changes in activity (1,2);
(c) to study rapid changes in activity (5);
(d) to reveal the role of heat and mass transfer (1,2, 4);
(e) to derive the kinetic equation, i.e., to determine the

influence of composition, pressure, temperature
and contact time (1,2, 4);

(f) to provide kinetic data for modeling of industrial
reactors (1,2, 4).

In the following sections the various types of reactors
are described in more detail, as also are the methods
used to introduce the reactants. This is followed by a
brief summary containing suggestions on how to per-
form typical experimental measurements of catalytic
properties.

a Plug-Flow Reactor
The plug-flow reactor is usually made of a glass (Pyrex
or quartz) or metal tube with a sintered disc or other
appropriate means for supporting the solid catalyst,
either alone or mixed with an inert diluent solid. One
or several thermowells are located in the reactor to
monitor the catalyst bed temperature. It is convenient
to use thermocouples sliding inside thermowells to
monitor axial or longitudinal temperature gradients.
The reactor is heated in any convenient way, but
should, as far as possible, behave isothermally. The re-
actants and any diluent gas are brought to a temper-
ature close to that of the catalyst before passing
through the catalyst bed. At the outlet of the reactor
the reaction products are sampled, either as gases, liq-
uids, or combinations of the two and analysed, usually
by gas chromatography and/or by mass spectromctry.

This reactor operates under steady-state conditions,
but it can also provide information about the evolution
of the catalytic activity with time during the approach
to steady state. Ideally, in this reactor there is no mix-
ing of fluid along the flow path and the contact time in
the reactor is the same for all the elements of fluid.

One disadvantage of this, and indeed all continuous
flow reactors, is that if the catalyst is very sensitive to
poisons there is a risk that a small amount of poison in
the rcactant would accumulate on the catalyst during
the experiment and cause major changes in activity
and/or selectivity. In the laboratory this problem can
usually be avoided by using very pure reactants.

The plug-flow reactor may be operated in the differ-
ential or the integral mode. In the differential mode
(small conversion) the whole catalyst can be considered
to be exposed to the same concentration of reactants.
The influence of products is generally weak, except
when the catalyst is extremely sensitive to one particu-
lar product.Thc plug-flow reactor operating in the dif-
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ferential mode is the simplest and most reliable way
of determining the order of reaction with respect to
reactants and products. This may be achieved by a
systematic variation in the initial concentration of the
reactants.

In the differential mode further major advantages
are:

(i) it provides good kinetic data because of the short
holdup;

(ii) the low conversion helps minimize heat and mass
transfer problems;

(iii) the influence of parameters such as temperature,
pressure and concentration can be studied sepa-
rately;

The major disadvantages of using a plug-flow re-
actor in the differential mode are:

(i) at the small conversions required large errors in
analysis can occur;

(ii) the technique is time-consuming in kinetic mea-
surements;

(iii) high gas velocities may be required to keep con-
versions low.

The integral plug-flow reactor has the advantage
that large conversions facilitate analysis and provide
more accurate kinetic data. Disadvantages of the in-
tegral mode are problems in maintaining isothermal
operation, the existence of concentration gradients, and
possible heat and mass transfer limitations. Further-
more, accurate kinetic analysis of integral data is gen-
erally more difficult than for differential ones. In gen-
eral in a laboratory reactor, in contrast to an industrial
reactor, the depth of the catalyst bed is small, so that
the reactor has a behaviour intermediate between that
of a plug-flow and a back-mixed flow reactor.

b Continuous Stirred-Tank Reactor (CSTR)
The ideal continuous stirred tank reactor (back-
mixed reactor) is free from intrareactor concentration
gradients.

Truly differential reactors of this type provide the
most useful kinetic data. However, as indicated above
they suffer from problems of analysis, etc. The addition
of a recycle stage permits one to overcome these prob-
lems since the conversion per pass remains differential
but the overall conversion becomes large enough to
be measured and reflects accurately the influence of
products as well as that of the reactants. A drawback,
however, concerns the design of experiments. At the
beginning of the investigation, trial and error is neces-
sary for obtaining the desired concentrations at the
exit. In external recycle reactors the recycle stream

is circulated by an external pump. In internal recycle
reactors an impeller recycles the reaction mixture
through a fixed bed of catalyst. Perfect mixing is
achieved under most reaction conditions. The most
widely known form of internal recycle reactor is the
Berty reactor. For gas phase reactions, a CSTR uses a
spinning wire-mesh basket to hold the catalyst. Such a
reactor is kinetically equivalent to a differential recycle
reactor with a high recycle rate. The Carberry-type re-
actor is the best known example of a CSTR of this
type.

The major uncertainty with this type of reactor is
in determining the catalyst temperature. Usually this
must be inferred from a knowlege of the heat of re-
action, the rate of heat and mass transfer and the re-
action rate. In view of this uncertainty regarding the
catalyst temperature, these reactors are not recom-
mended for the study of highly endothermic or exo-
thermic reactions.

CSTR may also be used for liquid-phase reactions.
However, there can be severe problems with heat and
mass transfer in such systems, and sampling of prod-
ucts can cause difficulties. For multiphase reactions it is
necessary to ensure good contact between the gas and
the liquid as well as between the liquid and the catalyst.

c Fluidized-Bed Reactor
When gases are blown from the bottom upwards
through the catalyst bed a lifting force is created due to
a pressure drop. This force increases with increasing
linear flow rate. When the flow rate reaches a critical
value, the catalyst becomes suspended in a state char-
acterised by intensive chaotic motion of particles. The
catalyst bed expands and acquires fluidity.

The major advantages of a fluidized bed are efficient
heat transfer, ease of temperature control, and dimin-
ution of concentration gradient. Among the disadvan-
tages are inhomogeneity of the bed (formation of gas
bubbles), and a considerable backmixing. As a result,
the selectivity of the catalytic process may decrease. To
overcome, at least partly, these problems, special
packing materials are introduced into the reactor. An-
other serious limitation is that the catalyst must possess
high attrition resistance.

Fluidised bed reactors are rarely suitable for cata-
lytic studies because of their relatively large volume,
the large quantity of catalyst to use and the difficulty to
control bubble agglomeration and instabilities. How-
ever, it is still almost irreplaceable for the testing of
fluid-bed cracking catalysts. On a laboratory scale a
modification is applied in which an intensive mixing of
particles is achieved by means of mechanical vibra-
tion. In this case, the gas flow rate can vary over a

References see page 1557
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wide range, remaining below the critical value. This
reactor combines advantages of a fluidised-bed reactor
and a gradientless reactor. In addition, it may have
a small volume (up to 1 cm3) and measurements can be
made using a small quantity of the sample. Vibro-
fluidized-bed reactors are most effective for investiga-
tions of reaction mechanisms by the pulse method.

d Batch Reactor
The reactor is composed of a tank with heating, or
cooling, and stirring devices. Catalyst is usually in-
troduced into the reactor which is then closed, and
liquid and gaseous reactants are introduced through
valves. The partial pressures or concentrations of the
reactants and products varies continuously throughout
the experiment. The progress of the reaction may be
followed by monitoring partial pressure changes or by
analysis of samples by a special device.

This reactor is used with solid or liquid catalysts
and with liquid reactants, or for gas/liquid reactions
in the presence of solid catalysts. Batch reactors are
also frequently used, as closed systems with circulation
of the gas, for reactions of gases catalysed by solids.
Nowadays, relatively few detailed kinetic studies are
performed using batch reactors. A common use of
these reactors is for the rapid screening of catalysts
particularity in high pressure/high temperature re-
actions.

The main advantages of a batch reactor are as fol-
lows. It is simple and allows rapid measurements.
Many experiments can be performed in a short period
of time. It is convenient when using pure, expensive,
corrosive, or high boiling temperature chemicals. Its
use is recommended if the catalyst is sensitive to traces
of poisons since there is no accumulation effect. In
principle, by varying the stirring conditions it is possi-
ble to investigate the influence of heat and mass trans-
fer processes.

The main disadvantages of batch reactors, when
used for high pressure experiments, are as follows. The
large thermal capacity of the reactor limits the heating
up and cooling down rates. As a consequence it is dif-
ficult to determine the time at which reaction com-
mences. Sampling of products during an experimental
run can be done but it is then necessary in some cases
to ensure separation of the reactants from the catalyst.
Finally, with liquid reactants it is rarely possible to
control temperature and pressure independently. Thus,
a batch reactor is not convenient for detailed kinetic
studies since different parameters vary together (pres-
sures or concentrations of reactants and products, evo-
lution of the catalyst). Much care is needed in the in-
troduction of reactants to obtain a good control over
the starting time of the reaction. In practice this makes
the study of fast reactions difficult.

e Discontinuous Flow Reactor
The discontinuity of flow can be achieved by different
methods such as injection of pulses of reactant(s) or
changing abruptly the concentration of one or more
reactants. The pulse reactor is often made of a tube
through which a carrier gas flows at constant rate. At a
specified time a slug of reactant is injected into the
gas flow and the products emerging at the outlet of the
reactor are analysed online.

The major advantages of this type of reactor are its
simplicity and speed of operation, and the fact that
only very small amounts of reactant and catalyst are
required. This reactor gives an instantaneous image of
the activity of a catalyst so it is useful for following any
fast modification of the catalyst by the reaction itself or
by a poison. It is particularly useful for studying the
'initial' activity of a catalyst. In addition, correlations
with physical or spectroscopic observations are easier
since in the pulse reactor the catalyst does not change
too much during the course of the measurement. This
type of reactor is convenient for rapid screening of
catalysts and for studying catalysts which are sensitive
to poisons or which change rapidly.

Disadvantages of the pulse reactor are as follows. It
is not convenient for precise kinetic measurements. The
pressures of reactant vary during the whole reaction
and the kinetic treatment requires complex mathemat-
ical analysis. Steady state is not established during the
period when the pulse is passing over the catalyst so
selectivity data may be misleading. Material balance is
difficult to establish.

Other types of discontinuous flow reactors may be
used for transient kinetic studies in which, for example,
isotopically labelled reactants are widely used in kinetic
studies. This kind of investigation has been particularly
developed in the case of discontinuous flow reactors. A
different instrument called TAP (for Temporal Analy-
sis of Products) permits extremely sensitive detection
of intermediates or products. The results obtained with
these various instruments can provide information
about reaction mechanisms.

/ Reactant Introduction Methods
The batch reactor is generally heated once the reactants
mixture has been added. A flash introduction of the
reactant, previously brought to the reaction temper-
ature can be envisaged. However, in order to control
the starting time of the reaction, flash introduction of
catalyst may alternatively be used.

With continuous-flow reactors gases arc usually in-
troduced from compressed cylinders. A pump can be
used to introduce liquids which arc then vaporized
and mixed with a carrier or reactant gas and passed
through the catalyst. Viscous liquids may be preheated
before pumping. Alternatively a double-pass saturator
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can be used in which the carrier or reactant gases are
bubbled through a thermostated liquid. This method
offers the advantages that there are no mechanical
parts and the reactant is already in the gas phase so
preheating is easier. Ideally, the reactant pressure is
dependent only on the temperature of the saturator and
is not affected by the total pressure or the flow rate of
the carrier gas. A saturator may be used with reactors
working even at high pressures.

g Typical Experimental Parameters Used in Catalyst
Testing

(i) Reactor
A typical laboratory flow reactor would have a volume
of up to about a few cm3 and a cross-sectional area
preferably less than a cm2. The mass of catalyst used
depends on its activity but would typically be between
0.05 and 3.0 g. The choice of particle size is important.
For laboratory reactors small particles (0.1 mm) are
recommended for minimizing problems. Generally ac-
cepted rules are the following:

(i) the ratio of the height of the catalytic bed to the
reactor diameters should be around 10:1.

(ii) the ratio of the reactor diameter to granule or par-
ticle size be around 10:1. These conditions are
more likely to ensure good flow conditions and to
avoid channeling.

If the catalytic reaction is strongly exothermic it may
be useful to dilute the catalyst with an inert material
having a similar particle size to the catalyst. Preheating
of the feedstock is rarely necessary in laboratory re-
actors. When required, a bed of inert material (e.g.,
carborundum) can be used. The reactor should gen-
erally be mounted vertically. It is advisable to measure
the temperature of the catalyst bed directly, particu-
larly for reactions which are strongly exothermic or
endothermic. This may be done by mounting a ther-
mocouple in the centre of the catalyst bed, or by in-
serting a thermocouple into a thermowell in the side of
the reactor tube. It is prudent to check the temperature
profile along a catalyst bed. It is also advisable to check
that the thermocouple itself has no catalytic activity if
it is inserted directly in the bed.

(ii) Reactants
In laboratory reactors the flow of rcactants is de-
termined to a large extent by the size of apparatus and
amount of catalyst used. A space time of about 0.1-1 s
is common. In general, normal laboratory reagents
will not contain any impurities likely to seriously affect
the measurements. However, it is always advisable
to check the level and the nature of the impurities. In

some circumstances relatively impure feedstocks may
be perfectly satisfactory. Sometimes the reactants are
diluted by addition of an inert material. (It is prudent
to confirm that the chosen diluent is inert.) There are
two instances where a diluent may be used:

(a) to reduce temperature changes caused by the ther-
mal effects of a reaction; but this has only a limited
effect;

(b) to investigate the influence of partial pressures in
kinetic experiments.

In most laboratory kinetic studies ambient pressure
is used. If the pressure of one reactant is varied over a
wide range, in order to maintain the pressure of a sec-
ond reactant constant it is necessary to add an inert
diluent to bring the total pressure up to ambient pres-
sure. The choice of pressure should take account to the
type of reaction under investigation.

(Hi) Catalyst
No general rules can be given concerning the correct
method of handling the catalyst before use. It should
be recognized, however, that the conditions used in
drying, storing, reducing, etc. a catalyst may affect its
properties. Whether a fresh charge of catalyst should
be used for each separate catalyst test (for example, a
fresh sample used at each test temperature) depends on
the stability of the catalyst. If the catalytic properties
appear to be invariant with time there should be no
need to change the sample. Replicating an activity
measurement at the beginning and at the end of the
series of experiments indicates whether the catalyst is
stable. However, it is advisable to make changes in
temperature in random fashion, which is more likely to
reveal time-dependent effects. If the catalytic properties
change rapidly with time it may be necessary to use a
fresh sample in each experiment.

(iv) Problems of Heat and Mass Transfer
Very careful attention must be given to the possibility
of heat and mass-transfer problems and all due pre-
cautions should be taken (sec next section). For some
reactions, such as oxidation, where heat transfer may
be important, one must find, and use, experimental
conditions which avoid these effects.

Experimentally, the observation of a small activation
energy, or a sharp decrease in the activation energy at
higher temperatures, may indicate a serious diffusion
problem. However, this should only be taken as a cau-
tionary sign since other causes may exist. In particular,
the influence of heat and mass transfer on the reaction
kinetics should be checked experimentally by adequate
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procedures, if available, or theoretically using the ap-
propriate mathematical relationships.

B Kinetic Analysis [39-471

a Determination of the Reaction Rate
From the amount of the reactant converted or the
product formed (degree of conversion), or more fre-
quently from the dependence of these quantities on the
time variable, the rate of production (consumption), Rj,
of a chosen reaction component and from it the re-
action rate, r, may be evaluated, based on the mass
balance for the given reactor type.

For the reactor types most commonly used in kinetic
studies we obtain the following mass balance equations
for reaction component j chosen as the key component;

(1) for ideal plug flow reactor:

Rj = -dX/d(Q/Fjfi) (1)

where X is the fractional conversion, Q is the
amount of the catalyst and Fj$ is the molar flow
rate of the component j at the inlet of the reactor;
the term Q/Fjfi is often referred to as the reciprocal
space velocity or space time [1].

(2) for a CSTR reactor:

Rj = -(FJfi-Fj)/Q (2)

with the same meaning for the symbols as in eq. 1;
Fj is the molar flow rate of the balanced component
j at the outlet of the reactor;

(3) for a perfectly stirred batch reactor:

Rj = (dnj/dt)/Q (3)

where nj is the amount of reactant j , and t is re-
action time.

Eqs. 1 to 3 relate the rate of production Rj of the
balanced reaction component j to the molar amounts
or their derivatives with respect to the time variable
(reaction time or space time, see above). From the
algebraic eq. 2 for the CSTR reactor the rate of pro-
duction, Rj, may be calculated very simply by intro-
ducing the molar flow rates at the inlet and outlet of
the reactor; these quantities are easily derived from
the known flow rate and the analytically determined
composition of the reaction mixture. With a plug-flow
or with a batch reactor we either have to limit the
changes of conversion X or mole amount nj to very
low values so that the derivatives or dXj/d(Q/Fj,0)
or dnj/dt could be approximated by differences
AXj/A(Q/Fj,0) or A/iy/A,, (differential mode of op-
eration), or to measure experimentally the depend-
ence of Xj or nj on the space or reaction time in a
broader region; this dependence is then differentiated
graphically or numerically.

The individual values of the rates of production Rj of
the reaction components in a given reaction, obtained
in the way just described, depend, however, on the re-
action stoichiometry. In a single (stoichiometrically
simple) reaction

(4)
y=i

where 5 is the number of reaction components each
identified by a subscript j ; Aj is the amount of compo-
nent j ; Vj is the stoichiometric coefficient of the com-
ponent j , negative for reactants, positive for products.
The rates of production of reaction components are
related in a very simple way:

= r (5)

from which it follows that the rate of production Rj
divided by the stoichiometric coefficient vj has the same
value for all the 5 chemical species involved in the re-
action. Since the value vj~lRj is independent of the re-
action stoichiometry and of the choice of the balanced
(key) component, it is called rate of reaction or simply
reaction rate r.

In a reaction network in which several stoichio-
metrically simple reactions take place, eqs. 1 to 3 are
still used for the primary treatment of the reactor data
but the overall rate of production obtained for they-th
component is here equal to the algebraic sum of the
rates of production in all the reactions in which they-th
component is formed or consumed. In such a case the
evaluation of the reaction rates r of the individual re-
actions of the network from the rates of production Rj
of the key components is more complicated.

As seen from eqs. 1 to 3, the rate of production and,
consequently, the rate of catalytic reaction are related
to the quantity of catalyst Q which may, for example,
be expressed as the mass (mc), volume (Kc) or the
surface area (Ac) of the solid catalyst. The numerical
values of the corresponding specific reaction rates
(''m. rv, r\) naturally differ from each other depending
on the quantity to which they are related.

b Rate Equations
The rate of a reaction is generally a function of the
temperature and concentrations of reactants, products
and other substances if present. The kinetic equation
thus obtained is commonly called the rate equation or
the rate law. To find the form of the kinetic equation
and the values of its constants is the main task of the
kinetic analysis. The first stage of the procedure con-
sists in an experimental measurement of the reaction
rate or the conversion in an adequate region of ex-
perimental variables. It is advisable to keep the tem-
perature constant and to vary the concentrations; this
may be repeated for other temperatures if the tern-
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perature dependence of the kinetic constants is to be
evaluated. The influence of the concentration of each
reaction component can be measured separately and
the reaction order with respect to it determined by
varying one concentration and keeping the others con-
stant. Note, however, that introducing this or any other
binding condition, such as constant ratio or constant
total concentration of reaction components, will reduce
the actual number of independent variables. To avoid
the loss of information caused by this approach, it is
possible to vary the concentrations of reaction compo-
nents quite randomly in such a manner that the space
defined by the extreme values of the investigated con-
centrations might be covered.

The data are fitted to several equations and the best
fit selected. The equations are proposed either on an
empirical basis or they may be derived on the basis of
some reaction mechanism [39-47].

Mathematically, both empirical and model rate
equations for heterogeneous catalytic reactions have
either the form of a power law (power-law-type rate
equations):

' ~ /tcAcB • • • \vi

or they are a fractional function with a polynomial in
the denominator:

r = [1 + (AXCA)" +

One also uses combinations of the two forms (e.g.,
multiplying forms of eq. 6 and eq. 7).

Model rate equations are rate equations based
on commonly accepted rate expressions used in the
field of catalysis. Very frequently, but not always cor-
rectly, the equations of this type are called Lang-
muir-Hinshelwood type rate equations. In eqs. 6 and 7
the indices A and B denote the reactants but very often
the concentrations of reaction products also appear in
the equations (in equations of type 7, usually in the
denominator).

The proportionality factor k is called the experi-
mental rate constant; with catalytic reactions, this con-
stant is frequently a complex quantity which may be a
product of rate constants of several steps or may in-
clude equilibrium constants of the fast steps. The ex-
ponents m, n,... in the power-law equations may be
any fraction or small integer (positive, negative or
zero). The constants K^, KB in the denominator of the
equations of type 7 are often but not always related to
adsorption equilibrium constants. While they have to be
evaluated from the experimental data, the values of
exponents a, b, a, fi and d arc derived from the assumed
mechanism in the case of model rate equations. In em-
pirical rate equations these constants can attain any
value (fractional or small integer, usually positive) and

are either postulated or determined by the data
treatment.

The rate equation for a system in which the back
reaction is not negligible is given by the difference
between rate equations for the two directions.

c Selection of a Suitable Form of the Rate Equation and
Evaluation of Constants

These two tasks are related because the selection, based
on the fit of the equation to experimental data, is only
possible after the evaluation of the constants.

On the basis of experience, analogy, or information
obtained from fundamental chemical mechanisms, one
constructs a priori several possible, or likely, model
kinetic equations. These models are then compared,
according to the methodology described above, to the
experimental data.

The criterion of the fit is most frequently the sum of
squared deviations (or of their relative values) between
the calculated (_>/) and measured (>>,•) values of the de-
pendent variable throughout all the experiments per-
formed (N):

i=\ i=\
o r

(8)

The problem consists in seeking such a combination
of the values of constants K which gives the minimum
value of Q {Qm\n). Before computers became com-
monly available, the kinetic equations had usually been
transformed into a linear form and the linear regression
("least-squares method") had been applied to find the
best set of constants. This procedure is not statistically
correct in most cases. Therefore, only the nonlinear
regression method can be recommended to optimize
constants in kinetic equations that have a nonlinear
form [48-51].

The dependent variable y is most frequently the re-
action rate; independent variables are the concentra-
tion or pressure of reaction components, temperature
and time. If in some cases the so-called integral data
(reactant concentrations or conversion versus time
variable) arc to be treated, a differential kinetic equa-
tion obtained by the combination of a rate equation
with the mass balance equation 1 or 3 for the given
type of reactor is used. The differential equation is
integrated numerically, and the values obtained arc
compared with experimental data.

If several kinetic equations are compared the one
which fits best will be that which exhibits the lowest
value of Qmm- However, the difference in the Qmm

values for some equations may be statistically insignif-
icant and then further experimentation with increased
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accuracy is necessary and another region of experi-
mental variables has to be chosen where the discrim-
ination between rival kinetic equations may be easier,
provided no change of mechanism takes place.

For better model discrimination and/or parameter
estimation, sequential methods for computer designed
plans of experiments have been proposed [52]. They
take advantage of the information obtained from the
previous experiments and plan the new experiments
in the region of independent variables where the
maximum difference of the dependent variable can be
expected.

Even with advanced methods, several models may
satisfy the QmjD requirement. Further discrimination
necessitates additional information. This may come
from experience, analogy, measurements using special
techniques, such as isotope labeling, and fundamental
knowledge on chemical mechanisms.

If the kinetic experiments are performed at different
temperatures, the temperature dependence of the con-
stants obtained can be determined. With empirical rate
equations, one can obtain any dependence of the con-
stants on temperature. With model rate equations the
constants should have a certain physical meaning and
behave, in dependence on the temperature, according
to the theory. Thus, the rate constants should follow
the Arrhenius equation:

k = A exp(-E/RT) (9)

where A is the preexponential factor, and E is the acti-
vation energy. (With catalytic reactions E is very fre-
quently a complex quantity and is more aptly called
"apparent activation energy"). The equilibrium con-
stants of fast steps, if present in the rate equation,
should obey the van't Hoff equation

K = Bexp(-bH/RT) (10)

where A// is the reaction enthalpy of the fast step in
the reaction mechanism. For evaluating the parameters
of eqs. 9 and 10, the nonlinear regression method is
again recommended.

Sometimes, the reaction rate at constant concen-
trations instead of the rate constant is correlated with
temperature by means of the Arrhenius equation.
However, this is not justified with most catalytic re-
actions since each constant in the rate equation may be
temperature-dependent and, consequently, the reaction
rate is a very complicated function of temperature.
Therefore, attempts to correlate information obtained
from log r versus \/T plots might be misleading.

d Heat and Mass Transfer Effects
Heterogeneous catalytic reactions occurring on the
solid fluid interface may be affected by the heat and
mass transfer to and from the interface. We distinguish
external transfer effects (from the bulk of the rcactant
fluid to the outer surface of the catalyst particle) and

internal transfer effects (from the outer to the inner
surface of the porous catalyst particle). These physical
processes take place simultaneously with the catalytic
reaction on the surface. If they are fast enough, the rate
measured is the intrinsic rate of the chemical trans-
formation (kinetic region); if not, the measured kinetics
is influenced by mass and heat transfer effects. There-
fore, before starting kinetic measurements we have to
check whether the experimental equipment and re-
action conditions used allow work in the kinetic region
and if not to change the conditions in order to suppress
the transfer effects. A priori criteria can be obtained
along the lies indicated in sections i and ii below. Some
semiempirical criteria based on experiments may also
be adopted, such as the interpretation of data obtained
by changing the particle size, the flow rate, agitation,
etc.; details of these may be found in specialized liter-
ature [53, 54]. Special geometrical arrangements are
used to detect and/or measure mass transfer limitation:
single-pellet or "single-string-pellet" reactors.

The mass transfer effects cause, in general, a decrease
of the measured reaction rate. The heat transfer effects
may lead in the case of endothermic reactions also to a
decrease of the equilibrium value and the resulting
negative effect may be more pronounced. With exo-
thermic reactions, an insufficient heat removal causes
an increase of the reaction rate. In such a case, if both
the heat and mass transfer effects are operating, they
can either compensate each other or one of them pre-
vails. In the case of internal transfer, mass transport
effects are usually more important than heat transport,
but in the case of external transfer the opposite pre-
vails. Heat transport effects frequently play a more
important role, especially in catalytic reactions of gases.
The influence of heat and mass transfer effects should be
evaluated before the determination of kinetics. These
effects should preferably be completely eliminated.

(i) Internal Mass and Heat Transfer
The effect of mass and heat transport to and from the
inner particle surface on the reaction rate can be char-
acterized by the effectiveness factor, tj, i.e., by the ratio
of the effective reaction rate measured on the catalyst
particle under study (ref) to the rate of the reaction in
the kinetic region (rkjn)

n = ref Akin (11)

Knowledge of the reaction rate free of any dif-
fusional effect, rkin, is thus necessary in evaluating
experimentally the magnitude of these effects. The ef-
fectiveness factor for an isothermal situation can also
be calculated approximately by means of the Thiele
modulus [39], but knowledge of the kinetics in the dif-
fusion-free region and of the effective diffusion co-
efficient characterizing the transport properties of the
porous material is necessary. The effect of internal dif-
fusion increases with increasing catalyst activity, re-
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action temperature and catalyst particle size, and with
decreasing pore size of the catalyst.

(ii) External Mass and Heat Transfer
The difference between the concentrations of a reactant
(or temperatures) at the outer particle surface and in
the bulk of the reaction mixture may become impor-
tant if the rate of diffusion of this reactant (or heat
transfer) through the laminar film surrounding the
particles is lower than the rate of the reactant (or heat)
consumption (production) by the chemical reaction.
The thickness of the laminar film and the concentration
(temperature) differences are smaller the more turbu-
lent is the reactant fluid. Therefore, the magnitude of
the effect of external mass and heat transfer also de-
pends on the type and the geometry of the reactor used
and kinetic data obtained in the region of external
transfer in one reactor cannot be applied to another
reactor. Thus, data free of external transfer effects
should be used for a reliable kinetic analysis. Such data
are obtained preferably in flow reactors with high flow
rates and low reactant conversion per pass, e.g., in the
continuous stirred tank reactor or a tubular flow reactor
working under differential conditions (see Section A).

C Inhibition of Catalytic Action
This section concerns the partial or total inhibition of
catalytic action. Substances causing this inhibition
("inhibitory" or "deactivating" substances) can be
conveniently indicated by IS. The alteration, reduction,
or suppression of the catalytic activity can be a con-
sequence of:

• adsorption of IS on active sites (AS);
• modification of AS (due to reaction with IS);
• restriction of physical access to AS due to the pres-

ence of layers or particles of IS.

Ideally, the characterization of catalysts with respect to
inhibition should involve three types of information:

(a) the nature of the IS acting on the catalyst,
(b) an adequate relationship between the quantity of

IS and the catalytic properties,
(c) time-dependent effects on activity, selectivity, etc.,

due to the presence, or a modification of concen-
tration, of IS (decrease of catalytic activity with
time, total or partial recovery of catalytic proper-
ties after removal of IS from the feed, etc.).

Because of the complexity of the phenomena taking
place on a working catalyst information under (c) is
usually incompletely analyzed with respect to the role
of IS, and reflects the combined effect of several cate-
gories of processes. For this reason, most of the cor-
responding discussion will be reserved for Sections D
and E.

a Identification of the Inhibiting Substances
Full characterization of catalysts with respect to the
influence of IS requires that all the IS be identified
chemically and their mode of action understood. Be-
cause of the variety of cases observed, no universal
method exists for identifying IS. It must be clear that
the role of any IS is specific to the catalyst and reaction
studied.

b Identification of the Mode of Action of the Inhibiting
Substances

IS, and especially poisons and inhibitors, can have
strong effects at very low surface coverages (a few per-
cent or less of surface area). Except for inhibitors, they
have a cumulative effect.

Chemical identification of IS can be achieved by
consideration of the following points. IS may be any
substance that normally or accidentally enters into
contact with catalysts, e.g., impurities in the feed, im-
purities released from the equipment, leaks. IS may
also be formed by transformation of the reactants in
contact with the catalyst (e.g., coke formation).

Extremely sensitive analysis may be mandatory. As
the IS usually (but not always, e.g., dust) accumulates
on catalysts and, more specifically, on their surface,
surface sensitive techniques are particularly useful.

In essence, three criteria permit identification of the
category (poison, inhibitor, fouling agent) to which IS
belongs (see Table 1).

Table 1.

Quantities

small
small
large

Categorization

Action

of inhibiting substances.

Interaction
with catalyst

irreversible strong
reversible weak
either weak

Nature of IS

poison
inhibitor
fouling agent

Chemical, and especially, surface analysis provides
information concerning the first column in Table 1,
namely, quantity. Activity/selectivity measurements
provide information on the reversibility of the mode
of action. The identification of the nature of the inter-
action with the catalyst depends on spectroscopic
methods: differences in electron spectroscopies, IR,
Raman, ESR spectroscopies, etc.

c Characterization of Catalysts with Respect to Their
Response to IS

Characterization of catalysts with respect to their pro-
pensity to be inhibited by IS must take into account the
fact that the phenomena depend upon the whole cata-
lytic reaction system (catalysts, degree of ageing and/or
poisoning, inhibiting effects, operating conditions) and
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upon the whole succession of reactions to which the
catalysts have been subjected.

Reported results on sensitivity to inhibition should
clearly indicate to what stage of catalyst life the re-
ported results correspond. The most important results
with respect to fundamental studies (rational interpre-
ation of the observed effects) and practical applica-
tions correspond to those obtained on catalysts having
attained an activity-selectivity plateau.

There exist cases where selectivity is markedly im-
proved by inhibition because of the suppression of side
reactions.

d Poisons
Sensitivity to poisons depends upon three factors:

• the number of active centres in the catalyst;
• the strength of adsorption of the poison on the active

centres;
• the effectiveness of adsorbed poisons for inhibiting

the catalytic activity.

The effectiveness of an adsorbed poison depends on
the ratio xo/jct, wherexo is the amount of poison per
active centre necessary to inhibit catalytic action, and
xt is the number of active centres.

The minimum concentration required to eliminate
the catalytic activity is one possible measure of the
sensitivity of a catalyst to a poison. Sensitivity to poi-
soning is most properly defined by the amount, np, of
the poison adsorbed on a unit amount of catalysts
which causes a given fractional decrease of the catalytic
activity (a = (ao - ap)/a0), where a0 and ap are the
activities in the absence or presence of poison, re-
spectively): a/np is a measure of the sensitivity to poi-
soning. One may also use the ratio of a to the concen-
tration cp of the poison in the feed, namely a/cp, but
this is less precise, as this depends on the adsorption
coefficient of the poison.

The basic values <x/cp, ct/np and xo/xt have to be
complemented, in most cases, by two types of charac-
teristics of the catalyst. The first concerns the sensitivity
of selectivity. Parameters similar to those mentioned
in the previous paragraph must be determined for all
selectivitics of interest, i.e., all different reactions. The
second concerns the possible variation of the mag-
nitude of the effect, on activity and selectivity, of a
poison as a function of surface coverage (or degree of
inhibition). Ideally the whole curve a/cp vs cp, a/np vs
«p or a vs x/xx should be constructed for all parallel
and consecutive reactions taking place. An acceptable
way of characterizing a catalyst is to report the initial
sensitivity to dcactivation (as indicated above), the
points of zero activity, and a few characteristic inter-
mediate points, e.g. rp or np values, when a reaches
certain values, such as 1/2, or some other fraction, or a
values when cp or np equals a given fraction of the
value leading to zero activity.

When dealing with complex catalysts (multifunc-
tional, supported, etc.) and with beds of catalyst, the
characterization of the effect of poisons also involves
the localization in space of the poisons (e.g., is the
poison attached to the metal or the support, is it uni-
formly distributed over all the catalyst pellet or selec-
tively deposited?). The concentration of a true poison
exhibits a decreasing profile over the catalyst bed.

Characterization thus involves analytical electron
microscopy, ordinary microprobe analysis or other
techniques for localizing elements or chemical com-
pounds (Scanning Auger Spectroscopy, Raman Micro-
probe, Laser Microprobe Mass Spectrometry). It also
requires, in most cases, some physical separation of the
catalyst for separate analysis (e.g., near surface parts
and center of pellets, by peeling or progressive abra-
sion; pellets present at various heights in the catalyst
bed, etc.).

e Inhibitors
The action of inhibitors is intermediate between very
strong irreversible poisoning and the normal competi-
tion between molecules for a given active site. The
sensitivity to inhibitors can thus be expressed either as
in the case of poisons (and then <x/cp can be used), or as
in the case of competition (e.g., by a classical Lang-
muir-Hinshelwood formulation). In the latter case, for
example, the value, or relative value, of the adsorption
coefficient could characterize the inhibitor.

As the response of catalysts to inhibitors may not
be instantaneous, especially if some chromatographic
effect in the bed takes place, it is also necessary to
characterize the catalyst with respect to the rate at
which activity decays when the catalyst is contacted
with a given concentration of inhibitor, or recovers,
after the addition of the inhibitor is discontinued (see
section E).

/ Fouling Agents
The inhibiting influence of fouling agents is not related
in a simple way to the quantity of deposited substance.
The reason is that the relationship between this quan-
tity, Up, and activity depends on the nature and texture
of the catalyst, the nature and concentration of the feed
constituents, the temperature and operating conditions,
and the rate of build up of the fouling deposit (in
practical terms: feed rate/catalyst weight ratio). It is
thus necessary to indicate clearly the value of all these
parameters when expressing the rate vs deposited
quantity ratio. It is recommended that weights should
be used (per unit weight of catalyst) to express the
quantity of fouling agent as, usually, the composition
of the deposit is not exactly known.

As the quantity of fouling agents necessary to bring
about a noticeable change in activity/selectivity is rela-
tively large, characterization by methods other than
catalytic activity measurements is useful. The rate of
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build-up of the deposits of fouling agent can be mea-
sured gravimetrically. Microscopic or analytical elec-
tron microscope measurements can help locate the de-
posits (pores, etc.). In certain cases raman microprobe
analysis and laser microprobe mass spectrometry can
also give valuable information.

In the case of carbon (coke), the variation of con-
centration over the catalyst bed gives an indication of
the origin of the deposit. A decreasing profile implies
that some compound in the feed is responsible. If the
main reactant brings about coke formation, one has a
so-called "parallel coking". An increasing profile in-
dicates that coke is formed from a reaction product
("consecutive coking").

D Deactivation of Catalysts and Time-Dependent
Effects

The composition, structure, texture, surface state, ac-
tivity and selectivity of catalysts change continuously,
at rapid or slow rates according to conditions, during
catalytic work. One type of change of paramount im-
portance for characterization of catalysts, especially for
practical applications, is the deactivation behaviour.
Two other aspects have also to be considered, namely
(i) the usually rapid changes that catalytic activity and
selectivity undergo in the first few minutes, hours or
sometimes days of work (initial adjustment to catalytic
operation), and (ii) the response to changing operating
conditions (response to change).

The kinetics of the reaction are dictated by the con-
centration of reactants at the active site. If there are
mass transfer limitations in the system, reactant con-
centration at the active site concentration is not the
same as the bulk concentration, and the rate will vary.
Mass transfer limitations may exist in a given catalyst
or may be produced during operation - for example,
by the deposition of coke or the closure of pores.

The net result of any or all of these factors is that the
catalyst may lose activity and/or selectivity and the
catalyst will have to be regenerated/replaced after a
period of time.

Deactivation, or more generally, changes in activity/
selectivity, reflect changes in composition, structure,
texture and surface state. These changes are due to
processes belonging to seven main categories, all of
which may interact with each other:

(a) poisoning;
(b) inhibition;
(c) fouling;
(d) sintering;
(e) chemical reactions;
(f) restructuring of the surface;
(g) physical action.

Poisoning, inhibition and fouling have been dealt
with already. Sintering corresponds to diminution of

surface area of the active phase, modifiers, supports,
etc.

Chemical reactions involve reaction with feed
(e.g., reaction with a poison; reduction, in the case of
oxidation catalysts), intermediary or final products
(e.g. carbide formation), or reaction between catalyst
components.

Restructuring refers to changes of the surface which
do not involve any of the previous processes (or are too
subtle to be detected): migration of active species inside
a catalyst pellet, change of shape (independently from
change of total surface area developed) of crystallites
of a given phase, change in the number of steps, kinks
on a surface, changes in surface/bulk composition
ratio, etc.

Physical action, e.g., by attrition, may result in the
loss of the active components of the catalyst. There is
often a coupling together of these processes: the rate of
one process depends on the rate at which another pro-
cess takes place. There are two general consequences of
these coupling effects:

• time-dependent changes, and especially deactivation,
need comprehensive characterisation;

• characterization of the propensity of catalysts to de-
activation through the use of accelerated test needs
special care in order to avoid erroneous interpreta-
tions (see Section c below).

a Deactivation: Overall Characterization
The overall effect of deactivation is characterised by
the activity and selectivity variations as a function of
time under well defined conditions. Under isothermal
conditions the results may be presented as an activity/
selectivity vs. time plot. In large pilot plants and in
commercial units the operation is conducted in such a
way that one parameter characterising the product is
kept constant (yield of a given chemical, or given
global property). Temperature T has to be raised to
maintain the parameter constant. A T vs. t plot is ob-
tained. Neither kind of measurement gives unequivocal
information with respect to the characterization of de-
activation. Ideally both should be used. The second
method of measurement has necessarily to be com-
pleted by the determination of the variation in selec-
tivity with time. The shape of the activity vs. t or T vs.
t curves is a very useful characteristic of a catalyst.

b Physicochemical Characterization in Deactivation
Studies

The methodology for characterizing deactivated cata-
lysts by physicochemical techniques has to be devel-
oped for each specific case but should involve all the
techniques generally used for characterizing catalysts
and studying inhibitory effects.

References see page 1557
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Sampling should be guided by three principles:

(a) samples should be protected from contamination;
(b) samples should be taken from various places in the

reactor;
(c) characterization should involve the study of differ-

ent pellets of catalyst since because of preparation/
composition differences, the behaviour of catalyst
can vary from pellet to pellet, at the same place in
a reactor. Extreme care should be taken that
one effect (among the many parallel and coupled
changes) does not bring about errors in the mea-
surement of another effect. A typical example con-
cerns the use of XPES for measuring contamina-
tion by poisons or loss of dispersion: the masking
effect of a fouling agent which is difficult to detect
could lead to enormous errors.

c Accelerated Tests
In view of the usually very long timescale of deactiva-
tion phenomena, one has often to resort to accelerated
tests. This is absolutely necessary when industrial de-
velopment is contemplated. As deactivation is the re-
sult of several different processes, very often coupled
together, the accelerated test cannot fully represent the
non-accelerated phenomenon. For example, if higher
temperatures are used for acceleration, the balance
of the various elementary processes will be altered, be-
cause of differences in activation energy. Some accel-
erated tests are generally better than others, see Table
2. The real significance of each type of test has to be
assessed in each case.

Table 2.

Parameters modified Test potentially valid if deactivation
due to:

temperature

space velocity
inhibitory substances
increased concentration of

inhibiting substances
modified feed composition
artificial deposition of

fouling substances
vibration

sintering; solid state reaction;
fouling

fouling; coking
fouling; coking, poisoning
fouling; coking, poisoning

fouling; coking, poisoning
fouling

attrition

E Regeneration
Regeneration consists of: (i) removal of inhibiting sub-
stances IS: sometimes poisons, most often inhibitors or
fouling agents, e.g., coke; (ii) redispcrsion of the active
species, or (iii) both. Regeneration procedures are often
specific to the catalyst and the species causing deacti-
vation. With respect to regeneration, procedures arc
described precisely by catalyst manufacturers, for each
type of important industrial catalyst. Procedures for

laboratory catalysts must also be adapted to each spe-
cific case.

a Preliminary Treatment
In many cases, liquid, semiliquid, or waxy substances
adhere to the catalyst and fill the pores. They must
be eliminated before removal of the real inhibiting
substance.

b Removal of Inhibitory Substances (IS)
Inhibition, or catalyst poisoning, results from reactions
between IS and AS (see Section C). Often, the amount
of IS adsorbed depends on the partial pressure of IS in
the gas phase and on the strength of adsorption. As a
result, the IS may sometimes be 'stripped' from the
catalyst by passage of inert gas at a moderate temper-
ature. If a chemical bond has formed between IS and
AS, chemical treatment may also remove IS. The most
common example of this is the removal of sulfur from
the surface by passage of hydrogen.

Some care must be exercised in selecting the chem-
ical treatment. Thus, for example, metal sulfides can be
converted to noninhibitory (but usually inactive) metal
sulfates by reaction with O2. However, sulfates remain
in the reactor and, in some cases, can be reconverted to
sulfides on re-admission of H2.

c Removal of Coke
Coke, deposited on a catalyst, may be removed by one
of several reactions: oxidation, reaction with water to
form carbon monoxide and hydrogen methanation,
and the Boudouart reactions.

Of these, the oxidation reaction is most efficient,
but produces heat. This may raise the temperature of
the catalyst and result in sintering. Good temperature-
programming and control during decoking is essential.
Very sensitive catalysts may be regenerated with HT,
but the rates of the reaction are slow and the process
inefficient. Regeneration with steam is more efficient
and is endothermic. However, sintering of catalysts is
accelerated by steam. As a result, regeneration proce-
dures are a compromise. Often mixtures of air and
steam are used.

d Removal of Foulants
Liquid or semiliquid foulants may be accumulated on
the catalyst. In this case, it is necessary to 'strip' the
catalyst in an inert gas flow at moderate temperature
before removing material as described for the removal
of coke.

Solid inorganic foulants may also accumulate on the
catalyst. Little can be done to remove such foulants
except by mechanical means. This is usually inefficient,
and replacement of catalyst is often necessary.

Recently, supercritical fluids (e.g. CO?) have been
proposed for removing coke and fouling agents.
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e Redispersion
In a few cases it is possible to redisperse sintered
materials on a catalyst The procedures involved are
dependent on the nature of the system In typical
examples, dispersion is increased by the formation of
oxides or oxychlondes The operation involves careful
control of regeneration conditions bearing in mind
the nature of the catalyst, the IS, and the maximum
allowable temperature under regeneration conditions

/ General
There is considerable interest in extending catalyst life,
accelerating regeneration and maintaining activity,
factors which are often ignored in a laboratory scale
investigation

Regeneration is widely practised in industry, partic-
ularly in the context of coke removal Various plant
designs have been developed to overcome this problem,
ranging from continuous deactivation/regeneration to
moving beds of catalyst A recent trend is to remove
the used catalyst from the reactor, to ship it to special
plants where it is regenerated (ex situ regeneration)
Catalyst regeneration can often be efficient provided
good temperature control is maintained It is not always
economic to regenerate completely, and 90% of the
original activity is often accepted Post-regeneration
treatment is often necessary before the catalyst is
brought back to life
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