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A Guide to Using This Text ks

. .. in Chapter

Representative Methods

Annotated methods of typical 246 Modern Analytical Chemistry

analytical procedures link theory with
practice. The format encourages
students to think about the design of
the procedure and why it works.

Margin Notes
Margin notes direct students

to colorplates located toward
the middle of the book

1o Modern Analytical Chemistry

either case, the calibration curve provides a means for relating Sqmp to the ana-
lyte’s concentration.

Color plate 1 shows an example of a set of
external standards and their corresponding
normal calibration curve.

A second spectrophotometric method for the quantitative determination of
Pb?* levels in blood gives a linear normal calibration curve for which

Ssand = (0.296 ppb1) x Cs + 0.003
What is the Pb?* level (in ppb) in a sample of blood if Sqump is 0.3972

SOLUTION

Sstand in the calibration equation with Sgmp and solve for Cy

0.296 ppb!

It is worth noting that the calibration equation in this problem includes an
extra term that is not in equation 5.3. Ideally, we expect the calibration curve to

ive Methods

Representat

An additional problem is encountered when the isolated solid is non-
stoichiometric. For example, precipitating Mn2* as Mn(OH),, followed by heating
to produce the oxide, frequently produces a solid with a stoichiometry of MnOy,
where x varies between 1 and 2. In this case the nonstoichiometric product results
from the formation of a mixture of several oxides that differ in the oxidation state
of Other ichi ric p ds form as a result of lattice de-
fects in the crystal structure.®

Representative Method The best way to appreciate the importance of the theoreti-
cal and practical details discussed in the previous section is to carefully examine the
procedure for a typical precipitation gravimetric method. Although each method
has its own unique considerations, the determination of Mg?* in water and waste-
water by precipitating MgNH,PO, [5H,0 and isolating Mg,P,0; provides an in-
structive example of a typical procedure.

m Determination of Mg®* in Water and Wastewater”

of Method. jum is precipitated as MgNHPO, [5H;0 using
(NH2);HPO, as the precipitant. The precipitate’s solubility in neutral solutions
(0.0065 g/100 mL in pure water at 10 °C) is relatively high, but it is much less soluble
in the presence of dilute ammonia (0.0003 g/100 mL in 0.6 M NHs). The precipitant is
not very selective, so a preliminary separation of Mg2* from potential interferents is
necessary. Calcium, which is the most significant interferent, is usually removed by
its prior precipitation as the oxalate. The presence of excess ammonium salts from
the precipitant or the addition of too much ammonia can lead to the formation of
Mg(NH4)a(PO4), which is subsequently isolated as Mg(PO3); after drying. The
precipitate is isolated by filtration using a rinse solution of dilute ammonia. After
filtering, the precipitate is converted to Mg;P;0; and weighed.

Procedure. Transfer a sample containing no more than 60 mg of Mg?* into a
600-mL beaker. Add 2-3 drops of methyl red indicator, and, if necessary, adjust the
volume to 150 mL. Acidify the solution with 6 M HCI, and add 10 mL of 30% w/v
(NH,);HPO,. After cooling, add concentrated NH; dropwise, and while constantly
stirring, until the methyl red indicator turns yellow (pH > 6.3). After stirring for

5 min, add 5 mL of concentrated NHs, and continue stirring for an additional 10 min.
Allow the resulting solution and precipitate to stand overnight. Isolate the
precipitate by filtration, rinsing with 5% v/v NHs. Dissolve the precipitate in 50 mL
of 10% viv HCl, and precipitate a second time following the same procedure. After
filtering, carefully remove the filter paper by charring. Heat the precipitate at 500 °C
until the residue is white, and then bring the precipitate to constant weight at

1100 °C.

Questions

To determine the concentration of Pb?* in the sample of blood, we replace NN A A NN S AN A

give a signal of zero when Cg is zero. This is the purpose of using a reagent
blank to correct the measured signal. The extra term of +0.003 in our
calibration equation results from uncertainty in measuring the signal for the
reagent blank and the standards.

An external standardization allows a related series of samples to be analyzed
using a single calibration curve. This is an important advantage in laboratories
whege man; 2 be apalized o 1 for a rapi

Examples of Typical Problems

Each example problem includes a T i

Adjusting the matrix of an external

. . . standard so that it is the same as the
detailed solution that helps students in e e,
applying the chapter’s material to method of tandard additons

A standardization in which aliquots of a
practical problems. standard solution are added to the
sample.

There is a serious limitation, however, to an external standardization. The
relationship between Sng and Cs in equation 5.3 is determined when the ana-
lyte is present in the external standard’s matrix. In using an external standardiza-
tion, we assume that any difference between the matrix of the standards and the
sample’s matrix has no effect on the value of k. A proportional determinate error
is introduced when differences between the two matrices cannot be ignored. This
is shown in Figure 5.4, where the relationship between the signal and the amount
of analyte is shown for both the sample’s matrix and the standard’s matrix. In
this example, using a normal calibration curve results in a negative determinate
error. When matrix problems are expected, an effort is made to match the matrix
of the standards to that of the sample. This is known as matrix matching. When
the sample’s matrix is unknown, the matrix effect must be shown to be negligi-
ble, or an alternative method of standardization must be used. Both approaches
are discussed in the following sections.

5B.4 standard Additions

The complication of matching the matrix of the standards to that of the sample
can be avoided by conducting the standardization in the sample. This is known
as the method of standard additions. The simplest version of a standard addi-
tion is shown in Figure 5.5. A volume, V,, of sample is diluted to a final volume,
Vi, and the signal, Sgmp is measured. A second identical aliquot of sample is

Bold-faced Key Terms with Margin Definitions
Key words appear in boldface when they are introduced within the text.

The term and its definition appear in the margin for quick review by the
student. All key words are also defined in the glossary.
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method of standard additions  (p. 110)

{
/> 5F SUMMARY
In a quantitative analysis, we measure a signal and calculate the
amount of analyte using one of the following equations.

Smeas = kttg + Sreag

Stess = KCa + Srag

To obtain accurate results we must eliminate determinate errors
affecting the measured signal, Sy the method’s sensitivity, k,
and any signal due to the reagents, Sreag-

To ensure that Spey is determined accurately, we calibrate
the equipment or instrument used to obtain the signal. Balances
are calibrated using standard weights. When necessary, we can
also correct for the buoyancy of air. Volumetric glassware can
be calibrated by measuring the mass of water contained or de-
livered and using the density of water to calculate the true vol-
ume. Most instruments have calibration standards suggested by
the manufacturer.

An analytical method is standardized by determining its sensi-
tivity. There are several approaches to standardization, including
the use of external standards, the method of standard addition,

Ll Suggested EXPERIMENTS
25 E The following exercises and experiments help connect
c

Calibration—Volumetric glassware (burets, pipets, and
volumetric flasks) can be calibrated in the manner described
in Example 5.1. Most instruments have a calibration sample
that can be prepared to verify the instrument’s accuracy and
precision. For example, as described in this chapter, a
solution of 60.06 ppm K,Cr,0; in 0.0050 M H,SO, should
give an absorbance of 0.640 + 0.010 at a wavelength of
350.0 nm when using 0.0050 M H,S0; as a reagent

blank. These exercises also provide practice with using
volumetric glassware, weighing samples, and preparing
solutions.

Experime

References
The references cited in the

chapter are provided so the
student can access them for
further information.

aliquot  (p. 111) multiple-point standardization  (p. 109) secondary reagent  (p. 107)
external standard ~ (p. 109) normal calibration curve  (p. 109) single-point standardization  (p. 108)
internal standard  (p. 116) primary reagent  (p. 106) standard deviation about the

linear regression  (p. 118) reagent grade  (p. 107) regression  (p. 121)

matrix matching  (p. 110) residual error  (p. 118) total Youden blank  (p. 129)

the material in this chapter to the analytical laboratory.

/\/\/\,\/\/\/\/\/\/\/\/\,\/\N\_

and the use of an internal standard. The most desirable standard-
ization strategy is an external standardization. The method of
standard additions, in which known amounts of analyte are added
to the sample, is used when the sample’s matrix complicates the
analysis. An internal standard, which is a species (not analyte)
added to all samples and standards, is used when the procedure
does not allow for the reproducible handling of samples and
standards.

Standardizations using a single standard are common, but also
are subject to greater uncertainty. Whenever possible, a multiple-
point standardization is preferred. The results of a multiple-point
standardization are graphed as a calibration curve. A linear regres-
sion analysis can provide an equation for the standardization.

A reagent blank corrects the measured signal for signals dj

When a simple reagent blank does not compensate fdf all constant
sources of determinate error, other types of blafks, such as the

total Youden blank, can be used.

Standardization—External standards, standard additions,
and internal standards are a common feature of many
quantitative analyses. Suggested experiments using these
standardization methods are found in later chapters. A good
project experiment for introducing external standardization,
standard additions, and the importance of the sample’s

List of Key Terms

The key terms introduced within the chapter are
listed at the end of each chapter. Page references
direct the student to the definitions in the text.

Summary
The summary provides the student with a brief
review of the important concepts within the chapter.

Suggested Experiments
An annotated list of representative experiments is
provided from the Journal of Chemical Education.

Suggested Readings
Suggested readings give the student
access to more comprehensive
discussion of the topics introduced
within the chapter.

matrix is to explore the effect of pH]|
analysis of an acid-base indicator.

as an example, external standards c:
buffer and used to analyze samples
in the range of 6-10. Results can be
obtained using a standard addition.

4
J21G SUGGESTED
chemistry has been discu
chemists. Several notable

Baiulescu, G. E.; Patroescu,
1982.
Chem. 1985, 5

Kissinger, P. T. “Analytical C
‘Why Teach 1t?” Trends A

!
¢

W

=

Hillebrand, W. E; Lundell,
Wiley and Sons: New York,

>3] PROBLEMS

1. When working with a solid sample, it often is necessary to
bring the analyte into solution by dissolving the sample in a
suitable solvent. Any solid impurities that remain are
removed by filtration before continuing with the analysis.
In a typical total analysis method, the procedure might
read

After dissolving the sample in a beaker, remove any
solid impurities by passing the solution containing
the analyte through filter paper, collecting the
solution in a clean Erlenmeyer flask. Rinse the beaker
with several small portions of solvent, passing these
rinsings through the filter paper, and collecting them
in the same Erlenmeyer flask. Finally, rinse the filter
paper with several portions of solvent, collecting the
rinsings in the same Erlenmeyer flask.

ion method, however, the procedure

4. A sample was analyzed to determine the c
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analyte. Under the conditions of the analysis, the sensitivity is

17.2 ppm-!. What is the analyte’s concentration if Spess is 35,2 ~—_|
and Syeag is 0.67

A method for the analysis of Ca* in water suffers from an

interference in the presence of Zn*. When the concentration

of Ca?* is 50 times greater than that of Zn?*, an analysis for

Ca?" gives a relat rror of —2.0%. What is the value of the

selectivity coefficient for this method?

The quantitative analysis for reduced glutathione in blood is
complicated by the presence of many potential interferents.
In one study, when analyzing a solution of 10-ppb
glutathione and 1.5-ppb ascorbic acid, the signal was 5.43
times greater than that obtained for the analysis of 10-ppb
glutathione.'? What is the selectivity coefficient for this

The role of analytical chemistry within the broader discipline of
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Preface

As currently taught, the introductory course in analytical chemistry emphasizes
quantitative (and sometimes qualitative) methods of analysis coupled with a heavy
dose of equilibrium chemistry. Analytical chemistry, however, is more than equilib-
rium chemistry and a collection of analytical methods; it is an approach to solving
chemical problems. Although discussing different methods is important, that dis-
cussion should not come at the expense of other equally important topics. The intro-
ductory analytical course is the ideal place in the chemistry curriculum to explore
topics such as experimental design, sampling, calibration strategies, standardization,
optimization, statistics, and the validation of experimental results. These topics are
important in developing good experimental protocols, and in interpreting experi-
mental results. If chemistry is truly an experimental science, then it is essential that
all chemistry students understand how these topics relate to the experiments they
conduct in other chemistry courses.

Currently available textbooks do a good job of covering the diverse range of wet
and instrumental analysis techniques available to chemists. Although there is some
disagreement about the proper balance between wet analytical techniques, such as
gravimetry and titrimetry, and instrumental analysis techniques, such as spec-
trophotometry, all currently available textbooks cover a reasonable variety of tech-
niques. These textbooks, however, neglect, or give only brief consideration to,
obtaining representative samples, handling interferents, optimizing methods, ana-
lyzing data, validating data, and ensuring that data are collected under a state of sta-
tistical control.

In preparing this textbook, I have tried to find a more appropriate balance
between theory and practice, between “classical” and “modern” methods of analysis,
between analyzing samples and collecting and preparing samples for analysis, and
between analytical methods and data analysis. Clearly, the amount of material in this
textbook exceeds what can be covered in a single semester; it’s my hope, however,
that the diversity of topics will meet the needs of different instructors, while, per-
haps, suggesting some new topics to cover.

The anticipated audience for this textbook includes students majoring in chem-
istry, and students majoring in other science disciplines (biology, biochemistry,
environmental science, engineering, and geology, to name a few), interested in
obtaining a stronger background in chemical analysis. It is particularly appropriate
for chemistry majors who are not planning to attend graduate school, and who often
do not enroll in those advanced courses in analytical chemistry that require physical
chemistry as a pre-requisite. Prior coursework of a year of general chemistry is
assumed. Competence in algebra is essential; calculus is used on occasion, however,
its presence is not essential to the material’s treatment.
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Key Features of This Textbook
Key features set this textbook apart from others currently available.

* A stronger emphasis on the evaluation of data. Methods for characterizing
chemical measurements, results, and errors (including the propagation of
errors) are included. Both the binomial distribution and normal distribution
are presented, and the idea of a confidence interval is developed. Statistical
methods for evaluating data include the #-test (both for paired and unpaired
data), the F-test, and the treatment of outliers. Detection limits also are
discussed from a statistical perspective. Other statistical methods, such as
ANOVA and ruggedness testing, are presented in later chapters.

+ Standardizations and calibrations are treated in a single chapter. Selecting the
most appropriate calibration method is important and, for this reason, the
methods of external standards, standard additions, and internal standards are
gathered together in a single chapter. A discussion of curve-fitting, including
the statistical basis for linear regression (with and without weighting) also is
included in this chapter.

+ More attention to selecting and obtaining a representative sample. The design of a
statistically based sampling plan and its implementation are discussed earlier,
and in more detail than in other textbooks. Topics that are covered include
how to obtain a representative sample, how much sample to collect, how many
samples to collect, how to minimize the overall variance for an analytical
method, tools for collecting samples, and sample preservation.

* The importance of minimizing interferents is emphasized. Commonly used
methods for separating interferents from analytes, such as distillation, masking,
and solvent extraction, are gathered together in a single chapter.

* Balanced coverage of analytical techniques. The six areas of analytical
techniques—gravimetry, titrimetry, spectroscopy, electrochemistry,
chromatography, and kinetics—receive roughly equivalent coverage, meeting
the needs of instructors wishing to emphasize wet methods and those
emphasizing instrumental methods. Related methods are gathered together in a
single chapter encouraging students to see the similarities between methods,
rather than focusing on their differences.

+ An emphasis on practical applications. Throughout the text applications from
organic chemistry, inorganic chemistry, environmental chemistry, clinical
chemistry, and biochemistry are used in worked examples, representative
methods, and end-of-chapter problems.

* Representative methods link theory with practice. An important feature of this
text is the presentation of representative methods. These boxed features present
typical analytical procedures in a format that encourages students to think
about why the procedure is designed as it is.

« Separate chapters on developing a standard method and quality assurance. Two
chapters provide coverage of methods used in developing a standard method
of analysis, and quality assurance. The chapter on developing a standard
method includes topics such as optimizing experimental conditions using
response surfaces, verifying the method through the blind analysis of
standard samples and ruggedness testing, and collaborative testing using
Youden’s two-sample approach and ANOVA. The chapter on quality
assurance covers quality control and internal and external techniques for
quality assessment, including the use of duplicate samples, blanks, spike
recoveries, and control charts.
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« Problems adapted from the literature. Many of the in-chapter examples and end-
of-chapter problems are based on data from the analytical literature, providing
students with practical examples of current research in analytical chemistry.

« An emphasis on critical thinking. Critical thinking is encouraged through
problems in which students are asked to explain why certain steps in an
analytical procedure are included, or to determine the effect of an experimental
error on the results of an analysis.

* Suggested experiments from the Journal of Chemical Education. Rather than
including a short collection of experiments emphasizing the analysis of
standard unknowns, an annotated list of representative experiments from the
Journal of Chemical Education is included at the conclusion of most chapters.
These experiments may serve as stand alone experiments, or as starting points
for individual or group projects.

The Role of Equilibrium Chemistry in Analytical Chemistry

Equilibrium chemistry often receives a significant emphasis in the introductory ana-
Iytical chemistry course. While an important topic, its overemphasis can cause stu-
dents to confuse analytical chemistry with equilibrium chemistry. Although atten-
tion to solving equilibrium problems is important, it is equally important for stu-
dents to recognize when such calculations are impractical, or when a simpler, more
qualitative approach is all that is needed. For example, in discussing the gravimetric
analysis of Ag™ as AgCl, there is little point in calculating the equilibrium solubility
of AgCl since the concentration of Cl~ at equilibrium is rarely known. It is impor-
tant, however, to qualitatively understand that a large excess of Cl- increases the sol-
ubility of AgCl due to the formation of soluble silver-chloro complexes. Balancing
the presentation of a rigorous approach to solving equilibrium problems, this text
also introduces the use of ladder diagrams as a means for providing a qualitative pic-
ture of a system at equilibrium. Students are encouraged to use the approach best
suited to the problem at hand.

Computer Software

Many of the topics covered in analytical chemistry benefit from the availability of
appropriate computer software. In preparing this text, however, I made a conscious
decision to avoid a presentation tied to a single computer platform or software pack-
age. Students and faculty are increasingly experienced in the use of computers,
spreadsheets, and data analysis software; their use is, I think, best left to the person-
al choice of each student and instructor.

Organization

The textbook’s organization can be divided into four parts. Chapters 1-3 serve as an
introduction, providing an overview of analytical chemistry (Chapter 1); a review of
the basic tools of analytical chemistry, including significant figures, units, and stoi-
chiometry (Chapter 2); and an introduction to the terminology used by analytical
chemists (Chapter 3). Familiarity with the material in these chapters is assumed
throughout the remainder of the text.

Chapters 4-7 cover a number of topics that are important in understanding how
a particular analytical method works. Later chapters are mostly independent of the
material in these chapters. Instructors may pick and choose from among the topics



of these chapters, as needed, to support individual course goals. The statistical analy-
sis of data is covered in Chapter 4 at a level that is more complete than that found in
other introductory analytical textbooks. Methods for calibrating equipment, stan-
dardizing methods, and linear regression are gathered together in Chapter 5. Chapter
6 provides an introduction to equilibrium chemistry, stressing both the rigorous
solution to equilibrium problems, and the use of semi-quantitative approaches, such
as ladder diagrams. The importance of collecting the right sample, and methods for
separating analytes and interferents are covered in Chapter 7.

Chapters 8-13 cover the major areas of analysis, including gravimetry
(Chapter 8), titrimetry (Chapter 9), spectroscopy (Chapter 10), electrochemistry
(Chapter 11), chromatography and electrophoresis (Chapter 12), and kinetic meth-
ods (Chapter 13). Related techniques, such as acid—base titrimetry and redox
titrimetry, or potentiometry and voltammetry, are gathered together in single chap-
ters. Combining related techniques together encourages students to see the similar-
ities between methods, rather than focusing on their differences. The first technique
presented in each chapter is generally that which is most commonly covered in the
introductory course.

Finally, the textbook concludes with two chapters discussing the design and
maintenance of analytical methods, two topics of importance to analytical chemists.
Chapter 14 considers the development of an analytical method, including its opti-
mization, verification, and validation. Quality control and quality assessment are
discussed in Chapter 15.
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Introduction

Chemistry is the study of matter, including its composition,
structure, physical properties, and reactivity. There are many
approaches to studying chemistry, but, for convenience, we
traditionally divide it into five fields: organic, inorganic, physical,
biochemical, and analytical. Although this division is historical and
arbitrary, as witnessed by the current interest in interdisciplinary areas
such as bioanalytical and organometallic chemistry, these five fields
remain the simplest division spanning the discipline of chemistry.

Training in each of these fields provides a unique perspective to the
study of chemistry. Undergraduate chemistry courses and textbooks
are more than a collection of facts; they are a kind of apprenticeship. In
keeping with this spirit, this text introduces the field of analytical
chemistry and the unique perspectives that analytical chemists bring to
the study of chemistry.
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Modern Analytical Chemistry

I, What Is Analytical Chemistry?
“Analytical chemistry is what analytical chemists do.”*

We begin this section with a deceptively simple question. What is analytical chem-
istry? Like all fields of chemistry, analytical chemistry is too broad and active a disci-
pline for us to easily or completely define in an introductory textbook. Instead, we
will try to say a little about what analytical chemistry is, as well as a little about what
analytical chemistry is not.

Analytical chemistry is often described as the area of chemistry responsible for
characterizing the composition of matter, both qualitatively (what is present) and
quantitatively (how much is present). This description is misleading. After all, al-
most all chemists routinely make qualitative or quantitative measurements. The ar-
gument has been made that analytical chemistry is not a separate branch of chem-
istry, but simply the application of chemical knowledge.! In fact, you probably have
performed quantitative and qualitative analyses in other chemistry courses. For ex-
ample, many introductory courses in chemistry include qualitative schemes for
identifying inorganic ions and quantitative analyses involving titrations.

Unfortunately, this description ignores the unique perspective that analytical
chemists bring to the study of chemistry. The craft of analytical chemistry is not in
performing a routine analysis on a routine sample (which is more appropriately
called chemical analysis), but in improving established methods, extending existing
methods to new types of samples, and developing new methods for measuring
chemical phenomena.?

Here’s one example of this distinction between analytical chemistry and chemi-
cal analysis. Mining engineers evaluate the economic feasibility of extracting an ore
by comparing the cost of removing the ore with the value of its contents. To esti-
mate its value they analyze a sample of the ore. The challenge of developing and val-
idating the method providing this information is the analytical chemist’s responsi-
bility. Once developed, the routine, daily application of the method becomes the
job of the chemical analyst.

Another distinction between analytical chemistry and chemical analysis is
that analytical chemists work to improve established methods. For example, sev-
eral factors complicate the quantitative analysis of Ni*" in ores, including the
presence of a complex heterogeneous mixture of silicates and oxides, the low con-
centration of Ni?" in ores, and the presence of other metals that may interfere in
the analysis. Figure 1.1 is a schematic outline of one standard method in use dur-
ing the late nineteenth century.? After dissolving a sample of the ore in a mixture
of H,SO, and HNO;, trace metals that interfere with the analysis, such as Pb?*,
Cu?" and Fe3*, are removed by precipitation. Any cobalt and nickel in the sample
are reduced to Co and Ni, isolated by filtration and weighed (point A). After
dissolving the mixed solid, Co is isolated and weighed (point B). The amount
of nickel in the ore sample is determined from the difference in the masses at
points A and B.

mass point A — mass point B

%Ni = x 100

mass sample

*Attributed to C. N. Reilley (1925-1981) on receipt of the 1965 Fisher Award in Analytical Chemistry. Reilley, who was
a professor of chemistry at the University of North Carolina at Chapel Hill, was one of the most influential analytical
chemists of the last half of the twentieth century.



Original Sample

1:3 H,SO,/HNO3 100°C (8-10 h)
dilute w/H,O, digest 2-4 h

PbSO,
Sand

v
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Cu2+ Fe3+

C02+, Ni2+

dilute
bubble H,S(g)

F63+, COZ+, Ni2+ .

cool, add NH3
digest 50°~70°, 30 min
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Figure 1.1

Analytical scheme outlined by Fresenius? for the gravimetric analysis of Ni in ores.
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Figure 1.2

Analytical scheme outlined by Hillebrand and
Lundell for the gravimetric analysis of Ni in
ores (DMG = dimethylgloxime). The factor of
0.2031 in the equation for %Ni accounts for
the difference in the formula weights of
Ni(DMG), and Ni; see Chapter 8 for more
details.

Original sample

HNOg, HCI, heat

Solution

20% NH,CI
10% tartaric acid

o take alkaline with 1:1 NH3
take acid with HCI

10% tartaric acid
take alkaline with 1:1 NH3

Key take acid with HCI
1% alcoholic DMG

take alkaline with 1:1 NH3

Ni(DMG),(s)

mass A x 0.2031

= g sample

x 100

The combination of determining the mass of Ni** by difference, coupled with the
need for many reactions and filtrations makes this procedure both time-consuming
and difficult to perform accurately.

The development, in 1905, of dimethylgloxime (DMG), a reagent that selec-
tively precipitates Ni* and Pd?*, led to an improved analytical method for deter-
mining Ni?* in ores.* As shown in Figure 1.2, the mass of Ni** is measured directly,
requiring fewer manipulations and less time. By the 1970s, the standard method for
the analysis of Ni?* in ores progressed from precipitating Ni(DMG), to flame
atomic absorption spectrophotometry,’ resulting in an even more rapid analysis.
Current interest is directed toward using inductively coupled plasmas for determin-
ing trace metals in ores.

In summary, a more appropriate description of analytical chemistry is “. . . the
science of inventing and applying the concepts, principles, and . . . strategies for
measuring the characteristics of chemical systems and species.”® Analytical chemists
typically operate at the extreme edges of analysis, extending and improving the abil-
ity of all chemists to make meaningful measurements on smaller samples, on more
complex samples, on shorter time scales, and on species present at lower concentra-
tions. Throughout its history, analytical chemistry has provided many of the tools
and methods necessary for research in the other four traditional areas of chemistry,
as well as fostering multidisciplinary research in, to name a few, medicinal chem-
istry, clinical chemistry, toxicology, forensic chemistry, material science, geochem-
istry, and environmental chemistry.



You will come across numerous examples of qualitative and quantitative meth-
ods in this text, most of which are routine examples of chemical analysis. It is im-
portant to remember, however, that nonroutine problems prompted analytical
chemists to develop these methods. Whenever possible, we will try to place these
methods in their appropriate historical context. In addition, examples of current re-
search problems in analytical chemistry are scattered throughout the text.

The next time you are in the library, look through a recent issue of an analyti-
cally oriented journal, such as Analytical Chemistry. Focus on the titles and abstracts
of the research articles. Although you will not recognize all the terms and methods,
you will begin to answer for yourself the question “What is analytical chemistry”?

I The Analytical Perspective

Having noted that each field of chemistry brings a unique perspective to the study
of chemistry, we now ask a second deceptively simple question. What is the “analyt-
ical perspective”? Many analytical chemists describe this perspective as an analytical
approach to solving problems.” Although there are probably as many descriptions
of the analytical approach as there are analytical chemists, it is convenient for our
purposes to treat it as a five-step process:

Identify and define the problem.

Design the experimental procedure.
Conduct an experiment, and gather data.
Analyze the experimental data.

Propose a solution to the problem.

Sl ol S

Figure 1.3 shows an outline of the analytical approach along with some im-
portant considerations at each step. Three general features of this approach de-
serve attention. First, steps 1 and 5 provide opportunities for analytical chemists
to collaborate with individuals outside the realm of analytical chemistry. In fact,
many problems on which analytical chemists work originate in other fields. Sec-
ond, the analytical approach is not linear, but incorporates a “feedback loop”
consisting of steps 2, 3, and 4, in which the outcome of one step may cause a
reevaluation of the other two steps. Finally, the solution to one problem often
suggests a new problem.

Analytical chemistry begins with a problem, examples of which include evalu-
ating the amount of dust and soil ingested by children as an indicator of environ-
mental exposure to particulate based pollutants, resolving contradictory evidence
regarding the toxicity of perfluoro polymers during combustion, or developing
rapid and sensitive detectors for chemical warfare agents.* At this point the analyti-
cal approach involves a collaboration between the analytical chemist and the indi-
viduals responsible for the problem. Together they decide what information is
needed. It is also necessary for the analytical chemist to understand how the prob-
lem relates to broader research goals. The type of information needed and the prob-
lem’s context are essential to designing an appropriate experimental procedure.

Designing an experimental procedure involves selecting an appropriate method
of analysis based on established criteria, such as accuracy, precision, sensitivity, and
detection limit; the urgency with which results are needed; the cost of a single analy-
sis; the number of samples to be analyzed; and the amount of sample available for

*These examples are taken from a series of articles, entitled the “Analytical Approach,” which has appeared as a regular
feature in the journal Analytical Chemistry since 1974.

Chapter 1 Introduction
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1. Identify the problem

(qualitative, quantitative,
characterization, or fundamental)

Identify context of the problem

Determine type of information needed 5. Propose a solution

Conduct external evaluation

2. Design the experimental procedure

cost, speed)
Identify interferents
Select method

Establish validation criteria

Establish sampling strategy

Figure 1.3
Flow diagram for the analytical approach to
solving problems; modified after Atkinson.”«

Establish design criteria (accuracy, precision,
scale of operation, sensitivity, selectivity,

4. Analyze the experimental data

Reduce or transform data

Analyze statistics

A

Verify results

Interpret results

Feedback
loop

3. Conduct an experiment

Calibrate instruments and equipment
Standardize reagents

Gather data

analysis. Finding an appropriate balance between these parameters is frequently
complicated by their interdependence. For example, improving the precision of an
analysis may require a larger sample. Consideration is also given to collecting, stor-
ing, and preparing samples, and to whether chemical or physical interferences will
affect the analysis. Finally, a good experimental procedure may still yield useless in-
formation if there is no method for validating the results.

The most visible part of the analytical approach occurs in the laboratory. As
part of the validation process, appropriate chemical or physical standards are used
to calibrate any equipment being used and any solutions whose concentrations
must be known. The selected samples are then analyzed and the raw data recorded.

The raw data collected during the experiment are then analyzed. Frequently the
data must be reduced or transformed to a more readily analyzable form. A statistical
treatment of the data is used to evaluate the accuracy and precision of the analysis
and to validate the procedure. These results are compared with the criteria estab-
lished during the design of the experiment, and then the design is reconsidered, ad-
ditional experimental trials are run, or a solution to the problem is proposed. When
a solution is proposed, the results are subject to an external evaluation that may re-
sult in a new problem and the beginning of a new analytical cycle.



As an exercise, let’s adapt this model of the analytical approach to a real prob-
lem. For our example, we will use the determination of the sources of airborne pol-
lutant particles. A description of the problem can be found in the following article:

“Tracing Aerosol Pollutants with Rare Earth Isotopes” by
Ondov, J. M.; Kelly, W. R. Anal. Chem. 1991, 63, 691A—697A.

Before continuing, take some time to read the article, locating the discussions per-
taining to each of the five steps outlined in Figure 1.3. In addition, consider the fol-
lowing questions:

What is the analytical problem?

What type of information is needed to solve the problem?

How will the solution to this problem be used?

What criteria were considered in designing the experimental procedure?

Were there any potential interferences that had to be eliminated? If so, how

were they treated?

Is there a plan for validating the experimental method?

How were the samples collected?

8. Is there evidence that steps 2, 3, and 4 of the analytical approach are repeated
more than once?

9. Was there a successful conclusion to the problem?

S P =

N oo

According to our model, the analytical approach begins with a problem. The
motivation for this research was to develop a method for monitoring the transport
of solid aerosol particulates following their release from a high-temperature com-
bustion source. Because these particulates contain significant concentrations of
toxic heavy metals and carcinogenic organic compounds, they represent a signifi-
cant environmental hazard.

An aerosol is a suspension of either a solid or a liquid in a gas. Fog, for exam-
ple, is a suspension of small liquid water droplets in air, and smoke is a suspension
of small solid particulates in combustion gases. In both cases the liquid or solid par-
ticulates must be small enough to remain suspended in the gas for an extended
time. Solid aerosol particulates, which are the focus of this problem, usually have
micrometer or submicrometer diameters. Over time, solid particulates settle out
from the gas, falling to the Earth’s surface as dry deposition.

Existing methods for monitoring the transport of gases were inadequate for
studying aerosols. To solve the problem, qualitative and quantitative information
were needed to determine the sources of pollutants and their net contribution to
the total dry deposition at a given location. Eventually the methods developed in
this study could be used to evaluate models that estimate the contributions of point
sources of pollution to the level of pollution at designated locations.

Following the movement of airborne pollutants requires a natural or artificial
tracer (a species specific to the source of the airborne pollutants) that can be exper-
imentally measured at sites distant from the source. Limitations placed on the
tracer, therefore, governed the design of the experimental procedure. These limita-
tions included cost, the need to detect small quantities of the tracer, and the ab-
sence of the tracer from other natural sources. In addition, aerosols are emitted
from high-temperature combustion sources that produce an abundance of very re-
active species. The tracer, therefore, had to be both thermally and chemically stable.
On the basis of these criteria, rare earth isotopes, such as those of Nd, were selected
as tracers. The choice of tracer, in turn, dictated the analytical method (thermal
ionization mass spectrometry, or TIMS) for measuring the isotopic abundances of

Chapter 1 Introduction
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qualitative analysis

An analysis in which we determine the
identity of the constituent species in a
sample.

Nd in samples. Unfortunately, mass spectrometry is not a selective technique. A
mass spectrum provides information about the abundance of ions with a given
mass. It cannot distinguish, however, between different ions with the same mass.
Consequently, the choice of TIMS required developing a procedure for separating
the tracer from the aerosol particulates.

Validating the final experimental protocol was accomplished by running a
model study in which “8Nd was released into the atmosphere from a 100-MW coal
utility boiler. Samples were collected at 13 locations, all of which were 20 km from
the source. Experimental results were compared with predictions determined by the
rate at which the tracer was released and the known dispersion of the emissions.

Finally, the development of this procedure did not occur in a single, linear pass
through the analytical approach. As research progressed, problems were encoun-
tered and modifications made, representing a cycle through steps 2, 3, and 4 of the
analytical approach.

Others have pointed out, with justification, that the analytical approach out-
lined here is not unique to analytical chemistry, but is common to any aspect of sci-
ence involving analysis.® Here, again, it helps to distinguish between a chemical
analysis and analytical chemistry. For other analytically oriented scientists, such as
physical chemists and physical organic chemists, the primary emphasis is on the
problem, with the results of an analysis supporting larger research goals involving
fundamental studies of chemical or physical processes. The essence of analytical
chemistry, however, is in the second, third, and fourth steps of the analytical ap-
proach. Besides supporting broader research goals by developing and validating an-
alytical methods, these methods also define the type and quality of information
available to other research scientists. In some cases, the success of an analytical
method may even suggest new research problems.

I Common Analytical Problems

In Section 1A we indicated that analytical chemistry is more than a collection of
qualitative and quantitative methods of analysis. Nevertheless, many problems on
which analytical chemists work ultimately involve either a qualitative or quantita-
tive measurement. Other problems may involve characterizing a sample’s chemical
or physical properties. Finally, many analytical chemists engage in fundamental
studies of analytical methods. In this section we briefly discuss each of these four
areas of analysis.

Many problems in analytical chemistry begin with the need to identify what is
present in a sample. This is the scope of a qualitative analysis, examples of which
include identifying the products of a chemical reaction, screening an athlete’s urine
for the presence of a performance-enhancing drug, or determining the spatial dis-
tribution of Pb on the surface of an airborne particulate. Much of the early work in
analytical chemistry involved the development of simple chemical tests to identify
the presence of inorganic ions and organic functional groups. The classical labora-
tory courses in inorganic and organic qualitative analysis,’ still taught at some
schools, are based on this work. Currently, most qualitative analyses use methods
such as infrared spectroscopy, nuclear magnetic resonance, and mass spectrometry.
These qualitative applications of identifying organic and inorganic compounds are
covered adequately elsewhere in the undergraduate curriculum and, so, will receive
no further consideration in this text.
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Perhaps the most common type of problem encountered in the analytical lab is
a quantitative analysis. Examples of typical quantitative analyses include the ele-
mental analysis of a newly synthesized compound, measuring the concentration of
glucose in blood, or determining the difference between the bulk and surface con-
centrations of Cr in steel. Much of the analytical work in clinical, pharmaceutical,
environmental, and industrial labs involves developing new methods for determin-
ing the concentration of targeted species in complex samples. Most of the examples
in this text come from the area of quantitative analysis.

Another important area of analytical chemistry, which receives some attention
in this text, is the development of new methods for characterizing physical and
chemical properties. Determinations of chemical structure, equilibrium constants,
particle size, and surface structure are examples of a characterization analysis.

The purpose of a qualitative, quantitative, and characterization analysis is to
solve a problem associated with a sample. A fundamental analysis, on the other
hand, is directed toward improving the experimental methods used in the other
areas of analytical chemistry. Extending and improving the theory on which a
method is based, studying a method’s limitations, and designing new and modify-
ing old methods are examples of fundamental studies in analytical chemistry.

quantitative analysis

An analysis in which we determine how
much of a constituent species is present
in a sample.

characterization analysis
An analysis in which we evaluate a
sample’s chemical or physical properties.

fundamental analysis
An analysis whose purpose is to improve
an analytical method’s capabilities.

S
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characterization analysis

(.9
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qualitative analysis

(p. 8)

quantitative analysis

(p-9)

fundamental analysis

S

19 1IE SUMMARY

Analytical chemists work to improve the ability of all chemists to
make meaningful measurements. Chemists working in medicinal
chemistry, clinical chemistry, forensic chemistry, and environ-
mental chemistry, as well as the more traditional areas of chem-
istry, need better tools for analyzing materials. The need to work
with smaller quantities of material, with more complex materi-
als, with processes occurring on shorter time scales, and with
species present at lower concentrations challenges analytical

) IF PROBLEMS

1. For each of the following problems indicate whether its
solution requires a qualitative, quantitative, characterization,
or fundamental study. More than one type of analysis may be
appropriate for some problems.

a. A hazardous-waste disposal site is believed to be leaking
contaminants into the local groundwater.

b. An art museum is concerned that a recent acquisition is a
forgery.

c. A more reliable method is needed by airport security for
detecting the presence of explosive materials in luggage.

chemists to improve existing analytical methods and to develop
new analytical techniques.

Typical problems on which analytical chemists work include
qualitative analyses (what is present?), quantitative analyses
(how much is present?), characterization analyses (what are
the material’s chemical and physical properties?), and funda-
mental analyses (how does this method work and how can it be
improved?).

d. The structure of a newly discovered virus needs to be
determined.

e. A new visual indicator is needed for an acid-base titration.

f. A new law requires a method for evaluating whether
automobiles are emitting too much carbon monoxide.

2. Read a recent article from the column “Analytical Approach,”
published in Analytical Chemistry, or an article assigned by
your instructor, and write an essay summarizing the nature of
the problem and how it was solved. As a guide, refer back to
Figure 1.3 for one model of the analytical approach.
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Basic Tools of Analytical Chemistry

I n the chapters that follow we will learn about the specifics of
analytical chemistry. In the process we will ask and answer questions
such as “How do we treat experimental data?” “How do we ensure that
our results are accurate?” “How do we obtain a representative
sample?” and “How do we select an appropriate analytical technique?”
Before we look more closely at these and other questions, we will first
review some basic numerical and experimental tools of importance to
analytical chemists.
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SI units

Stands for Systéme International d’Unités.
These are the internationally agreed on
units for measurements.

scientific notation

A shorthand method for expressing very
large or very small numbers by
indicating powers of ten; for example,
1000 is 1 % 103,

! Numbers in Analytical Chemistry

Analytical chemistry is inherently a quantitative science. Whether determining the
concentration of a species in a solution, evaluating an equilibrium constant, mea-
suring a reaction rate, or drawing a correlation between a compound’s structure
and its reactivity, analytical chemists make measurements and perform calculations.
In this section we briefly review several important topics involving the use of num-
bers in analytical chemistry.

2A.1 Fundamental Units of Measure

Imagine that you find the following instructions in a laboratory procedure: “Trans-
fer 1.5 of your sample to a 100 volumetric flask, and dilute to volume.” How do you
do this? Clearly these instructions are incomplete since the units of measurement
are not stated. Compare this with a complete instruction: “Transfer 1.5 g of your
sample to a 100-mL volumetric flask, and dilute to volume.” This is an instruction
that you can easily follow.

Measurements usually consist of a unit and a number expressing the quantity
of that unit. Unfortunately, many different units may be used to express the same
physical measurement. For example, the mass of a sample weighing 1.5 g also may
be expressed as 0.0033 1b or 0.053 oz. For consistency, and to avoid confusion, sci-
entists use a common set of fundamental units, several of which are listed in Table
2.1. These units are called SI units after the Systéme International d’Unités. Other
measurements are defined using these fundamental SI units. For example, we mea-
sure the quantity of heat produced during a chemical reaction in joules, (J), where

m2kg

S2

1]=1

Table 2.2 provides a list of other important derived SI units, as well as a few com-
monly used non-SI units.

Chemists frequently work with measurements that are very large or very small.
A mole, for example, contains 602,213,670,000,000,000,000,000 particles, and some
analytical techniques can detect as little as 0.000000000000001 g of a compound.
For simplicity, we express these measurements using scientific notation; thus, a
mole contains 6.0221367 % 10?3 particles, and the stated mass is 1 X 101> g. Some-
times it is preferable to express measurements without the exponential term, replac-
ing it with a prefix. A mass of 1 X 1071 g is the same as 1 femtogram. Table 2.3 lists
other common prefixes.

11| P Fundamental SI Units

Measurement Unit Symbol
mass kilogram kg
volume liter L
distance meter m
temperature kelvin K
time second s
current ampere A

amount of substance mole mol
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Other S| and Non-SI Units

Measurement Unit Symbol Equivalent Sl units
length angstrom A 1TA=1x101"m
force newton N TN=1m /s2
pressure pascal Pa 1Pa=1N/m2=1kg/(m IE)
atmosphere atm Tatm=1 25 Pa
energy, work, heat joule J 1J=1N ml 1 /s2
power watt wW 1TW=1J/5=1m2 /s3
charge coulomb C 1C=1A E
potential volt Vv 1V=1W/A=1m? /(s3 IE
temperature degree Celsius °C °C=K-273.15
degree Fahrenheit °F °F =1.8(K -273.15) + 32
11-1 | -3 Common Prefixes for Exponential
Notation

Exponential Prefix Symbol

1012 tera T

10° giga G

106 mega M

103 kilo k

107! deci d

1072 centi C

1073 milli m

106 micro 1]

107° nano n

1012 pico p

10715 femto f

1018 atto a

2A.2 significant Figures

Recording a measurement provides information about both its magnitude and un-
certainty. For example, if we weigh a sample on a balance and record its mass as
1.2637 g, we assume that all digits, except the last, are known exactly. We assume
that the last digit has an uncertainty of at least £1, giving an absolute uncertainty of
at least £0.0001 g, or a relative uncertainty of at least

+0.0001 g
1.2637 g

x 100 = £0.0079%

Significant figures are a reflection of a measurement’s uncertainty. The num-
ber of significant figures is equal to the number of digits in the measurement, with
the exception that a zero (0) used to fix the location of a decimal point is not con-
sidered significant. This definition can be ambiguous. For example, how many sig-
nificant figures are in the number 100? If measured to the nearest hundred, then
there is one significant figure. If measured to the nearest ten, however, then two

significant figures

The digits in a measured quantity,
including all digits known exactly and
one digit (the last) whose quantity is
uncertain.
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significant figures are included. To avoid ambiguity we use scientific notation. Thus,
1 % 10? has one significant figure, whereas 1.0 x 102 has two significant figures.

For measurements using logarithms, such as pH, the number of significant
figures is equal to the number of digits to the right of the decimal, including all
zeros. Digits to the left of the decimal are not included as significant figures since
they only indicate the power of 10. A pH of 2.45, therefore, contains two signifi-
cant figures.

Exact numbers, such as the stoichiometric coefficients in a chemical formula or
reaction, and unit conversion factors, have an infinite number of significant figures.
A mole of CaCl,, for example, contains exactly two moles of chloride and one mole
of calcium. In the equality

1000 mL =1L

both numbers have an infinite number of significant figures.

Recording a measurement to the correct number of significant figures is im-
portant because it tells others about how precisely you made your measurement.
For example, suppose you weigh an object on a balance capable of measuring
mass to the nearest £0.1 mg, but record its mass as 1.762 g instead of 1.7620 g.
By failing to record the trailing zero, which is a significant figure, you suggest to
others that the mass was determined using a balance capable of weighing to only
the nearest £1 mg. Similarly, a buret with scale markings every 0.1 mL can be
read to the nearest £0.01 mL. The digit in the hundredth’s place is the least sig-
nificant figure since we must estimate its value. Reporting a volume of 12.241
mL implies that your buret’s scale is more precise than it actually is, with divi-
sions every 0.01 mL.

Significant figures are also important because they guide us in reporting the re-
sult of an analysis. When using a measurement in a calculation, the result of that
calculation can never be more certain than that measurement’s uncertainty. Simply
put, the result of an analysis can never be more certain than the least certain mea-
surement included in the analysis.

As a general rule, mathematical operations involving addition and subtraction
are carried out to the last digit that is significant for all numbers included in the cal-
culation. Thus, the sum of 135.621, 0.33, and 21.2163 is 157.17 since the last digit
that is significant for all three numbers is in the hundredth’s place.

135.621 +0.33 +21.2163 = 157.1673 = 157.17

When multiplying and dividing, the general rule is that the answer contains the
same number of significant figures as that number in the calculation having the
fewest significant figures. Thus,

22.91 % 0.152

= 0.21361 = 0.214
16.302 _

It is important to remember, however, that these rules are generalizations.
What is conserved is not the number of significant figures, but absolute uncertainty
when adding or subtracting, and relative uncertainty when multiplying or dividing.
For example, the following calculation reports the answer to the correct number of
significant figures, even though it violates the general rules outlined earlier.

1
101 =1.02
99
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Since the relative uncertainty in both measurements is roughly 1% (101 +1, 99 *1),
the relative uncertainty in the final answer also must be roughly 1%. Reporting the
answer to only two significant figures (1.0), as required by the general rules, implies
a relative uncertainty of 10%. The correct answer, with three significant figures,
yields the expected relative uncertainty. Chapter 4 presents a more thorough treat-
ment of uncertainty and its importance in reporting the results of an analysis.

Finally, to avoid “round-off” errors in calculations, it is a good idea to retain at
least one extra significant figure throughout the calculation. This is the practice
adopted in this textbook. Better yet, invest in a good scientific calculator that allows
you to perform lengthy calculations without recording intermediate values. When
the calculation is complete, the final answer can be rounded to the correct number
of significant figures using the following simple rules.

1. Retain the least significant figure if it and the digits that follow are less than
halfway to the next higher digit; thus, rounding 12.442 to the nearest tenth
gives 12.4 since 0.442 is less than halfway between 0.400 and 0.500.

2. Increase the least significant figure by 1 if it and the digits that follow are more
than halfway to the next higher digit; thus, rounding 12.476 to the nearest tenth
gives 12.5 since 0.476 is more than halfway between 0.400 and 0.500.

3. If the least significant figure and the digits that follow are exactly halfway to the
next higher digit, then round the least significant figure to the nearest even
number; thus, rounding 12.450 to the nearest tenth gives 12.4, but rounding
12.550 to the nearest tenth gives 12.6. Rounding in this manner prevents us
from introducing a bias by always rounding up or down.

! Units for Expressing Concentration

Concentration is a general measurement unit stating the amount of solute present
in a known amount of solution

. amount of solute
Concentration = 2.1

amount of solution

Although the terms “solute” and “solution” are often associated with liquid sam-
ples, they can be extended to gas-phase and solid-phase samples as well. The actual
units for reporting concentration depend on how the amounts of solute and solu-
tion are measured. Table 2.4 lists the most common units of concentration.

2B.1 Molarity and Formality

Both molarity and formality express concentration as moles of solute per liter of solu-
tion. There is, however, a subtle difference between molarity and formality. Molarity
is the concentration of a particular chemical species in solution. Formality, on the
other hand, is a substance’s total concentration in solution without regard to its spe-
cific chemical form. There is no difference between a substance’s molarity and for-
mality if it dissolves without dissociating into ions. The molar concentration of a so-
lution of glucose, for example, is the same as its formality.

For substances that ionize in solution, such as NaCl, molarity and formality are
different. For example, dissolving 0.1 mol of NaCl in 1 L of water gives a solution
containing 0.1 mol of Na* and 0.1 mol of Cl~. The molarity of NaCl, therefore,
is zero since there is essentially no undissociated NaCl in solution. The solution,

concentration

An expression stating the relative
amount of solute per unit volume or
unit mass of solution.

molarity
The number of moles of solute per liter
of solution (M).

formality

The number of moles of solute,
regardless of chemical form, per liter of
solution (F).

I5
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normality

The number of equivalents of solute per

liter of solution (N).

11-1 | WS Common Units for Reporting
Concentration

Name Units? Symbol
molarity moles solute M
liters solution
formality number FWs solute F
liters solution
normality number EWs solute N
liters solution
molality moles solute m
kg solvent
weight % g solute % wiw
100 g solution
volume % mL solute % viv
100 mL solution
weight-to-volume % g solute % wiv
100 mL solution
parts per million g solute ppm
108 g solution
parts per billion g solute ppb

10° g solution

aFW = formula weight; EW = equivalent weight.

instead, is 0.1 M in Na* and 0.1 M in CI. The formality of NaCl, however, is 0.1 F
because it represents the total amount of NaCl in solution. The rigorous definition
of molarity, for better or worse, is largely ignored in the current literature, as it is in
this text. When we state that a solution is 0.1 M NaCl we understand it to consist of
Na* and CI~ ions. The unit of formality is used only when it provides a clearer de-
scription of solution chemistry.

Molar concentrations are used so frequently that a symbolic notation is often
used to simplify its expression in equations and writing. The use of square brackets
around a species indicates that we are referring to that species’ molar concentration.
Thus, [Na*] is read as the “molar concentration of sodium ions.”

2B.2 Normality

Normality is an older unit of concentration that, although once commonly used, is
frequently ignored in today’s laboratories. Normality is still used in some hand-
books of analytical methods, and, for this reason, it is helpful to understand its
meaning. For example, normality is the concentration unit used in Standard Meth-
ods for the Examination of Water and Wastewater,! a commonly used source of ana-
lytical methods for environmental laboratories.

Normality makes use of the chemical equivalent, which is the amount of one
chemical species reacting stoichiometrically with another chemical species. Note
that this definition makes an equivalent, and thus normality, a function of the
chemical reaction in which the species participates. Although a solution of H,SO,4
has a fixed molarity, its normality depends on how it reacts.
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The number of equivalents, 7, is based on a reaction unit, which is that part of
a chemical species involved in a reaction. In a precipitation reaction, for example,
the reaction unit is the charge of the cation or anion involved in the reaction; thus
for the reaction

Pb**(aq) + 2I-(agq) = Pbl,(s)

n=2 for Pb?>* and n = 1 for I". In an acid-base reaction, the reaction unit is the
number of H* ions donated by an acid or accepted by a base. For the reaction be-
tween sulfuric acid and ammonia

H,S04(aq) + 2NH;(aq) = 2NH,*(aq) + SO4*~(aq)

we find that n =2 for H,SO, and #n =1 for NH3. For a complexation reaction, the
reaction unit is the number of electron pairs that can be accepted by the metal or
donated by the ligand. In the reaction between Ag* and NHj;

Ag*(aq) + 2NH3(aq) = Ag(NHj3),%(aq)

the value of n for Ag* is 2 and that for NH; is 1. Finally, in an oxidation-reduction
reaction the reaction unit is the number of electrons released by the reducing agent
or accepted by the oxidizing agent; thus, for the reaction

2Fe3*(aq) + Sn**(aq) = Sn**(aq) + 2Fe**(aq)

n= 1 for Fe’* and n = 2 for Sn?*. Clearly, determining the number of equivalents
for a chemical species requires an understanding of how it reacts.

Normality is the number of equivalent weights (EW) per unit volume and,
like formality, is independent of speciation. An equivalent weight is defined as the
ratio of a chemical species’ formula weight (FW) to the number of its equivalents

FW
EW = —
n
Consequently, the following simple relationship exists between normality and
molarity.

N=nxM

Example 2.1 illustrates the relationship among chemical reactivity, equivalent
weight, and normality.

Calculate the equivalent weight and normality for a solution of 6.0 M H;PO,
given the following reactions:

(a) H3PO4(aq) + 30H(aq) = PO4*~(aq) + 3H,0(/)
(b) H3POy4(aq) + 2NHj;(aq) = HPO4*(aq) + 2NH,*(aq)
(c) H3PO4(aq) + F(aq) = H,PO4 (aq) + HF(aq)

SOLUTION

For phosphoric acid, the number of equivalents is the number of H* ions
donated to the base. For the reactions in (a), (b), and (¢) the number of
equivalents are 3, 2, and 1, respectively. Thus, the calculated equivalent weights
and normalities are

equivalent
The moles of a species that can donate
one reaction unit.

equivalent weight
The mass of a compound containing one
equivalent (EW).

formula weight
The mass of a compound containing one
mole (FW).
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molality
The number of moles of solute per
kilogram of solvent ().

weight percent
Grams of solute per 100 g of solution.
(% wiw).

volume percent
Milliliters of solute per 100 mL of
solution (% v/v).

weight-to-volume percent
Grams of solute per 100 mL of solution
(% wiv).

parts per million

Micrograms of solute per gram of
solution; for aqueous solutions the units
are often expressed as milligrams of
solute per liter of solution (ppm).

parts per billion

Nanograms of solute per gram of
solution; for aqueous solutions the units
are often expressed as micrograms of
solute per liter of solution (ppb).

(a) sz¥:97'3994:32.665 N=nxM=3x60=18N
(b) EW=¥=97'2994=48.997 N=nxM=2x60=12N
© Ew =W _979 _ o 004 N-uxM=1x60=60N
[

2B.3 Molality

Molality is used in thermodynamic calculations where a temperature independent
unit of concentration is needed. Molarity, formality and normality are based on the
volume of solution in which the solute is dissolved. Since density is a temperature de-
pendent property a solution’s volume, and thus its molar, formal and normal concen-
trations, will change as a function of its temperature. By using the solvent’s mass in
place of its volume, the resulting concentration becomes independent of temperature.

2B.4 Weight, Volume, and Weight-to-Volume Ratios

Weight percent (% w/w), volume percent (% v/v) and weight-to-volume percent
(% w/v) express concentration as units of solute per 100 units of sample. A solution in which
a solute has a concentration of 23% w/v contains 23 g of solute per 100 mL of solution.
Parts per million (ppm) and parts per billion (ppb) are mass ratios of grams of
solute to one million or one billion grams of sample, respectively. For example, a steel
that is 450 ppm in Mn contains 450 g of Mn for every gram of steel. If we approxi-
mate the density of an aqueous solution as 1.00 g/mL, then solution concentrations can
be expressed in parts per million or parts per billion using the following relationships.

mg _ Hg

m = ee— e —.—
pP liter mL
Hg _ ng
b=—"2 =
PP liter mL

For gases a part per million usually is a volume ratio. Thus, a helium concentration
of 6.3 ppm means that one liter of air contains 6.3 PL of He.

2B.5 Converting Between Concentration Units

The units of concentration most frequently encountered in analytical chemistry are
molarity, weight percent, volume percent, weight-to-volume percent, parts per mil-
lion, and parts per billion. By recognizing the general definition of concentration
given in equation 2.1, it is easy to convert between concentration units.

A concentrated solution of aqueous ammonia is 28.0% w/w NH3 and has a
density of 0.899 g/mL. What is the molar concentration of NHj3 in this solution?

SOLUTION
28. H . luti 1 mole NH 1 L
80gN‘3 x0899g501'1t10nx mole NH;3 9 OQOm — 148 M
100 g solution mL solution 17.04 g NH; liter
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The maximum allowed concentration of chloride in a municipal drinking
water supply is 2.50 X 10? ppm Cl~. When the supply of water exceeds this
limit, it often has a distinctive salty taste. What is this concentration in moles
Cl-/liter?

SOLUTION

250 x 10> mgCl~  1g  1moleCl-
L 1000mg  35.453 g Cl~

=705%x10°M

2B.6 p-Functions

Sometimes it is inconvenient to use the concentration units in Table 2.4. For exam-
ple, during a reaction a reactant’s concentration may change by many orders of mag-
nitude. If we are interested in viewing the progress of the reaction graphically, we
might wish to plot the reactant’s concentration as a function of time or as a function
of the volume of a reagent being added to the reaction. Such is the case in Figure 2.1,
where the molar concentration of H* is plotted (y-axis on left side of figure) as a
function of the volume of NaOH added to a solution of HCL The initial [H*] is 0.10
M, and its concentration after adding 75 mL of NaOH is 5.0 X 101> M. We can easily
follow changes in the [H*] over the first 14 additions of NaOH. For the last ten addi-
tions of NaOH, however, changes in the [H*] are too small to be seen.

When working with concentrations that span many orders of magnitude, it is
often more convenient to express the concentration as a p-function. The p-func-
tion of a number X is written as pX and is defined as

pX = -log(X)
Thus, the pH of a solution that is 0.10 M H™ is
pH = -log[H*] = -log(0.10) = 1.00
and the pH of 5.0 x 107> M H* is
pH =-log[H*] = -log(5.0 x 1071%) =12.30

Figure 2.1 shows how plotting pH in place of [H*] provides more detail about how
the concentration of H* changes following the addition of NaOH.

What is pNa for a solution of 1.76 X 10~ M Na;PO4?

SOLUTION
Since each mole of Na3PO, contains three moles of Na*, the concentration of
Na‘is
3 mol Na*
[Na*] = 20N 176 x10° M = 528 x 10° M
mol Na3; POy
and pNa is

pNa = —log[Na*] = -log(5.28 x 10-%) =2.277

p-function
A function of the form pX, where
pX = -log(X).

19
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Figure 2.1

Graph of [H*] versus volume of NaOH and
pH versus volume of NaOH for the reaction
of 0.10 M HCl with 0.10 M NaOH.
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What is the [H*] in a solution that has a pH of 5.162

SOLUTION
The concentration of H* is
pH =-log[H*] =5.16
log[H*] =-5.16
[H*] = antilog(-5.16) = 1016 = 6.9 x 10°° M

F. stoichiometric Calculations

A balanced chemical reaction indicates the quantitative relationships between the
moles of reactants and products. These stoichiometric relationships provide the
basis for many analytical calculations. Consider, for example, the problem of deter-
mining the amount of oxalic acid, H,C,Oy, in rhubarb. One method for this analy-
sis uses the following reaction in which we oxidize oxalic acid to CO,.

2Fe3*(aq) + HyC,04(aq) + 2H,0(¢) — 2Fe?*(aq) + 2CO,(g) + 2H30%(aq) 2.2

The balanced chemical reaction provides the stoichiometric relationship between
the moles of Fe3* used and the moles of oxalic acid in the sample being analyzed—
specifically, one mole of oxalic acid reacts with two moles of Fe3*. As shown in Ex-
ample 2.6, the balanced chemical reaction can be used to determine the amount of
oxalic acid in a sample, provided that information about the number of moles of

Fe3* is known.
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o EXAMPLE 2.6

= The amount of oxalic acid in a sample of rhubarb was determined by reacting
with Fe’* as outlined in reaction 2.2. In a typical analysis, the oxalic acid in
10.62 g of rhubarb was extracted with a suitable solvent. The complete
oxidation of the oxalic acid to CO, required 36.44 mL of 0.0130 M Fe3*. What
is the weight percent of oxalic acid in the sample of rhubarb?

Examp

SOLUTION
We begin by calculating the moles of Fe3* used in the reaction

0.0130 mol Fe**
L

% 0.03644 L = 4.737 x 10~* mol Fe3*

The moles of oxalic acid reacting with the Fe3*, therefore, is

1 mol C2 H204
2 mol Fe*

Converting moles of oxalic acid to grams of oxalic acid

4.737 x 10~* mol Fe3* x = 2.369 x 10~* mol C,H,0,

90.03 g C2 Hz 04

2.369 x 10~ mol C,H,0, X
mol C2 H204

= 2.132 x 1072 g oxalic acid
and converting to weight percent gives the concentration of oxalic acid in the
sample of rhubarb as

2.132 x1072g C,H,0,
10.62 g rhubarb

x 100 = 0.201% w/w C,H,04

In the analysis described in Example 2.6 oxalic acid already was present in the
desired form. In many analytical methods the compound to be determined must be
converted to another form prior to analysis. For example, one method for the quan-
titative analysis of tetraethylthiuram disulfide (C;oH29N,S4), the active ingredient in
the drug Antabuse (disulfiram), requires oxidizing the S to SO,, bubbling the SO,
through H,0; to produce H,SOy, followed by an acid-base titration of the H,SO,4
with NaOH. Although we can write and balance chemical reactions for each of these
steps, it often is easier to apply the principle of the conservation of reaction units.

A reaction unit is that part of a chemical species involved in a reaction. Con-
sider, for example, the general unbalanced chemical reaction

A +B - Products

Conservation of reaction units requires that the number of reaction units associated
with the reactant A equal the number of reaction units associated with the reactant
B. Translating the previous statement into mathematical form gives

Number of reaction units per A X moles A 23
= number of reaction units per B x moles B )

If we know the moles of A and the number of reaction units associated with A and
B, then we can calculate the moles of B. Note that a conservation of reaction units,
as defined by equation 2.3, can only be applied between two species. There are five
important principles involving a conservation of reaction units: mass, charge, pro-
tons, electron pairs, and electrons.

21



22

Modern Analytical Chemistry

2C.1 Conservation of Mass

The easiest principle to appreciate is conservation of mass. Except for nuclear reac-
tions, an element’s total mass at the end of a reaction must be the same as that pres-
ent at the beginning of the reaction; thus, an element serves as the most fundamen-
tal reaction unit. Consider, for example, the combustion of butane to produce CO,
and H,O, for which the unbalanced reaction is

CsHio(g) + 0,(g) — CO,(g) + H,O(g)

All the carbon in CO, comes from the butane, thus we can select carbon as a reac-
tion unit. Since there are four carbon atoms in butane, and one carbon atom in
CO,, we write

4 x moles C4Hjo =1 X moles CO,

Hydrogen also can be selected as a reaction unit since all the hydrogen in butane
ends up in the H,O produced during combustion. Thus, we can write

10 x moles C4H;( = 2 X moles H,O

Although the mass of oxygen is conserved during the reaction, we cannot apply
equation 2.3 because the O, used during combustion does not end up in a single
product.

Conservation of mass also can, with care, be applied to groups of atoms. For
example, the ammonium ion, NH,*, can be precipitated as Fe(NH,),(SOy), [6H,0.
Selecting NH,4* as the reaction unit gives

2 x moles Fe(NHy),(SO4), - 6H,O =1 X moles NH,*

2C.2 Conservation of Charge

The stoichiometry between two reactants in a precipitation reaction is governed by
a conservation of charge, requiring that the total cation charge and the total anion
charge in the precipitate be equal. The reaction units in a precipitation reaction,
therefore, are the absolute values of the charges on the cation and anion that make
up the precipitate. Applying equation 2.3 to a precipitate of Caz(PO,), formed from
the reaction of Ca%* and PO,>-, we write

2 x moles Ca%* = 3 x moles PO~

2C.3 Conservation of Protons

In an acid-base reaction, the reaction unit is the proton. For an acid, the num-
ber of reaction units is given by the number of protons that can be donated
to the base; and for a base, the number of reaction units is the number of
protons that the base can accept from the acid. In the reaction between H;PO,
and NaOH, for example, the weak acid H;PO, can donate all three of its pro-
tons to NaOH, whereas the strong base NaOH can accept one proton. Thus,
we write

3 x moles H;PO,4 =1 X moles NaOH

Care must be exercised in determining the number of reaction units associ-
ated with the acid and base. The number of reaction units for an acid, for in-
stance, depends not on how many acidic protons are present, but on how many
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of the protons are capable of reacting with the chosen base. In the reaction be-
tween H3PO4 and NH3

H3POy4(aq) + 2NHs(aq) = HPO4(aq) + 2NH,*(aq)
a conservation of protons requires that

2 x moles H;PO4 = moles of NH3

2C.4 conservation of Electron Pairs

In a complexation reaction, the reaction unit is an electron pair. For the metal, the
number of reaction units is the number of coordination sites available for binding
ligands. For the ligand, the number of reaction units is equivalent to the number of
electron pairs that can be donated to the metal. One of the most important analyti-
cal complexation reactions is that between the ligand ethylenediaminetetracetic acid
(EDTA), which can donate 6 electron pairs and 6 coordinate metal ions, such as
Cu?*; thus

6 x mole Cu?" = 6 x moles EDTA

2C.5 Conservation of Electrons

In a redox reaction, the reaction unit is an electron transferred from a reducing
agent to an oxidizing agent. The number of reaction units for a reducing agent is
equal to the number of electrons released during its oxidation. For an oxidizing
agent, the number of reaction units is given by the number of electrons needed to
cause its reduction. In the reaction between Fe** and oxalic acid (reaction 2.2), for
example, Fe** undergoes a 1-electron reduction. Each carbon atom in oxalic acid is
initially present in a +3 oxidation state, whereas the carbon atom in CO, is in a +4
oxidation state. Thus, we can write

1 x moles Fe3* =2 x moles of H,C,04

Note that the moles of oxalic acid are multiplied by 2 since there are two carbon
atoms, each of which undergoes a 1-electron oxidation.

2C.6 Using Conservation Principles in Stoichiometry Problems

As shown in the following examples, the application of conservation principles sim-
plifies stoichiometric calculations.

Rework Example 2.6 using conservation principles.

SOLUTION

Conservation of electrons for this redox reaction requires that
moles Fe3* =2 x moles H,C,0,

which can be transformed by writing moles as the product of molarity and
volume or as grams per formula weight.
x
FW H,C,04
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Solving for g H,C,0, gives

Mges+ X Vpes+ X FW H,C,04 _ (0.0130 M)(0.03644 L)(90.03 g/mole)

2 2
= 2.132 x 1072 g H,C,0,

and the weight percent oxalic acid is

2.132 x 1072 g C,H,0,
10.62 g rhubarb

x 100 = 0.201% w/w C,H,04

= EXAMPLE 2.8 ,
sl One quantitative analytical method for tetraethylthiuram disulfide, C;oH0N,S4

(Antabuse), requires oxidizing the sulfur to SO,, and bubbling the resulting
SO, through H,0, to produce H,SO4. The H,SOy is then reacted with NaOH
according to the reaction

Exam

H2504(6lq) + 2NaOH(aq) — NaZSO4(aq) + 2H20(Z)

Using appropriate conservation principles, derive an equation relating the
moles of C;o0H,oN,S4 to the moles of NaOH. What is the weight percent
C1oH20N,S4 in a sample of Antabuse if the H,SO4 produced from a 0.4613-g
portion reacts with 34.85 mL of 0.02500 M NaOH?

SOLUTION
The unbalanced reactions converting C;oH,oN,S4 to H,SO, are
CioH20N,S4 - SO,
SO, - H,S0,
Using a conservation of mass we have
4 x moles C;oH,0N,S4 = moles SO, = moles H,SOy4
A conservation of protons for the reaction of H,SO, with NaOH gives
2 x moles H,SO, = moles of NaOH

Combining the two conservation equations gives the following stoichiometric
equation between C;oHN,S; and NaOH

8 x moles CoH,(N,S; = moles NaOH

Now we are ready to finish the problem. Making appropriate substitutions for
moles of C;oHoN,S4 and moles of NaOH gives

8 X g CipHN, S,

FW CyoH2N; S,

= MnaoH X VNaoH

Solving for g C;oHoN,S, gives

1
g CioHyoN,S, = 3 X MnaoH X Viaon X FW CjoHyoN»S,

1
3 (0.02500 M)(0.03485 L)(296.54 g/mol) = 0.032295 g C;oHN,S4
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The weight percent C;oH,0N,S, in the sample, therefore, is

0.32295 g C19HyN, S,

x 100 = 7.001% w/w CjoH,oN,S
0.4613 g sample 105120 N 294

E Basic Equipment and Instrumentation

Measurements are made using appropriate equipment or instruments. The array of
equipment and instrumentation used in analytical chemistry is impressive, ranging
from the simple and inexpensive, to the complex and costly. With two exceptions,
we will postpone the discussion of equipment and instrumentation to those chap-
ters where they are used. The instrumentation used to measure mass and much of
the equipment used to measure volume are important to all analytical techniques
and are therefore discussed in this section.

2D.1 Instrumentation for Measuring Mass

An object’s mass is measured using a balance. The most common type of balance
is an electronic balance in which the balance pan is placed over an electromagnet
(Figure 2.2). The sample to be weighed is placed on the sample pan, displacing the
pan downward by a force equal to the product of the sample’s mass and the acceler-
ation due to gravity. The balance detects this downward movement and generates a
counterbalancing force using an electromagnet. The current needed to produce this
force is proportional to the object’s mass. A typical electronic balance has a capacity
of 100-200 g and can measure mass to the nearest £0.01 to =1 mg.

Another type of balance is the single-pan, unequal arm balance (Figure 2.3). In
this mechanical balance the balance pan and a set of removable standard weights on
one side of a beam are balanced against a fixed counterweight on the beam’s other
side. The beam itself is balanced on a fulcrum consisting of a sharp knife edge. Adding
a sample to the balance pan tilts the beam away from its balance point. Selected stan-
dard weights are then removed until the beam is brought back into balance. The com-
bined mass of the removed weights equals the sample’s mass. The capacities and mea-
surement limits of these balances are comparable to an electronic balance.

Detector Light source

’\ Balance
an

el

Control
circuitry
N
Electromagnetic
servomotor
@) (b)

balance
An apparatus used to measure mass.

Figure 2.2

(a) Photo of a typical electronic balance.

(b) Schematic diagram of electronic balance;
adding a sample moves the balance pan
down, allowing more light to reach the
detector. The control circuitry directs the
electromagnetic servomotor to generate an
opposing force, raising the sample up until
the original intensity of light at the detector
is restored.

Photo courtesy of Fisher Scientific.
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Figure 2.3
Schematic diagram of single-arm mechanical
balance.

volumetric flask

Glassware designed to contain a specific
volume of solution when filled to its
calibration mark.

Fulcrum
A) Balance beam
< —

Fulcrum -

— ] Counterweight

Iﬂﬂﬂl Removable weights

[

Balance pan

The mass of a sample is determined by difference. If the material being weighed
is not moisture-sensitive, a clean and dry container is placed on the balance. The
mass of this container is called the tare. Most balances allow the tare to be automat-
ically adjusted to read a mass of zero. The sample is then transferred to the con-
tainer, the new mass is measured and the sample’s mass determined by subtracting
the tare. Samples that absorb moisture from the air are weighed differently. The
sample is placed in a covered weighing bottle and their combined mass is deter-
mined. A portion of the sample is removed, and the weighing bottle and remaining
sample are reweighed. The difference between the two masses gives the mass of the
transferred sample.

Several important precautions help to minimize errors in measuring an object’s
mass. Balances should be placed on heavy surfaces to minimize the effect of vibra-
tions in the surrounding environment and should be maintained in a level position.
Analytical balances are sensitive enough that they can measure the mass of a finger-
print. For this reason, materials placed on a balance should normally be handled
using tongs or laboratory tissues. Volatile liquid samples should be weighed in a
covered container to avoid the loss of sample by evaporation. Air currents can sig-
nificantly affect a sample’s mass. To avoid air currents, the balance’s glass doors
should be closed, or the balance’s wind shield should be in place. A sample that is
cooler or warmer than the surrounding air will create convective air currents that
adversely affect the measurement of its mass. Finally, samples dried in an oven
should be stored in a desiccator to prevent them from reabsorbing moisture from
the atmosphere.

2D.2 Equipment for Measuring Volume

Analytical chemists use a variety of glassware to measure volume, several examples
of which are shown in Figure 2.4. The type of glassware used depends on how exact
the volume needs to be. Beakers, dropping pipets, and graduated cylinders are used
to measure volumes approximately, typically with errors of several percent.

Pipets and volumetric flasks provide a more accurate means for measuring vol-
ume. When filled to its calibration mark, a volumetric flask is designed to contain a
specified volume of solution at a stated temperature, usually 20 °C. The actual vol-
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Common examples of glassware
used to measure volume: ; y(;m;“a ;
(a) beaker; (b) graduated cylinder; \ € ‘\_/\
(c) volumetric flask; (d) pipet; e =
(e) dropping pipet.
Photos courtesy of Fisher Scientific. (b) (c)

ume contained by the volumetric flask is usually within 0.03-0.2% of the stated
value. Volumetric flasks containing less than 100 mL generally measure volumes to
the hundredth of a milliliter, whereas larger volumetric flasks measure volumes to
the tenth of a milliliter. For example, a 10-mL volumetric flask contains 10.00 mL,
but a 250-mL volumetric flask holds 250.0 mL (this is important when keeping
track of significant figures).

Because a volumetric flask contains a solution, it is useful in preparing solu-
tions with exact concentrations. The reagent is transferred to the volumetric flask,
and enough solvent is added to dissolve the reagent. After the reagent is dissolved,
additional solvent is added in several portions, mixing the solution after each addi-
tion. The final adjustment of volume to the flask’s calibration mark is made using a
dropping pipet. To complete the mixing process, the volumetric flask should be in-
verted at least ten times.

A pipet is used to deliver a specified volume of solution. Several different
styles of pipets are available (Figure 2.5). Transfer pipets provide the most accurate
means for delivering a known volume of solution; their volume error is similar to
that from an equivalent volumetric flask. A 250-mL transfer pipet, for instance,
will deliver 250.0 mL. To fill a transfer pipet, suction from a rubber bulb is used to
pull the liquid up past the calibration mark (never use your mouth to suck a solu-
tion into a pipet). After replacing the bulb with your finger, the liquid’s level is ad-
justed to the calibration mark, and the outside of the pipet is wiped dry. The
pipet’s contents are allowed to drain into the receiving container with the tip of the
pipet touching the container walls. A small portion of the liquid remains in the
pipet’s tip and should not be blown out. Measuring pipets are used to deliver vari-
able volumes, but with less accuracy than transfer pipets. With some measuring

Dmi e,
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(d) (e)

pipet

Glassware designed to deliver a specific
volume of solution when filled to its
calibration mark.
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Figure 2.5

Common types of pipets and syringes: (a) transfer pipet; (b) measuring pipet;
(c) digital pipet; (d) syringe.

Photos courtesy of Fisher Scientific.
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(b)

Calibration
mark

Proper means of reading the meniscus on a

volumetric flask or pipet.

pipets, delivery of the calibrated volume requires that any solution remaining in
the tip be blown out. Digital pipets and syringes can be used to deliver volumes as
small as a microliter.

Three important precautions are needed when working with pipets and
volumetric flasks. First, the volume delivered by a pipet or contained by a volu-
metric flask assumes that the glassware is clean. Dirt and grease on the inner
glass surface prevents liquids from draining evenly, leaving droplets of the liquid
on the container’s walls. For a pipet this means that the delivered volume is
less than the calibrated volume, whereas drops of liquid above the calibration
mark mean that a volumetric flask contains more than its calibrated volume.
Commercially available cleaning solutions can be used to clean pipets and volu-
metric flasks.
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Second, when filling a pipet or volumetric flask, set the liquid’s level exactly
at the calibration mark. The liquid’s top surface is curved into a meniscus, the
bottom of which should be exactly even with the glassware’s calibration mark
(Figure 2.6). The meniscus should be adjusted with the calibration mark at eye
level to avoid parallax errors. If your eye level is above the calibration mark the
pipet or volumetric flask will be overfilled. The pipet or volumetric flask will be
underfilled if your eye level is below the calibration mark.

Finally, before using a pipet or volumetric flask you should rinse it with several
small portions of the solution whose volume is being measured. This ensures that
any residual liquid remaining in the pipet or volumetric flask is removed.

2D.3 Equipment for Drying Samples

Many materials need to be dried prior to their analysis to remove residual moisture.
Depending on the material, heating to a temperature of 110-140 °C is usually suffi-
cient. Other materials need to be heated to much higher temperatures to initiate
thermal decomposition. Both processes can be accomplished using a laboratory
oven capable of providing the required temperature.

Commercial laboratory ovens (Figure 2.7) are used when the maximum de-
sired temperature is 160-325 °C (depending on the model). Some ovens include the
ability to circulate heated air, allowing for a more efficient removal of moisture and
shorter drying times. Other ovens provide a tight seal for the door, allowing the
oven to be evacuated. In some situations a conventional laboratory oven can be re-
placed with a microwave oven. Higher temperatures, up to 1700° C, can be achieved
using a muffle furnace (Figure 2.8).

After drying or decomposing a sample, it should be cooled to room tempera-
ture in a desiccator to avoid the readsorption of moisture. A desiccator (Figure 2.9)
is a closed container that isolates the sample from the atmosphere. A drying agent,
called a desiccant, is placed in the bottom of the container. Typical desiccants in-
clude calcium chloride and silica gel. A perforated plate sits above the desiccant,
providing a shelf for storing samples. Some desiccators are equipped with stopcocks
that allow them to be evacuated.

(C) (b)

Figure 2.9
(a) Desiccator. (b) Desiccator with stopcock for evacuating the desiccator.
Photos courtesy of Fisher Scientific.

meniscus
The curved surface of a liquid contained
in a tube.

Figure 2.7
Conventional laboratory oven used for
drying materials.

Figure 2.8

Example of a muffle furnace used for
heating samples to maximum temperatures
of 1100-1700 °C.

Courtesy of Fisher Scientific.

desiccator

A closed container containing a
desiccant; used to store samples in a
moisture-free environment.

desiccant
A drying agent.
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stock solution
A solution of known concentration from
which other solutions are prepared.

quantitative transfer

The process of moving a sample from
one container to another in a manner
that ensures all material is transferred.

! Preparing Solutions

Preparing a solution of known concentration is perhaps the most common activity
in any analytical lab. The method for measuring out the solute and solvent depend
on the desired concentration units, and how exact the solution’s concentration
needs to be known. Pipets and volumetric flasks are used when a solution’s concen-
tration must be exact; graduated cylinders, beakers, and reagent bottles suffice when
concentrations need only be approximate. Two methods for preparing solutions are
described in this section.

2E.1 Preparing Stock Solutions

A stock solution is prepared by weighing out an appropriate portion of a pure solid
or by measuring out an appropriate volume of a pure liquid and diluting to a
known volume. Exactly how this is done depends on the required concentration
units. For example, to prepare a solution with a desired molarity you would weigh
out an appropriate mass of the reagent, dissolve it in a portion of solvent, and bring
to the desired volume. To prepare a solution where the solute’s concentration is
given as a volume percent, you would measure out an appropriate volume of solute
and add sufficient solvent to obtain the desired total volume.

= EXAMPLE 2.9

P

" Describe how you would prepare the following three solutions: (a) 500 mL of
approximately 0.20 M NaOH using solid NaOH; (b) 1 L of 150.0 ppm Cu?*
using Cu metal; and (c) 2 L of 4% v/v acetic acid using concentrated glacial
acetic acid.

Exam

SOLUTION

(a) Since the concentration only needs to be known to two significant figures,
the mass of NaOH and volume of solution do not need to be measured
exactly. The desired mass of NaOH is

0.20 mol ,400¢g

x050L =40g
L mol

To prepare the solution we place 4.0 g of NaOH, weighed to the nearest tenth
of a gram, in a bottle or beaker and add approximately 500 mL of water.

(b) Since the concentration of Cu?* needs to be exact, the mass of Cu metal
and the final solution volume must be measured exactly. The desired mass
of Cu metal is

m X 1.000 L = 150.0 mg = 0.1500 g

To prepare the solution we measure out exactly 0.1500 g of Cu into a small
beaker. To dissolve the Cu we add a small portion of concentrated HNO;
and gently heat until it completely dissolves. The resulting solution is
poured into a 1-L volumetric flask. The beaker is rinsed repeatedly with
small portions of water, which are added to the volumetric flask. This
process, which is called a quantitative transfer, ensures that the Cu?* is
completely transferred to the volumetric flask. Finally, additional water is
added to the volumetric flask’s calibration mark.
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(c) The concentration of this solution is only approximate, so volumes do not
need to be measured exactly. The necessary volume of glacial acetic acid is

4 mL CH;COOH
100 mL

x 2000 mL = 80 mL CH3;COOH

To prepare the solution we use a graduated cylinder to transfer 80 mL of
glacial acetic acid to a container that holds approximately 2 L, and we then
add sufficient water to bring the solution to the desired volume.

2E.2 Preparing Solutions by Dilution

Solutions with small concentrations are often prepared by diluting a more concen-
trated stock solution. A known volume of the stock solution is transferred to a new
container and brought to a new volume. Since the total amount of solute is the
same before and after dilution, we know that

Co X Vo=Cyq %X Vy 2.4

where C, is the concentration of the stock solution, V, is the volume of the stock
solution being diluted, Cy is the concentration of the dilute solution, and Vj is the
volume of the dilute solution. Again, the type of glassware used to measure V, and
V4 depends on how exact the solution’s concentration must be known.

EXAMPLE 2.10

A laboratory procedure calls for 250 mL of an approximately 0.10 M solution
of NHj3. Describe how you would prepare this solution using a stock solution of
{ concentrated NH; (14.8 M).

SOLUTION
Substituting known volumes in equation 2.4
148MxV,=0.10M x0.25L

and solving for V,, gives 1.69 X 1073 L, or 1.7 mL. Since we are trying to make a
solution that is approximately 0.10 M NHj, we can measure the appropriate
amount of concentrated NHj; using a graduated cylinder, transfer the NH; to a
beaker, and add sufficient water to bring the total solution volume to
approximately 250 mL.

As shown in the following example, equation 2.4 also can be used to calculate a
solution’s original concentration using its known concentration after dilution.

A sample of an ore was analyzed for Cu?* as follows. A 1.25-g sample of the ore
was dissolved in acid and diluted to volume in a 250-mL volumetric flask. A
20-mL portion of the resulting solution was transferred by pipet to a 50-mL
volumetric flask and diluted to volume. An analysis showed that the
concentration of Cu?* in the final solution was 4.62 ppm. What is the weight
percent of Cu in the original ore?

dilution

The process of preparing a less
concentrated solution from a more
concentrated solution.

3l
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balance

(p. 25)

concentration (p. 15)

desiccant

desiccator

(p- 29)
(p- 29)

SOLUTION

Substituting known volumes (with significant figures appropriate for pipets
and volumetric flasks) into equation 2.4

(ppm Cu?*), % 20.00 mL = 4.62 ppm % 50.00 mL

and solving for (ppm Cu?*), gives the original solution concentration as 11.55
ppm. To calculate the grams of Cu?" we multiply this concentration by the total
volume

11. 2+ 1
LSS Mg CU o 5500 mL x —8— — 2,888 x 10~ g Cu?*
mL 10° pg

The weight percent Cu is then given by

2.888 x 107 g Cu?*
1.25 g sample

x 100 = 0.231% w/w Cu

E The Laboratory Notebook

Finally, we cannot end a chapter on the basic tools of analytical chemistry without
mentioning the laboratory notebook. Your laboratory notebook is your most im-
portant tool when working in the lab, providing a complete record of all your work.
If kept properly, you should be able to look back at your laboratory notebook sev-
eral years from now and reconstruct the experiments on which you worked.

Your instructor will probably provide you with detailed instructions on how he
or she wants you to maintain your notebook. Of course, you should expect to bring
your notebook to the lab. Everything you do, measure, or observe while working in
the lab should be recorded in your notebook as it takes place. Preparing data tables
to organize your data will help ensure that you record the data you need and that
you can find the data when it is time to calculate and analyze your results. Writing a
narrative to accompany your data will help you remember what you did, why you
did it, and why you thought it was significant. Reserve space for your calculations,
for analyzing your data, and for interpreting your results. Take your notebook with
you when you do research in the library.

Maintaining a laboratory notebook may seem like a great deal of effort, but if
you do it well you have a permanent record of your work. Scientists working in aca-
demic, industrial, and governmental research labs rely on their notebooks to pro-
vide a written record of their work. Questions about research carried out at some
time in the past can be answered by finding the appropriate pages in the laboratory
notebook. A laboratory notebook is also a legal document that helps establish
patent rights and proof of discovery.

dilution (p. 31) formula weight  (p. 17)
equivalent (p. 17) meniscus  (p. 29)
equivalent weight  (p. 17) molality (p. 18)
formality (p. 15) molarity (p. 15)



normality (p. 16) quantitative transfer
parts per billion (p. 18) scientific notation
parts per million (p. 18) significant figures
p-function (p. 19) SLunits (p. 12)
pipet  (p. 27) stock solution

)0 2H SUMMARY

There are a few basic numerical and experimental tools with
which you must be familiar. Fundamental measurements in ana-
Iytical chemistry, such as mass and volume, use base SI units, such
as the kilogram (kg) and the liter (L). Other units, such as power,
are defined in terms of these base units. When reporting measure-
ments, we must be careful to include only those digits that are sig-
nificant and to maintain the uncertainty implied by these signifi-
cant figures when transforming measurements into results.

The relative amount of a constituent in a sample is expressed as
its concentration. There are many ways to express concentration,
the most common of which are molarity, weight percent, volume
percent, weight-to-volume percent, parts per million, and parts per
billion. Concentrations also can be expressed using p-functions.

)0 21 PROBLEMS

1. Indicate how many significant figures are in each of the
following numbers.

a. 903 b. 0.903 c. 1.0903

d. 0.0903 e. 0.09030 f. 9.03 x 102
2. Round each of the following to three significant figures.

a. 0.89377 b. 0.89328 c. 0.89350

d. 0.8997 e. 0.08907

3. Round each of the following to the stated number of
significant figures.
a. The atomic weight of carbon to four significant figures
b. The atomic weight of oxygen to three significant figures
c. Avogadro’s number to four significant figures
d. Faraday’s constant to three significant figures

4. Report results for the following calculations to the correct
number of significant figures.

a. 4.591 +0.2309 +67.1 =

b. 313-273.15=

c. 712x8.6=

d. 1.43/0.026 =

e. (8.314 x298)/96485 =

f. log(6.53 x 107°) =

g. 10714 =

h. (6.51 x107°) (8.14 x 107) =

5. A 12.1374-g sample of an ore containing Ni and Co was
carried through Fresenius’ analytical scheme shown in Figure
1.1. At point A the combined mass of Ni and Co was found to

(p- 13)

(p- 30)
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(p. 30) volume percent (p. 18)
(p. 12) volumetric flask  (p. 26)
weight percent  (p. 18)
weight-to-volume percent  (p. 18)

Stoichiometric relationships and calculations are important in
many quantitative analyses. The stoichiometry between the reac-
tants and products of a chemical reaction is given by the coeffi-
cients of a balanced chemical reaction. When it is inconvenient to
balance reactions, conservation principles can be used to establish
the stoichiometric relationships.

Balances, volumetric flasks, pipets, and ovens are standard
pieces of laboratory instrumentation and equipment that are
routinely used in almost all analytical work. You should be fa-
miliar with the proper use of this equipment. You also should
be familiar with how to prepare a stock solution of known con-
centration, and how to prepare a dilute solution from a stock
solution.

be 0.2306 g, and at point B the mass of Co was found to be
0.0813 g. Report the weight percent Ni in the ore to the
correct number of significant figures.

6. Hillebrand and Lundell’s analytical scheme (see Figure 1.2)
for the analysis of Ni in ores involves precipitating Ni** using
dimethylgloxime. The formula for the precipitate is
Ni(C4H7N,0,),. Calculate the precipitate’s formula weight to
the correct number of significant figures.

7. An analyst wishes to add 256 mg of Cl- to a reaction mixture.
How many milliliters of 0.217 M BaCl, should be added?

8. A solution of 0.10 M SO,*" is available. What is the normality
of this solution when used in the following reactions?
a. Pb*(aq) + SO4>(aq) = PbSOy(s)
b. HCl(aq) + SO4*(ag) = HSO4 (aq) + Cl-(aq)
c. SO4* +4H;0%(aq) +2e- = H,S0s(aq) + 5H,0(()

9. The concentration of lead in an industrial waste stream is 0.28
ppm. What is its molar concentration?

10. Commercially available concentrated hydrochloric acid is
37.0% w/w HCI. Its density is 1.18 g/mL. Using this
information calculate (a) the molarity of concentrated HCI,
and (b) the mass and volume (in milliliters) of solution
containing 0.315 mol of HCL

11. The density of concentrated ammonia, which is 28.0% w/w NHs,
is 0.899 g/mL. What volume of this reagent should be diluted
to 1.0 x 103> mL to make a solution that is 0.036 M in NH3?
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12.

13.

14.

15.

Modern Analytical Chemistry

A 250.0-mL aqueous solution contains 45.1 g of a pesticide.
Express the pesticide’s concentration in weight percent, parts
per million, and parts per billion.

A city’s water supply is fluoridated by adding NaF. The
desired concentration of F~is 1.6 ppm. How many milligrams
of NaF should be added per gallon of treated water if the
water supply already is 0.2 ppm in F?

What is the pH of a solution for which the concentration of
H* is 6.92 x 10-° M? What is the [H*] in a solution whose pH
is 8.923?

Using conservation principles, write stoichiometric

relationships for the following

a. The precipitation of Mg?* as Mg,P,07

b. The acid—base reaction between CaCOj3 and HCl in which
H,CO; is formed

¢. The reaction between AgCl and NH; to form Ag(NH;),*

18.

A series of dilute NaCl solutions is prepared, starting with an
initial stock solution of 0.100 M NaCl. Solution A is prepared
by pipeting 10 mL of the stock solution into a 250-mL
volumetric flask and diluting to volume. Solution B is
prepared by pipeting 25 mL of solution A into a 100-mL
volumetric flask and diluting to volume. Solution C is
prepared by pipeting 20 mL of solution B into a 500-mL
volumetric flask and diluting to volume. What is the molar
concentration of NaCl in solutions A, B, and C?

. Calculate the molar concentration of NaCl, to the correct

number of significant figures, if 1.917 g of NaCl is placed in a
beaker and dissolved in 50 mL of water measured with a
graduated cylinder. This solution is quantitatively transferred
to a 250-mL volumetric flask and diluted to volume. Calculate
the concentration of this second solution to the correct
number of significant figures.

d. The redox reaction between Cr,O,2- and Fe2* to form Cr3* 20. What is the molar concentration of NO;3™ in a solution
and Fe3* prepared by mixing 50.0 mL of 0.050 M KNO3 with 40.0 mL
£0.075 M NaNOs? What is pNOs for the mixture?
16. Calculate the molarity of a potassium dichromate solution © A at1s piLs for the mixtire
prepared by placing 9.67 g of K,Cr,0; in a 100-mL 21. What is the molar concentration of Cl~ in a solution prepared
volumetric flask, dissolving, and diluting to the calibration by mixing 25.0 mL of 0.025 M NaCl with 35.0 mL of 0.050 M
mark. BaCl,? What is pCl for the mixture?
17. For each of the following, explain how you would prepare 1.0 22. To determine the concentration of ethanol in cognac a 5.00-mL

$

L of a solution that is 0.10 M in K*. Repeat for concentrations
of 1.0 x 102 ppm K* and 1.0% w/v K*.

a. KCl b. K2504 C. K3F€(CN)5

sample of cognac is diluted to 0.500 L. Analysis of the diluted
cognac gives an ethanol concentration of 0.0844 M. What is the
molar concentration of ethanol in the undiluted cognac?

Two useful articles providing additional information on topics
covered in this chapter are

MacCarthy, P. “A Novel Classification of Concentration Units,”
J. Chem. Educ. 1983, 60, 187—189.

Schwartz, L. M. “Propagation of Significant Figures,” J. Chem.
Educ. 1985, 62, 693—697.

A useful resource for information on maintaining a useful
laboratory notebook is

Kanare, H. M. Writing the Laboratory Notebook, American
Chemical Society: Washington, DC; 1985.

3

1. American Public Health Association. Standard Methods for the
Analysis of Waters and Wastewaters, 19th ed., Washington, DC. 1995.



The Language of
Analytical Chemistry

Analytical chemists converse using terminology that conveys
specific meaning to other analytical chemists. To discuss and learn
analytical chemistry you must first understand its language. You are
probably already familiar with some analytical terms, such as
“accuracy” and “precision,” but you may not have placed them in their
appropriate analytical context. Other terms, such as “analyte” and
“matrix,” may be less familiar. This chapter introduces many important
terms routinely used by analytical chemists. Becoming comfortable
with these terms will make the material in the chapters that follow
easier to read and understand.
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analysis

A process that provides chemical or
physical information about the
constituents in the sample or the sample
itself.

analytes
The constituents of interest in a sample.

matrix
All other constituents in a sample except
for the analytes.

determination

An analysis of a sample to find the
identity, concentration, or properties of
the analyte.

measurement
An experimental determination of an

analyte’s chemical or physical properties.

technique
A chemical or physical principle that can
be used to analyze a sample.

method
A means for analyzing a sample for a
specific analyte in a specific matrix.

procedure
Written directions outlining how to
analyze a sample.

l Analysis, Determination, and Measurement

The first important distinction we will make is among the terms “analysis,” “deter-
mination,” and “measurement.” An analysis provides chemical or physical infor-
mation about a sample. The components of interest in the sample are called ana-
lytes, and the remainder of the sample is the matrix. In an analysis we determine
the identity, concentration, or properties of the analytes. To make this determina-
tion we measure one or more of the analyte’s chemical or physical properties.

An example helps clarify the differences among an analysis, a determination,
and a measurement. In 1974, the federal government enacted the Safe Drinking
Water Act to ensure the safety of public drinking water supplies. To comply with
this act municipalities regularly monitor their drinking water supply for potentially
harmful substances. One such substance is coliform bacteria. Municipal water de-
partments collect and analyze samples from their water supply. To determine the
concentration of coliform bacteria, a portion of water is passed through a mem-
brane filter. The filter is placed in a dish containing a nutrient broth and incu-
bated. At the end of the incubation period the number of coliform bacterial
colonies in the dish is measured by counting (Figure 3.1). Thus, municipal water
departments analyze samples of water to determine the concentration of coliform
bacteria by measuring the number of bacterial colonies that form during a speci-
fied period of incubation.

[ Techniques, Methods, Procedures, and Protocols

Suppose you are asked to develop a way to determine the concentration of lead in
drinking water. How would you approach this problem? To answer this question it
helps to distinguish among four levels of analytical methodology: techniques, meth-
ods, procedures, and protocols.!

A technique is any chemical or physical principle that can be used to study an
analyte. Many techniques have been used to determine lead levels.? For example, in
graphite furnace atomic absorption spectroscopy lead is atomized, and the ability of
the free atoms to absorb light is measured; thus, both a chemical principle (atom-
ization) and a physical principle (absorption of light) are used in this technique.
Chapters 8—13 of this text cover techniques commonly used to analyze samples.

A method is the application of a technique for the determination of a specific
analyte in a specific matrix. As shown in Figure 3.2, the graphite furnace atomic ab-
sorption spectroscopic method for determining lead levels in water is different from
that for the determination of lead in soil or blood. Choosing a method for deter-
mining lead in water depends on how the information is to be used and the estab-
lished design criteria (Figure 3.3). For some analytical problems the best method
might use graphite furnace atomic absorption spectroscopy, whereas other prob-
lems might be more easily solved by using another technique, such as anodic strip-
ping voltammetry or potentiometry with a lead ion-selective electrode.

A procedure is a set of written directions detailing how to apply a method to a
particular sample, including information on proper sampling, handling of interfer-
ents, and validating results. A method does not necessarily lead to a single proce-
dure, as different analysts or agencies will adapt the method to their specific needs.
As shown in Figure 3.2, the American Public Health Agency and the American Soci-
ety for Testing Materials publish separate procedures for the determination of lead
levels in water.
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. Graphite furnace
Techniques A )
atomic absorption spectroscopy
Pbin Pbin
Methods Soil I Blood I
Procedures APHA I ASTM I
Protocols
Figure 3.1 Figure 3.2

Membrane filter showing colonies of coliform
bacteria. The number of colonies are counted and
reported as colonies/100 mL of sample.

PourRite™ is a trademark of Hach Company/photo
courtesy of Hach Company.

Protection Agency)

Finally, a protocol is a set of stringent written guidelines detailing the proce-
dure that must be followed if the agency specifying the protocol is to accept the re-
sults of the analysis. Protocols are commonly encountered when analytical chem-
istry is used to support or define public policy. For purposes of determining lead
levels in water under the Safe Drinking Water Act, labs follow a protocol specified
by the Environmental Protection Agency.

There is an obvious order to these four facets of analytical methodology. Ide-
ally, a protocol uses a previously validated procedure. Before developing and vali-
dating a procedure, a method of analysis must be selected. This requires, in turn, an
initial screening of available techniques to determine those that have the potential
for monitoring the analyte. We begin by considering a useful way to classify analyti-
cal techniques.

E Classifying Analytical Techniques

Analyzing a sample generates a chemical or physical signal whose magnitude is pro-
portional to the amount of analyte in the sample. The signal may be anything we
can measure; common examples are mass, volume, and absorbance. For our pur-
poses it is convenient to divide analytical techniques into two general classes based
on whether this signal is proportional to an absolute amount of analyte or a relative
amount of analyte.

Consider two graduated cylinders, each containing 0.01 M Cu(NO3), (Fig-
ure 3.4). Cylinder 1 contains 10 mL, or 0.0001 mol, of Cu?*; cylinder 2 contains
20 mL, or 0.0002 mol, of Cu®*. If a technique responds to the absolute amount of
analyte in the sample, then the signal due to the analyte, Sa, can be expressed as

SAZ kﬂA 3.1

where 1, is the moles or grams of analyte in the sample, and k is a proportionality
constant. Since cylinder 2 contains twice as many moles of Cu?* as cylinder 1, an-
alyzing the contents of cylinder 2 gives a signal that is twice that of cylinder 1.

Chart showing hierarchical relationship among a technique, methods using that technique,
and procedures and protocols for one method. (Abbreviations: APHA = American Public
Health Association, ASTM = American Society for Testing Materials, EPA = Environmental

1. Identify the problem

Determine type of information
needed (qualitative,
quantitative, or characterization)

Identify context of the problem

2. Design the experimental
procedure

Establish design criteria
(accuracy, precision, scale of
operation, sensitivity,
selectivity, cost, speed)

Identify interferents

Select method

Establish validation criteria

Establish sampling strategy

Figure 3.3

Subsection of the analytical approach to
problem solving (see Figure 1.3), of
relevance to the selection of a method and
the design of an analytical procedure.

protocol
A set of written guidelines for analyzing
a sample specified by an agency.

signal
An experimental measurement that is
proportional to the amount of analyte ().
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total analysis techniques

A technique in which the signal is
proportional to the absolute amount of
analyte; also called “classical” techniques.

concentration techniques

A technique in which the signal is
proportional to the analyte’s
concentration; also called “instrumental”
techniques.

.Aﬁ‘\\
ll
|

Sp3vc 25

@) (b)

Figure 3.4

Graduated cylinders containing 0.01 M
Cu(NOs3),. (a) Cylinder 1 contains 10 mL, or
0.0001 mol, of Cu?*. (b) Cylinder 2 contains
20 mL, or 0.0002 mol, of Cu?*.

© David Harvey/Marilyn Culler, photographer.

accuracy
A measure of the agreement between an
experimental result and its expected
value.

A second class of analytical techniques are those that respond to the relative
amount of analyte; thus

Sa=kCy 3.2

where C, is the concentration of analyte in the sample. Since the solutions in both
cylinders have the same concentration of Cu®", their analysis yields identical signals.

Techniques responding to the absolute amount of analyte are called total
analysis techniques. Historically, most early analytical methods used total analysis
techniques, hence they are often referred to as “classical” techniques. Mass, volume,
and charge are the most common signals for total analysis techniques, and the cor-
responding techniques are gravimetry (Chapter 8), titrimetry (Chapter 9), and
coulometry (Chapter 11). With a few exceptions, the signal in a total analysis tech-
nique results from one or more chemical reactions involving the analyte. These re-
actions may involve any combination of precipitation, acid—base, complexation, or
redox chemistry. The stoichiometry of each reaction, however, must be known to
solve equation 3.1 for the moles of analyte.

Techniques, such as spectroscopy (Chapter 10), potentiometry (Chapter 11),
and voltammetry (Chapter 11), in which the signal is proportional to the relative
amount of analyte in a sample are called concentration techniques. Since most
concentration techniques rely on measuring an optical or electrical signal, they also
are known as “instrumental” techniques. For a concentration technique, the rela-
tionship between the signal and the analyte is a theoretical function that depends on
experimental conditions and the instrumentation used to measure the signal. For
this reason the value of k in equation 3.2 must be determined experimentally.

| selecting an Analytical Method

A method is the application of a technique to a specific analyte in a specific matrix.
Methods for determining the concentration of lead in drinking water can be devel-
oped using any of the techniques mentioned in the previous section. Insoluble lead
salts such as PbSO, and PbCrO, can form the basis for a gravimetric method. Lead
forms several soluble complexes that can be used in a complexation titrimetric
method or, if the complexes are highly absorbing, in a spectrophotometric
method. Lead in the gaseous free-atom state can be measured by an atomic ab-
sorption spectroscopic method. Finally, the availability of multiple oxidation states
(Pb, Pb?*, Pb*") makes coulometric, potentiometric, and voltammetric methods
feasible.

The requirements of the analysis determine the best method. In choosing a
method, consideration is given to some or all the following design criteria: accuracy,
precision, sensitivity, selectivity, robustness, ruggedness, scale of operation, analysis
time, availability of equipment, and cost. Each of these criteria is considered in
more detail in the following sections.

3D.1 Accuracy

Accuracy is a measure of how closely the result of an experiment agrees with the ex-
pected result. The difference between the obtained result and the expected result is
usually divided by the expected result and reported as a percent relative error

i It — 1
obtained result — expected result x 100

% Error =
expected result
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Analytical methods may be divided into three groups based on the NI

magnitude of their relative errors.> When an experimental result is | I XXRX X |
within 1% of the correct result, the analytical method is highly ac- 5.8 5.9 6.0 6.1 6.2
curate. Methods resulting in relative errors between 1% and 5% ppm K*

are moderately accurate, but methods of low accuracy produce rel- (@)

ative errors greater than 5%.

The magnitude of a method’s relative error depends on how % X % X « «
accurately the signal is measured, how accurately the value of k in T T T ' T
equations 3.1 or 3.2 is known, and the ease of handling the sample 58 59 6.0 . 6.1 62
without loss or contamination. In general, total analysis methods ppm K
produce results of high accuracy, and concentration methods range ®
from high to low accuracy. A more detailed discussion of accuracy Figure 3.5

is presented in Chapter 4.

3D.2 Precision

When a sample is analyzed several times, the individual results are rarely the same.
Instead, the results are randomly scattered. Precision is a measure of this variability.
The closer the agreement between individual analyses, the more precise the results.
For example, in determining the concentration of K* in serum, the results shown in
Figure 3.5(a) are more precise than those in Figure 3.5(b). It is important to realize
that precision does not imply accuracy. That the data in Figure 3.5(a) are more pre-
cise does not mean that the first set of results is more accurate. In fact, both sets of
results may be very inaccurate.

As with accuracy, precision depends on those factors affecting the relationship
between the signal and the analyte (equations 3.1 and 3.2). Of particular impor-
tance are the uncertainty in measuring the signal and the ease of handling samples
reproducibly. In most cases the signal for a total analysis method can be measured
with a higher precision than the corresponding signal for a concentration method.
Precision is covered in more detail in Chapter 4.

3D.3 Sensitivity

The ability to demonstrate that two samples have different amounts of analyte is an
essential part of many analyses. A method’s sensitivity is a measure of its ability to
establish that such differences are significant. Sensitivity is often confused with a
method’s detection limit.# The detection limit is the smallest amount of analyte
that can be determined with confidence. The detection limit, therefore, is a statisti-
cal parameter and is discussed in Chapter 4.

Sensitivity is the change in signal per unit change in the amount of analyte and
is equivalent to the proportionality constant, k, in equations 3.1 and 3.2. If AS, is
the smallest increment in signal that can be measured, then the smallest difference
in the amount of analyte that can be detected is

AS

Any = TA (total analysis method)
AS

AC, = TA (concentration method)

Suppose that for a particular total analysis method the signal is a measurement
of mass using a balance whose smallest increment is £0.0001 g. If the method’s

Two determinations of the concentration of
K* in serum, showing the effect of precision.
The data in (a) are less scattered and,

therefore, more precise than the data in (b).

precision
An indication of the reproducibility of a
measurement or result.

sensitivity

A measure of a method’s ability to
distinguish between two samples;
reported as the change in signal per unit
change in the amount of analyte (k).

detection limit

A statistical statement about the smallest
amount of analyte that can be
determined with confidence.
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selectivity

A measure of a method’s freedom from
interferences as defined by the method’s
selectivity coefficient.

selectivity coefficient

A measure of a method’s sensitivity for
an interferent relative to that for the
analyte (Ka ).

sensitivity is 0.200, then the method can conceivably detect a difference of as
little as

+0.0001 g

Any =
A 0.200

= +0.0005 g
in the absolute amount of analyte in two samples. For methods with the same ASa,
the method with the greatest sensitivity is best able to discriminate among smaller
amounts of analyte.

3D.4 Selectivity

An analytical method is selective if its signal is a function of only the amount of an-
alyte present in the sample. In the presence of an interferent, equations 3.1 and 3.2
can be expanded to include a term corresponding to the interferent’s contribution
to the signal, Sy,

Ssamp = Sa + St = kanp + kg (total analysis method) 3.3

Ssamp = Sa + St = kpCp + kiCy (concentration method) 34

where Sqmp is the total signal due to constituents in the sample; kx and k; are the
sensitivities for the analyte and the interferent, respectively; and n; and C; are the
moles (or grams) and concentration of the interferent in the sample.

The selectivity of the method for the interferent relative to the analyte is de-
fined by a selectivity coefficient, K4 |

_ kK
ka

which may be positive or negative depending on whether the interferent’s effect on

the signal is opposite that of the analyte.* A selectivity coefficient greater than +1 or

less than —1 indicates that the method is more selective for the interferent than for
the analyte. Solving equation 3.5 for k;

K 3.5

ki = Kap % ka 3.6
substituting into equations 3.3 and 3.4, and simplifying gives

Ssamp = ka(na + Ka % ny) (total analysis method) 3.7

Ssamp = ka(Ca + Kap X Cp) (concentration method) 3.8

The selectivity coefficient is easy to calculate if ks and k; can be independently
determined. It is also possible to calculate K, by measuring Sgmp in the presence
and absence of known amounts of analyte and interferent.

A method for the analysis of Ca®* in water suffers from an interference in the
presence of Zn?>*. When the concentration of Ca?* is 100 times greater than
that of Zn?", an analysis for Ca®" gives a relative error of +0.5%. What is the
selectivity coefficient for this method?

*Although ks and k; are usually positive, they also may be negative. For example, some analytical methods work by
measuring the concentration of a species that reacts with the analyte. As the analyte’s concentration increases, the
concentration of the species producing the signal decreases, and the signal becomes smaller. If the signal in the absence
of analyte is assigned a value of zero, then the subsequent signals are negative.
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SOLUTION

Since only relative concentrations are reported, we can arbitrarily assign

absolute concentrations. To make the calculations easy, let Cc, = 100 (arbitrary

units) and Cz, = 1. A relative error of +0.5% means that the signal in the

presence of Zn?* is 0.5% greater than the signal in the absence of zinc. Again,

we can assign values to make the calculation easier. If the signal in the absence

of zinc is 100 (arbitrary units), then the signal in the presence of zinc is 100.5.
The value of k¢, is determined using equation 3.2

_ Sca _ 100 _
Cca 100

kCa

In the presence of zinc the signal is
Ssamp =100.5 = kcaCca + kznCzn = (1)(100) + kz,(1)
Solving for kyz, gives a value of 0.5. The selectivity coefficient, therefore, is

k 0.5
Keajzn = -2 = == =

kca 1

0.5

Knowing the selectivity coefficient provides a useful way to evaluate an inter-
ferent’s potential effect on an analysis. An interferent will not pose a problem as
long as the term Ky X #y in equation 3.7 is significantly smaller than n,, or Ka; X G
in equation 3.8 is significantly smaller than Cy,

g Barnett and colleagues® developed a new method for determining the

concentration of codeine during its extraction from poppy plants. As part of
their study they determined the method’s response to codeine relative to that
for several potential interferents. For example, the authors found that the
method’s signal for 6-methoxycodeine was 6 (arbitrary units) when that for an
equimolar solution of codeine was 40.

Exam

(a) What is the value for the selectivity coefficient K ; when
6-methoxycodeine is the interferent and codeine is the
analyte?

(b) If the concentration of codeine is to be determined with an
accuracy of £0.50%, what is the maximum relative concentration
of 6-methoxycodeine (i.e., [6-methoxycodeine]/[codeine]) that
can be present?

SOLUTION
(a) The signals due to the analyte, Sy, and the interferent, Sy, are
SA = kACA SI = kICI

Solving these two expressions for ks and kj and substituting into equation
3.6 gives
Si/G

K =
IV

4l
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robust

A method that can be applied to analytes
in a wide variety of matrices is
considered robust.

rugged

A method that is insensitive to changes
in experimental conditions is considered
rugged.

Since equimolar concentrations of analyte and interferent were used
(Ca = C)), we have

(b) To achieve an accuracy of better than £0.50% the term Ky 1 X Cy in
equation 3.8 must be less than 0.50% of Cj, thus

0.0050 X Cp = Kp; X Cy

Solving this inequality for the ratio C;/C, and substituting the value for
K1 determined in part (a) gives

G _ 0.0050 _ 0.0050

< = 0.033
Car = Kay 0.15

Therefore, the concentration of 6-methoxycodeine cannot exceed 3.3% of
codeine’s concentration.

Not surprisingly, methods whose signals depend on chemical reactivity are often
less selective and, therefore, more susceptible to interferences. Problems with selec-
tivity become even greater when the analyte is present at a very low concentration.®

3D.5 Robustness and Ruggedness

For a method to be useful it must provide reliable results. Unfortunately, methods
are subject to a variety of chemical and physical interferences that contribute uncer-
tainty to the analysis. When a method is relatively free from chemical interferences,
it can be applied to the determination of analytes in a wide variety of sample matri-
ces. Such methods are considered robust.

Random variations in experimental conditions also introduce uncertainty. If a
method’s sensitivity is highly dependent on experimental conditions, such as tem-
perature, acidity, or reaction time, then slight changes in those conditions may lead
to significantly different results. A rugged method is relatively insensitive to changes
in experimental conditions.

3D.6 Scale of Operation

Another way to narrow the choice of methods is to consider the scale on which the
analysis must be conducted. Three limitations of particular importance are the
amount of sample available for the analysis, the concentration of analyte in the
sample, and the absolute amount of analyte needed to obtain a measurable signal.
The first and second limitations define the scale of operations shown in Figure 3.6;
the last limitation positions a method within the scale of operations.”

The scale of operations in Figure 3.6 shows the analyte’s concentration in
weight percent on the y-axis and the sample’s size on the x-axis. For convenience,
we divide analytes into major (>1% w/w), minor (0.01% w/w — 1% w/w), trace
(1077% w/w — 0.01% w/w) and ultratrace (<10~7% w/w) components, and we
divide samples into macro (>0.1 g), meso (10 mg— 100 mg), micro (0.1 mg —
10 mg) and ultramicro (<0.1 mg) sample sizes. Note that both the x-axis and the
y-axis use a logarithmic scale. The analyte’s concentration and the amount of
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(107109
107%% —
Ultratrace
1080 —
L 10"7% —| ppb
10759 |
107%% —

Trace
107%% — ppm

30 _|
107% 1 g sample, 1% analyte

L —204 |
107% 0.1 g sample, 10% analyte

Minor 0.1% —

—log(% analyte as %w/w)

0.01 g sample, 100% analyte
1% —¢

Major 10%

100%

100 10 1

Macro

Meso h
Micro

0.1 0.01 mg
100 10 1 0.1 0.01 Mg
100 10 1 ng

Ultramicro

—log(Weight of sample)

sample used provide a characteristic description for an analysis. For example,
samples in a macro—major analysis weigh more than 0.1 g and contain more than
1% analyte.

Diagonal lines connecting the two axes show combinations of sample size and
concentration of analyte containing the same absolute amount of analyte. As shown
in Figure 3.6, for example, a 1-g sample containing 1% analyte has the same
amount of analyte (0.010 g) as a 100-mg sample containing 10% analyte or a 10-mg
sample containing 100% analyte.

Since total analysis methods respond to the absolute amount of analyte in a
sample, the diagonal lines provide an easy way to define their limitations. Consider,
for example, a hypothetical total analysis method for which the minimum de-
tectable signal requires 100 mg of analyte. Using Figure 3.6, the diagonal line repre-
senting 100 mg suggests that this method is best suited for macro samples and
major analytes. Applying the method to a minor analyte with a concentration of
0.1% w/w requires a sample of at least 100 g. Working with a sample of this size is
rarely practical, however, due to the complications of carrying such a large amount
of material through the analysis. Alternatively, the minimum amount of required
analyte can be decreased by improving the limitations associated with measuring
the signal. For example, if the signal is a measurement of mass, a decrease in
the minimum amount of analyte can be accomplished by switching from a con-
ventional analytical balance, which weighs samples to £0.1 mg, to a semimicro
(£0.01 mg) or microbalance (£0.001 mg).

Figure 3.6

Scale of operation for analytical methods.

Adapted from references 7a and 7b.
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Concentration methods frequently have both lower and upper limits for the
amount of analyte that can be determined. The lower limit is dictated by the small-
est concentration of analyte producing a useful signal and typically is in the parts
per million or parts per billion concentration range. Upper concentration limits
exist when the sensitivity of the analysis decreases at higher concentrations.

An upper concentration level is important because it determines how a sam-
ple with a high concentration of analyte must be treated before the analysis. Con-
sider, for example, a method with an upper concentration limit of 1 ppm (micro-
grams per milliliter). If the method requires a sample of 1 mL, then the upper
limit on the amount of analyte that can be handled is 1 pg. Using Figure 3.6, and
following the diagonal line for 1 pg of analyte, we find that the analysis of an ana-
lyte present at a concentration of 10% w/w requires a sample of only 10 pg! Ex-
tending such an analysis to a major analyte, therefore, requires the ability to ob-
tain and work with very small samples or the ability to dilute the original sample
accurately. Using this example, analyzing a sample for an analyte whose concen-
tration is 10% w/w requires a 10,000-fold dilution. Not surprisingly, concentra-
tion methods are most commonly used for minor, trace, and ultratrace analytes,
in macro and meso samples.

3D.7 Equipment, Time, and Cost

Finally, analytical methods can be compared in terms of their need for equipment,
the time required to complete an analysis, and the cost per sample. Methods relying
on instrumentation are equipment-intensive and may require significant operator
training. For example, the graphite furnace atomic absorption spectroscopic
method for determining lead levels in water requires a significant capital investment
in the instrument and an experienced operator to obtain reliable results. Other
methods, such as titrimetry, require only simple equipment and reagents and can be
learned quickly.

The time needed to complete an analysis for a single sample is often fairly simi-
lar from method to method. This is somewhat misleading, however, because much
of this time is spent preparing the solutions and equipment needed for the analysis.
Once the solutions and equipment are in place, the number of samples that can be
analyzed per hour differs substantially from method to method. This is a significant
factor in selecting a method for laboratories that handle a high volume of samples.

The cost of an analysis is determined by many factors, including the cost of
necessary equipment and reagents, the cost of hiring analysts, and the number of
samples that can be processed per hour. In general, methods relying on instruments
cost more per sample than other methods.

3D.8 Making the Final Choice

Unfortunately, the design criteria discussed earlier are not mutually independent.?
Working with smaller amounts of analyte or sample, or improving selectivity, often
comes at the expense of precision. Attempts to minimize cost and analysis time may
decrease accuracy. Selecting a specific method requires a careful balance among
these design criteria. Usually, the most important design criterion is accuracy, and
the best method is that capable of producing the most accurate results. When the
need for results is urgent, as is often the case in clinical labs, analysis time may be-
come the critical factor.

The best method is often dictated by the sample’s properties. Analyzing a sam-
ple with a complex matrix may require a method with excellent selectivity to avoid
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interferences. Samples in which the analyte is present at a trace or ultratrace con-
centration usually must be analyzed by a concentration method. If the quantity of
sample is limited, then the method must not require large amounts of sample.

Determining the concentration of lead in drinking water requires a method
that can detect lead at the parts per billion concentrations. Selectivity is also im-
portant because other metal ions are present at significantly higher concentrations.
Graphite furnace atomic absorption spectroscopy is a commonly used method for
determining lead levels in drinking water because it meets these specifications. The
same method is also used in determining lead levels in blood, where its ability to
detect low concentrations of lead using a few microliters of sample are important
considerations.

| Developing the Procedure

After selecting a method, it is necessary to develop a procedure that will accomplish
the goals of the analysis. In developing the procedure, attention is given to compen-
sating for interferences, selecting and calibrating equipment, standardizing the
method, acquiring a representative sample, and validating the method.

3E.1 Compensating for Interferences

The accuracy of a method depends on its selectivity for the analyte. Even the best
methods, however, may not be free from interferents that contribute to the mea-
sured signal. Potential interferents may be present in the sample itself or the
reagents used during the analysis. In this section we will briefly look at how to mini-
mize these two sources of interference.

In the absence of an interferent, the total signal measured during an analy-
§1S, Smeas> 15 @ sum of the signal due to the analyte, and the signal due to the rea-
gents, Sreaq

Smeas = Sa + Sreag = kng + Sreag (total analysis method) 3.9

Smeas = S T Sreag = kCy + Sreag (concentration method) 3.10

Without an independent determination of Sic,g, equation 3.9 or 3.10 cannot be
solved for the moles or concentration of analyte. The contribution of S, is deter-
mined by measuring the signal for a reagent or method blank that does not contain
the sample. Consider, for example, a procedure in which a 0.1-g sample is dissolved
in 100 mL of solvent. After dissolving the sample, several reagents are added, and
the signal is measured. The reagent blank is prepared by omitting the sample and
adding the reagents to 100 mL of solvent. When the sample is a liquid, or is in solu-
tion, an equivalent volume of an inert solvent is substituted for the sample. Once
Sreag 18 known, it is easy to correct Speqs for the reagent’s contribution to the overall
signal.

Compensating for an interference in the sample’s matrix is more difficult. If the
identity and concentration of the interferent are known, then it can be added to the
reagent blank. In most analyses, however, the identity or concentration of matrix
interferents is not known, and their contribution to Sy, is not included in Syeqg. In-
stead, the signal from the interferent is included as an additional term

Smeas = kana + kinp + Steag (total analysis method) 3.11

Smeas = kaCa + kiCy + Sreag (concentration method) 3.12

method blank
A sample that contains all components
of the matrix except the analyte.
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Solving either equation 3.11 or 3.12 for the amount of analyte can be accomplished
by separating the analyte and interferent before the analysis, thus eliminating the
term for the interferent. Methods for effecting this separation are discussed in
Chapter 7.

Alternatively, equations 3.11 or 3.12 can be solved for the amounts of both the
analyte and the interferent. To do so, however, we must obtain two independent
values for Speas. Using a concentration method as an example, gives two equations

Smeas,l = kA,ICA + kl,lcl + Sreag,l

Smeas,Z = kA,ZCA + kI,ZCI + Sreag,Z

that can be solved simultaneously for Cy and C;. This treatment is general. The
composition of a solution with a total of n analytes and interferents can be deter-
mined by measuring # independent signals, and solving # independent simultane-
ous equations of the general form of equation 3.11 or 3.12.

a A sample was analyzed for the concentration of two analytes, A and B, under

two sets of conditions. Under condition 1, the calibration sensitivities are

g kay =76 ppm™ kg, = 186 ppm™!
|_|>j and for condition 2
ka, =33 ppm™! kg, = 243 ppm™!
The signals under the two sets of conditions are
Smeas1 =334 Smeass = 29.7

Determine the concentration of A and B. You may assume that S, is zero
under both conditions.

SOLUTION
Using equation 3.12, we write the following simultaneous equations

33.4= (76 ppm™")Cy + (186 ppm™1)Cp

29.7 = (33 ppm™!)Cy + (243 ppm1)Cp
Multiplying the first equation by the ratio 33/76 gives the two equations as
14.5 = (33 ppm™1)Cy + (80.8 ppm1)Cp

29.7 = (33 ppm™!)Cy + (243 ppm1)Cp
Subtracting the first equation from the second gives
15.2 = (162.2 ppm™!)Cp

Solving for Cp gives the concentration of B as 0.094 ppm. Substituting this
concentration back into either of the two original equations gives the
concentration of A, Cy, as 0.21 ppm.
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3E.2 Calibration and Standardization

Analytical chemists make a distinction between calibration and standardization.’
Calibration ensures that the equipment or instrument used to measure the signal is
operating correctly by using a standard known to produce an exact signal. Balances,
for example, are calibrated using a standard weight whose mass can be traced to the
internationally accepted platinum—iridium prototype kilogram.

Standardization is the process of experimentally determining the relation-
ship between the signal and the amount of analyte (the value of k in equations
3.1 and 3.2). For a total analysis method, standardization is usually defined by
the stoichiometry of the chemical reactions responsible for the signal. For a con-
centration method, however, the relationship between the signal and the ana-
lyte’s concentration is a theoretical function that cannot be calculated without
experimental measurements. To standardize a method, the value of k is deter-
mined by measuring the signal for one or more standards, each containing a
known concentration of analyte. When several standards with different concen-
trations of analyte are used, the result is best viewed visually by plotting Spmeas
versus the concentration of analyte in the standards. Such a plot is known as a
calibration curve. A more detailed discussion of calibration and standardization
is found in Chapter 5.

3E.3 sampling

Selecting an appropriate method helps ensure that an analysis is accurate. It does
not guarantee, however, that the result of the analysis will be sufficient to solve the
problem under investigation or that a proposed answer will be correct. These latter
concerns are addressed by carefully collecting the samples to be analyzed.

A proper sampling strategy ensures that samples are representative of the mate-
rial from which they are taken. Biased or nonrepresentative sampling and contami-
nation of samples during or after their collection are two sources of sampling error
that can lead to significant errors. It is important to realize that sampling errors are
completely independent of analysis errors. As a result, sampling errors cannot be
corrected by evaluating a reagent blank. A more detailed discussion of sampling is
found in Chapter 7.

3E.4 Validation

Before a procedure can provide useful analytical information, it is necessary to
demonstrate that it is capable of providing acceptable results. Validation is an eval-
uation of whether the precision and accuracy obtained by following the procedure
are appropriate for the problem. In addition, validation ensures that the written
procedure has sufficient detail so that different analysts or laboratories following the
same procedure obtain comparable results. Ideally, validation uses a standard sam-
ple whose composition closely matches the samples for which the procedure was
developed. The comparison of replicate analyses can be used to evaluate the proce-
dure’s precision and accuracy. Intralaboratory and interlaboratory differences in the
procedure also can be evaluated. In the absence of appropriate standards, accuracy
can be evaluated by comparing results obtained with a new method to those ob-
tained using a method of known accuracy. Chapter 14 provides a more detailed dis-
cussion of validation techniques.

calibration

The process of ensuring that the signal
measured by a piece of equipment or an
instrument is correct.

standardization

The process of establishing the
relationship between the amount of
analtye and a method’s signal.

calibration curve

The result of a standardization showing
graphically how a method’s signal
changes with respect to the amount of
analyte.

validation
The process of verifying that a procedure
yields acceptable results.
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quality assurance and quality control
Those steps taken to ensure that the
work conducted in an analytical lab is
capable of producing acceptable results;
also known as QA/QC.

E Protocols

Earlier we noted that a protocol is a set of stringent written guidelines, specifying an
exact procedure that must be followed if results are to be accepted by the agency
specifying the protocol. Besides all the considerations taken into account when de-
signing the procedure, a protocol also contains very explicit instructions regarding
internal and external quality assurance and quality control (QA/QC) procedures.'?
Internal QA/QC includes steps taken to ensure that the analytical work in a given
laboratory is both accurate and precise. External QA/QC usually involves a process
in which the laboratory is certified by an external agency.

As an example, we will briefly outline some of the requirements in the Envi-
ronmental Protection Agency’s Contract Laboratory Program (CLP) protocol for
the analysis of trace metals in aqueous samples by graphite furnace atomic ab-
sorption spectrophotometry. The CLP protocol (Figure 3.7) calls for daily stan-
dardization with a reagent blank and three standards, one of which is at the labo-
ratory’s contract required detection limit. The resulting calibration curve is then
verified by analyzing initial calibration verification (ICV) and initial calibration
blank (ICB) samples. The reported concentration of the ICV sample must fall
within £10% of the expected concentration. If the concentration falls outside this
limit, the analysis must be stopped and the problem identified and corrected be-
fore continuing.

After a successful analysis of the ICV and ICB samples, standardization is rever-
ified by analyzing a continuing calibration verification (CCV) sample and a contin-
uing calibration blank (CCB). Results for the CCV also must be within £10% of the
expected concentration. Again, if the concentration of the CCV falls outside the es-
tablished limits, the analysis must be stopped, the problem identified and corrected,
and the system standardized as described earlier. The CCV and the CCB are ana-
lyzed before the first and after the last sample, and after every set of ten samples.
Whenever the CCV or the CCB is unacceptable, the results for the most recent set
of ten samples are discarded, the system is standardized, and the samples are reana-
lyzed. By following this protocol, every result is bound by successful checks on the
standardization. Although not shown in Figure 3.7, the CLP also contains detailed
instructions regarding the analysis of duplicate or split samples and the use of spike
testing for accuracy.

E The Importance of Analytical Methodology

The importance of analytical methodology is evident when examining the results
of environmental monitoring programs. The purpose of a monitoring program
is to determine the present status of an environmental system and to assess long-
term trends in the quality of the system. These are broad and poorly defined
goals. In many cases, such studies are initiated with little thought to the ques-
tions the data will be used to answer. This is not surprising since it can be hard
to formulate questions in the absence of initial information about the system.
Without careful planning, however, a poor experimental design may result in
data that has little value.
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Standardization
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and
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No

Figure 3.7
Schematic diagram of a portion of the Contract Laboratory Program protocol for the analysis of trace metals by graphite furnace atomic
spectrophotometry, as specified by the Environmental Protection Agency. (Abbreviations: ICV = initial calibration verification; ICB = initial calibration blank,

CCV = continuing calibration verification, CCB = continuing calibration blank)
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accuracy (p. 38)

(p- 36)

(p- 36)
calibration (p. 47)
(p-47)
concentration techniques
(p. 39)
(p. 36)

analysis

analytes

calibration curve
(p- 38)
detection limit
determination
matrix  (p. 36)

1 31 SUMMARY

These concerns are illustrated by the Chesapeake Bay monitoring program.
This research program, designed to study nutrients and toxic pollutants in the
Chesapeake Bay, was initiated in 1984 as a cooperative venture between the fed-
eral government, the state governments of Maryland, Virginia, and Pennsylvania,
and the District of Columbia. A 1989 review of some of the problems with this
program highlights the difficulties common to many monitoring programs.!!

At the beginning of the Chesapeake Bay monitoring program, little attention
was given to the proper choice of analytical methods, in large part because the
intended uses of the monitoring data were not specified. The analytical methods
initially chosen were those standard methods already approved by the EPA. In
many cases these methods proved to be of little value for this monitoring project.
Most of the EPA-approved methods were designed to detect pollutants at their
legally mandated maximum allowed concentrations. The concentrations of these
contaminants in natural waters, however, are often well below the detection limit
of the EPA methods. For example, the EPA-approved standard method for phos-
phate had a detection limit of 7.5 ppb. Since actual phosphate concentrations in
Chesapeake Bay usually were below the EPA detection limit, the EPA method
provided no useful information. On the other hand, a nonapproved variant of
the EPA method commonly used in chemical oceanography had a detection limit
of 0.06 ppb. In other cases, such as the elemental analysis for particulate forms of
carbon, nitrogen, and phosphorus, EPA-approved procedures provided poorer
reproducibility than nonapproved methods.

measurement  (p. 36) rugged (p. 42)
method (p. 36) selectivity  (p. 40)
method blank  (p. 45) selectivity coefficient  (p. 40)
precision  (p. 39) sensitivity  (p. 39)
procedure (p. 36) signal  (p. 37)
protocol  (p. 37) standardization  (p. 47)
quality assurance and quality technique (p. 36)
control  (p. 48) total analysis techniques  (p. 38)
robust  (p. 42) validation  (p. 47)

Every discipline has its own terminology. Your success in studying
analytical chemistry will improve if you master the language used
by analytical chemists. Be sure that you understand the difference
between an analyte and its matrix, a technique and a method, a
procedure and a protocol, and a total analysis technique and a
concentration technique.

An analytical method is selected on the basis of criteria such as
accuracy, precision, sensitivity, selectivity, robustness, ruggedness,
the amount of available sample, the amount of analyte in the sam-

ple, time, cost, and the availability of equipment. These criteria are
not mutually independent, and it often is necessary to find an ac-
ceptable balance among them.

In developing a procedure or protocol, consideration is given
to compensating for interferences, calibrating equipment and
standardizing the method, obtaining an appropriate sample, and
validating the analysis. Poorly designed procedures and protocols
produce results that are insufficient to meet the needs of the
analysis.
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3] PROBLEMS

When working with a solid sample, it often is necessary to
bring the analyte into solution by dissolving the sample in a
suitable solvent. Any solid impurities that remain are
removed by filtration before continuing with the analysis.
In a typical total analysis method, the procedure might
read

After dissolving the sample in a beaker, remove any
solid impurities by passing the solution containing
the analyte through filter paper, collecting the
solution in a clean Erlenmeyer flask. Rinse the beaker
with several small portions of solvent, passing these
rinsings through the filter paper, and collecting them
in the same Erlenmeyer flask. Finally, rinse the filter
paper with several portions of solvent, collecting the
rinsings in the same Erlenmeyer flask.

For a typical concentration method, however, the procedure
might state

After dissolving the sample in a beaker, remove

any solid impurities by filtering a portion of the
solution containing the analyte. Collect and discard
the first several milliliters of solution before collecting
a sample of approximately 5 mL for further analysis.

Explain why these two procedures are different.

. A certain concentration method works best when the analyte’s

concentration is approximately 10 ppb.

a. If the sampling volume for the method is 0.5 mL, about
what mass of analyte is being measured?

b. If the analyte is present at 10% w/v, how would you
prepare the sample for analysis?

c. Repeat for the case in which the analyte is present at
10% w/w.

d. Based on your results, comment on the suitability of this
method for the analysis of a major analyte.

. An analyst needs to evaluate the potential effect of an

interferent, I, on the quantitative analysis for an analyte, A. She

begins by measuring the signal for a sample in which the

interferent is absent and the analyte is present with a

concentration of 15 ppm, obtaining an average signal of 23.3

(arbitrary units). When analyzing a sample in which the

analyte is absent and the interferent is present with a

concentration of 25 ppm, she obtains an average signal of 13.7.

a. What is the analyte’s sensitivity?

b. What is the interferent’s sensitivity?

c. What is the value of the selectivity coefficient?

d. Is the method more selective for the analyte or the
interferent?

e. What is the maximum concentration of interferent relative
to that of the analyte (i.e., [interferent]/[analyte]), if the
error in the analysis is to be less than 1%?
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4. A sample was analyzed to determine the concentration of an

analyte. Under the conditions of the analysis, the sensitivity is
17.2 ppm~L. What is the analyte’s concentration if Speqs is 35.2
and Syeqg is 0.67

. A method for the analysis of Ca?* in water suffers from an

interference in the presence of Zn?*. When the concentration
of Ca?" is 50 times greater than that of Zn?", an analysis for
Ca?* gives a relative error of —2.0%. What is the value of the
selectivity coefficient for this method?

. The quantitative analysis for reduced glutathione in blood is

complicated by the presence of many potential interferents.
In one study, when analyzing a solution of 10-ppb
glutathione and 1.5-ppb ascorbic acid, the signal was 5.43
times greater than that obtained for the analysis of 10-ppb
glutathione.!> What is the selectivity coefficient for this
analysis? The same study found that when analyzing a
solution of 350-ppb methionine and 10-ppb glutathione the
signal was 0.906 times less than that obtained for the analysis
of 10 ppb-glutathione. What is the selectivity coefficient for
this analysis? In what way do these interferents behave
differently?

. Oungpipat and Alexander described a new method for

determining the concentration of glycolic acid (GA)
in a variety of samples, including physiological fluids
such as urine.!® In the presence of only GA, the signal
is given as

Ssamp,l = kGACGA

and in the presence of both glycolic acid and ascorbic acid
(AA), the signal is

Ssamp,2 = kaaCoa + kaaCaa
When the concentration of glycolic acid is 1.0 x 10~ M and
the concentration of ascorbic acid is 1.0 X 10~> M, the ratio of
the two signals was found to be

Ssamp,z — 1 44

samp, 1

a. Using the ratio of the two signals, determine the value of
the selectivity ratio

Kea,an = Kan
kca

b. Is the method more selective toward glycolic acid or
ascorbic acid?

c. If the concentration of ascorbic acid is 1.0 X 107> M,
what is the smallest concentration of glycolic acid that
can be determined such that the error introduced by
failing to account for the signal from ascorbic acid is less
than 1%?
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8. Ibrahim and co-workers developed a new method for the
quantitative analysis of hypoxanthine, a natural compound of
some nucleic acids.'* As part of their study they evaluated the
method’s selectivity for hypoxanthine in the presence of
several possible interferents, including ascorbic acid.

a. When analyzing a solution of 1.12 X 107 M hypoxanthine,
the authors obtained a signal of 7.45 X 107> amperes (A).
What is the sensitivity for hypoxanthine? You may
assume that the signal has been corrected for the method
blank.

b. When a solution containing 1.12 X 10° M hypoxanthine
and 6.5 x 107> M ascorbic acid was analyzed a signal of
4.04 x 107> A was obtained. What is the selectivity
coefficient for this method?

c. Is the method more selective for hypoxanthine or for
ascorbic acid?

d. What is the largest concentration of ascorbic acid that may
be present if a concentration of 1.12 X 107 M
hypoxanthine is to be determined within +1%?

$
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Evaluating Analytical Data

A problem dictates the requirements we place on our
measurements and results. Regulatory agencies, for example, place
stringent requirements on the reliability of measurements and results
reported to them. This is the rationale for creating a protocol for
regulatory problems. Screening the products of an organic synthesis,
on the other hand, places fewer demands on the reliability of
measurements, allowing chemists to customize their procedures.

When designing and evaluating an analytical method, we usually
make three separate considerations of experimental error.! First, before
beginning an analysis, errors associated with each measurement are
evaluated to ensure that their cumulative effect will not limit the utility
of the analysis. Errors known or believed to affect the result can then be
minimized. Second, during the analysis the measurement process is
monitored, ensuring that it remains under control. Finally, at the end
of the analysis the quality of the measurements and the result are
evaluated and compared with the original design criteria. This chapter
is an introduction to the sources and evaluation of errors in analytical
measurements, the effect of measurement error on the result of an
analysis, and the statistical analysis of data.
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mean
The average value of a set of data (X).

I characterizing Measurements and Results

Let’s begin by choosing a simple quantitative problem requiring a single measure-
ment. The question to be answered is—What is the mass of a penny? If you think
about how we might answer this question experimentally, you will realize that this
problem is too broad. Are we interested in the mass of United State pennies or Cana-
dian pennies, or is the difference in country of importance? Since the composition of
a penny probably differs from country to country, let’s limit our problem to pennies
minted in the United States. There are other considerations. Pennies are minted at
several locations in the United States (this is the meaning of the letter, or absence of a
letter, below the date stamped on the lower right corner of the face of the coin).
Since there is no reason to expect a difference between where the penny was minted,
we will choose to ignore this consideration. Is there a reason to expect a difference
between a newly minted penny not yet in circulation, and a penny that has been in
circulation? The answer to this is not obvious. Let’s simplify the problem by narrow-
ing the question to—What is the mass of an average United States penny in circula-
tion? This is a problem that we might expect to be able to answer experimentally.

A good way to begin the analysis is to acquire some preliminary data. Table 4.1
shows experimentally measured masses for seven pennies from my change jar at
home. Looking at these data, it is immediately apparent that our question has no
simple answer. That is, we cannot use the mass of a single penny to draw a specific
conclusion about the mass of any other penny (although we might conclude that all
pennies weigh at least 3 g). We can, however, characterize these data by providing a
measure of the spread of the individual measurements around a central value.

LA.1 Measures of Central Tendency

One way to characterize the data in Table 4.1 is to assume that the masses of indi-
vidual pennies are scattered around a central value that provides the best estimate of
a penny’s true mass. Two common ways to report this estimate of central tendency
are the mean and the median.

Mean The mean, X, is the numerical average obtained by dividing the sum of the
individual measurements by the number of measurements

X = Z?ﬂ X
n

where X; is the " measurement, and # is the number of independent measurements.

11 W Masses of Seven United States
Pennies in Circulation

Penny Mass (9)

3.080
3.094
3.107
3.056
3.112
3.174
3.198

N o b, WN =
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What is the mean for the data in Table 4.1?

SOLUTION
To calculate the mean, we add the results for all measurements

3.080 + 3.094 + 3.107 + 3.056 + 3.112 + 3.174 + 3.198 = 21.821
and divide by the number of measurements

21.821
7

X =

=3.117g

The mean is the most common estimator of central tendency. It is not consid-
ered a robust estimator, however, because extreme measurements, those much
larger or smaller than the remainder of the data, strongly influence the mean’s
value.? For example, mistakenly recording the mass of the fourth penny as 31.07 g
instead of 3.107 g, changes the mean from 3.117 gto 7.112 g!

Median The median, X, .4, is the middle value when data are ordered from the
smallest to the largest value. When the data include an odd number of measure-
ments, the median is the middle value. For an even number of measurements, the
median is the average of the n/2 and the (n/2) + 1 measurements, where n is the
number of measurements.

What is the median for the data in Table 4.1?

SOLUTION

To determine the median, we order the data from the smallest to the largest
value

3.056 3.080 3.094 3.107 3.112 3.174 3.198

Since there is a total of seven measurements, the median is the fourth value in
the ordered data set; thus, the median is 3.107.

As shown by Examples 4.1 and 4.2, the mean and median provide similar esti-
mates of central tendency when all data are similar in magnitude. The median,
however, provides a more robust estimate of central tendency since it is less sensi-
tive to measurements with extreme values. For example, introducing the transcrip-
tion error discussed earlier for the mean only changes the median’s value from
3.107gto 3.112 g.

LA.2 Measures of Spread

If the mean or median provides an estimate of a penny’s true mass, then the spread of
the individual measurements must provide an estimate of the variability in the masses
of individual pennies. Although spread is often defined relative to a specific measure
of central tendency, its magnitude is independent of the central value. Changing all

median

That value for a set of ordered data, for
which half of the data is larger in value
and half is smaller in value (Xineq)-
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range
The numerical difference between the
largest and smallest values in a data set

(w).

standard deviation

A statistical measure of the “average”
deviation of data from the data’s mean
value (s).

measurements in the same direction, by adding or subtracting a constant value,
changes the mean or median, but will not change the magnitude of the spread. Three
common measures of spread are range, standard deviation, and variance.

Range The range, w, is the difference between the largest and smallest values in
the data set.

Range = w = Xjargest — Xsmallest

The range provides information about the total variability in the data set, but does
not provide any information about the distribution of individual measurements.
The range for the data in Table 4.1 is the difference between 3.198 g and 3.056 g;
thus

w=3.198g—-3.056g=0.142 g

standard Deviation The absolute standard deviation, s, describes the spread of
individual measurements about the mean and is given as

S (X - X)?
s = ot 4.1
n-1
where X; is one of n individual measurements, and X is the mean. Frequently, the
relative standard deviation, s,, is reported.
s
X

Sy =

The percent relative standard deviation is obtained by multiplying s, by 100%.

e EXAMPLE 4.3

P

" What are the standard deviation, the relative standard deviation, and the
percent relative standard deviation for the data in Table 4.1?

SOLUTION

Exam

To calculate the standard deviation, we obtain the difference between the mean
value (3.117; see Example 4.1) and each measurement, square the resulting
differences, and add them to determine the sum of the squares (the numerator
of equation 4.1)

(3.080 - 3.117)> = (-0.037)> = 0.00137
(3.094 - 3.117)> = (-0.023)> = 0.00053
(3.107 - 3.117)? = (-0.010)> = 0.00010
(3.056 — 3.117)> = (-0.061)> = 0.00372
(3.112 - 3.117)> = (-0.005)> = 0.00003
(3.174 - 3.117)> = (+0.057)? = 0.00325
(3.198 = 3.117)> = (+0.081)? = 0.00656

0.01556

The standard deviation is calculated by dividing the sum of the squares by
n — 1, where n is the number of measurements, and taking the square root.

—_—

B \/0.01556
s =

= 0.051
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The relative standard deviation and percent relative standard deviation are

S = 0051 =0.016
3.117

s (%) =0.016 X 100% = 1.6%

It is much easier to determine the standard deviation using a scientific
calculator with built-in statistical functions.*

Variance Another common measure of spread is the square of the standard devia-
tion, or the variance. The standard deviation, rather than the variance, is usually re-
ported because the units for standard deviation are the same as that for the mean
value.

What is the variance for the data in Table 4.1?

SOLUTION

The variance is just the square of the absolute standard deviation. Using the
standard deviation found in Example 4.3 gives the variance as

Variance = s = (0.051)2 = 0.0026

‘ Characterizing Experimental Errors

Realizing that our data for the mass of a penny can be characterized by a measure of
central tendency and a measure of spread suggests two questions. First, does our
measure of central tendency agree with the true, or expected value? Second, why are
our data scattered around the central value? Errors associated with central tendency
reflect the accuracy of the analysis, but the precision of the analysis is determined by
those errors associated with the spread.

4B.1 Accuracy

Accuracy is a measure of how close a measure of central tendency is to the true, or
expected value, I.7 Accuracy is usually expressed as either an absolute error

E:)_(—p 4.2

or a percent relative error, E,.

E, = —x100 4.3

*Many scientific calculators include two keys for calculating the standard deviation, only one of which corresponds to
equation 4.3. Your calculator’s manual will help you determine the appropriate key to use.

1The standard convention for representing experimental parameters is to use a Roman letter for a value calculated from
experimental data, and a Greek letter for the corresponding true value. For example, the experimentally determined
mean is X, and its underlying true value is 1. Likewise, the standard deviation by experiment is given the symbol s, and
its underlying true value is identified as .

variance
The square of the standard deviation (s2).
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determinate error

Any systematic error that causes a
measurement or result to always be too
high or too small; can be traced to an
identifiable source.

sampling error
An error introduced during the process
of collecting a sample for analysis.

heterogeneous
Not uniform in composition.

method error

An error due to limitations in the
analytical method used to analyze a
sample.

measurement error

An error due to limitations in the
equipment and instruments used to
make measurements.

tolerance

The maximum determinate
measurement error for equipment or
instrument as reported by the
manufacturer.

Although the mean is used as the measure of central tendency in equations 4.2 and
4.3, the median could also be used.

Errors affecting the accuracy of an analysis are called determinate and are char-
acterized by a systematic deviation from the true value; that is, all the individual
measurements are either too large or too small. A positive determinate error results
in a central value that is larger than the true value, and a negative determinate error
leads to a central value that is smaller than the true value. Both positive and nega-
tive determinate errors may affect the result of an analysis, with their cumulative ef-
fect leading to a net positive or negative determinate error. It is possible, although
not likely, that positive and negative determinate errors may be equal, resulting in a
central value with no net determinate error.

Determinate errors may be divided into four categories: sampling errors,
method errors, measurement errors, and personal errors.

Sampling Errors We introduce determinate sampling errors when our sampling
strategy fails to provide a representative sample. This is especially important when
sampling heterogeneous materials. For example, determining the environmental
quality of a lake by sampling a single location near a point source of pollution, such
as an outlet for industrial effluent, gives misleading results. In determining the mass
of a U.S. penny, the strategy for selecting pennies must ensure that pennies from
other countries are not inadvertently included in the sample. Determinate errors as-
sociated with selecting a sample can be minimized with a proper sampling strategy,
a topic that is considered in more detail in Chapter 7.

Method Errors Determinate method errors are introduced when assumptions
about the relationship between the signal and the analyte are invalid. In terms of the
general relationships between the measured signal and the amount of analyte

Smeas = khip + Sreag (total analysis method) 44

Smeas = kCa + Sreag

(concentration method) 4.5

method errors exist when the sensitivity, k, and the signal due to the reagent blank,
Sreag> are incorrectly determined. For example, methods in which Sp,c,s is the mass of
a precipitate containing the analyte (gravimetric method) assume that the sensitiv-
ity is defined by a pure precipitate of known stoichiometry. When this assumption
fails, a determinate error will exist. Method errors involving sensitivity are mini-
mized by standardizing the method, whereas method errors due to interferents
present in reagents are minimized by using a proper reagent blank. Both are dis-
cussed in more detail in Chapter 5. Method errors due to interferents in the sample
cannot be minimized by a reagent blank. Instead, such interferents must be sepa-
rated from the analyte or their concentrations determined independently.

Measurement Errors  Analytical instruments and equipment, such as glassware and
balances, are usually supplied by the manufacturer with a statement of the item’s
maximum measurement error, or tolerance. For example, a 25-mL volumetric
flask might have a maximum error of £0.03 mL, meaning that the actual volume
contained by the flask lies within the range of 24.97-25.03 mL. Although expressed
as a range, the error is determinate; thus, the flask’s true volume is a fixed value
within the stated range. A summary of typical measurement errors for a variety of
analytical equipment is given in Tables 4.2—4.4.
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1110 V% Measurement Errors for Selected Glassware?

Measurement Errors for

Volume Class A Glassware Class B Glassware
Glassware (mL) (£mL) (xmL)
Transfer Pipets 1 0.006 0.012
0.006 0.012
0.01 0.02
10 0.02 0.04
20 0.03 0.06
25 0.03 0.06
50 0.05 0.10
Volumetric Flasks 5 0.02 0.04
10 0.02 0.04
25 0.03 0.06
50 0.05 0.10
100 0.08 0.16
250 0.12 0.24
500 0.20 0.40
1000 0.30 0.60
2000 0.50 1.0
Burets 10 0.02 0.04
25 0.03 0.06
50 0.05 0.10

aSpecifications for class A and class B glassware are taken from American Society for Testing and
Materials E288, E542 and E694 standards.

110 R Measurement Errors -1 W Measurement Errors
for Selected Balances for Selected Digital Pipets

Capacity Measurement Volume Measurement Error

Balance (9) Error Pipet Range (mL or pL)? (%)
Precisa 160M 160 +1 mg 10-100 pLP 10 1.0
A &D ER 120M 120 +0.1 mg 50 0.6
Metler H54 160 +0.01 mg 100 0.6
200-1000 pLc 200 1.5
1000 0.8
1-10 mLd 1 0.6
5 0.4
10 0.3

aUnits for volume same as for pipet range.
bData for Eppendorf Digital Pipet 4710.

‘Data for Oxford Benchmate.

dData for Eppendorf Maxipetter 4720 with Maxitip P.
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personal error

An error due to biases introduced by the

analyst.

constant determinate error

A determinate error whose value is the
same for all samples.

Volumetric glassware is categorized by class. Class A glassware is manufactured
to comply with tolerances specified by agencies such as the National Institute of
Standards and Technology. Tolerance levels for class A glassware are small enough
that such glassware normally can be used without calibration. The tolerance levels
for class B glassware are usually twice those for class A glassware. Other types of vol-
umetric glassware, such as beakers and graduated cylinders, are unsuitable for accu-
rately measuring volumes.

Determinate measurement errors can be minimized by calibration. A pipet can
be calibrated, for example, by determining the mass of water that it delivers and
using the density of water to calculate the actual volume delivered by the pipet. Al-
though glassware and instrumentation can be calibrated, it is never safe to assume
that the calibration will remain unchanged during an analysis. Many instruments,
in particular, drift out of calibration over time. This complication can be minimized
by frequent recalibration.

Personal Errors Finally, analytical work is always subject to a variety of personal
errors, which can include the ability to see a change in the color of an indicator
used to signal the end point of a titration; biases, such as consistently overestimat-
ing or underestimating the value on an instrument’s readout scale; failing to cali-
brate glassware and instrumentation; and misinterpreting procedural directions.
Personal errors can be minimized with proper care.

Identifying Determinate Errors Determinate errors can be difficult to detect.
Without knowing the true value for an analysis, the usual situation in any analysis
with meaning, there is no accepted value with which the experimental result can be
compared. Nevertheless, a few strategies can be used to discover the presence of a
determinate error.

Some determinate errors can be detected experimentally by analyzing several
samples of different size. The magnitude of a constant determinate error is the
same for all samples and, therefore, is more significant when analyzing smaller sam-
ples. The presence of a constant determinate error can be detected by running sev-
eral analyses using different amounts of sample, and looking for a systematic change
in the property being measured. For example, consider a quantitative analysis in
which we separate the analyte from its matrix and determine the analyte’s mass.
Let’s assume that the sample is 50.0% w/w analyte; thus, if we analyze a 0.100-g
sample, the analyte’s true mass is 0.050 g. The first two columns of Table 4.5 give
the true mass of analyte for several additional samples. If the analysis has a positive
constant determinate error of 0.010 g, then the experimentally determined mass for

11| N Effect of Constant Positive Determinate Error on Analysis
of Sample Containing 50% Analyte (%w/w)

Mass Sample True Mass of Analyte Constant Error Mass of Analyte Determined Percent Analyte Reported
(9) (9 (9) ()] (%w/w)
0.100 0.050 0.010 0.060 60.0
0.200 0.100 0.010 0.110 55.0
0.400 0.200 0.010 0.210 52.5
0.800 0.400 0.010 0.410 51.2
1.000 0.500 0.010 0.510 51.0
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any sample will always be 0.010 g, larger than its true mass (column four of Table
4.5). The analyte’s reported weight percent, which is shown in the last column of
Table 4.5, becomes larger when we analyze smaller samples. A graph of % w/w ana-
lyte versus amount of sample shows a distinct upward trend for small amounts of
sample (Figure 4.1). A smaller concentration of analyte is obtained when analyzing
smaller samples in the presence of a constant negative determinate error.

A proportional determinate error, in which the error’s magnitude depends on
the amount of sample, is more difficult to detect since the result of an analysis is in-
dependent of the amount of sample. Table 4.6 outlines an example showing the ef-
fect of a positive proportional error of 1.0% on the analysis of a sample that is
50.0% w/w in analyte. In terms of equations 4.4 and 4.5, the reagent blank, S;cg, is
an example of a constant determinate error, and the sensitivity, k, may be affected
by proportional errors.

Potential determinate errors also can be identified by analyzing a standard sam-
ple containing a known amount of analyte in a matrix similar to that of the samples
being analyzed. Standard samples are available from a variety of sources, such as the
National Institute of Standards and Technology (where they are called standard
reference materials) or the American Society for Testing and Materials. For exam-
ple, Figure 4.2 shows an analysis sheet for a typical reference material. Alternatively,
the sample can be analyzed by an independent
method known to give accurate results, and the re-
sults of the two methods can be compared. Once
identified, the source of a determinate error can be
corrected. The best prevention against errors affect-
ing accuracy, however, is a well-designed procedure
that identifies likely sources of determinate errors,
coupled with careful laboratory work.

The data in Table 4.1 were obtained using a
calibrated balance, certified by the manufacturer to
have a tolerance of less than +0.002 g. Suppose the
Treasury Department reports that the mass of a
1998 U.S. penny is approximately 2.5 g. Since the
mass of every penny in Table 4.1 exceeds the re-

% w/w analyte

proportional determinate error
A determinate error whose value
depends on the amount of sample
analyzed.

standard reference material

A material available from the National
Institute of Standards and Technology
certified to contain known
concentrations of analytes.

Positive constant error

True % w/w analyte

Negative constant error

61

ported mass by an amount significantly greater
than the balance’s tolerance, we can safely conclude

Amount of sample

that the error in this analysis is not due to equip- Figure 4.1
ment error. The actual source of the error is re- Effect of a constant determinate error on the reported concentration of
vealed later in this chapter. analyte.

11 RN Effect of Proportional Positive Determinate Error on Analysis

of Sample Containing 50% Analyte (% w/w)

Mass Sample True Mass of Analyte  Proportional Error  Mass of Analyte Determined Percent Analyte Reported
(@ (@ (%) (9 (%w/w)
0.200 0.100 1.00 0.101 50.5
0.400 0.200 1.00 0.202 50.5
0.600 0.300 1.00 0.303 50.5
0.800 0.400 1.00 0.404 50.5
1.000 0.500 1.00 0.505 50.5
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Figure 4.2

Analysis sheet for Simulated Rainwater (SRM
2694a). Adapted from NIST Special
Publication 260: Standard Reference
Materials Catalog 1995-96, p. 64; U.S.
Department of Commerce, Technology
Administration, National Institute of
Standards and Technology.

repeatability

The precision for an analysis in which
the only source of variability is the
analysis of replicate samples.

reproducibility

The precision when comparing results
for several samples, for several analysts
or several methods.

indeterminate error

Any random error that causes some
measurements or results to be too high
while others are too low.

Simulated Rainwater (liquid form)

This SRM was developed to aid in the analysis of acidic rainwater by providing a stable,
homogeneous material at two levels of acidity.

SRM Type Unit of issue

2694a  Simulated rainwater Set of 4: 2 of 50 mL at each of 2 levels
Constituent element parameter 2694a-1 2694a-1
pH, 25°C 4.30 3.60
Electrolytic Conductivity (S/cm, 25°C) 25.4 129.3
Acidity, meq/L 0.0544 0.283
Fluoride, mg/L 0.057 0.108
Chloride, mg/L (0.23)* (0.94)*
Nitrate, mg/L (0.53)* 7.19
Sulfate, mg/L 2.69 10.6
Sodium, mg/L 0.208 0.423
Potassium, mg/L 0.056 0.108
Ammonium, mg/L (0.12)* (1.06)*
Calcium, mg/L 0.0126 0.0364
Magnesium, mg/L 0.0242 0.0484

*Values in parentheses are not certified and are given for information only.

LB.2 Precision

Precision is a measure of the spread of data about a central value and may be ex-
pressed as the range, the standard deviation, or the variance. Precision is commonly
divided into two categories: repeatability and reproducibility. Repeatability is the
precision obtained when all measurements are made by the same analyst during a
single period of laboratory work, using the same solutions and equipment. Repro-
ducibility, on the other hand, is the precision obtained under any other set of con-
ditions, including that between analysts, or between laboratory sessions for a single
analyst. Since reproducibility includes additional sources of variability, the repro-
ducibility of an analysis can be no better than its repeatability.

Errors affecting the distribution of measurements around a central value are
called indeterminate and are characterized by a random variation in both magni-
tude and direction. Indeterminate errors need not affect the accuracy of an analy-
sis. Since indeterminate errors are randomly scattered around a central value, posi-
tive and negative errors tend to cancel, provided that enough measurements are
made. In such situations the mean or median is largely unaffected by the precision
of the analysis.

Sources of Indeterminate Error Indeterminate errors can be traced to several
sources, including the collection of samples, the manipulation of samples during
the analysis, and the making of measurements.

When collecting a sample, for instance, only a small portion of the available
material is taken, increasing the likelihood that small-scale inhomogeneities in the
sample will affect the repeatability of the analysis. Individual pennies, for example,
are expected to show variation from several sources, including the manufacturing
process, and the loss of small amounts of metal or the addition of dirt during circu-
lation. These variations are sources of indeterminate error associated with the sam-
pling process.
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During the analysis numerous opportunities arise for random variations in the
way individual samples are treated. In determining the mass of a penny, for exam-
ple, each penny should be handled in the same manner. Cleaning some pennies but
not cleaning others introduces an indeterminate error.

Finally, any measuring device is subject to an indeterminate error in reading its
scale, with the last digit always being an estimate subject to random fluctuations, or
background noise. For example, a buret with scale divisions every 0.1 mL has an in-
herent indeterminate error of £0.01 — 0.03 mL when estimating the volume to the
hundredth of a milliliter (Figure 4.3). Background noise in an electrical meter (Fig-
ure 4.4) can be evaluated by recording the signal without analyte and observing the
fluctuations in the signal over time.

Evaluating Indeterminate Error Although it is impossible to eliminate indetermi-
nate error, its effect can be minimized if the sources and relative magnitudes of the
indeterminate error are known. Indeterminate errors may be estimated by an ap-
propriate measure of spread. Typically, a standard deviation is used, although in
some cases estimated values are used. The contribution from analytical instruments
and equipment are easily measured or estimated. Inde-

terminate errors introduced by the analyst, such as in-
consistencies in the treatment of individual samples, .
are more difficult to estimate.

To evaluate the effect of indeterminate error on —
the data in Table 4.1, ten replicate determinations of
the mass of a single penny were made, with results
shown in Table 4.7. The standard deviation for the
data in Table 4.1 is 0.051, and it is 0.0024 for the
data in Table 4.7. The significantly better precision
when determining the mass of a single penny sug-
gests that the precision of this analysis is not limited
by the balance used to measure mass, but is due to a
significant variability in the masses of individual

Signal

——— 30

31

Figure 4.3

Close-up of buret, showing difficulty in
estimating volume. With scale divisions every
0.1 mL it is difficult to read the actual
volume to better than £0.01 —0.03 mL.

pennies.

- WA Replicate Determinations of the
Mass of a Single United States

" Pennyin Circulation

Mass
Replicate Number (9)

3.025
3.024
3.028
3.027
3.028
3.023
3.022
3.021
3.026
3.024

O VW 0N UL A WN =

—_

Time

Figure 4.4

Background noise in a meter obtained by
measuring signal over time in the absence of
analyte.
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4B.3 Error and Uncertainty

error Analytical chemists make a distinction between error and uncertainty.® Error is the
A measure of bias in 2 result or difference between a single measurement or result and its true value. In other
measurement. words, error is a measure of bias. As discussed earlier, error can be divided into de-
terminate and indeterminate sources. Although we can correct for determinate
error, the indeterminate portion of the error remains. Statistical significance testing,
which is discussed later in this chapter, provides a way to determine whether a bias

resulting from determinate error might be present.
uncertainty Uncertainty expresses the range of possible values that a measurement or result
S RNL e R DI might reasonably be expected to have. Note that this definition of uncertainty is not
the same as that for precision. The precision of an analysis, whether reported as a
range or a standard deviation, is calculated from experimental data and provides an
estimation of indeterminate error affecting measurements. Uncertainty accounts for
all errors, both determinate and indeterminate, that might affect our result. Al-
though we always try to correct determinate errors, the correction itself is subject to

random effects or indeterminate errors.

To illustrate the difference between precision and un-
certainty, consider the use of a class A 10-mL pipet for de-

measurement.

RN Experimentally Determined livering solutions. A pipet’s uncertainty is the range of
Volumes Delivered by a 10-mL volumes in which its true volume is expected to lie. Sup-
Class A Pipet pose you purchase a 10-mL class A pipet from a labora-

tory supply company and use it without calibration. The

Volume Volume pipet’s tolerance value of £0.02 mL (see Table 4.2) repre-

Delivered Delivered . . . .
Trial (mL) Trial (mL) sents your uncertainty since your best estimate of its vol-
ume is 10.00 mL +£0.02 mL. Precision is determined ex-
1 10.002 6 9.983 perimentally by using the pipet several times, measuring
2 9.993 7 9.991 the volume of solution delivered each time. Table 4.8
3 9.984 8 9.990 shows results for ten such trials that have a mean of 9.992
4 9.996 9 9.988 mL and a standard deviation of 0.006. This standard devi-
5 9.989 10 9.999 ation represents the precision with which we expect to be

able to deliver a given solution using any class A 10-mL

pipet. In this case the uncertainty in using a pipet is worse

than its precision. Interestingly, the data in Table 4.8 allow
us to calibrate this specific pipet’s delivery volume as 9.992 mL. If we use this vol-
ume as a better estimate of this pipet’s true volume, then the uncertainty is £0.006.
As expected, calibrating the pipet allows us to lower its uncertainty.

I’ propagation of Uncertainty

Suppose that you need to add a reagent to a flask by several successive transfers
using a class A 10-mL pipet. By calibrating the pipet (see Table 4.8), you know that
it delivers a volume of 9.992 mL with a standard deviation of 0.006 mL. Since the
pipet is calibrated, we can use the standard deviation as a measure of uncertainty.
This uncertainty tells us that when we use the pipet to repetitively deliver 10 mL of
solution, the volumes actually delivered are randomly scattered around the mean of
9.992 mL.

If the uncertainty in using the pipet once is 9.992 £ 0.006 mL, what is the un-
certainty when the pipet is used twice? As a first guess, we might simply add the un-
certainties for each delivery; thus

(9.992 mL + 9.992 mL) £ (0.006 mL + 0.006 mL) = 19.984 £ 0.012 mL
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It is easy to see that combining uncertainties in this way overestimates the total un-
certainty. Adding the uncertainty for the first delivery to that of the second delivery
assumes that both volumes are either greater than 9.992 mL or less than 9.992 mL.
At the other extreme, we might assume that the two deliveries will always be on op-
posite sides of the pipet’s mean volume. In this case we subtract the uncertainties
for the two deliveries,

(9.992 mL + 9.992 mL) £ (0.006 mL — 0.006 mL) = 19.984 + 0.000 mL

underestimating the total uncertainty.

So what is the total uncertainty when using this pipet to deliver two successive
volumes of solution? From the previous discussion we know that the total uncer-
tainty is greater than +0.000 mL and less than +0.012 mL. To estimate the cumula-
tive effect of multiple uncertainties, we use a mathematical technique known as the
propagation of uncertainty. Our treatment of the propagation of uncertainty is
based on a few simple rules that we will not derive. A more thorough treatment can
be found elsewhere.*

4C.1 AFew Symbols

Propagation of uncertainty allows us to estimate the uncertainty in a calculated re-
sult from the uncertainties of the measurements used to calculate the result. In the
equations presented in this section the result is represented by the symbol R and the
measurements by the symbols A, B, and C. The corresponding uncertainties are s,
sa> sg> and sc. The uncertainties for A, B, and C can be reported in several ways, in-
cluding calculated standard deviations or estimated ranges, as long as the same form
is used for all measurements.

4C.2 Uncertainty When Adding or Subtracting

When measurements are added or subtracted, the absolute uncertainty in the result
is the square root of the sum of the squares of the absolute uncertainties for the in-
dividual measurements. Thus, for the equations R=A + B+ CorR=A+B-C, or
any other combination of adding and subtracting A, B, and C, the absolute uncer-
tainty in R is

— |2 2 42
SR = /sy tsg tsg 4.6

The class A 10-mL pipet characterized in Table 4.8 is used to deliver two
successive volumes. Calculate the absolute and relative uncertainties for the
total delivered volume.

SOLUTION

The total delivered volume is obtained by adding the volumes of each delivery;
thus

Viot = 9.992 mL + 9.992 mL = 19.984 mL

Using the standard deviation as an estimate of uncertainty, the uncertainty in
the total delivered volume is

SR = \/(0.006)2 +(0.006)> = 0.0085
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Thus, we report the volume and its absolute uncertainty as 19.984 + 0.008 mL.
The relative uncertainty in the total delivered volume is

0.0085
19.984

x 100 = 0.043%

4C.3 Uncertainty When Multiplying or Dividing

When measurements are multiplied or divided, the relative uncertainty in the result
is the square root of the sum of the squares of the relative uncertainties for the indi-
vidual measurements. Thus, for the equations R=A X Bx Cor R = A X B/C, or any
other combination of multiplying and dividing A, B, and C, the relative uncertainty
inRis

4.7

SR _ ElsAD2+ElsBD2+ElsCD2
® |HaH "HsH "HcH

=< EXAMPLE 4.6

o]

" The quantity of charge, Q, in coulombs passing through an electrical circuit is
Q =[xt

where I is the current in amperes and t is the time in seconds. When a current
of 0.15 + 0.01 A passes through the circuit for 120 + 1 s, the total charge is

Q=1(0.15A) x(120s) =18 C

Exam

Calculate the absolute and relative uncertainties for the total charge.
SOLUTION

Since charge is the product of current and time, its relative uncertainty is

SR [0.01 o0 o110
Y = %E + EIEE = +0.0672
or +6.7%. The absolute uncertainty in the charge is
s =R x0.0672 = (18) x (£0.0672) = 1.2
Thus, we report the total charge as 18 C+ 1 C.
L

4C.4 Uncertainty for Mixed Operations

Many chemical calculations involve a combination of adding and subtracting, and
multiply and dividing. As shown in the following example, the propagation of un-
certainty is easily calculated by treating each operation separately using equations
4.6 and 4.7 as needed.
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o EXAMPLE 4.7

= For a concentration technique the relationship between the measured signal
and an analyte’s concentration is given by equation 4.5

P

meas kCA + Sreag

Exam

Calculate the absolute and relative uncertainties for the analyte’s concentration
if Smeas 15 24.37 + 0.02, Syeqq is 0.96 + 0.02, and k is 0.186 + 0.003 ppm~'.

SOLUTION
Rearranging equation 4.5 and solving for Cy

Smeas - Sreag — 24.37 — 0.96

CA = 1
k 0.186 ppm”

=125.9 ppm

gives the analyte’s concentration as 126 ppm. To estimate the uncertainty in
Ca, we first determine the uncertainty for the numerator, Speas — Sreagy USing

equation 4.6
= 4/(0.02)? +(0.02)% = 0.028

The numerator, therefore, is 23.41 + 0.028 (note that we retain an extra
significant figure since we will use this uncertainty in further calculations). To
complete the calculation, we estimate the relative uncertainty in C, using
equation 4.7, giving

sr wEb 0287 Eboo3

R \’523415 BoassH = %010

or a percent relative uncertainty of 1.6%. The absolute uncertainty in the
analyte’s concentration is

sg = (125.9 ppm) % (0.0162) = £2.0 ppm
giving the analyte’s concentration as 126 + 2 ppm.

4C.5 Uncertainty for Other Mathematical Functions

Many other mathematical operations are commonly used in analytical chemistry,
including powers, roots, and logarithms. Equations for the propagation of uncer-
tainty for some of these functions are shown in Table 4.9.

EXAMPLE 4.8

The pH of a solution is defined as

H = —log[H"]

where [H*] is the molar concentration of H*. If the pH of a solution is 3.72
with an absolute uncertainty of £0.03, what is the [H*] and its absolute
uncertainty?

67



68 Modern Analytical Chemistry

SOLUTION
The molar concentration of H* for this pH is
[H*] = 10PH = 10372 = 1.91 X 104 M
or 1.9 x 10™* M to two significant figures. From Table 4.9 the relative
uncertainty in [H*] is

% =2.303 X s5 =2.303 X 0.03 = 0.069

and the absolute uncertainty is
(1.91 x 10# M) x (0.069) = 1.3 x 10° M

We report the [H*] and its absolute uncertainty as 1.9 (£0.1) x 10~ M.

|
Propagation of Uncertainty
for Selected Functions?
Function Sk
R=FkA s = ksy
R=A+B SR = /S5 * 5%
R=A-B s = ys3 +s3

R=AXB E:VBX

SA
R =In(A Sp = —
(A) R =
_ sA
R = log(A) sg = 0.4343 x —
S
R =eA %ZSA
R =104 3R = 93035,
R
0
R:Ak S_R:EFSAD
R OApQg

aThese equations assume that the measurements A and B are
uncorrelated; that is, sa is independent of sp,

4C.6 Is Calculating Uncertainty Actually Useful?

Given the complexity of determining a result’s uncertainty when several mea-
surements are involved, it is worth examining some of the reasons why such cal-
culations are useful. A propagation of uncertainty allows us to estimate an ex-
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pected uncertainty for an analysis. Comparing the expected uncertainty to that
which is actually obtained can provide useful information. For example, in de-
termining the mass of a penny, we estimated the uncertainty in measuring mass
as £0.002 g based on the balance’s tolerance. If we measure a single penny’s mass
several times and obtain a standard deviation of £0.020 g, we would have reason
to believe that our measurement process is out of control. We would then try to
identify and correct the problem.

A propagation of uncertainty also helps in deciding how to improve the un-
certainty in an analysis. In Example 4.7, for instance, we calculated the concen-
tration of an analyte, obtaining a value of 126 ppm with an absolute uncertainty
of £2 ppm and a relative uncertainty of 1.6%. How might we improve the analy-
sis so that the absolute uncertainty is only £1 ppm (a relative uncertainty of
0.8%)? Looking back on the calculation, we find that the relative uncertainty is
determined by the relative uncertainty in the measured signal (corrected for the
reagent blank)

0.028

—— = #0.0012, or *0.12%
23.41

and the relative uncertainty in the method’s sensitivity, k,

0.003 = +0.016, or £1.6%

0.186
Of these two terms, the sensitivity’s uncertainty dominates the total uncertainty.
Measuring the signal more carefully will not improve the overall uncertainty
of the analysis. On the other hand, the desired improvement in uncertainty
can be achieved if the sensitivity’s absolute uncertainty can be decreased to
+0.0015 ppm~.

As a final example, a propagation of uncertainty can be used to decide which
of several procedures provides the smallest overall uncertainty. Preparing a solu-
tion by diluting a stock solution can be done using several different combina-
tions of volumetric glassware. For instance, we can dilute a solution by a factor
of 10 using a 10-mL pipet and a 100-mL volumetric flask, or by using a 25-mL
pipet and a 250-mL volumetric flask. The same dilution also can be accom-
plished in two steps using a 50-mL pipet and a 100-mL volumetric flask for the
first dilution, and a 10-mL pipet and a 50-mL volumetric flask for the second di-
lution. The overall uncertainty, of course, depends on the uncertainty of the
glassware used in the dilutions. As shown in the following example, we can use
the tolerance values for volumetric glassware to determine the optimum dilution
strategy.>

EXAMPLE 4.9

sl Which of the following methods for preparing a 0.0010 M solution from a
== 1.0 M stock solution provides the smallest overall uncertainty?

| (a) A one-step dilution using a I-mL pipet and a 1000-mL volumetric
flask.

(b) A two-step dilution using a 20-mL pipet and a 1000-mL volumetric flask
for the first dilution and a 25-mL pipet and a 500-mL volumetric flask for
the second dilution.
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SOLUTION

Letting M, and M, represent the molarity of the final solutions from method
(a) and method (b), we can write the following equations

(1.0 M)(1.000 mL)

M, =0.0010M =
1000.0 mL

(1.0 M)(20.00 mL)(25.00 mL)
(1000.0 mL)(500.0 mL)

My, =0.0010M =

Using the tolerance values for pipets and volumetric flasks given in Table 4.2,
the overall uncertainties in M, and M, are

m.0060 0 0.3

BE - B et oo

wD003Dz DooaD2 DozD2 D03D2

B_HM \520005 BsooH * BoooB t BooooH = 0%

Since the relative uncertainty for My is less than that for M,, we find that the
two-step dilution provides the smaller overall uncertainty.

I The Distribution of Measurements and Results

An analysis, particularly a quantitative analysis, is usually performed on several
replicate samples. How do we report the result for such an experiment when results
for the replicates are scattered around a central value? To complicate matters fur-
ther, the analysis of each replicate usually requires multiple measurements that,
themselves, are scattered around a central value.

Consider, for example, the data in Table 4.1 for the mass of a penny. Reporting
only the mean is insufficient because it fails to indicate the uncertainty in measuring
a penny’s mass. Including the standard deviation, or other measure of spread, pro-
vides the necessary information about the uncertainty in measuring mass. Never-
theless, the central tendency and spread together do not provide a definitive state-
ment about a penny’s true mass. If you are not convinced that this is true, ask
yourself how obtaining the mass of an additional penny will change the mean and
standard deviation.

How we report the result of an experiment is further complicated by the need
to compare the results of different experiments. For example, Table 4.10 shows re-
sults for a second, independent experiment to determine the mass of a U.S. penny
in circulation. Although the results shown in Tables 4.1 and 4.10 are similar, they
are not identical; thus, we are justified in asking whether the results are in agree-
ment. Unfortunately, a definitive comparison between these two sets of data is not
possible based solely on their respective means and standard deviations.

Developing a meaningful method for reporting an experiment’s result requires
the ability to predict the true central value and true spread of the population under
investigation from a limited sampling of that population. In this section we will take
a quantitative look at how individual measurements and results are distributed
around a central value.
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111+ - ]Te) Results for a Second
Determination of the Mass of a
United States Penny in Circulation

Penny Mass

(9)

3.052
3.141
3.083
3.083
3.048

u b W N =

X1

3.081
s 0.037

4D.1 Populations and Samples

In the previous section we introduced the terms “population” and “sample” in the
context of reporting the result of an experiment. Before continuing, we need to un-
derstand the difference between a population and a sample. A population is the set
of all objects in the system being investigated. These objects, which also are mem-
bers of the population, possess qualitative or quantitative characteristics, or values,
that can be measured. If we analyze every member of a population, we can deter-
mine the population’s true central value, [, and spread, 0.
The probability of occurrence for a particular value, P(V), is given as

-M
V) =5

where V is the value of interest, M is the value’s frequency of occurrence in the pop-
ulation, and N is the size of the population. In determining the mass of a circulating
United States penny, for instance, the members of the population are all United
States pennies currently in circulation, while the values are the possible masses that
a penny may have.

In most circumstances, populations are so large that it is not feasible to analyze
every member of the population. This is certainly true for the population of circulating
U.S. pennies. Instead, we select and analyze a limited subset, or sample, of the popula-
tion. The data in Tables 4.1 and 4.10, for example, give results for two samples drawn
at random from the larger population of all U.S. pennies currently in circulation.

4D.2 Probability Distributions for Populations

To predict the properties of a population on the basis of a sample, it is necessary to
know something about the population’s expected distribution around its central
value. The distribution of a population can be represented by plotting the frequency
of occurrence of individual values as a function of the values themselves. Such plots
are called probability distributions. Unfortunately, we are rarely able to calculate
the exact probability distribution for a chemical system. In fact, the probability dis-
tribution can take any shape, depending on the nature of the chemical system being
investigated. Fortunately many chemical systems display one of several common
probability distributions. Two of these distributions, the binomial distribution and
the normal distribution, are discussed next.

population
All members of a system.

sample
Those members of a population that we
actually collect and analyze.

probability distribution
Plot showing frequency of occurrence
for members of a population.
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binomial distribution

Probability distribution showing chance
of obtaining one of two specific
outcomes in a fixed number of trials.

homogeneous
Uniform in composition.

Binomial Distribution The binomial distribution describes a population in which
the values are the number of times a particular outcome occurs during a fixed num-
ber of trials. Mathematically, the binomial distribution is given as

N!

TS TR A

P(X, N)
where P(X,N) is the probability that a given outcome will occur X times during N
trials, and p is the probability that the outcome will occur in a single trial.* If you
flip a coin five times, P(2,5) gives the probability that two of the five trials will turn
up “heads.”
A binomial distribution has well-defined measures of central tendency and
spread. The true mean value, for example, is given as

u=Np
and the true spread is given by the variance
0> = Np(1-p)
or the standard deviation
0= \fﬁm

The binomial distribution describes a population whose members have only
certain, discrete values. A good example of a population obeying the binomial dis-
tribution is the sampling of homogeneous materials. As shown in Example 4.10, the
binomial distribution can be used to calculate the probability of finding a particular
isotope in a molecule.

e EXAMPLE 4.10

D|

= Carbon has two common isotopes, !2C and '3C, with relative isotopic
abundances of, respectively, 98.89% and 1.11%. (a) What are the mean and
standard deviation for the number of 3C atoms in a molecule of cholesterol?
(b) What is the probability of finding a molecule of cholesterol (C,;H440)
containing no atoms of 1*C?

Exam

SOLUTION

The probability of finding an atom of *C in cholesterol follows a binomial
distribution, where X is the sought for frequency of occurrence of 3C atoms, N
is the number of C atoms in a molecule of cholesterol, and p is the probability
of finding an atom of 13C.

(a) The mean number of 3C atoms in a molecule of cholesterol is
M =Np=27x%x0.0111=0.300

with a standard deviation of

6 = /27)(0.0111)(1 - 0.0111) = 0.172

(b) Since the mean is less than one atom of C per molecule, most
molecules of cholesterol will not have any 3C. To calculate

*N!is read as N-factorial and is the product N X (N—1) X (N—2) X . . . x 1. For example, 4! is 4 X 3 X 2 X 1, or 24.
Your calculator probably has a key for calculating factorials.
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the probability, we substitute appropriate values into the binomial
equation
27! 0 27-0
P(0,27) = —=2" % (0.0111)° x (1 - 0.0111)27° = 0.740
01(27 - 0)!
There is therefore a 74.0% probability that a molecule of cholesterol will
not have an atom of 3C.

A portion of the binomial distribution for atoms of 3C in cholesterol is
shown in Figure 4.5. Note in particular that there is little probability of finding
more than two atoms of 1*C in any molecule of cholesterol.

0.8
0.7
0.6
0.5
0.4
0.3

0.2
0.1 H I
0 T T T T |
1 2

|
0 3 4 5
Number of atoms of carbon-13 in a molecule of cholesterol

Probability

Normal Distribution The binomial distribution describes a population whose
members have only certain, discrete values. This is the case with the number of °C
atoms in a molecule, which must be an integer number no greater then the number
of carbon atoms in the molecule. A molecule, for example, cannot have 2.5 atoms of
13C. Other populations are considered continuous, in that members of the popula-
tion may take on any value.
The most commonly encountered continuous distribution is the Gaussian, or
normal distribution, where the frequency of occurrence for a value, X, is given by
C(Y — 112
F0 = expr S W g
2102 0 200 O

The shape of a normal distribution is determined by two parameters, the first of
which is the population’s central, or true mean value, |, given as

= Eililxi
n

where 7 is the number of members in the population. The second parameter is the
population’s variance, 62, which is calculated using the following equation*

o = Zil (X; — p)?

n

4.8

*Note the difference between the equation for a population’s variance, which includes the term 7 in the denominator,
and the similar equation for the variance of a sample (the square of equation 4.3), which includes the term 7 — 1 in the
denominator. The reason for this difference is discussed later in the chapter.

Figure 4.5

Portion of the binomial distribution for the
number of naturally occurring '3C atoms in a
molecule of cholesterol.

normal distribution

“Bell-shaped” probability distribution
curve for measurements and results
showing the effect of random error.
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Figure 4.6

Normal distributions for (a) = 0 and
02 =25; (b) =0 and o2 = 100; and
() u=0and a2 = 400.

()
(b)
x
= ()
| | | | | | | | |
-50 -40 -30 -20 -10 0 10 20 30 40 50
Value of x

Examples of normal distributions with i =0 and 0% = 25, 100 or 400, are
shown in Figure 4.6. Several features of these normal distributions deserve atten-
tion. First, note that each normal distribution contains a single maximum corre-
sponding to M and that the distribution is symmetrical about this value. Second,
increasing the population’s variance increases the distribution’s spread while de-
creasing its height. Finally, because the normal distribution depends solely on p
and @2, the area, or probability of occurrence between any two limits defined in
terms of these parameters is the same for all normal distribution curves. For ex-
ample, 68.26% of the members in a normally distributed population have values
within the range \ £10, regardless of the actual values of  and 0. As shown in
Example 4.11, probability tables (Appendix 1A) can be used to determine the
probability of occurrence between any defined limits.

a The amount of aspirin in the analgesic tablets from a particular manufacturer is

known to follow a normal distribution, with g = 250 mg and 62 =25. In a
random sampling of tablets from the production line, what percentage are
expected to contain between 243 and 262 mg of aspirin?

Exam

SOLUTION

The normal distribution for this example is shown in Figure 4.7, with the
shaded area representing the percentage of tablets containing between 243 and
262 mg of aspirin. To determine the percentage of tablets between these limits,
we first determine the percentage of tablets with less than 243 mg of aspirin,
and the percentage of tablets having more than 262 mg of aspirin. This is
accomplished by calculating the deviation, z, of each limit from , using the
following equation
X-H
o

z =

where X is the limit in question, and 0, the population standard deviation, is 5.
Thus, the deviation for the lower limit is
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Figure 4.7
Normal distribution for population of
aspirin tablets with p = 250 mg aspirin
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5
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262 — 250
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and o2 = 25. The shaded area shows
the percentage of tablets containing
between 243 and 262 mg of aspirin.

290

Using the table in Appendix 1A, we find that the percentage of tablets with less
than 243 mg of aspirin is 8.08%, and the percentage of tablets with more than
262 mg of aspirin is 0.82%. The percentage of tablets containing between 243

and 262 mg of aspirin is therefore

4D.3 confidence Intervals for Populations

If we randomly select a single member from a pop-
ulation, what will be its most likely value? This is an

100.00% — 8.08% — 0.82 % = 91.10%

Table 4.1

Confidence Intervals for Normal
Distribution Curves Between
the Limits p + zo

important question, and, in one form or another, it is z Confidence Interval (%)
the fundamental problem for any analysis. One of the 0.50 38.30
most important features of a population’s probability 1.00 68.26
distribution is that it provides a way to answer this 1.50 86.64
question. 1.96 95.00

Earlier we noted that 68.26% of a normally distrib- 2.00 95.44
uted population is found within the range of L £ 10. Stat- 250 98.76
ing this another way, there is a 68.26% probability that a 3.00 99.73
member selected at random from a normally distributed 3.50 99.95
population will have a value in the interval of 4 + 10. In
general, we can write

X;= Q+2z0 4.9

where the factor z accounts for the desired level of confidence. Values reported
in this fashion are called confidence intervals. Equation 4.9, for example, is the confidence interval
confidence interval for a single member of a population. Confidence intervals Range of results around a mean value

can be quoted for any desired probability level, several examples of which are

that could be explained by random error.

shown in Table 4.11. For reasons that will be discussed later in the chapter, a

95% confidence interval frequently is reported.
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gWhat is the 95% confidence interval for the amount of aspirin in a single

analgesic tablet drawn from a population where [ is 250 mg and 07 is 25?

SOLUTION

Exam

According to Table 4.11, the 95% confidence interval for a single member of a
normally distributed population is

Xi=H=*1.960 =250 mg + (1.96)(5) = 250 mg + 10 mg

Thus, we expect that 95% of the tablets in the population contain between 240
and 260 mg of aspirin.

Alternatively, a confidence interval can be expressed in terms of the popula-
tion’s standard deviation and the value of a single member drawn from the popu-
lation. Thus, equation 4.9 can be rewritten as a confidence interval for the popula-
tion mean

H=X +2z0 4.10

aThe population standard deviation for the amount of aspirin in a batch of

analgesic tablets is known to be 7 mg of aspirin. A single tablet is randomly
selected, analyzed, and found to contain 245 mg of aspirin. What is the 95%
confidence interval for the population mean?

Exam

SOLUTION
The 95% confidence interval for the population mean is given as
W= X; + z0 = 245 + (1.96)(7) = 245 mg + 14 mg

There is, therefore, a 95% probability that the population’s mean, |, lies within
the range of 231-259 mg of aspirin.

Confidence intervals also can be reported using the mean for a sample of size ,
drawn from a population of known 0. The standard deviation for the mean value,
O, which also is known as the standard error of the mean, is

n

The confidence interval for the population’s mean, therefore, is

Ox =

= z0
p=X+ 4.11

=
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aWhat is the 95% confidence interval for the analgesic tablets described in

Example 4.13, if an analysis of five tablets yields a mean of 245 mg of aspirin?

SOLUTION

Exam

In this case the confidence interval is given as
(1.96)(7)

Js

Thus, there is a 95% probability that the population’s mean is between 239 and
251 mg of aspirin. As expected, the confidence interval based on the mean of
five members of the population is smaller than that based on a single member.

M =245+ =245 mg * 6 mg

4D.4 Probability Distributions for Samples

In Section 4D.2 we introduced two probability distributions commonly encoun-
tered when studying populations. The construction of confidence intervals for a
normally distributed population was the subject of Section 4D.3. We have yet to ad-
dress, however, how we can identify the probability distribution for a given popula-
tion. In Examples 4.11-4.14 we assumed that the amount of aspirin in analgesic
tablets is normally distributed. We are justified in asking how this can be deter-
mined without analyzing every member of the population. When we cannot study
the whole population, or when we cannot predict the mathematical form of a popu-
lation’s probability distribution, we must deduce the distribution from a limited
sampling of its members.

Sample Distributions and the Central Limit Theorem Let’s return to the problem
of determining a penny’s mass to explore the relationship between a population’s
distribution and the distribution of samples drawn from that population. The data
shown in Tables 4.1 and 4.10 are insufficient for our purpose because they are not
large enough to give a useful picture of their respective probability distributions. A
better picture of the probability distribution requires a larger sample, such as that
shown in Table 4.12, for which X is 3.095 and s? is 0.0012.

The data in Table 4.12 are best displayed as a histogram, in which the fre-
quency of occurrence for equal intervals of data is plotted versus the midpoint of
each interval. Table 4.13 and Figure 4.8 show a frequency table and histogram for
the data in Table 4.12. Note that the histogram was constructed such that the mean
value for the data set is centered within its interval. In addition, a normal distribu-
tion curve using X and s? to estimate [l and 02 is superimposed on the histogram.

It is noteworthy that the histogram in Figure 4.8 approximates the normal dis-
tribution curve. Although the histogram for the mass of pennies is not perfectly
symmetrical, it is roughly symmetrical about the interval containing the greatest
number of pennies. In addition, we know from Table 4.11 that 68.26%, 95.44%,
and 99.73% of the members of a normally distributed population are within, re-
spectively, £10, +20, and £30. If we assume that the mean value, 3.095 g, and the
sample variance, 0.0012, are good approximations for Y and 02, we find that 73%,

histogram

A plot showing the number of times an
observation occurs as a function of the
range of observed values.
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11-1 | W FY Individual Masses for a Large Sample of U.S. Pennies
in Circulation?

Penny Weight Penny Weight Penny Weight Penny Weight
(@ (9) (9) (9)
1 3.126 26 3.073 51 3.101 76 3.086
2 3.140 27 3.084 52 3.049 77 3.123
3 3.092 28 3.148 53 3.082 78 3.115
4 3.095 29 3.047 54 3.142 79 3.055
5 3.080 30 3.121 55 3.082 80 3.057
6 3.065 31 3.116 56 3.066 81 3.097
7 3.117 32 3.005 57 3.128 82 3.066
8 3.034 33 3.115 58 3.112 83 3.113
9 3.126 34 3.103 59 3.085 84 3.102
10 3.057 35 3.086 60 3.086 85 3.033
11 3.053 36 3.103 61 3.084 86 3.112
12 3.099 37 3.049 62 3.104 87 3.103
13 3.065 38 2.998 63 3.107 88 3.198
14 3.059 39 3.063 64 3.093 89 3.103
15 3.068 40 3.055 65 3.126 90 3.126
16 3.060 41 3.181 66 3.138 91 3.111
17 3.078 42 3.108 67 3.131 92 3.126
18 3.125 43 3.114 68 3.120 93 3.052
19 3.090 44 3.121 69 3.100 94 3.113
20 3.100 45 3.105 70 3.099 95 3.085
21 3.055 46 3.078 71 3.097 96 3.117
22 3.105 47 3.147 72 3.091 97 3.142
23 3.063 48 3.104 73 3.077 98 3.031
24 3.083 49 3.146 74 3.178 99 3.083
25 3.065 50 3.095 75 3.054 100 3.104

aPennies are identified in the order in which they were sampled and weighed.

111 L2 WK Frequency Distribution
for the Data in Table 4.12

Interval Frequency
2.991-3.009 2
3.010-3.028 0
3.029-3.047 4
3.048-3.066 19
3.067-3.085 15
3.086-3.104 23
3.105-3.123 19
3.124-3.142 12
3.143-3.161 13
3.162-3.180 1

3.181-3.199 2
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Weight of pennies (g)

95%, and 100% of the pennies fall within these limits. It is easy to imagine that in-
creasing the number of pennies in the sample will result in a histogram that even
more closely approximates a normal distribution.

We will not offer a formal proof that the sample of pennies in Table 4.12
and the population from which they were drawn are normally distributed; how-
ever, the evidence we have seen strongly suggests that this is true. Although we
cannot claim that the results for all analytical experiments are normally distrib-
uted, in most cases the data we collect in the laboratory are, in fact, drawn from
a normally distributed population. That this is generally true is a consequence of
the central limit theorem.® According to this theorem, in systems subject to a
variety of indeterminate errors, the distribution of results will be approximately
normal. Furthermore, as the number of contributing sources of indeterminate
error increases, the results come even closer to approximating a normal distribu-
tion. The central limit theorem holds true even if the individual sources of in-
determinate error are not normally distributed. The chief limitation to the
central limit theorem is that the sources of indeterminate error must be indepen-
dent and of similar magnitude so that no one source of error dominates the final
distribution.

Estimating L and 02 Our comparison of the histogram for the data in Table 4.12
to a normal distribution assumes that the sample’s mean, X, and variance, s2, are
appropriate estimators of the population’s mean, |, and variance, 02. Why did we
select X and s?, as opposed to other possible measures of central tendency and
spread? The explanation is simple; X and s? are considered unbiased estimators of [
and 02.78 If we could analyze every possible sample of equal size for a given popula-
tion (e.g., every possible sample of five pennies), calculating their respective means
and variances, the average mean and the average variance would equal g and 2. Al-
though X and s? for any single sample probably will not be the same as [ or 62, they
provide a reasonable estimate for these values.

Figure 4.8

Histogram for data in Table 4.12. A normal
distribution curve for the data, based on X
and s?, is superimposed on the histogram.

central limit theorem

The distribution of measurements
subject to indeterminate errors is often a
normal distribution.
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degrees of freedom
The number of independent values on
which a result is based (V).

Degrees of Freedom Unlike the population’s variance, the variance of a sample in-
cludes the term n — 1 in the denominator, where 7 is the size of the sample

Z?zl (X - X)?

n-—1

st = 4.12
Defining the sample’s variance with a denominator of #, as in the case of the popu-
lation’s variance leads to a biased estimation of 6% The denominators of the vari-
ance equations 4.8 and 4.12 are commonly called the degrees of freedom for the
population and the sample, respectively. In the case of a population, the degrees of
freedom is always equal to the total number of members, #, in the population. For
the sample’s variance, however, substituting X for { removes a degree of freedom
from the calculation. That is, if there are n members in the sample, the value of the
n" member can always be deduced from the remaining n — 1 members and X. For
example, if we have a sample with five members, and we know that four of the
members are 1, 2, 3, and 4, and that the mean is 3, then the fifth member of the
sample must be

(}_(Xn)—Xl—Xz—X3—X4=(3><5)—1—2—3—4=5

4D.5 cConfidence Intervals for Samples

Earlier we introduced the confidence interval as a way to report the most probable
value for a population’s mean, [, when the population’s standard deviation, o, is
known. Since s? is an unbiased estimator of 02, it should be possible to construct
confidence intervals for samples by replacing 0 in equations 4.10 and 4.11 with s.
Two complications arise, however. The first is that we cannot define s* for a single
member of a population. Consequently, equation 4.10 cannot be extended to situa-
tions in which s? is used as an estimator of g2. In other words, when 0 is unknown,
we cannot construct a confidence interval for 4 by sampling only a single member
of the population.

The second complication is that the values of z shown in Table 4.11 are derived
for a normal distribution curve that is a function of 02, not s?. Although s? is an un-
biased estimator of 02, the value of s> for any randomly selected sample may differ
significantly from 02. To account for the uncertainty in estimating 02, the term z in
equation 4.11 is replaced with the variable #, where ¢ is defined such that ¢ > z at all
confidence levels. Thus, equation 4.11 becomes

H=X%* 4.13

=

Values for t at the 95% confidence level are shown in Table 4.14. Note that ¢ be-
comes smaller as the number of the samples (or degrees of freedom) increase, ap-
proaching z as n approaches infinity. Additional values of ¢ for other confidence lev-
els can be found in Appendix 1B.

What is the 95% confidence interval for the data in Table 4.12
SOLUTION

The mean and standard deviation for this sample are, respectively, 3.117 g and
0.051 g. Since the sample consists of seven measurements, there are six degrees
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of freedom. The value of ¢ from Table 4.14, is 2.45. Substituting into equation
4.13 gives

s (2.45)(0.051)
\n ' \7

Thus, there is a 95% probability that the population’s mean is between 3.070

and 3.164 g.
-1 WY Values of t for the 95%
Confidence Interval

=3.117 £ 0.047 g

Degrees of
Freedom t
1 12.71
2 4.30
3 3.18
4 2.78
5 2.57
6 2.45
7 2.36
8 2.31
9 2.26
10 2.23
12 2.18
14 2.14
16 2.12
18 2.10
20 2.09
30 2.04
50 2.01
00 1.96

4D.6 A Cautionary Statement

There is a temptation when analyzing data to plug numbers into an equation, carry
out the calculation, and report the result. This is never a good idea, and you should
develop the habit of constantly reviewing and evaluating your data. For example, if
analyzing five samples gives an analyte’s mean concentration as 0.67 ppm with a
standard deviation of 0.64 ppm, then the 95% confidence interval is

(2.78)(0.64)

W =0.67 + :
\'5

= 0.64 = 0.80 ppm

This confidence interval states that the analyte’s true concentration lies within the
range of —0.16 ppm to 1.44 ppm. Including a negative concentration within the con-
fidence interval should lead you to reevaluate your data or conclusions. On further
investigation your data may show that the standard deviation is larger than expected,

8i
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LA

Values
(@)

Values
(b)

Values
(c)
Figure 4.9

Three examples of possible relationships
between the probability distributions for two
populations. (a) Completely separate
distributions; (b) Distributions with a great
deal of overlap; (c) Distributions with some
overlap.

making the confidence interval too broad, or you may conclude that the analyte’s
concentration is too small to detect accurately.*

A second example is also informative. When samples are obtained from a nor-
mally distributed population, their values must be random. If results for several
samples show a regular pattern or trend, then the samples cannot be normally dis-
tributed. This may reflect the fact that the underlying population is not normally
distributed, or it may indicate the presence of a time-dependent determinate error.
For example, if we randomly select 20 pennies and find that the mass of each penny
exceeds that of the preceding penny, we might suspect that the balance on which
the pennies are being weighed is drifting out of calibration.

L statistical Analysis of Data

In the previous section we noted that the result of an analysis is best expressed as a
confidence interval. For example, a 95% confidence interval for the mean of five re-
sults gives the range in which we expect to find the mean for 95% of all samples of
equal size, drawn from the same population. Alternatively, and in the absence of de-
terminate errors, the 95% confidence interval indicates the range of values in which
we expect to find the population’s true mean.

The probabilistic nature of a confidence interval provides an opportunity to ask
and answer questions comparing a sample’s mean or variance to either the accepted
values for its population or similar values obtained for other samples. For example,
confidence intervals can be used to answer questions such as “Does a newly devel-
oped method for the analysis of cholesterol in blood give results that are signifi-
cantly different from those obtained when using a standard method?” or “Is there a
significant variation in the chemical composition of rainwater collected at different
sites downwind from a coalburning utility plant?” In this section we introduce a
general approach to the statistical analysis of data. Specific statistical methods of
analysis are covered in Section 4F.

LE.1 significance Testing

Let’s consider the following problem. Two sets of blood samples have been collected
from a patient receiving medication to lower her concentration of blood glucose.
One set of samples was drawn immediately before the medication was adminis-
tered; the second set was taken several hours later. The samples are analyzed and
their respective means and variances reported. How do we decide if the medication
was successful in lowering the patient’s concentration of blood glucose?

One way to answer this question is to construct probability distribution curves
for each sample and to compare the curves with each other. Three possible out-
comes are shown in Figure 4.9. In Figure 4.9a, the probability distribution curves
are completely separated, strongly suggesting that the samples are significantly dif-
ferent. In Figure 4.9b, the probability distributions for the two samples are highly
overlapped, suggesting that any difference between the samples is insignificant. Fig-
ure 4.9¢, however, presents a dilemma. Although the means for the two samples ap-
pear to be different, the probability distributions overlap to an extent that a signifi-
cant number of possible outcomes could belong to either distribution. In this case
we can, at best, only make a statement about the probability that the samples are
significantly different.

*The topic of detection limits is discussed at the end of this chapter.
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The process by which we determine the probability that there is a significant
difference between two samples is called significance testing or hypothesis testing.
Before turning to a discussion of specific examples, however, we will first establish a
general approach to conducting and interpreting significance tests.

LE.2 Constructing a Significance Test

A significance test is designed to determine whether the difference between two
or more values is too large to be explained by indeterminate error. The first step
in constructing a significance test is to state the experimental problem as a yes-
or-no question, two examples of which were given at the beginning of this sec-
tion. A null hypothesis and an alternative hypothesis provide answers to the ques-
tion. The null hypothesis, Hy, is that indeterminate error is sufficient to explain
any difference in the values being compared. The alternative hypothesis, Hy, is
that the difference between the values is too great to be explained by random
error and, therefore, must be real. A significance test is conducted on the null hy-
pothesis, which is either retained or rejected. If the null hypothesis is rejected,
then the alternative hypothesis must be accepted. When a null hypothesis is not
rejected, it is said to be retained rather than accepted. A null hypothesis is re-
tained whenever the evidence is insufficient to prove it is incorrect. Because of the
way in which significance tests are conducted, it is impossible to prove that a null
hypothesis is true.

The difference between retaining a null hypothesis and proving the null hy-
pothesis is important. To appreciate this point, let us return to our example on de-
termining the mass of a penny. After looking at the data in Table 4.12, you might
pose the following null and alternative hypotheses

Hp:  Any U.S. penny in circulation has a mass that falls in the range of
2.900-3.200 g

Hy:  Some U.S. pennies in circulation have masses that are less than
2.900 g or more than 3.200 g.

To test the null hypothesis, you reach into your pocket, retrieve a penny, and deter-
mine its mass. If the mass of this penny is 2.512 g, then you have proved that the
null hypothesis is incorrect. Finding that the mass of your penny is 3.162 g, how-
ever, does not prove that the null hypothesis is correct because the mass of the next
penny you sample might fall outside the limits set by the null hypothesis.

After stating the null and alternative hypotheses, a significance level for the
analysis is chosen. The significance level is the confidence level for retaining the null
hypothesis or, in other words, the probability that the null hypothesis will be incor-
rectly rejected. In the former case the significance level is given as a percentage (e.g.,
95%), whereas in the latter case, it is given as O, where O is defined as

confidence level
100

Thus, for a 95% confidence level, o is 0.05.

Next, an equation for a test statistic is written, and the test statistic’s critical
value is found from an appropriate table. This critical value defines the breakpoint
between values of the test statistic for which the null hypothesis will be retained or
rejected. The test statistic is calculated from the data, compared with the critical
value, and the null hypothesis is either rejected or retained. Finally, the result of the
significance test is used to answer the original question.

significance test

A statistical test to determine if the
difference between two values is
significant.

null hypothesis

A statement that the difference between
two values can be explained by
indeterminate error; retained if the
significance test does not fail (Hy).

alternative hypothesis

A statement that the difference between
two values is too great to be explained by
indeterminate error; accepted if the
significance test shows that null
hypothesis should be rejected (Hy).
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Figure 4.10

Examples of (a) two-tailed, (b) and (c) one-
tailed, significance tests. The shaded areas in

each curve represent the values for which
the null hypothesis is rejected.

two-tailed significance test
Significance test in which the null

hypothesis is rejected for values at either

end of the normal distribution.

one-tailed significance test
Significance test in which the null
hypothesis is rejected for values at only
one end of the normal distribution.

type 1 error
The risk of falsely rejecting the null
hypothesis (a).

type 2 error
The risk of falsely retaining the null
hypothesis ().

LE.3 One-Tailed and Two-Tailed Significance Tests

Consider the situation when the accuracy of a new analytical method is evaluated by
analyzing a standard reference material with a known [l. A sample of the standard is
analyzed, and the sample’s mean is determined. The null hypothesis is that the sam-
ple’s mean is equal to

Hy: )_(ZU.

If the significance test is conducted at the 95% confidence level (0 = 0.05), then the
null hypothesis will be retained if a 95% confidence interval around X contains . If
the alternative hypothesis is

Hpy: X#u

then the null hypothesis will be rejected, and the alternative hypothesis accepted if 4
lies in either of the shaded areas at the tails of the sample’s probability distribution
(Figure 4.10a). Each of the shaded areas accounts for 2.5% of the area under the
probability distribution curve. This is called a two-tailed significance test because
the null hypothesis is rejected for values of { at either extreme of the sample’s prob-
ability distribution.

The alternative hypothesis also can be stated in one of two additional ways

Hy: X>|.l

Hy: X<|.l

for which the null hypothesis is rejected if [ falls within the shaded areas shown in
Figure 4.10(b) and Figure 4.10(c), respectively. In each case the shaded area repre-
sents 5% of the area under the probability distribution curve. These are examples of
one-tailed significance tests.

For a fixed confidence level, a two-tailed test is always the more conservative test
because it requires a larger difference between X and [ to reject the null hypothesis.
Most significance tests are applied when there is no a priori expectation about the
relative magnitudes of the parameters being compared. A two-tailed significance test,
therefore, is usually the appropriate choice. One-tailed significance tests are reserved
for situations when we have reason to expect one parameter to be larger or smaller
than the other. For example, a one-tailed significance test would be appropriate for
our earlier example regarding a medication’s effect on blood glucose levels since we
believe that the medication will lower the concentration of glucose.

LE.4 Errors in Significance Testing

Since significance tests are based on probabilities, their interpretation is naturally
subject to error. As we have already seen, significance tests are carried out at a sig-
nificance level, 0, that defines the probability of rejecting a null hypothesis that is
true. For example, when a significance test is conducted at o = 0.05, there is a 5%
probability that the null hypothesis will be incorrectly rejected. This is known as a
type 1 error, and its risk is always equivalent to o. Type 1 errors in two-tailed and
one-tailed significance tests are represented by the shaded areas under the probabil-
ity distribution curves in Figure 4.10.

The second type of error occurs when the null hypothesis is retained even
though it is false and should be rejected. This is known as a type 2 error, and its
probability of occurrence is 3. Unfortunately, in most cases 3 cannot be easily cal-
culated or estimated.
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The probability of a type 1 error is inversely related to the probability of a type
2 error. Minimizing a type 1 error by decreasing o, for example, increases the likeli-
hood of a type 2 error. The value of a chosen for a particular significance test,
therefore, represents a compromise between these two types of error. Most of the
examples in this text use a 95% confidence level, or 0 = 0.05, since this is the most
frequently used confidence level for the majority of analytical work. It is not
unusual, however, for more stringent (e.g. o = 0.01) or for more lenient
(e.g. 0 = 0.10) confidence levels to be used.

' Statistical Methods for Normal Distributions

The most commonly encountered probability distribution is the normal, or Gauss-
ian, distribution. A normal distribution is characterized by a true mean, |, and vari-
ance, 02, which are estimated using X and s2. Since the area between any two limits
of a normal distribution is well defined, the construction and evaluation of signifi-
cance tests are straightforward.

4F.1 Comparing X to |1

One approach for validating a new analytical method is to analyze a standard
sample containing a known amount of analyte, i. The method’s accuracy is judged
by determining the average amount of analyte in several samples, X, and using
a significance test to compare it with 4. The null hypothesis is that X and | are
the same and that any difference between the two values can be explained by in-
determinate errors affecting the determination of X . The alternative hypothesis is
that the difference between X and [ is too large to be explained by indeterminate
error.

The equation for the test (experimental) statistic, t.y,, is derived from the confi-
dence interval for 4

— FexnS
H=Xz+2E 4.14
\Vn

Rearranging equation 4.14

|p -X | x \ln
tep = ————— 4.15
s
gives the value of #.,, when [ is at either the right or left edge of the sample’s ap-
parent confidence interval (Figure 4.11a). The value of t., is compared with a
critical value, #(a,v), which is determined by the chosen significance level, o , the
degrees of freedom for the sample, v, and whether the significance test is one-
tailed or two-tailed. Values for #(a,v) are found in Appendix 1B. The critical
value #(0,v) defines the confidence interval that can be explained by indetermi-
nate errors. If t., is greater than #(a,Vv), then the confidence interval for the data
is wider than that expected from indeterminate errors (Figure 4.11b). In this case,
the null hypothesis is rejected and the alternative hypothesis is accepted. If t.y, is
less than or equal to #(a,v), then the confidence interval for the data could be at-
tributed to indeterminate error, and the null hypothesis is retained at the stated
significance level (Figure 4.11c).
A typical application of this significance test, which is known as a t-test of X to
M, is outlined in the following example.

@)

_ t(av)s _ tawv)s
X— NPy X+ Ny
(©)

Figure 4.1l

Relationship between confidence intervals
and results of a significance test. (a) The
shaded area under the normal distribution
curves shows the apparent confidence
intervals for the sample based on te,,. The
solid bars in (b) and (c) show the actual
confidence intervals that can be explained by
indeterminate error using the critical value of
(a,v). In part (b) the null hypothesis is
rejected and the alternative hypothesis is
accepted. In part (c) the null hypothesis is
retained.

t-test

Statistical test for comparing two mean
values to see if their difference is too
large to be explained by indeterminate
error.
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e EXAMPLE 4.16
wl= Before determining the amount of Na,COj3 in an unknown sample, a student

decides to check her procedure by analyzing a sample known to contain
98.76% w/w Na,COjs. Five replicate determinations of the %w/w Na,COs3 in the
standard were made with the following results

Exam

98.71% 98.59% 98.62% 98.44% 98.58%
Is the mean for these five trials significantly different from the accepted value at
the 95% confidence level (a = 0.05)?
SOLUTION
The mean and standard deviation for the five trials are
X =9859  5=0.0973

Since there is no reason to believe that X must be either larger or smaller than
M, the use of a two-tailed significance test is appropriate. The null and
alternative hypotheses are

Hy: X = Hy X #U
The test statistic is
=X x n _ 198.76 ~ 98.59] e

fown = =391
P s 0.0973

The critical value for #(0.05,4), as found in Appendix 1B, is 2.78. Since feyp is
greater than #(0.05, 4), we must reject the null hypothesis and accept the
alternative hypothesis. At the 95% confidence level the difference between
X and W is significant and cannot be explained by indeterminate sources of
error. There is evidence, therefore, that the results are affected by a determinate
source of error.

If evidence for a determinate error is found, as in Example 4.16, its source
should be identified and corrected before analyzing additional samples. Failing to
reject the null hypothesis, however, does not imply that the method is accurate, but
only indicates that there is insufficient evidence to prove the method inaccurate at
the stated confidence level.

The utility of the t-test for X and W is improved by optimizing the conditions
used in determining X. Examining equation 4.15 shows that increasing the num-
ber of replicate determinations, #, or improving the precision of the analysis en-
hances the utility of this significance test. A t-test can only give useful results,
however, if the standard deviation for the analysis is reasonable. If the standard
deviation is substantially larger than the expected standard deviation, g, the con-
fidence interval around X will be so large that a significant difference between
X and Y may be difficult to prove. On the other hand, if the standard deviation is
significantly smaller than expected, the confidence interval around X will be too
small, and a significant difference between X and [ may be found when none ex-
ists. A significance test that can be used to evaluate the standard deviation is the
subject of the next section.
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LF.2 Comparing s2 to 02

When a particular type of sample is analyzed on a regular basis, it may be possible
to determine the expected, or true variance, 02, for the analysis. This often is the
case in clinical labs where hundreds of blood samples are analyzed each day. Repli-
cate analyses of any single sample, however, results in a sample variance, s%. A statis-
tical comparison of s? to 02 provides useful information about whether the analysis
is in a state of “statistical control.” The null hypothesis is that s> and 0? are identical,
and the alternative hypothesis is that they are not identical.

The test statistic for evaluating the null hypothesis is called an F-test, and is F-test
given as either Statistical test for comparing two
§2 o2 variances to see if their difference is too
Fexp = - or Fexp = - large to be explained by indeterminate
o s 4.16 error.

(s2>0?) (02> ¢?)

depending on whether s? is larger or smaller than 02 Note that Fey, is defined such
that its value is always greater than or equal to 1.

If the null hypothesis is true, then Fey, should equal 1. Due to indeterminate er-
rors, however, the value for Fey, usually is greater than 1. A critical value, F(Q, Vyym,
Vden), gives the largest value of F that can be explained by indeterminate error. It is
chosen for a specified significance level, 0, and the degrees of freedom for the vari-
ances in the numerator, V,,m, and denominator, Vqe,. The degrees of freedom for s?
is n— 1, where n is the number of replicates used in determining the sample’s vari-
ance. Critical values of F for a = 0.05 are listed in Appendix 1C for both one-tailed
and two-tailed significance tests.

aA manufacturer’s process for analyzing aspirin tablets has a known variance of

25. A sample of ten aspirin tablets is selected and analyzed for the amount of
aspirin, yielding the following results

254 249 252 252 249 249 250 247 251 252

Exam

Determine whether there is any evidence that the measurement process is not
under statistical control at a = 0.05.

SOLUTION

The variance for the sample of ten tablets is 4.3. A two-tailed significance test is
used since the measurement process is considered out of statistical control if
the sample’s variance is either too good or too poor. The null hypothesis and
alternative hypotheses are

Hy: =02 Hy: s2#02

The test statistic is

The critical value for F(0.05, o, 9) from Appendix 1C is 3.33. Since F is greater
than F(0.05,0, 9), we reject the null hypothesis and accept the alternative
hypothesis that the analysis is not under statistical control. One explanation for
the unreasonably small variance could be that the aspirin tablets were not
selected randomly.
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unpaired data

Two sets of data consisting of results
obtained using several samples drawn
from a single source.

paired data

Two sets of data consisting of results
obtained using several samples drawn
from different sources.

LF.3 Comparing Two Sample Variances

The F-test can be extended to the comparison of variances for two samples, A and
B, by rewriting equation 4.16 as

Fexp =

w 1%
w~|>N

where A and B are defined such that s} is greater than or equal to s5. An example of
this application of the F-test is shown in the following example.

e EXAMPLE 4.18
Tables 4.1 and 4.8 show results for two separate experiments to determine the

mass of a circulating U.S. penny. Determine whether there is a difference in the
precisions of these analyses at a = 0.05.

SOLUTION

Exam

Letting A represent the results in Table 4.1 and B represent the results in Table
4.8, we find that the variances are sf\ =0.00259 and sé =0.00138. A two-tailed
significance test is used since there is no reason to suspect that the results for
one analysis will be more precise than that of the other. The null and
alternative hypotheses are

Hy: 512\ = sﬁ Hy: s,i * sﬁ
and the test statistic is
2
0.00259
Fop = A = 27227 g8
2 0.00138

The critical value for F(0.05, 6, 4) is 9.197. Since Fey, is less than F(0.05, 6, 4),
the null hypothesis is retained. There is no evidence at the chosen significance
level to suggest that the difference in precisions is significant.

LF.4 Comparing Two Sample Means

The result of an analysis is influenced by three factors: the method, the sample, and
the analyst. The influence of these factors can be studied by conducting a pair of ex-
periments in which only one factor is changed. For example, two methods can be
compared by having the same analyst apply both methods to the same sample and
examining the resulting means. In a similar fashion, it is possible to compare two
analysts or two samples.

Significance testing for comparing two mean values is divided into two cate-
gories depending on the source of the data. Data are said to be unpaired when each
mean is derived from the analysis of several samples drawn from the same source.
Paired data are encountered when analyzing a series of samples drawn from differ-
ent sources.

Unpaired Data Consider two samples, A and B, for which mean values, X, and Xg,
and standard deviations, s, and sg, have been measured. Confidence intervals for pLy
and P can be written for both samples
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kA 4.17

|
VA

>

Ha =

Mp = Xp * el
\hp

where 14 and nyp are the number of replicate trials conducted on samples A and B. A
comparison of the mean values is based on the null hypothesis that X, and Xp are
identical, and an alternative hypothesis that the means are significantly different.

A test statistic is derived by letting Pa equal Up, and combining equations 4.17
and 4.18 to give

4.18

ts = ts
A =X, x

\/; g

Solving for [X, — Xji]and using a propagation of uncertainty, gives

X,

- Is2 2
|XA—XB|:tx “\_A+_B
\‘HA ng

Finally, solving for ¢, which we replace with t.y,, leaves us with

7%

tex - i
\/(sf\/nA) + (s&/np)

4.19

The value of f.y, is compared with a critical value, #(q, V), as determined by the cho-
sen significance level, O, the degrees of freedom for the sample, v, and whether the
significance test is one-tailed or two-tailed.

It is unclear, however, how many degrees of freedom are associated with #(a, v)
since there are two sets of independent measurements. If the variances st and s; esti-
mate the same G2, then the two standard deviations can be factored out of equation
4.19 and replaced by a pooled standard deviation, s,001, which provides a better esti-
mate for the precision of the analysis. Thus, equation 4.19 becomes

[%4 - %|
fexp = 4.20
Spoot (1/13) + (1/15)
with the pooled standard deviation given as
{(na = 1)s2 + (ng — )52
‘( A ) A ( B ) B 421

N = .l
pool \“ na +ng — 2

As indicated by the denominator of equation 4.21, the degrees of freedom for the
pooled standard deviation is 15 + np — 2.

If s5 and sp are significantly different, however, then t., must be calculated
using equation 4.19. In this case, the degrees of freedom is calculated using the fol-
lowing imposing equation.

v = [(sx/na) + (s3/np) _, 422
[(sx/na)*/(na + 1))+ [(s5/np)* /(5 +1)]

Since the degrees of freedom must be an integer, the value of v obtained using
equation 4.22 is rounded to the nearest integer.

Regardless of whether equation 4.19 or 4.20 is used to calculate f.yp, the null hy-
pothesis is rejected if fey, is greater than #(d, V), and retained if f.y, is less than or
equal to #(a, V).

89
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o EXAMPLE 4.19
wl= Tables 4.1 and 4.8 show results for two separate experiments to determine the

mass of a circulating U.S. penny. Determine whether there is a difference in the
means of these analyses at o = 0.05.

<
> soLution
Lol

To begin with, we must determine whether the variances for the two analyses
are significantly different. This is done using an F-test as outlined in Example
4.18. Since no significant difference was found, a pooled standard deviation
with 10 degrees of freedom is calculated

(1a = )% + (g - s}

|
Spool —
poo \‘/ na +ng —2

/(7 —1)(0.00259) + (5 — 1)(0.00138)
\ 7+5-2
= 0.0459

where the subscript A indicates the data in Table 4.1, and the subscript B
indicates the data in Table 4.8. The comparison of the means for the two
analyses is based on the null hypothesis

Hy: X\ =Xp
and a two-tailed alternative hypothesis
Hy: Xp#Xp
Since the standard deviations can be pooled, the test statistic is calculated using
equation 4.20
|Xa — Xs| [3.117 = 3.081

= = = 1.34
Spool | (/na +1/ng)  0.0459\(1/7 +1/5)

texp

The critical value for #(0.05, 10), from Appendix 1B, is 2.23. Since f.y;, is less than
£(0.05, 10) the null hypothesis is retained, and there is no evidence that the two
sets of pennies are significantly different at the chosen significance level.

EXAMPLE 4.20

sl The %w/w Na,COj in soda ash can be determined by an acid—base titration.
-

The results obtained by two analysts are shown here. Determine whether the

| difference in their mean values is significant at o = 0.05.

Analyst A Analyst B
86.82 81.01
87.04 86.15
86.93 81.73
87.01 83.19
86.20 80.27

87.00 83.94
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SOLUTION

We begin by summarizing the mean and standard deviation for the data
reported by each analyst. These values are

X, = 86.83%
sp = 0.32
Xz = 82.71%
sp = 2.16

A two-tailed F-test of the following null and alternative hypotheses

Hy: 512\ = 51% Hy: s,i * sﬁ
is used to determine whether a pooled standard deviation can be calculated.
The test statistic is

sp _ (2.16)°
2 (0322

Since Feyp is larger than the critical value of 7.15 for F(0.05, 5, 5), the null
hypothesis is rejected and the alternative hypothesis that the variances are
significantly different is accepted. As a result, a pooled standard deviation
cannot be calculated.

The mean values obtained by the two analysts are compared using a two-
tailed t-test. The null and alternative hypotheses are

H()Z )_(AZYB HA: )_(Ai}_(B

Since a pooled standard deviation could not be calculated, the test statistic, fep,
is calculated using equation 4.19
|Xa — X [86.83 ~ 82.71]
fop = — = — = 4.62
N3 /na) + (3/mp)  [(0.32)2/6] +[(2.16)*/6]

and the degrees of freedom are calculated using equation 4.22

_ [(0.322/6) + (2.162/6)]? _
{(0.322/6)2/(6 + 1)} + {(2.162/6)2/(6 + 1)}

The critical value for #(0.05, 5) is 2.57. Since the calculated value of t.y, is
greater than #(0.05, 5) we reject the null hypothesis and accept the alternative
hypothesis that the mean values for %w/w Na,COs3 reported by the two
analysts are significantly different at the chosen significance level.

Paired Data In some situations the variation within the data sets being compared
is more significant than the difference between the means of the two data sets. This
is commonly encountered in clinical and environmental studies, where the data
being compared usually consist of a set of samples drawn from several populations.
For example, a study designed to investigate two procedures for monitoring the
concentration of glucose in blood might involve blood samples drawn from ten pa-
tients. If the variation in the blood glucose levels among the patients is significantly
larger than the anticipated variation between the methods, then an analysis in which
the data are treated as unpaired will fail to find a significant difference between the

9l
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paired t-test

Statistical test for comparing paired data
to determine if their difference is too
large to be explained by indeterminate
error.

methods. In general, paired data sets are used whenever the variation being investi-
gated is smaller than other potential sources of variation.

In a study involving paired data the difference, d;, between the paired values for
each sample is calculated. The average difference, d, and standard deviation of the
differences, s, are then calculated. The null hypothesis is that d is 0, and that there
is no difference in the results for the two data sets. The alternative hypothesis is that
the results for the two sets of data are significantly different, and, therefore, d is not
equal to 0.

The test statistic, fexp, is derived from a confidence interval around d

ts

U

0=d+

=

where 7 is the number of paired samples. Replacing t with ., and rearranging gives

_ i

texp 52
The value of ., is then compared with a critical value, #(a, v), which is determined
by the chosen significance level, a, the degrees of freedom for the sample, v, and
whether the significance test is one-tailed or two-tailed. For paired data, the degrees
of freedom is 1 — 1. If ty, is greater than #(q, v), then the null hypothesis is rejected
and the alternative hypothesis is accepted. If f., is less than or equal to #(a, v), then
the null hypothesis is retained, and a significant difference has not been demon-
strated at the stated significance level. This is known as the paired t-test.

aMarecek and colleagues developed a new electrochemical method for the rapid

quantitative analysis of the antibiotic monensin in the fermentation vats used
during its production.® The standard method for the analysis, which is based
on a test for microbiological activity, is both difficult and time-consuming. As
part of the study, samples taken at different times from a fermentation
production vat were analyzed for the concentration of monensin using both
the electrochemical and microbiological procedures. The results, in parts per
thousand (ppt),* are reported in the following table.

Exam

Sample Microbiological Electrochemical
1 129.5 132.3
2 89.6 91.0
3 76.6 73.6
4 52.2 58.2
5 110.8 104.2
6 50.4 49.9
7 72.4 82.1
8 141.4 154.1
9 75.0 73.4
10 34.1 38.1
11 60.3 60.1
Determine whether there is a significant difference between the methods at

a =0.05.

*1 ppt is equivalent to 0.1%.
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SOLUTION

This is an example of a paired data set since the acquisition of samples over an
extended period introduces a substantial time-dependent change in the
concentration of monensin. The comparison of the two methods must be done
with the paired t-test, using the following null and two-tailed alternative
hypotheses

Hy: d=0  Hy d#0
Defining the difference between the methods as
d = Xelect = Xmicro
we can calculate the difference for each sample

Sample 1 2 3 4 5 6 7 8 9 10 1
d 2.8 14 -30 60 -66 -05 97 127 -16 40 -0.2

The mean and standard deviation for the differences are 2.25 and 5.63,
respectively. The test statistic is
AN p2shn
fexp = = = 1.33

S4 5.63
which is smaller than the critical value of 2.23 for #(0.05, 10). Thus, the null
hypothesis is retained, and there is no evidence that the two methods yield
different results at the stated significance level.

A paired t-test can only be applied when the individual differences, d;, belong
to the same population. This will only be true if the determinate and indeterminate
errors affecting the results are independent of the concentration of analyte in the
samples. If this is not the case, a single sample with a larger error could result in a
value of d; that is substantially larger than that for the remaining samples. Including
this sample in the calculation of d and s, leads to a biased estimate of the true mean
and standard deviation. For samples that span a limited range of analyte concentra-
tions, such as that in Example 4.21, this is rarely a problem. When paired data span
a wide range of concentrations, however, the magnitude of the determinate and in-
determinate sources of error may not be independent of the analyte’s concentra-
tion. In such cases the paired #-test may give misleading results since the paired data
with the largest absolute determinate and indeterminate errors will dominate d. In
this situation a comparison is best made using a linear regression, details of which
are discussed in the next chapter.

LF.5 outliers

On occasion, a data set appears to be skewed by the presence of one or more data
points that are not consistent with the remaining data points. Such values are called
outliers. The most commonly used significance test for identifying outliers is Dixon’s
Q-test. The null hypothesis is that the apparent outlier is taken from the same popula-
tion as the remaining data. The alternative hypothesis is that the outlier comes from a
different population, and, therefore, should be excluded from consideration.

The Q-test compares the difference between the suspected outlier and its near-
est numerical neighbor to the range of the entire data set. Data are ranked from
smallest to largest so that the suspected outlier is either the first or the last data

outlier
Data point whose value is much larger or
smaller than the remaining data.

Dixon’s Q-test
Statistical test for deciding if an outlier
can be removed from a set of data.
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point. The test statistic, Qcyp, is calculated using equation 4.23 if the suspected out-
lier is the smallest value (X;)
X, - Xy

== 4.23
Qexp X, - X,

or using equation 4.24 if the suspected outlier is the largest value (X;,)

_ Xn - Xn—l

Xp — 4.24
Qe P X, - X,

where 7 is the number of members in the data set, including the suspected outlier.
It is important to note that equations 4.23 and 4.24 are valid only for the detection
of a single outlier. Other forms of Dixon’s Q-test allow its extension to the detection
of multiple outliers.!® The value of Qey, is compared with a critical value, Q(a, n), at
a significance level of 0. The Q-test is usually applied as the more conservative two-
tailed test, even though the outlier is the smallest or largest value in the data set.
Values for Q(a, n) can be found in Appendix 1D. If Qcy, is greater than Q(a, n),
then the null hypothesis is rejected and the outlier may be rejected. When Q. is
less than or equal to Q(0, n) the suspected outlier must be retained.

aThe following masses, in grams, were recorded in an experiment to determine

the average mass of a U.S. penny.

3.067 3.049 3.039 2514 3.048 3.079 3.094 3.109 3.102

Exam

Determine if the value of 2.514 g is an outlier at a = 0.05.
SOLUTION
To begin with, place the masses in order from smallest to largest
2.514 3.039 3.048 3.049 3.067 3.079 3.094 3.102 3.109
and calculate Qcyp
pox o,

The critical value for Q(0.05, 9) is 0.493. Since Qexp > Q(0.05, 9) the value is
assumed to be an outlier, and can be rejected.

Qexp =

The Q-test should be applied with caution since there is a probability, equal to
0, that an outlier identified by the Q-test actually is not an outlier. In addition, the
Q-test should be avoided when rejecting an outlier leads to a precision that is un-
reasonably better than the expected precision determined by a propagation of un-
certainty. Given these two concerns it is not surprising that some statisticians cau-
tion against the removal of outliers.!! On the other hand, testing for outliers can
provide useful information if we try to understand the source of the suspected out-
lier. For example, the outlier identified in Example 4.22 represents a significant
change in the mass of a penny (an approximately 17% decrease in mass), due to a
change in the composition of the U.S. penny. In 1982, the composition of a U.S.
penny was changed from a brass alloy consisting of 95% w/w Cu and 5% w/w Zn, to
a zinc core covered with copper.'> The pennies in Example 4.22 were therefore
drawn from different populations.
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l Detection Limits

The focus of this chapter has been the evaluation of analytical data, including the
use of statistics. In this final section we consider how statistics may be used to char-
acterize a method’s ability to detect trace amounts of an analyte.

A method’s detection limit is the smallest amount or concentration of analyte
that can be detected with statistical confidence. The International Union of Pure
and Applied Chemistry (IUPAC) defines the detection limit as the smallest concen-
tration or absolute amount of analyte that has a signal significantly larger than the
signal arising from a reagent blank. Mathematically, the analyte’s signal at the detec-
tion limit, (Sa)pr, is

(Sa)pL =

where Sie,q is the signal for a reagent blank, Oyc,q is the known standard devia-
tion for the reagent blank’s signal, and z is a factor accounting for the desired
confidence level. The concentration, (Cys)pr, or absolute amount of analyte,
(na)pL, at the detection limit can be determined from the signal at the detection
limit.

Sreag + Zo-reag 4-25

(Ca)or = —(SAk)DL

_ Saor

k

(na)pL

The value for z depends on the desired significance level for reporting the detection
limit. Typically, z is set to 3, which, from Appendix 1A, corresponds to a signifi-
cance level of a = 0.00135. Consequently, only 0.135% of measurements made on
the blank will yield signals that fall outside this range (Figure 4.12a). When Ojc,g is
unknown, the term z0,.,; may be replaced with s, where t is the appropriate
value from a #-table for a one-tailed analysis.!?

In analyzing a sample to determine whether an analyte is present, the signal
for the sample is compared with the signal for the blank. The null hypothesis is
that the sample does not contain any analyte, in which case (Sp)pr, and Sye,q are
identical. The alternative hypothesis is that the analyte is present, and (Sa)py is
greater than S;c,,. If (Sp)pr exceeds Sieqq by zO(or ts), then the null hypothesis is
rejected and there is evidence for the analyte’s presence in the sample. The proba-
bility that the null hypothesis will be falsely rejected, a type 1 error, is the same as
the significance level. Selecting z to be 3 minimizes the probability of a type 1
error to 0.135%.

Significance tests, however, also are subject to type 2 errors in which the null
hypothesis is falsely retained. Consider, for example, the situation shown in Figure
4.12b, where S4 is exactly equal to (Ss)pr. In this case the probability of a type 2
error is 50% since half of the signals arising from the sample’s population fall below
the detection limit. Thus, there is only a 50:50 probability that an analyte at the
IUPAC detection limit will be detected. As defined, the IUPAC definition for the
detection limit only indicates the smallest signal for which we can say, at a signifi-
cance level of 0, that an analyte is present in the sample. Failing to detect the ana-
lyte, however, does not imply that it is not present.

An alternative expression for the detection limit, which minimizes both type 1
and type 2 errors, is the limit of identification, (Sx)ro1, which is defined as '

(Sa)Lor = Sreag + Z0reag T Z0samp

detection limit

The smallest concentration or absolute
amount of analyte that can be reliably
detected.

Probability
distribution
for blank
(a) | |
Sreag (SA)DL
Probability distribution
for blank Probability

istribution

\ d
WNW
|
S,

(b)

reag (SA)DL

Probability distribution gfobsbi!ity
for blank istribution
for sample

(C) Sreag (SA)LOI

Figure 4.12

Normal distribution curves showing the
definition of detection limit and limit of
identification (LOI). The probability of a type
1 error is indicated by the dark shading, and
the probability of a type 2 error is indicated
by light shading.

limit of identification

The smallest concentration or absolute
amount of analyte such that the
probability of type 1 and type 2 errors
are equal (LOI).
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limit of quantitation

The smallest concentration or absolute
amount of analyte that can be reliably
determined (LOQ).

Sreag SA
Never ??7? Always
detected detected
Lower Upper
confidence confidence
interval interval
Figure 4.13

Establishment of areas where the signal is

never detected, always detected, and where
results are ambiguous. The upper and lower
confidence limits are defined by the probability

of a type 1 error (dark shading), and the
probability of a type 2 error (light shading).

S

10 4H KEY TERMS

alternative hypothesis  (p. 83)
binomial distribution (p. 72)
central limit theorem  (p. 79)
confidence interval  (p. 75)
constant determinate error  (p. 60)
degrees of freedom  (p. 80)
detection limit  (p. 95)
determinate error  (p. 58)
Dixon’s Q-test  (p. 93)

error (p. 64)

F-test (p. 87)

heterogeneous  (p. 58)
histogram  (p. 77)
homogeneous (p. 72)
indeterminate error  (p. 62)
limit of identification  (p. 95)

)0 &1 SUMMARY

The data we collect are characterized by their central tendency
(where the values are clustered), and their spread (the variation of
individual values around the central value). Central tendency is re-
ported by stating the mean or median. The range, standard devia-
tion, or variance may be used to report the data’s spread. Data also
are characterized by their errors, which include determinate errors

As shown in Figure 4.12¢, the limit of identification is selected such that there is an
equal probability of type 1 and type 2 errors. The American Chemical Society’s
Committee on Environmental Analytical Chemistry recommends the limit of
quantitation, (Sa)10q, which is defined as'®

(SA)LOQ = Sreag + locreag

Other approaches for defining the detection limit have also been developed.!®

The detection limit is often represented, particularly when used in debates over
public policy issues, as a distinct line separating analytes that can be detected from
those that cannot be detected.!” This use of a detection limit is incorrect. Defining
the detection limit in terms of statistical confidence levels implies that there may be
a gray area where the analyte is sometimes detected and sometimes not detected.
This is shown in Figure 4.13 where the upper and lower confidence limits are de-
fined by the acceptable probabilities for type 1 and type 2 errors. Analytes produc-
ing signals greater than that defined by the upper confidence limit are always de-
tected, and analytes giving signals smaller than the lower confidence limit are never
detected. Signals falling between the upper and lower confidence limits, however,
are ambiguous because they could belong to populations representing either the
reagent blank or the analyte. Figure 4.12¢ represents the smallest value of Sy for
which no such ambiguity exists.

limit of quantitation  (p. 96) repeatability  (p. 62)
mean (p. 54) reproducibility  (p. 62)
measurement error  (p. 58) sample (p. 71)
median  (p. 55)

method error  (p. 58)
normal distribution  (p. 73)
null hypothesis  (p. 83)
one-tailed significance test  (p. 84) tolerance (p. 58)
outlier (p. 93) t-test  (p. 85)
paired data  (p. 88)
paired t-test  (p. 92)
personal error  (p. 60)

sampling error  (p. 58)
significance test  (p. 83)
standard deviation (p. 56)

standard reference material (p. 61)

two-tailed significance test (p. 84)
type 1 error  (p. 84)

type 2 error  (p. 84)

uncertainty  (p. 64)

unpaired data  (p. 88)

population (p. 71)

probability distribution  (p. 71)
proportional determinate error  (p. 61) variance (p. 57)
range (p. 56)

affecting the data’s accuracy, and indeterminate errors affecting
the data’s precision. A propagation of uncertainty allows us to es-
timate the affect of these determinate and indeterminate errors on
results determined from our data.

The distribution of the results of an analysis around a central
value is often described by a probability distribution, two examples



of which are the binomial distribution and the normal distribution.
Knowing the type of distribution allows us to determine the proba-
bility of obtaining results within a specified range. For a normal
distribution this range is best expressed as a confidence interval.

A statistical analysis allows us to determine whether our
results are significantly different from known values, or from
values obtained by other analysts, by other methods of analy-
sis, or for other samples. A t-test is used to compare mean val-
ues, and an F-test to compare precisions. Comparisons between
two sets of data require an initial evaluation of whether the data

Suggested EXPERIMENTS

analysis used in evaluating the data.

Cunningham, C. C.; Brown, G. R; St Pierre, L. E.
“Evaluation of Experimental Data,” J. Chem. Educ. 1981, 58,
509-511.

In this experiment students determine the density of glass
marbles and the radius of the bore of a glass capillary tube.
Density is determined by measuring a marble’s mass and
volume, the latter by measuring a marble’s diameter and
assuming a spherical shape. Results are compared with those
expected for a normal distribution. The radius of a glass
capillary tube is determined using Poiseuille’s equation by
measuring the volume flow rate of water as a function of the
hydrostatic head. In both experiments the experimentally
obtained standard deviation is compared with that estimated
by a propagation of uncertainty.

Gordus, A. A. “Statistical Evaluation of Class Data for Two
Buret Readings,” J. Chem. Educ. 1987, 64, 376-377.

The volumes of water in two burets are read, and the
difference between the volumes are calculated. Students
analyze the data by drawing histograms for each of the three

volumes, comparing results with those predicted for a normal

distribution.

Harvey, D. T. “Statistical Evaluation of Acid/Base
Indicators,” J. Chem. Educ. 1991, 68, 329-331.

In this experiment students standardize a solution of HCI by
titration using several different indicators to signal the

titration’s end point. A statistical analysis of the data using #-
tests and F-tests allows students to compare results obtained

using the same indicator, with results obtained using different

indicators. The results of this experiment can be used later
when discussing the selection of appropriate indicators.

O’Reilley, J. E. “The Length of a Pestle,” J. Chem. Educ. 1986,
63, 894-896.
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is paired or unpaired. For unpaired data it is also necessary to
decide if the standard deviations can be pooled. A decision
about whether to retain an outlying value can be made using
Dixon’s Q-test.

Finally, we have seen that the detection limit is a statistical
statement about the smallest amount of analyte that can be de-
tected with confidence. A detection limit is not exact because its
value depends on how willing we are to falsely report the analyte’s
presence or absence in a sample. When reporting a detection
limit, you should clearly indicate how you arrived at its value.

The following experiments may be used to introduce the statistical analysis of data in the analytical chemistry
laboratory. Each experiment is annotated with a brief description of the data collected and the type of statistical

In this experiment students measure the length of a pestle
using a wooden meter stick, a stainless-steel ruler, and a
vernier caliper. The data collected in this experiment provide
an opportunity to discuss significant figures and sources of
error. Statistical analysis includes the Q-test, t-test, and F-test.

Paselk, R. A. “An Experiment for Introducing Statistics to
Students of Analytical and Clinical Chemistry,” J. Chem.
Educ. 1985, 62, 536.

Students use a commercial diluter to prepare five sets of
dilutions of a stock dye solution (each set contains ten
replicates) using two different diluters. Results are compared
using #-tests and F-tests.

Richardson, T. H. “Reproducible Bad Data for Instruction in
Statistical Methods,” J. Chem. Educ. 1991, 68, 310-311.

This experiment uses the change in the mass of a U.S. penny
to create data sets with outliers. Students are given a sample
of ten pennies, nine of which are from one population. The
Q-test is used to verify that the outlier can be rejected. Class
data from each of the two populations of pennies are pooled
and compared with results predicted for a normal
distribution.

Sheeran, D. “Copper Content in Synthetic Copper
Carbonate: A Statistical Comparison of Experimental and
Expected Results,” J. Chem. Educ. 1998, 75, 453—456.

In this experiment students synthesize basic copper(II)
carbonate and determine the %w/w Cu by reducing the
copper to Cu. A statistical analysis of the results shows that
the synthesis does not produce CuCOj3, the compound that
many predict to be the product (although it does not exist).
Results are shown to be consistent with a hemihydrate of
malachite, Cu,(OH),(CO3) * 1/2H,0, or azurite,
Cu3(OH),(CO3),.

—Continued



98

Experiments

Modern Analytical Chemistry
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Polymer Chain Length and Chain Orientation,” J. Chem.
Educ. 1984, 61, 555-563.

The stretching properties of polymers are investigated by
length, stretching rate, and temperature. Homogeneity of

also are investigated. Statistical analysis of data includes Q-
tests and t-tests.

Thomasson, K.; Lofthus-Merschman, S.; Humbert, M.; et al.

“Applying Statistics in the Undergraduate Chemistry
Laboratory: Experiments with Food Dyes,” J. Chem. Educ.
1998, 75, 231-233.

3
L4

1.

4K PROBLEMS

The following masses were recorded for 12 different U.S.
quarters (all given in grams):

5.683 5.549 5.548 5.552
5.620 5.536 5.539 5.684
5.551 5.552 5.554 5.632

Report the mean, median, range, standard deviation, and
variance for these data.

. Shown in the following rows are results for the determination

of acetaminophen (in milligrams) in ten separate tablets of
Excedrin Extra Strength Pain Reliever.!8

224.3
261.7

240.4
229.4

246.3
255.5

239.4
235.5

253.1
249.7

(a) Report the mean, median, range, standard deviation, and
variance for these data. (b) Assuming that X and s? are good
approximations for Jl and 62, and that the population is
normally distributed, what percentage of tablets are expected
to contain more than the standard amount of 250 mg
acetaminophen per tablet?

. Salem and Galan have developed a new method for

determining the amount of morphine hydrochloride in
tablets.!” Results, in milligrams, for several tablets containing
different nominal dosages follow

100-mg 60-mg 30-mg 10-mg
tablets tablets tablets tablets
99.17 54.21 28.51 19.06
94.31 55.62 26.25 8.83
95.92 57.40 25.92 9.08
94.55 57.51 28.62

93.83 52.59 24.93

Spencer, R. D. “The Dependence of Strength in Plastics upon

examining the effect of polymer orientation, polymer chain

polymer films and consistency between lots of polymer films

The absorbance of solutions of food dyes is used to explore
the treatment of outliers and the application of the #-test for
comparing means.

Vitha, M. F.; Carr, P. W. “A Laboratory Exercise in Statistical
Analysis of Data,” J. Chem. Educ. 1997, 74, 998—1000.

Students determine the average weight of vitamin E pills using
several different methods (one at a time, in sets of ten pills,
and in sets of 100 pills). The data collected by the class are
pooled together, plotted as histograms, and compared with
results predicted by a normal distribution. The histograms and
standard deviations for the pooled data also show the effect of
sample size on the standard error of the mean.

(a) For each dosage, calculate the mean and standard
deviation for the milligrams of morphine hydrochloride per
tablet. (b) Assuming that X and s? are good approximations
for 4 and 02, and that the population is normally distributed,
what percentage of tablets at each dosage level are expected to
contain more than the nominal amount of morphine

hydrochloride per tablet?

4. Daskalakis and co-workers recently evaluated several

procedures for digesting the tissues of oysters and mussels
prior to analyzing the samples for silver.?? One of the
methods used to evaluate the procedure is a spike
recovery in which a known amount of silver is added

to the tissue sample and the percent of the added silver
found on analysis is reported. Ideally, spike recoveries
should fall within the range 100 % 15%. The results

for one method are

106% 108% 92% 99% 104% 101% 93% 93%

Assuming that the spike recoveries are normally distributed,
what is the probability that any single spike recovery will be
within the accepted range?

. The formula weight (FW) of a gas can be determined using
the following form of the ideal gas law

FW = ﬂ
PV

where g is the mass in grams, R is the gas constant, T is the
temperature in kelvins, P is the pressure in atmospheres, and
Vis the volume in liters. In a typical analysis the following
data are obtained (with estimated uncertainties in
parentheses)



10.

11.

12.

0.118 (+0.002)
0.082056 (£0.000001)
298.2 (£0.1)

0.724 (£0.005)

= 0.250 (£0.005)

< W~ =g
I

(a) What is the compound’s formula weight and its estimated
uncertainty? (b) To which variable(s) should you direct your
attention if you wish to improve the uncertainty in the
compound’s molecular weight?

. A standard solution of Mn?* was prepared by dissolving

0.250 g of Mn in 10 mL of concentrated HNO; (measured
with a graduated cylinder). The resulting solution was
quantitatively transferred to a 100-mL volumetric flask
and diluted to volume with distilled water. A 10-mL
aliquot of the solution was pipeted into a 500-mL volumetric
flask and diluted to volume. (a) Express the concentration
of Mn in parts per million, and estimate uncertainty by a
propagation of uncertainty calculation. (b) Would the
uncertainty in the solution’s concentration be improved
by using a pipet to measure the HNOj3, instead of a
graduated cylinder?

. Hydroscopic materials often are measured by the technique of

weighing by difference. In this technique the material is
placed in a sealed container and weighed. A portion of the
material is removed, and the container and the remaining
material are reweighed. The difference between the two
masses gives the amount of material that was sampled. A
solution of a hydroscopic material with a gram formula
weight of 121.34 (£0.01) was prepared in the following
manner. A sample of the compound and its container has a
mass of 23.5811 g. A portion of the compound was
transferred to a 100-mL volumetric flask and diluted to
volume. The mass of the compound and container after the
transfer is 22.1559 g. Calculate the molarity of the solution,
and estimate its uncertainty by a propagation of uncertainty
calculation.

. Show by a propagation of uncertainty calculation that the

standard error of the mean for n determinations is given as

s/Vn.

. What is the smallest mass that can be measured on an

analytical balance with a tolerance of £0.1 mg, such that the
relative error is less than 0.1%?

Which of the following is the best way to dispense 100.0 mL
of a reagent: (a) use a 50-mL pipet twice; (b) use a 25-mL
pipet four times; or (c) use a 10-mL pipet ten times?

A solution can be diluted by a factor of 200 using readily
available pipets (1-mL to 100-mL) and volumetric flasks
(10-mL to 1000-mL) in either one, two, or three steps.
Limiting yourself to glassware listed in Table 4.2, determine
the proper combination of glassware to accomplish each
dilution, and rank them in order of their most probable
uncertainties.

Explain why changing all values in a data set by a constant
amount will change X but will have no effect on s.

13.

14.

15.

16.

17.
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Obtain a sample of a metal from your instructor, and
determine its density by one or both of the following
methods:

Method A:  Obtain the sample’s mass with a balance.
Calculate the sample’s volume using appropriate linear
dimensions.

Method B:  Obtain the sample’s mass with a balance.
Calculate the sample’s volume by measuring the amount of
water that it displaces. This can be done by adding water to a
graduated cylinder, reading the volume, adding the object,
and reading the new volume. The difference in volumes is
equal to the object’s volume.

Determine the density at least five times. (a) Report the mean,
the standard deviation, and the 95% confidence interval for
your results. (b) Find the accepted value for the density of
your metal, and determine the absolute and relative error for
your experimentally determined density. (c) Use the
propagation of uncertainty to determine the uncertainty for
your chosen method. Are the results of this calculation
consistent with your experimental results? If not, suggest
some possible reasons for this disagreement.

How many carbon atoms must a molecule have if the mean
number of *C atoms per molecule is 1.00? What percent of
such molecules will have no atoms of 1*C?

In Example 4.10 we determined the probability that a
molecule of cholesterol, Cy;H440, had no atoms of 13C.

(a) Calculate the probability that a molecule of cholesterol,
has one atom of *C. (b) What is the probability that a
molecule of cholesterol will have two or more atoms of 13C?

Berglund and Wichart investigated the quantitative
determination of Cr in high-alloy steels by a potentiometric
titration of Cro*.2! Before titrating the steel was dissolved in
acid and the chromium oxidized to Cr®* by peroxydisulfate.
Following are their results (%w/w Cr) for the analysis of a
single reference steel.

16.968
16.887

16.922
16.977

16.840
16.857

16.883
16.728

Calculate the mean, the standard deviation, and the 95%
confidence interval about the mean. What does this
confidence interval mean?

Ketkar and co-workers developed a new analytical method
for measuring trace levels of atmospheric gases.?? The
analysis of a sample containing 40.0 parts per thousand (ppt)
2-chloroethylsulfide yielded the following results

433 348 319 378 344 319 421 33,6 353

(a)Determine whether there is a significant difference between
the experimental mean and the expected value at o = 0.05.

(b) As part of this study a reagent blank was analyzed 12
times, giving a mean of 0.16 ppt and a standard deviation of
1.20 ppt. What are the TUPAC detection limit, the limit of
identification, and limit of quantitation for this method
assuming 0 = 0.05?
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To test a spectrophotometer for its accuracy, a solution of
60.06 ppm K,Cr,07 in 5.0 mM H,SOy is prepared and
analyzed. This solution has a known absorbance of 0.640 at
350.0 nm in a 1.0-cm cell when using 5.0 mM H,SO, as a
reagent blank. Several aliquots of the solution are analyzed
with the following results

0.639 0.638 0.640 0.639 0.640 0.639 0.638

Determine whether there is a significant difference between
the experimental mean and the expected value at o = 0.01.

Monna and co-workers studied the use of radioactive isotopes
as a means of dating sediments collected from the bottom of
lakes and estuaries.?® To verify this method they analyzed a
208po standard known to have an activity of 77.5 decays/min,
obtaining the following results

77.09
78.03

75.37
74.96

72.42
77.54

76.84
76.09

77.84
81.12

76.69
75.75

Determine whether there is a significant difference between
the mean and the expected value at o = 0.05.

A 2.6540-g sample of an iron ore known to contain 53.51%
w/w Fe is dissolved in a small portion of concentrated HCI
and diluted to volume in a 250-mL volumetric flask. A
spectrophotometric method is used to determine the
concentration of Fe in this solution, yielding results of 5840,
5770, 5650, and 5660 ppm. Determine whether there is a
significant difference between the experimental mean and the
expected value at o = 0.05.

Horvat and colleagues investigated the application of atomic
absorption spectroscopy to the analysis of Hg in coal fly ash.?
Of particular interest was the development of an appropriate
procedure for digesting the samples in order to release the Hg
for analysis. As part of their study they tested several reagents for
digesting samples. Results obtained with HNOs and witha 1 + 3
mixture of HNOj; and HCI are shown here. All concentrations
are given as nanograms of Hg per gram of sample.

161 165
159 145

160
140

167
147

166
143

HNO3:

1+ 3 HNO3s-HCI: 156

Determine whether there is a significant difference between
these methods at a = 0.05.

Lord Rayleigh, John William Strutt (1842—-1919) was one of
the most well-known scientists of the late nineteenth and
early twentieth centuries, publishing over 440 papers and
receiving the Nobel Prize in chemistry in 1904 for the
discovery of argon. An important turning point in the
discovery of Ar was Rayleigh’s experimental measurements
of the density of N,. Rayleigh approached this experiment in
two ways: first by taking atmospheric air and removing any
O, and H, that was present; and second, by chemically
producing N, by decomposing nitrogen-containing
compounds (NO, N,O, and NH,NO3) and again removing
any O, and H,. His results for the density of N,, published in
Proc. Roy. Soc. 1894, LV, 340 (publication 210), follow (all
values are for grams of gas at equivalent volume, pressure,
and temperature).

23.

Atmospheric  2.31017 2.30986 2.31010  2.31001
Origin:  2.31024 2.31010 2.31028

Chemical  2.30143 2.29890 2.29816  2.30182

Origin: ~ 2.29869 2.29940 2.29849  2.29889

Explain why these data led Rayleigh to look for and discover Ar.

Gdcs and Ferraroli reported a new method for monitoring the
concentration of SO; in air.?”> They compared their method
with the standard method by sampling and analyzing urban
air from a single location. Air samples were collected by
drawing air through a collection solution for 6 min. Following
is a summary of their results with SO, concentrations
reported in microliters per cubic meter.

Standard

method: 21.62

22.20 24.27 2354 2425 23.09 21.02

New

method: 21.54 20.51

24,

25.

2231 2130 24.62 2572 21.54

Using an appropriate statistical test, determine whether there
is any significant difference between the standard and new
methods at o = 0.05.

The accuracy of a spectrophotometer can be checked
by measuring absorbances for a series of standard
dichromate solutions that can be obtained in sealed
cuvettes from the National Institute of Standards and
Technology. Absorbances are measured at 257 nm and
compared with the accepted values. The results
obtained when testing a newly purchased
spectrophotometer are shown here. Determine if

the tested spectrophotometer is accurate at o = 0.05.

Standard: 1 2 3 4 5
Measured

absorbance: 0.2872 0.5773 0.8674 1.1623 1.4559
Accepted

absorbance: 0.2871 0.5760 0.8677 1.1608 1.4565

Maskarinec and associates investigated the stability of volatile
organics in environmental water samples.?® Of particular
interest was establishing proper conditions for maintaining
the sample’s integrity between its collection and analysis. Two
preservatives were investigated (ascorbic acid and sodium
bisulfate), and maximum holding times were determined for
a number of volatile organics and water matrices. Results (in
days) for surface waters follow.

Ascorbic Sodium

acid bisulfate
methylene chloride 77 62
carbon disulfide 23 54
trichloroethane 52 51
benzene 62 42
1,1,2-trichloroethane 57 53
1,1,2,2-tetrachloroethane 33 85
tetrachloroethene 41 63
toluene 32 94
chlorobenzene 36 86



26.

Actual: 5.0 10.0 20.0 40.0
Found: 6.8 11.7

27.

28.

Determine whether there is a significant difference in the
effectiveness of the two preservatives at o = 0.10.

Using X-ray diffraction, Karstang and Kvalhein

reported a new method for determining the weight
percent of kalonite in complex clay minerals.?” To test the
method, nine samples containing known amounts of
kalonite were prepared and analyzed. The results (as
%w/w kalonite) are shown.

50.0 60.0 80.0
53.6 61.7 789

90.0 95.0

19.8 40.5 91.7 94.7

Evaluate the accuracy of the method at a = 0.05.

Mizutani and colleagues reported the development of a new
method for the analysis of I-malate.?® As part of their study
they analyzed a series of beverages using both their method
and a standard spectrophotometric procedure based on a
clinical kit purchased from Boerhinger Scientific. A summary
follows of their results (in parts per million).

Sample Electrode Spectrophotometric
Apple juice 1 34.0 334
Apple juice 2 22.6 28.4
Apple juice 3 29.7 29.5
Apple juice 4 24.9 24.8
Grape juice 1 17.8 18.3
Grape juice 2 14.8 15.4
Mixed fruit juice 1 8.6 8.5
Mixed fruit juice 2 31.4 31.9
White wine 1 10.8 1.5
White wine 2 17.3 17.6
White wine 3 15.7 15.4
White wine 4 18.4 18.3

Determine whether there is a significant difference between
the methods at o = 0.05.

Alexiev and associates describe an improved photometric
method for the determination of Fe** based on its
catalytic effect on the oxidation of sulphanilic acid by
KIO4.% As part of their study the concentration of

Fe3* in human serum samples was determined by the
proposed method and the standard method.

Following are the results, with concentrations in
micromoles/L.

Sample Proposed Method Standard Method
1 8.25 8.06
2 9.75 8.84
3 9.75 8.36
4 9.75 8.73
5 10.75 13.13
6 11.25 13.65
7 13.88 13.85
8 14.25 13.43

Determine whether there is a significant difference between
the two methods at o = 0.05.

29.

30.

31.
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The following data were collected during a study of the
concentration of Zn in samples drawn from several locations
in Lake Erie (all concentrations in parts per million).

[Zn2+] at the [Zn2+] at the

air-water sediment-water
Location interface interface
1 0.430 0.415
2 0.266 0.238
3 0.567 0.390
4 0.531 0.410
5 0.707 0.605
6 0.716 0.609

Determine whether there is a significant difference between
the concentration of Zn?* at the air—water interface and the
sediment—water interface at o = 0.05.

Ten laboratories were asked to determine the concentration

of an analyte A in three standard test samples. Following are
the results, in parts per million.*

Laboratory Sample 1 Sample 2 Sample 3
1 22.6 13.6 16.0
2 23.0 14.2 15.9
3 21.5 13.9 16.3
4 21.9 13.9 16.9
5 21.3 13.5 16.7
6 22.1 13.5 17.4
7 23.1 13.9 17.5
8 21.7 13.5 16.8
9 22.2 12.9 17.2

10 21.7 13.8 16.7

Determine if there are any potential outliers in Sample 1,
Sample 2, or Sample 3 at a significance level of a = 0.05.

When copper metal and powdered sulfur are placed in a
crucible and ignited, the product is a sulfide with an empirical
formula of Cu,S. The value of x can be determined by
weighing the Cu and S before ignition, and finding the mass
of Cu,S when the reaction is complete. Following are the Cu/S
ratios from 62 such experiments.

1.764 1.838 1.865 1.866 1.872 1.877 1.890 1.891 1.891
1.897 1.899 1.900 1.906 1.908 1.910 1.911 1.916 1.919
1.920 1.922 1.927 1.931 1.935 1.936 1.936 1.937 1.939
1.939 1.940 1.941 1.941 1.942 1.943 1.948 1.953 1.955
1.957 1.957 1.957 1.959 1.962 1.963 1.963 1.963 1.966
1.968 1.969 1.973 1.975 1.976 1.977 1.981 1.981 1.988
1.993 1.993 1.995 1.995 1.995 2.017 2.029 2.042

(a) Calculate the mean and standard deviation for these data.
(b) Construct a histogram for this data set. From a visual
inspection of your histogram, do the data appear to be
normally distributed? (c) In a normally distributed
population, 68.26% of all members lie within the range

M = 10. What percentage of the data lies within the range

X + 1s? Does this support your answer to the previous
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question? (d) Assuming that X and 0 are good
approximations for [ and 02, what percentage of all
experimentally determined Cu/S ratios will be greater than 2?
How does this compare with the experimental data? Does this
support your conclusion about whether the data are normally
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Calibrations, Standardizations,
and Blank Corrections

In Chapter 3 we introduced a relationship between the measured signal,
Smeas» and the absolute amount of analyte

Sz & knA + Sreag 5.1
or the relative amount of analyte in a sample

Steas = KCa + Sreag 5.2
where n, is the moles of analyte, C4 is the analyte’s concentration, & is
the method’s sensitivity, and Sy, is the contribution to Syess from
constant errors introduced by the reagents used in the analysis. To
obtain an accurate value for n, or C, it is necessary to avoid

determinate errors affecting Smeas, & and Syeaq. This is accomplished by
a combination of calibrations, standardizations, and reagent blanks.
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| calibrating signals

Signals are measured using equipment or instruments that must be properly cali-
brated if Speqs is to be free of determinate errors. Calibration is accomplished
against a standard, adjusting Sme,s until it agrees with the standard’s known signal.
Several common examples of calibration are discussed here.

When the signal is a measurement of mass, Smeas is determined with an analyti-
cal balance. Before a balance can be used, it must be calibrated against a reference
weight meeting standards established by either the National Institute for Standards
and Technology or the American Society for Testing and Materials. With an elec-
tronic balance the sample’s mass is determined by the current required to generate
an upward electromagnetic force counteracting the sample’s downward gravita-
tional force. The balance’s calibration procedure invokes an internally programmed
calibration routine specifying the reference weight to be used. The reference weight
is placed on the balance’s weighing pan, and the relationship between the displace-
ment of the weighing pan and the counteracting current is automatically adjusted.

Calibrating a balance, however, does not eliminate all sources of determinate
error. Due to the buoyancy of air, an object’s weight in air is always lighter than its
weight in vacuum. If there is a difference between the density of the object being
weighed and the density of the weights used to calibrate the balance, then a correc-
tion to the object’s weight must be made.! An object’s true weight in vacuo, W,, is
related to its weight in air, W,, by the equation

W, =W, x EHDI —lio.ooug
B Hp, ~ b, =

where D, is the object’s density, D,, is the density of the calibration weight, and
0.0012 is the density of air under normal laboratory conditions (all densities are in
units of g/cm?). Clearly the greater the difference between D, and D,, the more seri-
ous the error in the object’s measured weight.

The buoyancy correction for a solid is small, and frequently ignored. It may be
significant, however, for liquids and gases of low density. This is particularly impor-
tant when calibrating glassware. For example, a volumetric pipet is calibrated by
carefully filling the pipet with water to its calibration mark, dispensing the water
into a tared beaker and determining the mass of water transferred. After correcting
for the buoyancy of air, the density of water is used to calculate the volume of water
dispensed by the pipet.

aA 10-mL volumetric pipet was calibrated following the procedure just outlined,

using a balance calibrated with brass weights having a density of 8.40 g/cm’. At
25 °C the pipet was found to dispense 9.9736 g of water. What is the actual
volume dispensed by the pipet?

Exam

SOLUTION

At 25 °C the density of water is 0.99705 g/cm®. The water’s true weight,
therefore, is

1

0 0 1 0 O
W, =9.9736 g x 0 + — ——[% 0.00120]= 9.9842
s % H.99705 ~ .40 i &
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primary reagent

A reagent of known purity that can be
used to make a solution of known
concentration.

and the actual volume of water dispensed by the pipet is

9.9842 g

————=2— =10.014 cm® =10.014 mL
0.99705 g/cm?
If the buoyancy correction is ignored, the pipet’s volume is reported as

9.9736 g

———"2_ =10.003 cm® = 10.003 mL
0.99705 g/cm?

introducing a negative determinate error of -0.11%.

Balances and volumetric glassware are examples of laboratory equipment. Lab-
oratory instrumentation also must be calibrated using a standard providing a
known response. For example, a spectrophotometer’s accuracy can be evaluated by
measuring the absorbance of a carefully prepared solution of 60.06 ppm K,Cr,0; in
0.0050 M H,SOy, using 0.0050 M H,SOj, as a reagent blank.? The spectrophotome-
ter is considered calibrated if the resulting absorbance at a wavelength of 350.0 nm
is 0.640 + 0.010 absorbance units. Be sure to read and carefully follow the calibra-
tion instructions provided with any instrument you use.

- standardizing Methods

The American Chemical Society’s Committee on Environmental Improvement de-
fines standardization as the process of determining the relationship between the
measured signal and the amount of analyte.> A method is considered standardized
when the value of k in equation 5.1 or 5.2 is known.

In principle, it should be possible to derive the value of k for any method by
considering the chemical and physical processes responsible for the signal. Unfortu-
nately, such calculations are often of limited utility due either to an insufficiently
developed theoretical model of the physical processes or to nonideal chemical be-
havior. In such situations the value of k must be determined experimentally by ana-
lyzing one or more standard solutions containing known amounts of analyte. In
this section we consider several approaches for determining the value of k. For sim-
plicity we will assume that S;.,; has been accounted for by a proper reagent blank,
allowing us to replace Spe,s in equations 5.1 and 5.2 with the signal for the species
being measured.

5B.1 Reagents Used as Standards

The accuracy of a standardization depends on the quality of the reagents and glass-
ware used to prepare standards. For example, in an acid-base titration, the amount
of analyte is related to the absolute amount of titrant used in the analysis by the
stoichiometry of the chemical reaction between the analyte and the titrant. The
amount of titrant used is the product of the signal (which is the volume of titrant)
and the titrant’s concentration. Thus, the accuracy of a titrimetric analysis can be
no better than the accuracy to which the titrant’s concentration is known.

Primary Reagents Reagents used as standards are divided into primary reagents
and secondary reagents. A primary reagent can be used to prepare a standard con-
taining an accurately known amount of analyte. For example, an accurately weighed
sample of 0.1250 g K,Cr,07 contains exactly 4.249 X 10~ mol of K,Cr,Oy. If this
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same sample is placed in a 250-mL volumetric flask and diluted to volume, the con-
centration of the resulting solution is exactly 1.700 x 10~ M. A primary reagent
must have a known stoichiometry, a known purity (or assay), and be stable during
long-term storage both in solid and solution form. Because of the difficulty in es-
tablishing the degree of hydration, even after drying, hydrated materials usually are
not considered primary reagents. Reagents not meeting these criteria are called sec-
ondary reagents. The purity of a secondary reagent in solid form or the concentra-
tion of a standard prepared from a secondary reagent must be determined relative
to a primary reagent. Lists of acceptable primary reagents are available.* Appendix 2
contains a selected listing of primary standards.

Other Reagents Preparing a standard often requires additional substances that are
not primary or secondary reagents. When a standard is prepared in solution, for ex-
ample, a suitable solvent and solution matrix must be used. Each of these solvents
and reagents is a potential source of additional analyte that, if unaccounted for,
leads to a determinate error. If available, reagent grade chemicals conforming to
standards set by the American Chemical Society should be used.> The packaging
label included with a reagent grade chemical (Figure 5.1) lists either the maximum
allowed limit for specific impurities or provides the actual assayed values for the im-
purities as reported by the manufacturer. The purity of a reagent grade chemical
can be improved by purification or by conducting a more accurate assay. As dis-
cussed later in the chapter, contributions to Sye,s from impurities in the sample ma-
trix can be compensated for by including an appropriate blank determination in the
analytical procedure.

(453.6 Gms.)

NaBr F.W.1029 8256

Certificate of Actual Lot Analysis e

NaHC0; Ef. 840
MEETS A. C. 5. SPECIFICATIONS
Moximum Limits of Impurities

o

Barivm (Bal __ TN e IR
Eromole {BrO. Xt

Ammonivm (NH) .........0.0005%,
Colcivm, Magnesivm and
Ro0ai Pt i 0,020 %

25 Soluti
te (SO) -
*¥Fotessivm (K)

Chloride (C) .........
Heavy Metols {os Pb) ..
Insoluble Matter . .....
Iron (Fe) -...
Phosphate (PO} . 5l
Potassivmn {K} ............0.005 %
Sulfur Compounds {as $0,) ...0.003 %
ASSAY (NoHC03) ....... 99.7-100.3%

¥
ACS LIMIT ...0.005%

723 Pristed in U.S.A. 108EST

(b)

secondary reagent
A reagent whose purity must be
established relative to a primary reagent.

reagent grade
Reagents conforming to standards set by
the American Chemical Society.

Figure 5.1

Examples of typical packaging labels from
reagent grade chemicals. Label (a) provides
the actual lot assay for the reagent as
determined by the manufacturer. Note that
potassium has been flagged with an asterisk
(*) because its assay exceeds the maximum
limit established by the American Chemical
Society (ACS). Label (b) does not provide
assayed values, but indicates that the
reagent meets the specifications of the ACS
for the listed impurities. An assay for the
reagent also is provided.

© David Harvey/Marilyn Culler, photographer.
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single-point standardization

Any standardization using a single
standard containing a known amount of
analyte.

Assumed
relationship

Actual

Signal

Sstand Concentration
reported
Cs P

Ca Actual

concentration

Figure 5.2

Example showing how an improper use of
a single-point standardization can lead to a
determinate error in the reported
concentration of analyte.

Preparing Standard Solutions Solutions of primary standards generally are pre-
pared in class A volumetric glassware to minimize determinate errors. Even so, the
relative error in preparing a primary standard is typically £0.1%. The relative error
can be improved if the glassware is first calibrated as described in Example 5.1. It
also is possible to prepare standards gravimetrically by taking a known mass of stan-
dard, dissolving it in a solvent, and weighing the resulting solution. Relative errors
of £0.01% can typically be achieved in this fashion.

It is often necessary to prepare a series of standard solutions, each with a differ-
ent concentration of analyte. Such solutions may be prepared in two ways. If the
range of concentrations is limited to only one or two orders of magnitude, the solu-
tions are best prepared by transferring a known mass or volume of the pure stan-
dard to a volumetric flask and diluting to volume. When working with larger con-
centration ranges, particularly those extending over more than three orders of
magnitude, standards are best prepared by a serial dilution from a single stock solu-
tion. In a serial dilution a volume of a concentrated stock solution, which is the first
standard, is diluted to prepare a second standard. A portion of the second standard
is then diluted to prepare a third standard, and the process is repeated until all nec-
essary standards have been prepared. Serial dilutions must be prepared with extra
care because a determinate error in the preparation of any single standard is passed
on to all succeeding standards.

5B.2 Single-Point versus Multiple-Point Standardizations*

The simplest way to determine the value of k in equation 5.2 is by a single-
point standardization. A single standard containing a known concentration
of analyte, Cs, is prepared and its signal, Sstng, is measured. The value of k is calcu-
lated as

k= Sstand

5.3
Cs

A single-point standardization is the least desirable way to standardize
a method. When using a single standard, all experimental errors, both de-
terminate and indeterminate, are carried over into the calculated value for
k. Any uncertainty in the value of k increases the uncertainty in the ana-
lyte’s concentration. In addition, equation 5.3 establishes the standardiza-
tion relationship for only a single concentration of analyte. Extending
equation 5.3 to samples containing concentrations of analyte different
from that in the standard assumes that the value of k is constant, an as-
sumption that is often not true.® Figure 5.2 shows how assuming a con-

relationship stant value of k may lead to a determinate error. Despite these limitations,

single-point standardizations are routinely used in many laboratories when
the analyte’s range of expected concentrations is limited. Under these con-
ditions it is often safe to assume that k is constant (although this assump-
tion should be verified experimentally). This is the case, for example, in
clinical laboratories where many automated analyzers use only a single
standard.

The preferred approach to standardizing a method is to prepare a se-
ries of standards, each containing the analyte at a different concentration.
Standards are chosen such that they bracket the expected range for the

*The following discussion of standardizations assumes that the amount of analyte is expressed as a concentration. It
also applies, however, when the absolute amount of analyte is given in grams or moles.
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analyte’s concentration. Thus, a multiple-point standardization should use at least
three standards, although more are preferable. A plot of Sg.ng versus Cs is known as
a calibration curve. The exact standardization, or calibration relationship, is deter-
mined by an appropriate curve-fitting algorithm.* Several approaches to standard-
ization are discussed in the following sections.

5B.3 External Standards

The most commonly employed standardization method uses one or more external
standards containing known concentrations of analyte. These standards are identi-
fied as external standards because they are prepared and analyzed separately from
the samples.

A quantitative determination using a single external standard was described at
the beginning of this section, with k given by equation 5.3. Once standardized, the
concentration of analyte, Ca, is given as

Ssamp
C, = 2amp 5.4
A k

aA spectrophotometric method for the quantitative determination of Pb?* levels

in blood yields an Sgang of 0.474 for a standard whose concentration of lead is
1.75 ppb. How many parts per billion of Pb?* occur in a sample of blood if
Seamp 15 0.3612

Exam

SOLUTION

Equation 5.3 allows us to calculate the value of k for this method using the data
for the standard

L= Ssand _ 0474

= = 0.2709 ppb!
Cs 1.75 ppb PP

Once k is known, the concentration of Pb?* in the sample of blood can be
calculated using equation 5.4

C —- Ssamp —- 0.361
k 0.2709 ppb!

= 1.33 ppb

A multiple-point external standardization is accomplished by constructing a
calibration curve, two examples of which are shown in Figure 5.3. Since this is
the most frequently employed method of standardization, the resulting relation-
ship often is called a normal calibration curve. When the calibration curve is a
linear (Figure 5.3a), the slope of the line gives the value of k. This is the most de-
sirable situation since the method’s sensitivity remains constant throughout the
standard’s concentration range. When the calibration curve is nonlinear, the
method’s sensitivity is a function of the analyte’s concentration. In Figure 5.3b,
for example, the value of k is greatest when the analyte’s concentration is small
and decreases continuously as the amount of analyte is increased. The value of
k at any point along the calibration curve is given by the slope at that point. In

*Linear regression, also known as the method of least squares, is covered in Section 5C.

multiple-point standardization

Any standardization using two or more
standards containing known amounts of
analyte.

external standard

A standard solution containing a known
amount of analyte, prepared separately
from samples containing the analyte.

o
g
U)m
Ca
€Y
U)w
CA
(b)
Figure 5.3

Examples of (a) straight-line and (b) curved
normal calibration curves.

normal calibration curve
A calibration curve prepared using
several external standards.
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either case, the calibration curve provides a means for relating Sgmp to the ana-
lyte’s concentration.

Colorplate 1 shows an example of a set of aA second spectrophotometric method for the quantitative determination of

external standards and their corresponding
normal calibration curve.

Exam

Pb?* levels in blood gives a linear normal calibration curve for which
Syand = (0.296 ppb1) x Cs + 0.003

What is the Pb?* level (in ppb) in a sample of blood if Sgamp is 0.3972

SOLUTION

To determine the concentration of Pb?" in the sample of blood, we replace
Sstand in the calibration equation with Sgmp, and solve for Cy
Ssamp — 0.003 _ 0.397 — 0.003

Ca = = =1.33 ppb
A7 0296 ppb~! 0.296 ppb~! PP

It is worth noting that the calibration equation in this problem includes an
extra term that is not in equation 5.3. Ideally, we expect the calibration curve to
give a signal of zero when Cs is zero. This is the purpose of using a reagent
blank to correct the measured signal. The extra term of +0.003 in our
calibration equation results from uncertainty in measuring the signal for the
reagent blank and the standards.

Calibration curve obtained
in standard’s matrix

Calibration curve obtained
in sample’s matrix

Signal

\ A
Reported Actual
Amount of analyte

Figure 5.4
Effect of the sample’s matrix on a normal
calibration curve.

An external standardization allows a related series of samples to be ana-
lyzed using a single calibration curve. This is an important advantage in labo-
ratories where many samples are to be analyzed or when the need for a rapid
throughput of samples is critical. Not surprisingly, many of the most com-
monly encountered quantitative analytical methods are based on an external
standardization.

There is a serious limitation, however, to an external standardization.
The relationship between Sy,,q and Cs in equation 5.3 is determined when
the analyte is present in the external standard’s matrix. In using an exter-
nal standardization, we assume that any difference between the matrix of
the standards and the sample’s matrix has no effect on the value of k. A
proportional determinate error is introduced when differences between the
two matrices cannot be ignored. This is shown in Figure 5.4, where the re-
lationship between the signal and the amount of analyte is shown for both
the sample’s matrix and the standard’s matrix. In this example, using a
normal calibration curve results in a negative determinate error. When
matrix problems are expected, an effort is made to match the matrix of the
standards to that of the sample. This is known as matrix matching. When

the sample’s matrix is unknown, the matrix effect must be shown to be negligi-

matrix matching

Adjusting the matrix of an external
standard so that it is the same as the
matrix of the samples to be analyzed.

ble, or an alternative method of standardization must be used. Both approaches
are discussed in the following sections.

5B.4 Standard Additions

A standardization in which aliquots of a The complication of matching the matrix of the standards to that of the sample
standard solution are added to the can be avoided by conducting the standardization in the sample. This is known
sample. as the method of standard additions. The simplest version of a standard addi-

method of standard additions
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e

Add V, of CAW Add V, of CAW (-Add Vs of Cs

Dilute to V Dilute to V
Total concentration Total concentration
of analyte of analyte

Vo Vo VS
0 o S
v RV

tion is shown in Figure 5.5. A volume, V,, of sample is diluted to a final volume,
Vi, and the signal, Sqmp is measured. A second identical aliquot of sample is
spiked with a volume, Vi, of a standard solution for which the analyte’s concen-
tration, Cs, is known. The spiked sample is diluted to the same final volume and
its signal, Sspike, is recorded. The following two equations relate Sgump and Sgpike to
the concentration of analyte, Ca, in the original sample

V.
Ssamp = kCp —= 5.5
p AVf
o W V. C
Sepike = k 2+ Cq—= 5.6
pik AVf SVfE

where the ratios V,/Vrand Vi/Viaccount for the dilution. As long as V is small rela-
tive to V,, the effect of adding the standard to the sample’s matrix is insignificant,
and the matrices of the sample and the spiked sample may be considered identical.
Under these conditions the value of k is the same in equations 5.5 and 5.6. Solving
both equations for k and equating gives

Ssamp — Sspike
Ca(Vo/Ve)  CaVo/Vi) + Cs(Vs/ Vi)

5.7
Equation 5.7 can be solved for the concentration of analyte in the original sample.

Figure 5.5

lllustration showing the method of standard
additions in which separate aliquots of
sample are diluted to the same final volume.
One aliguot of sample is spiked with a
known volume of a standard solution of
analyte before diluting to the final volume.

aliquot
A portion of a solution.
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Figure 5.6

lllustration showing an alternative form of
the method of standard additions. In this
case a sample containing the analyte is
spiked with a known volume of a standard
solution of analyte without further diluting
either the sample or the spiked sample.

gA third spectrophotometric method for the quantitative determination of the

concentration of Pb?* in blood yields an Sgmp of 0.193 for a 1.00-mL sample of
blood that has been diluted to 5.00 mL. A second 1.00-mL sample is spiked
with 1.00 pL of a 1560-ppb Pb?* standard and diluted to 5.00 mL, yielding an
Sspike Of 0.419. Determine the concentration of Pb?* in the original sample of
blood.

SOLUTION

Exam

The concentration of Pb?* in the original sample of blood can be determined
by making appropriate substitutions into equation 5.7 and solving for C,. Note
that all volumes must be in the same units, thus Vj is converted from 1.00 pL to

1.00 x 1073 mL.
0.193 _ 0.419
D100mLD D100 [h.00 x 10 mLO
+ 1560 ppb
““BoomH ““Boo H PO s oomr H
0.193 0.419

0.200Cs  0.200C, +0.312 ppb
0.0386C, + 0.0602 ppb = 0.0838Cx
0.0452C4 = 0.0602 ppb
Ca = 1.33 ppb
Thus, the concentration of Pb?* in the original sample of blood is 1.33 ppb.
||

It also is possible to make a standard addition directly to the sample after mea-
suring Sgmp (Figure 5.6). In this case, the final volume after the standard addition is
V, + Vs and equations 5.5-5.7 become

Ssamp =kCy

g
Sspike = kgA v,

v

o Vs
+ Vs

+CSV0+VSE

5.8

(‘Add VS of CS
N r W r

VO VO
Total concentration Total concentration
of analyte of analyte

Cr Loy 5
+
AVo+ Vg SV + Vg

Ca
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Ssamp — Sspike 5.9
Ca CalVo/ (Vo + Vi)l + Cs[Vs/ (Vo + V5)] '

aA fourth spectrophotometric method for the quantitative determination of the

E concentration of Pb?* in blood yields an Sgmp of 0.712 for a 5.00-mL sample of
e blood. After spiking the blood sample with 5.00 UL of a 1560-ppb Pb2*
24
L

standard, an Sgpe of 1.546 is measured. Determine the concentration of Pb* in
the original sample of blood.

SOLUTION
The concentration of Pb?" in the original sample of blood can be determined
by making appropriate substitutions into equation 5.9 and solving for Ca.
0712 _ 1.546

Ca O 5.00 mL 0 5.00 x 10~ mL

Ca O+ 1560 ppb
%5.00 mL + 5.00 X 10 mL)[] %5 00 mL + 5.00 x 10~ mL)

0712 _ 1.546
Ca  0.9990C, +1.558 ppb

0.7113C4 + 1.109 ppb = 1.546C,
Ca =1.33ppb
Thus, the concentration of Pb?" in the original sample of blood is 1.33 ppb.
L

The single-point standard additions outlined in Examples 5.4 and 5.5 are easily
adapted to a multiple-point standard addition by preparing a series of spiked sam-
ples containing increasing amounts of the standard. A calibration curve is prepared
by plotting Syyike Versus an appropriate measure of the amount of added standard.
Figure 5.7 shows two examples of a standard addition calibration curve based on
equation 5.6. In Figure 5.7(a) Sk is plotted versus the volume of the standard so-
lution spikes, Vi. When k is constant, the calibration curve is linear, and it is easy to
show that the x-intercept’s absolute value is CyV,/Cs.

EXAMPLE 5.6

Starting with equation 5.6, show that the equations for the slope, y-intercept,
and x-intercept in Figure 5.7(a) are correct.

| soLution
We begin by rewriting equation 5.6 as

kCaV, . kC
Sspike = A + =
Vi Vi

X Vs

which is in the form of the linear equation

Y = y-intercept + slope x X

U
g
U

Colorplate 2 shows an example of a set of
standard additions and their corresponding
standard additions calibration curve.
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Figure 5.7

Examples of calibration curves for the
method of standard additions. In (a) the
signal is plotted versus the volume of the
added standard, and in (b) the signal is
plotted versus the concentration of the
added standard after dilution.

3
.—é
0
. - AVO
Xx-intercept = C KCpV,
\/34___ y-intercept = ———
Vs
@
®
%
0
. _CAVO
Xx-intercept = Vv KCpV,
\/4—__ y-intercept = ———

Vs
()

(b)

where Yis Sgyike and X is V;. The slope of the line, therefore, is kCs/Vy, and the
y-intercept is kCaV,/V}. The x-intercept is the value of X when Yis 0, or

0= M + ﬁ X (x-intercept)
Vi Vi
. _ (kCAVLIVE) _ CaV,
X-intercept = — = -
(kCs/Vy) Cs
Thus, the absolute value of the x-intercept is Cy V,/Cs.

Since both V, and Cs are known, the x-intercept can be used to calculate the ana-
lyte’s concentration.

A fifth spectrophotometric method for the quantitative determination of the
concentration of Pb** in blood uses a multiple-point standard addition based
on equation 5.6. The original blood sample has a volume of 1.00 mL, and the
standard used for spiking the sample has a concentration of 1560 ppb Pb?*. All

samples were diluted to 5.00 mL before measuring the signal. A calibration
curve of S,k versus Vy is described by



Chapter 5 Calibrations, Standardizations, and Blank Corrections

Sspike = 0.266 + 312 mL~! x V;
Determine the concentration of Pb?* in the original sample of blood.
SOLUTION
To find the x-intercept we let Syi. equal 0
0 =0.266 + 312 mL~! x (x-intercept)

and solve for the x-intercept’s absolute value, giving a value of 8.526 x 10~ mL.
Thus

CaVy _ Ca % (1.00 mL)

x-intercept = 8.526 x 10~ mL =
Cs 1560 ppb

and the concentration of Pb?" in the blood sample, Cy, is 1.33 ppb.
|

Figure 5.7(b) shows the relevant relationships when Sy, is plotted versus the con-
centrations of the spiked standards after dilution. Standard addition calibration
curves based on equation 5.8 are also possible.

Since a standard additions calibration curve is constructed in the sample, it
cannot be extended to the analysis of another sample. Each sample, therefore, re-
quires its own standard additions calibration curve. This is a serious drawback to
the routine application of the method of standard additions, particularly in labora-
tories that must handle many samples or that require a quick turnaround time. For
example, suppose you need to analyze ten samples using a three-point calibration
curve. For a normal calibration curve using external standards, only 13 solutions
need to be analyzed (3 standards and 10 samples). Using the method of standard
additions, however, requires the analysis of 30 solutions, since each of the 10 sam-
ples must be analyzed three times (once before spiking and two times after adding
successive spikes).

The method of standard additions can be used to check the validity of an exter-
nal standardization when matrix matching is not feasible. To do this, a normal cali-
bration curve of Sg.,q versus Cs is constructed, and the value of k is determined
from its slope. A standard additions calibration curve is then constructed using
equation 5.6, plotting the data as shown in Figure 5.7(b). The slope of this standard
additions calibration curve gives an independent determination of k. If the two val-
ues of k are identical, then any difference between the sample’s matrix and that of
the external standards can be ignored. When the values of k are different, a propor-
tional determinate error is introduced if the normal calibration curve is used.

5B.5 Internal Standards

The successful application of an external standardization or the method of standard
additions, depends on the analyst’s ability to handle samples and standards repro-
ducibly. When a procedure cannot be controlled to the extent that all samples and
standards are treated equally, the accuracy and precision of the standardization may
suffer. For example, if an analyte is present in a volatile solvent, its concentration
will increase if some solvent is lost to evaporation. Suppose that you have a sample
and a standard with identical concentrations of analyte and identical signals. If both
experience the same loss of solvent their concentrations of analyte and signals will
continue to be identical. In effect, we can ignore changes in concentration due to
evaporation provided that the samples and standards experience an equivalent loss
of solvent. If an identical standard and sample experience different losses of solvent,

15
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internal standard

A standard, whose identity is different
from the analyte’s, that is added to all
samples and standards containing the
analyte.

however, their concentrations and signals will no longer be equal. In this case, an
external standardization or standard addition results in a determinate error.

A standardization is still possible if the analyte’s signal is referenced to a signal
generated by another species that has been added at a fixed concentration to all
samples and standards. The added species, which must be different from the ana-
Iyte, is called an internal standard.

Since the analyte and internal standard in any sample or standard receive the
same treatment, the ratio of their signals will be unaffected by any lack of repro-
ducibility in the procedure. If a solution contains an analyte of concentration Ca,
and an internal standard of concentration, Cys, then the signals due to the analyte,
Sa, and the internal standard, Sis, are

SA = kACA

Sis = kisCis
where ks and ki are the sensitivities for the analyte and internal standard, respec-
tively. Taking the ratio of the two signals gives

Sa _ka  Ca _

Sa_ka  Ch o Ca

SIS k]s C[s CIS

5.10

Because equation 5.10 is defined in terms of a ratio, K, of the analyte’s sensitivity
and the internal standard’s sensitivity, it is not necessary to independently deter-
mine values for either k, or k.

In a single-point internal standardization, a single standard is prepared, and K
is determined by solving equation 5.10

A IS Stand
Once the method is standardized, the analyte’s concentration is given by
Ch = LG LIS, O
Hx HsH,,,,

- EXAMPLE 5.8
wdf A sixth spectrophotometric method for the quantitative determination of Pb?*

levels in blood uses Cu?" as an internal standard. A standard containing 1.75
7 ppb Pb?" and 2.25 ppb Cu?* yields a ratio of Sx/Ss of 2.37. A sample of blood is
¢ spiked with the same concentration of Cu?*, giving a signal ratio of 1.80.
LL)| Determine the concentration of Pb?* in the sample of blood.

SOLUTION

Equation 5.11 allows us to calculate the value of K using the data for the
standard
OGs Os, 0 225

K = = 37 = 3.05
He, Hsis H 175 22

stand

The concentration of Pb?*, therefore, is

UG (IS, O 2.25

Cy = x 1.80 = 1.33 ppb Pb2*
A~ Hi His, 3.05 PP
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A single-point internal standardization has the same limitations as a single-
point normal calibration. To construct an internal standard calibration curve, it is
necessary to prepare several standards containing different concentrations of ana-
lyte. These standards are usually prepared such that the internal standard’s concen-
tration is constant. Under these conditions a calibration curve of (Sa/Sis)stand Versus
C, is linear with a slope of K/Cis.

aA seventh spectrophotometric method for the quantitative determination of

Pb?* levels in blood gives a linear internal standards calibration curve for which

O
HS_H = (2.11ppb™!) x C4 — 0.006
1S

Exam
&

What is the concentration (in ppb) of Pb?* in a sample of blood if (Sa/Sts)samp is 2.802
SOLUTION

To determine the concentration of Pb?* in the sample of blood, we replace
(Sa/Sts)stand in the calibration equation with (Sa/Sis)samp and solve for Cy
_ (Sa/Sis)samp *+0.006 _ 2.80 + 0.006

c
A 2.11 ppb! 2.11 ppb"!

= 1.33 ppb

The concentration of Pb?* in the sample of blood is 1.33 ppb.
(—

When the internal standard’s concentration cannot be held constant the data must

be plotted as (Sa/Sis)stand Versus Ca/Cys, giving a linear calibration curve with a slope
of K.

E Linear Regression and Calibration Curves

In a single-point external standardization, we first determine the value of k by
measuring the signal for a single standard containing a known concentration of
analyte. This value of k and the signal for the sample are then used to calculate
the concentration of analyte in the sample (see Example 5.2). With only a single
determination of k, a quantitative analysis using a single-point external stan-
dardization is straightforward. This is also true for a single-point standard addi-
tion (see Examples 5.4 and 5.5) and a single-point internal standardization (see
Example 5.8).

A multiple-point standardization presents a more difficult problem. Consider the
data in Table 5.1 for a multiple-point external standardiza-

Smeas and Cs? It is tempting to treat this data as five separate

tion. What is the best estimate of the relationship between 11-1 ) BN Data for Hypothetical Multiple-

Point External Standardization

ny

single-point standardizations, determining k for each stan-

dard and reporting the mean value. Despite its simplicity, Cs Smeas
this is not an appropriate way to treat a multiple-point 0.000 0.00
standardization. 0.100 12.36

In a single-point standardization, we assume that 0.200 24.83
the reagent blank (the first row in Table 5.1) corrects for 0.300 35.91
all constant sources of determinate error. If this is not 0.400 48.79
the case, then the value of k determined by a single- 0.500 60.42

point standardization will have a determinate error.
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111+ WP Effect of a Constant Determinate Error on the Value
of k Calculated Using a Single-Point Standardization

CA Smeas k Smeas k
(true) (true) (with constant error) (apparent)
1.00 1.00 1.00 1.50 1.50
2.00 2.00 1.00 2.50 1.25
3.00 3.00 1.00 3.50 1.17
4.00 4.00 1.00 4.50 1.13
5.00 5.00 1.00 5.50 1.10
mean k(true) = 1.00 mean k (apparent) = 1.23

Table 5.2 demonstrates how an uncorrected constant error
affects our determination of k. The first three columns show
the concentration of analyte, the true measured signal (no
° constant error) and the true value of k for five standards. As
expected, the value of k is the same for each standard. In the
fourth column a constant determinate error of +0.50 has
been added to the measured signals. The corresponding val-
ues of k are shown in the last column. Note that a different
value of k is obtained for each standard and that all values are
greater than the true value. As we noted in Section 5B.2, this
is a significant limitation to any single-point standardization.

How do we find the best estimate for the relationship be-
tween the measured signal and the concentration of analyte in

80
60
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cA
Figure 5.8

Normal calibration plot of hypothetical data
from Table 5.1.

linear regression

A mathematical technique for fitting an
equation, such as that for a straight line,
to experimental data.

residual error

The difference between an experimental
value and the value predicted by a
regression equation.

L a multiple-point standardization? Figure 5.8 shows the data in
Table 5.1 plotted as a normal calibration curve. Although the
data appear to fall along a straight line, the actual calibration
curve is not intuitively obvious. The process of mathemati-
cally determining the best equation for the calibration curve is
called regression.

5C.1 Linear Regression of Straight-Line Calibration Curves

A calibration curve shows us the relationship between the measured signal and the
analyte’s concentration in a series of standards. The most useful calibration curve is
a straight line since the method’s sensitivity is the same for all concentrations of an-
alyte. The equation for a linear calibration curve is

y =B+ Bix 5.12

where y is the signal and x is the amount of analyte. The constants 3, and ; are
the true y-intercept and the true slope, respectively. The goal of linear regres-
sion is to determine the best estimates for the slope, b;, and y-intercept, by. This
is accomplished by minimizing the residual error between the experimental val-
ues, y;, and those values, ;, predicted by equation 5.12 (Figure 5.9). For obvious
reasons, a regression analysis is also called a least-squares treatment. Several ap-
proaches to the linear regression of equation 5.12 are discussed in the following
sections.
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5C.2 Unweighted Linear Regression with Errors in y

The most commonly used form of linear regression is based on three assump-
tions: (1) that any difference between the experimental data and the calculated
regression line is due to indeterminate errors affecting the values of y, (2) that
these indeterminate errors are normally distributed, and (3) that the indetermi-
nate errors in y do not depend on the value of x. Because we assume that indeter-
minate errors are the same for all standards, each standard contributes equally in
estimating the slope and y-intercept. For this reason the result is considered an
unweighted linear regression.

The second assumption is generally true because of the central limit theorem
outlined in Chapter 4. The validity of the two remaining assumptions is less cer-
tain and should be evaluated before accepting the results of a linear regression.
In particular, the first assumption is always suspect since there will certainly be
some indeterminate errors affecting the values of x. In preparing a calibration
curve, however, it is not unusual for the relative standard deviation of the mea-
sured signal (y) to be significantly larger than that for the concentration of ana-
lyte in the standards (x). In such circumstances, the first assumption is usually
reasonable.

Finding the Estimated Slope and y-Intercept The derivation of equations for cal-
culating the estimated slope and y-intercept can be found in standard statistical
texts” and is not developed here. The resulting equation for the slope is given as

et
n th (Z xl)

and the equation for the y-intercept is

b = Syi—-b Y xi
y = LV T2
n

5.14

Although equations 5.13 and 5.14 appear formidable, it is only necessary to evaluate
four summation terms. In addition, many calculators, spreadsheets, and other com-
puter software packages are capable of performing a linear regression analysis based
on this model. To save time and to avoid tedious calculations, learn how to use one
of these tools. For illustrative purposes, the necessary calculations are shown in de-
tail in the following example.

EXAMPLE 5.10

Using the data from Table 5.1, determine the relationship between Speas and Cs
by an unweighted linear regression.

SOLUTION

Equations 5.13 and 5.14 are written in terms of the general variables x and y.
As you work through this example, remember that x represents the
concentration of analyte in the standards (Cs), and that y corresponds to the
signal (Smeas)- We begin by setting up a table to help in the calculation of the
summation terms Zx;, Zy;, x5 and Zx;y; which are needed for the calculation
of by and b,

Regression
line

Residual error = y;— ;

®
Yi

Total residual error = z vi-9)?

Figure 5.9

Residual error in linear regression, where the
filled circle shows the experimental value y;,
and the open circle shows the predicted
value y;.
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Xi Vi x? Xiyi
0.000 0.00 0.000 0.000
0.100 12.36 0.010 1.236
0.200 24.83 0.040 4.966
0.300 35.91 0.090 10.773
0.400 48.79 0.160 19.516
0.500 60.42 0.250 30.210

Adding the values in each column gives
Sx;= 1500  Zy=18231  Sx}=0550  Sxy; = 66.701
Substituting these values into equations 5.12 and 5.13 gives the estimated slope

_ (6)(66.701) — (1.500)(182.31)

=120.706
(6)(0.550) — (1.500)*
and the estimated y-intercept
182.31 — (120. 1.
by = 82.31 — (120.706)(1.500) ~ 0.209

6
The relationship between the signal and the analyte, therefore, is
Smeas = 120.70 x Cs + 0.21

Note that for now we keep enough significant figures to match the number of
decimal places to which the signal was measured. The resulting calibration
curve is shown in Figure 5.10.
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Figure 5.10
Normal calibration curve for the hypothetical data in Table 5.1,
showing the regression line.

Uncertainty in the Regression Analysis As shown in Figure 5.10, the regression
line need not pass through the data points (this is the consequence of indeter-
minate errors affecting the signal). The cumulative deviation of the data from
the regression line is used to calculate the uncertainty in the regression due to
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indeterminate error. This is called the standard deviation about the regression,
sp, and is given as

“;“ S i —yi)? 515

Sy =
n-—2

where y; is the i experimental value, and j; is the corresponding value predicted by
the regression line

Vi = by + bix;

There is an obvious similarity between equation 5.15 and the standard deviation in-
troduced in Chapter 4, except that the sum of squares term for s, is determined rela-
tive to y; instead of ¥, and the denominator is # — 2 instead of n — 1; n — 2 indicates
that the linear regression analysis has only n — 2 degrees of freedom since two pa-
rameters, the slope and the intercept, are used to calculate the values of ;.

A more useful representation of uncertainty is to consider the effect of indeter-
minate errors on the predicted slope and intercept. The standard deviation of the
slope and intercept are given as

’ /

S = st S 5.16
s oG ar 3G -2 :
|
Shy = 53 Z xiz - 5r2 2 xi2 5.17
V\nyx? - (Tx) ny (x; - x)*

These standard deviations can be used to establish confidence intervals for the true
slope and the true y-intercept

Bi=0by + tsp, 5.18

Bo = by * 13}, 5.19

where ¢ is selected for a significance level of O and for n —2 degrees of freedom.
Note that the terms ts;, and ts,, do not contain a factor of (\/; )~ because the con-
fidence interval is based on a single regression line. Again, many calculators, spread-
sheets, and computer software packages can handle the calculation of s, and s;, and
the corresponding confidence intervals for 3y and [3;, Example 5.11 illustrates the
calculations.

aCalculate the 95% confidence intervals for the slope and y-intercept

determined in Example 5.10.

SOLUTION

Exam

Again, as you work through this example, remember that x represents the
concentration of analyte in the standards (Cs), and y corresponds to the signal
(Smeas)- To begin with, it is necessary to calculate the standard deviation about
the regression. This requires that we first calculate the predicted signals, y;,
using the slope and y-intercept determined in Example 5.10. Taking the first
standard as an example, the predicted signal is

9i = by + bix = 0.209 + (120.706)(0.100) = 12.280

standard deviation about the regression
The uncertainty in a regression analysis
due to indeterminate error (s;).
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The results for all six solutions are shown in the following table.

X; Vi Vi (vi -vi)?
0.000 0.00 0.209 0.0437
0.100 12.36 12.280 0.0064
0.200 24.83 24.350 0.2304
0.300 35.91 36.421 0.2611
0.400 48.79 48.491 0.0894
0.500 60.42 60.562 0.0202

Adding together the data in the last column gives the numerator of equation
5.15, Z(y; — ¥i)%, as 0.6512. The standard deviation about the regression,

therefore, is
0.6512
Sp = = 0.4035
6-—-2

Next we calculate s, and s, using equations 5.16 and 5.17. Values for the
summation terms 3x7and Zx; are found in Example 5.10.

T \ny x? n—srz(z xi)? ) \(6)(0(-65)5(354?3(?-);00)2 = 0963
o = sEy x? _ | (0.4035)°(0.550) _
TV ns R - (S x) (6)(0.550) — (1.500)>

Finally, the 95% confidence intervals (0 = 0.05, 4 degrees of freedom) for the
slope and y-intercept are

By = by £ s, = 120.706 * (2.78)(0.965) = 120.7 + 2.7

Bo = by £ tsp, = 0.209 + (2.78)(0.292) = 0.2 £ 0.8

The standard deviation about the regression, s;, suggests that the measured
signals are precise to only the first decimal place. For this reason, we report the
slope and intercept to only a single decimal place.

To minimize the uncertainty in the predicted slope and y-intercept, calibration
curves are best prepared by selecting standards that are evenly spaced over a wide
range of concentrations or amounts of analyte. The reason for this can be rational-
ized by examining equations 5.16 and 5.17. For example, both s, and s, can be
minimized by increasing the value of the term Z(x; — )2, which is present in the de-
nominators of both equations. Thus, increasing the range of concentrations used in
preparing standards decreases the uncertainty in the slope and the y-intercept. Fur-
thermore, to minimize the uncertainty in the y-intercept, it also is necessary to de-
crease the value of the term 3x?in equation 5.17. This is accomplished by spreading
the calibration standards evenly over their range.

Using the Regression Equation Once the regression equation is known, we can use
it to determine the concentration of analyte in a sample. When using a normal cali-
bration curve with external standards or an internal standards calibration curve, we
measure an average signal for our sample, Yy, and use it to calculate the value of X
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_ YX - b()
by 5.20

The standard deviation for the calculated value of X is given by the following
equation

X

_ 2

sHl 1, (Yx-7)? g
sx = OG- t—+——————[ 5.21

by gn n by (x; — %) B
where m is the number of replicate samples used to establish Yy, 7 is the number of
calibration standards, ¥ is the average signal for the standards, and x; and X are the
individual and mean concentrations of the standards.® Once sy is known the confi-

dence interval for the analyte’s concentration can be calculated as

Mx= X * tsx

where Ly is the expected value of X in the absence of determinate errors, and the
value of t is determined by the desired level of confidence and for n — 2 degrees of
freedom. The following example illustrates the use of these equations for an analysis
using a normal calibration curve with external standards.

aThree replicate determinations are made of the signal for a sample

containing an unknown concentration of analyte, yielding values of 29.32,
29.16, and 29.51. Using the regression line from Examples 5.10 and 5.11,
determine the analyte’s concentration, Cya, and its 95% confidence interval.

Exam

SOLUTION
The equation for a normal calibration curve using external standards is
Stmeas = bo + by X Cy

thus, Yy is the average signal of 29.33, and X is the analyte’s concentra-
tion. Substituting the value of Yy into equation 5.20 along with the estimated
slope and the y-intercept for the regression line gives the analyte’s
concentration as

29.33 - 0.209

CA:X:YX_bOZ =0.241
b 120.706

To calculate the standard deviation for the analyte’s concentration, we must
determine the values for ¥ and Z(x; — x)2. The former is just the average signal
for the standards used to construct the calibration curve. From the
data in Table 5.1, we easily calculate that ¥ is 30.385. Calculating X(x; — X)?
looks formidable, but we can simplify the calculation by recognizing that this
sum of squares term is simply the numerator in a standard deviation equation;
thus,

2(x-%2=s(n-1)

where s is the standard deviation for the concentration of analyte in the
standards used to construct the calibration curve. Using the data in Table 5.1,
we find that sis 0.1871 and

2 (x;—%)?2=(0.1871)2(6 — 1) = 0.175

123
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Figure 5.11

Plot of the residual error in y as a function
of x. The distribution of the residuals in

(a) indicates that the regression model
was appropriate for the data, and the
distributions in (b) and (c) indicate that the
model does not provide a good fit for the
data.

Substituting known values into equation 5.21 gives

2
04035 Lh 1 (2933 -30.385)° d
120.706 E}? 6  (120.706)%(0.175)

SA = Sx = 0.0024

Finally, the 95% confidence interval for 4 degrees of freedom is

Ma = Ca * tsp = 0.241 £ (2.78)(0.0024) = 0.241 £ 0.007

In a standard addition the analyte’s concentration is determined by extrapolat-
ing the calibration curve to find the x-intercept. In this case the value of X is

. -b
X = x-intercept = TO

and the standard deviation in X is

2
s Hl (G)* |
Pl ey el
b b1y (i -%) 5

where 7 is the number of standards used in preparing the standard additions cali-
bration curve (including the sample with no added standard), and y is the average
signal for the n standards. Because the analyte’s concentration is determined by ex-
trapolation, rather than by interpolation, sy for the method of standard additions
generally is larger than for a normal calibration curve.

A linear regression analysis should not be accepted without evaluating the
validity of the model on which the calculations were based. Perhaps the simplest
way to evaluate a regression analysis is to calculate and plot the residual error
for each value of x. The residual error for a single calibration standard, r;, is given as

SXx

1= yi— i

If the regression model is valid, then the residual errors should be randomly distrib-
uted about an average residual error of 0, with no apparent trend toward either
smaller or larger residual errors (Figure 5.11a). Trends such as those shown in Fig-
ures 5.11b and 5.11c¢ provide evidence that at least one of the assumptions on which
the regression model is based are incorrect. For example, the trend toward larger
residual errors in Figure 5.11b suggests that the indeterminate errors affecting y are
not independent of the value of x. In Figure 5.11c the residual errors are not ran-
domly distributed, suggesting that the data cannot be modeled with a straight-line
relationship. Regression methods for these two cases are discussed in the following
sections.

5C.3 Weighted Linear Regression with Errors in y

Equations 5.13 for the slope, by, and 5.14 for the y-intercept, by, assume that
indeterminate errors equally affect each value of y. When this assumption is false, as
shown in Figure 5.11b, the variance associated with each value of y must be
included when estimating 3y and ;. In this case the predicted slope and inter-
cept are

b_nZM&%—Zwmzwm
1 ny wixt — (3 wix;)?

5.22
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and

by = 2 = by wixi 5.23
n

where w; is a weighting factor accounting for the variance in measuring y;. Values of
w; are calculated using equation 5.24.

-2
ns;

37
where s; is the standard deviation associated with y;. The use of a weighting factor

ensures that the contribution of each pair of xy values to the regression line is pro-
portional to the precision with which y; is measured.

aThe following data were recorded during the preparation of a calibration curve,

where Speqs and s are the mean and standard deviation, respectively, for three
replicate measurements of the signal.

w; = 5.24

Exam

Ca §meas s
0.000 0.00 0.02
0.100 12.36 0.02
0.200 24.83 0.07
0.300 35.91 0.13
0.400 48.79 0.22
0.500 60.42 0.33

Determine the relationship between Spc.s and Cy using a weighted linear
regression model.

SOLUTION

Once again, as you work through this example, remember that x represents the
concentration of analyte in the standards (Cs), and y corresponds to the
average signal (Speas). We begin by setting up a table to aid in the calculation of
the weighting factor.

—2

Xi Yi S; S; w;
0.000 0.00 0.02 2500.00 2.8339
0.100 12.36 0.02 2500.00 2.8339
0.200 24.83 0.07 204.08 0.2313
0.300 35.91 0.13 59.17 0.0671
0.400 48.79 0.22 20.66 0.0234
0.500 60.42 0.33 9.18 0.0104

Adding together the values in the forth column gives
Z s7% = 5293.09

which is used to calculate the weights in the last column. As a check on the
calculation, the sum of the weights in the last column should equal the number
of calibration standards, n. In this case

>w; = 6.0000

125
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After the individual weights have been calculated, a second table is used to aid
in calculating the four summation terms in equations 5.22 and 5.23.

2
Xi Yi Wi WiXi Wiyi WiX;

: Wixiyi

0.000 0.00 2.8339 0.0000 0.0000 0.0000 0.0000
0.100 12.36 2.8339 0.2834 35.0270 0.0283 3.5027
0.200 24.83 0.2313 0.0463 5.7432 0.0093 1.1486
0.300 35.91 0.0671 0.0201 2.4096 0.0060 0.7229
0.400 48.79 0.0234 0.0094 1.1417 0.0037 0.4567
0.500 60.42 0.0104 0.0052 0.6284 0.0026 0.3142

Adding the values in the last four columns gives
2w = 03644 2wy = 44.9499 2wxl=0.0499 2wy, = 6.1451

Substituting these values into the equations 5.22 and 5.23 gives the estimated

slope
b = (6)(6.1451) — (0.3644)(44.9499) — 122.985
(6)(0.0499) — (0.3644)?
and the estimated y-intercept
by = 44.9499 — (122.985)(0.3644) _ 0.0224

6

The relationship between the signal and the concentration of the analyte,
therefore, is

Smeas = 122.98 X Cy + 0.02

with the calibration curve shown in Figure 5.12.
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Figure 5.12

Weighted normal calibration curve for the data in Example 5.13. The
lines through the data points show the standard deviation of the
signal for the standards. These lines have been scaled by a factor of
50 so that they can be seen on the same scale as the calibration
curve.
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Equations for calculating confidence intervals for the slope, the y-intercept,
and the concentration of analyte when using a weighted linear regression are
not as easily defined as for an unweighted linear regression.” The confidence in-
terval for the concentration of an analyte, however, will be at its optimum value
when the analyte’s signal is near the weighted centroid, ¥, of the calibration
curve

)7:

> wiyi

S| =

5C.4 Weighted Linear Regression with Errors in Both x and y

If we remove the assumption that the indeterminate errors affecting a calibration
curve are found only in the signal (y), then indeterminate errors affecting the
preparation of standards containing known amounts of analyte (x) must be fac-
tored into the regression model. The solution for the resulting regression line is
computationally more involved than that for either the unweighted or weighted
regression lines, and is not presented in this text. The suggested readings at the
end of the chapter list several papers discussing algorithms for this regression
method.

5C.5 Curvilinear and Multivariate Regression

Regression models based on a straight line, despite their apparent complexity, use
the simplest functional relationship between two variables. In many cases, calibra-
tion curves show a pronounced curvature at high concentrations of analyte (see Fig-
ure 5.3b). One approach to constructing a calibration curve when curvature exists is
to seek a transformation function that will make the data linear. Logarithms, expo-
nentials, reciprocals, square roots, and trigonometric functions have all been used
in this capacity. A plot of y versus log x is a typical example. Such transformations
are not without complications. Perhaps the most obvious is that data that originally
has a uniform variance for the y values will not maintain that uniform variance
when the variable is transformed.

A more rigorous approach to developing a regression model for a nonlinear
calibration curve is to fit a polynomial equation such as y = a + bx + cx? to the data.
Equations for calculating the parameters a, b, and ¢ are derived in the same manner
as that described earlier for the straight-line model.!® When a single polynomial
equation cannot be fitted to the calibration data, it may be possible to fit separate
polynomial equations to short segments of the calibration curve. The result is a sin-
gle continuous calibration curve known as a spline function.

The regression models considered earlier apply only to functions containing a
single independent variable. Analytical methods, however, are frequently subject to
determinate sources of error due to interferents that contribute to the measured sig-
nal. In the presence of a single interferent, equations 5.1 and 5.2 become

Smeas = kana + kiny + Sreag

Smeas = kaCa + kiCp + Sreag

where k; is the interferent’s sensitivity, n; is the moles of interferent, and C; is the in-
terferent’s concentration. Multivariate calibration curves can be prepared using
standards that contain known amounts of analyte and interferent.!!
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E Blank Corrections

In discussing ways to standardize a method, we assumed that an appropriate
reagent blank had been used to correct Speas for signals originating from sources
other than the analyte. At that time we did not ask an important question—
“What constitutes an appropriate reagent blank?” Surprisingly, the answer is not
intuitively obvious.

In one study,'? analytical chemists were asked to evaluate a data set consist-
ing of a normal calibration curve, three samples of different size but drawn from
the same source, and an analyte-free sample (Table 5.3). At least four different
approaches for correcting the signals were used by the participants: (1) ignore
the correction entirely, which clearly is incorrect; (2) use the y-intercept of the
calibration curve as a calibration blank, CB; (3) use the analyte-free sample as a
reagent blank, RB; and (4) use both the calibration and reagent blanks. Equa-
tions for calculating the concentration of analyte using each approach are shown
in Table 5.4, along with the resulting concentration for the analyte in each of the
three samples.

That all four methods give a different result for the concentration of analyte
underscores the importance of choosing a proper blank but does not tell us
which of the methods is correct. In fact, the variation within each method for the
reported concentration of analyte indicates that none of these four methods has
adequately corrected for the blank. Since the three samples were drawn from the
same source, they must have the same true concentration of analyte. Since all
four methods predict concentrations of analyte that are dependent on the size of
the sample, we can conclude that none of these blank corrections has accounted
for an underlying constant source of determinate error.

To correct for all constant method errors, a blank must account for signals
due to the reagents and solvent used in the analysis and any bias due to interac-

11-1 | 23N Hypothetical Data Used to Study Procedures
for Method Blanks

Sample
wie Sstand Number w,b Ssamp
1.6667 0.2500 1 62.4746 0.8000
5.0000 0.5000 2 82.7915 1.0000
8.3333 0.7500 3 103.1085 1.2000
9.5507 0.8413
11.6667 1.0000 analyte-free¢ 0.1000
18.1600 1.4870
19.9333 1.6200

Calibration equation: Sgang = 0.0750 x W + 0.1250

Source: Modified from Cardone, M. J. Anal. Chem. 1986, 58, 433-438.

alW, = weight of analyte used to prepare standard solution by diluting to a fixed volume, V.

bW/, = weight of sample used to prepare sample solution by diluting to a fixed volume, V.
‘Analyte-free sample prepared in the same fashion as samples, but without the analyte being present.
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tions between the analyte and the sample matrix. Both the calibration blank and
the reagent blank correct for signals due to the reagents and solvents. Any differ-
ence in their values is due to the number and composition of samples contribut-
ing to the determination of the blank.

Unfortunately, neither the calibration blank nor the reagent blank can cor-
rect for bias due to analyte—matrix interactions because the analyte is missing in
the reagent blank, and the sample’s matrix is missing from the calibration blank.
The true method blank must include both the matrix and the analyte and, conse-
quently, can only be determined using the sample itself. One approach is to mea-
sure the signal for samples of different size and determine the regression line
from a plot of signal versus the amount of sample. The resulting y-intercept gives
the signal for the condition of no sample and is known as the total Youden
blank.!? This is the true blank correction. The regression line for the sample data
in Table 5.3 is

Ssamp = 0.009844 x W, + 0.185

giving a true blank correction of 0.185. Using this value to correct the signals
gives identical values for the concentration of analyte in all three samples (see
Table 5.4, bottom row).

The total Youden blank is not encountered frequently in analytical work,
because most chemists rely on a calibration blank when using calibration curves
and rely on reagent blanks when using a single-point standardization. As long
as any constant bias due to analyte-matrix interactions can be ignored, which
is often the case, the accuracy of the method will not suffer. It is always a
good idea, however, to check for constant sources of error, by analyzing
samples of different sizes, before relying on either a calibration or reagent
blank.

for the Method Blank

total Youden blank

A blank that corrects the signal for

analyte—matrix interactions.

11-1 ) BN Equations and Resulting Concentrations for Different Approaches to Correcting

129

Concentration of Analyte in

Approach for Correcting Method Blank Equation? Sample 1 Sample 2 Sample 3
. _ Wa _ S.samp

Ignore blank corrections Ca = == 0.1707 0.1610 0.1552
Wy kW,

Use calibration blank Ca = W, _ Ssamp — CB 0.1441 0.1409 0.1390
Wy kW

Use reagent blank Ca = Wa _ Ssmp — RE 0.1494 0.1449 0.1422
W kW

Use both calibration and reagent blank Ca = W, _ Ssmp ~ CB - RB 0.1227 0.1248 0.1261
W, kW,
W, Ssamp — TYB

1Y lank Ca = = 131 131 131
Use total Youden blan AT KW, 0.1313 0.1313 0.1313

aCp = concentration of analyte; W, = weight of analyte; Wy = weight of sample; k = slope of calibration curve = 0.075 (see Table 5.3).

Abbreviations: CB = calibration blank = 0.125 (see Table 5.3); RB = reagent blank = 0.100 (see Table 5.3); TYB = total Youden blank = 0.185 (see text).
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)0 5E KEY TERMS

aliquot (p. 111) multiple-point standardization  (p. 109) secondary reagent  (p. 107)

external standard (p. 109) normal calibration curve (p. 109) single-point standardization (p. 108)
internal standard (p. 116) primary reagent (p. 106) standard deviation about the

linear regression (p. 118) reagent grade  (p. 107) regression  (p. 121)

matrix matching  (p. 110) residual error  (p. 118) total Youden blank  (p. 129)

method of standard additions (p. 110)

)0 5F SUMMARY

In a quantitative analysis, we measure a signal and calculate the
amount of analyte using one of the following equations.

Steas = kna + Sreag

Smeas = kCp + Sreag

To obtain accurate results we must eliminate determinate errors
affecting the measured signal, S the method’s sensitivity, k,
and any signal due to the reagents, Sycqq.

To ensure that Sy, is determined accurately, we calibrate
the equipment or instrument used to obtain the signal. Balances
are calibrated using standard weights. When necessary, we can
also correct for the buoyancy of air. Volumetric glassware can
be calibrated by measuring the mass of water contained or de-
livered and using the density of water to calculate the true vol-
ume. Most instruments have calibration standards suggested by
the manufacturer.

An analytical method is standardized by determining its sensi-
tivity. There are several approaches to standardization, including
the use of external standards, the method of standard addition,

E Suggested EXPERIMENTS

Calibration—Volumetric glassware (burets, pipets, and
volumetric flasks) can be calibrated in the manner described
in Example 5.1. Most instruments have a calibration sample
that can be prepared to verify the instrument’s accuracy and
precision. For example, as described in this chapter, a
solution of 60.06 ppm K,Cr,07 in 0.0050 M H,SO, should
give an absorbance of 0.640 + 0.010 at a wavelength of
350.0 nm when using 0.0050 M H,SO; as a reagent

blank. These exercises also provide practice with using
volumetric glassware, weighing samples, and preparing
solutions.

Experimen

and the use of an internal standard. The most desirable standard-
ization strategy is an external standardization. The method of
standard additions, in which known amounts of analyte are added
to the sample, is used when the sample’s matrix complicates the
analysis. An internal standard, which is a species (not analyte)
added to all samples and standards, is used when the procedure
does not allow for the reproducible handling of samples and
standards.

Standardizations using a single standard are common, but also
are subject to greater uncertainty. Whenever possible, a multiple-
point standardization is preferred. The results of a multiple-point
standardization are graphed as a calibration curve. A linear regres-
sion analysis can provide an equation for the standardization.

A reagent blank corrects the measured signal for signals due to
reagents other than the sample that are used in an analysis. The
most common reagent blank is prepared by omitting the sample.
When a simple reagent blank does not compensate for all constant
sources of determinate error, other types of blanks, such as the
total Youden blank, can be used.

(2] \ﬁ The following exercises and experiments help connect the material in this chapter to the analytical laboratory.
=

Standardization—External standards, standard additions,
and internal standards are a common feature of many
quantitative analyses. Suggested experiments using these
standardization methods are found in later chapters. A good
project experiment for introducing external standardization,
standard additions, and the importance of the sample’s
matrix is to explore the effect of pH on the quantitative
analysis of an acid—base indicator. Using bromothymol blue
as an example, external standards can be prepared in a pH 9
buffer and used to analyze samples buffered to different pHs
in the range of 6-10. Results can be compared with those
obtained using a standard addition.
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5H PROBLEMS

In calibrating a 10-mL pipet, a measured volume of water was
transferred to a tared flask and weighed, yielding a mass of
9.9814 g. (a) Calculate, with and without correcting for
buoyancy, the volume of water delivered by the pipet. Assume
that the density of water is 0.99707 g/cm? and that the density
of the weights is 8.40 g/cm?. (b) What are the absolute and
relative errors introduced by failing to account for the effect
of buoyancy? Is this a significant source of determinate error
for the calibration of a pipet? Explain.

. Repeat the questions in problem 1 for the case when a

mass of 0.2500 g is measured for a solid that has a density
of 2.50 g/cm?.

. Is the failure to correct for buoyancy a constant or

proportional source of determinate error?

. What is the minimum density of a substance necessary to

keep the buoyancy correction to less than 0.01% when using
brass calibration weights with a density of 8.40 g/cm??

. Describe how you would use a serial dilution to prepare 100

mL each of a series of standards with concentrations of

1.000 x 1075, 1.000 x 1074, 1.000 % 1073, and 1.000 x 102 M
from a 0.1000 M stock solution. Calculate the uncertainty for
each solution using a propagation of uncertainty, and
compare to the uncertainty if each solution was prepared by a
single dilution of the stock solution. Tolerances for different
types of volumetric glassware and digital pipets are found in
Tables 4.2 and 4.4. Assume that the uncertainty in the
molarity of the stock solution is £0.0002.

. Three replicate determinations of the signal for a standard

solution of an analyte at a concentration of 10.0 ppm give values
0f0.163, 0.157, and 0.161 (arbitrary units), respectively. The
signal for a method blank was found to be 0.002. Calculate the
concentration of analyte in a sample that gives a signal of 0.118.

. A 10.00-g sample containing an analyte was transferred to a

250-mL volumetric flask and diluted to volume. When a
10.00-mL aliquot of the resulting solution was diluted to 25.00
mL it was found to give a signal of 0.235 (arbitrary units). A
second 10.00-mL aliquot was spiked with 10.00 mL of a 1.00-
ppm standard solution of the analyte and diluted to 25.00 mL.
The signal for the spiked sample was found to be 0.502.
Calculate the weight percent of analyte in the original sample.

. A 50.00-mL sample containing an analyte gives a signal of

11.5 (arbitrary units). A second 50-mL aliquot of the sample,
which is spiked with 1.00-mL of a 10.0-ppm standard solution
of the analyte, gives a signal of 23.1. What is the concentration
of analyte in the original sample?

10.

1.

12.

13.
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An appropriate standard additions calibration curve based on
equation 5.8 plots Seyike( Vo + Vi) on the y-axis and C;V; on
the x-axis. Clearly explain why you cannot plot Sy, on the y-
axis and Gy[V/(V, + V;)] on the x-axis. Derive equations for
the slope and y-intercept, and explain how the amount of
analyte in a sample can be determined from the calibration
curve.

A standard sample was prepared containing 10.0 ppm of an
analyte and 15.0 ppm of an internal standard. Analysis of the
sample gave signals for the analyte and internal standard of
0.155 and 0.233 (arbitrary units), respectively. Sufficient
internal standard was added to a sample to make it 15.0 ppm
in the internal standard. Analysis of the sample yielded signals
for the analyte and internal standard of 0.274 and 0.198,
respectively. Report the concentration of analyte in the
sample.

For each of the pairs of calibration curves in Figure 5.13

on page 132, select the calibration curve with the better

set of standards. Briefly explain the reasons for your
selections. The scales for the x-axes and y-axes are the same
for each pair.

The following standardization data were provided for a series
of external standards of Cd?* that had been buffered to a pH
of 4.6.14

[Cd>+] (nM)
Smeas (nA)

15.4
4.8

30.4
11.4

44.9
18.2

59.0
26.6

72.7
323

86.0
37.7

(a) Determine the standardization relationship by a linear
regression analysis, and report the confidence intervals for the
slope and y-intercept. (b) Construct a plot of the residuals,
and comment on their significance.

At a pH of 3.7 the following data were recorded

[Cd2*] (nM)
Smeas (NA)

15.4
15.0

30.4
42.7

44.9
58.5

59.0
77.0

72.7
101

86.0
118

(¢) How much more or less sensitive is this method at the
lower pH? (d) A single sample is buffered to a pH of 3.7 and
analyzed for cadmium, yielding a signal of 66.3. Report the
concentration of Cd?* in the sample and its 95% confidence
interval.

To determine the concentration of analyte in a sample, a
standard additions was performed. A 5.00-mL portion
of the sample was analyzed and then successive

0.10-mL spikes of a 600.0-ppb standard of the analyte
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were added, analyzing after each spike. The following
results were obtained

Volume of Spike Signal
(mL) (arbitrary units)
0.00 0.119
0.10 0.231
0.20 0.339
0.30 0.442

Construct an appropriate standard additions calibration
curve, and use a linear regression analysis to determine the
concentration of analyte in the original sample and its 95%
confidence interval.

14. Troost and Olavesen investigated the application of an
internal standardization to the quantitative analysis of
polynuclear aromatic hydrocarbons.!> The following results
were obtained for the analysis of the analyte phenanthrene
using isotopically labeled phenanthrene as an internal

standard
SA/Sis
Ca/Cs Replicate 1 Replicate 2
0.50 0.514 0.522
1.25 0.993 1.024
2.00 1.486 1.471
3.00 2.044 2.080
4.00 2.342 2.550

(a) Determine the standardization relationship by a linear
regression, and report the confidence intervals for the slope
and y-intercept. (b) Based on your results, explain why the
authors of this paper concluded that the internal
standardization was inappropriate.

\

. 51 SUGGESTED READINGS

In addition to the texts listed as suggested readings in Chapter 4,

the following text provides additional details on regression

Draper, N. R.; Smith, H. Applied Regression Analysis, 2nd. ed.
Wiley: New York, 1981.

Several articles providing more details about linear regression

follow.

Boqué, R.; Rius, F. X.; Massart, D. L. “Straight Line Calibration:
Something More Than Slopes, Intercepts, and Correlation
Coefficients,” J. Chem. Educ. 1993, 70, 230-232.

15. In Chapter 4 we used a paired t-test to compare two methods
that had been used to independently analyze a series of
samples of variable composition. An alternative approach is to
plot the results for one method versus those for the other. If
the two methods yield identical results, then the plot should
have a true slope (31) of 1.00 and a true y-intercept (3o) of
0.0. A t-test can be used to compare the actual slope and y-
intercept with these ideal values. The appropriate test statistic
for the y-intercept is found by rearranging equation 5.18

Bo — o] _ [bo

exp —

Sty Sty
Rearranging equation 5.17 gives the test statistic for the slope
_Bi-n]  Jroo-b|

Sh

{l

Texp
Sp

{l

Reevaluate the data in problem 24 in Chapter 4 using the
same significance level as in the original problem.*

16. Franke and co-workers evaluated a standard additions
method for a voltammetric determination of T1.16 A
summary of their results is tabulated here.

ppm TI Instrument Response for Replicates
added (LA)

0.000 2.53 2.50 2.70 2.63 2.70 2.80 252
0.387 842 7.9 8.54 8.18 7.70 834 798
1.851 29.65 28.70 29.05 2830 29.20 29.95 28.95
5734 848 85.6 86.0 85.2 84.2 86.4 87.8

Determine the standardization relationship using a weighted
linear regression.

Henderson, G. “Lecture Graphic Aids for Least-Squares Analysis,”
J. Chem. Educ. 1988, 65, 1001-1003.

Renman, L., Jagner, D. “Asymmetric Distribution of Results in
Calibration Curve and Standard Addition Evaluations,” Anal.
Chim. Acta 1997, 357, 157-166.

Two useful papers providing additional details on the method of

standard additions are

Bader, M. “A Systematic Approach to Standard Addition Methods
in Instrumental Analysis,” J. Chem. Educ. 1980, 57, 703-706.

*Although this is a commonly used procedure for comparing two methods, it does violate one of the assumptions of an ordinary linear regression. Since both methods are
expected to have indeterminate errors, an unweighted regression with errors in y may produce a biased result, with the slope being underestimated and the y-intercept being
overestimated. This limitation can be minimized by placing the more precise method on the x-axis, using ten or more samples to increase the degrees of freedom in the analysis,
and by using samples that uniformly cover the range of concentrations. For more information see Miller, J. C.; Miller, J. N. Statistics for Analytical Chemistry, 3rd ed. Ellis
Horwood PTR Prentice-Hall: New York, 1993. Alternative approaches are discussed in Hartman, C.; Smeyers-Verbeke, J.; Penninckx, W.; Massart, D. L. Anal. Chim. Acta 1997,

338, 19-40 and Zwanziger, H. W.; Sarbu, C. Anal. Chem. 1998, 70, 1277-1280.
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Nimura, Y.; Carr, M. R. “Reduction of the Relative Error in the
Standard Additions Method,” Analyst 1990, 115, 1589—1595.

The following paper discusses the importance of weighting

experimental data when using linear regression

Karolczak, M. “To Weight or Not to Weight? An Analyst’s
Dilemma,” Curr. Separations 1995, 13, 98—104.

Algorithms for performing a linear regression with errors in both

x and y are discussed in

Irvin, J. A.; Quickenden, T. L. “Linear Least Squares Treatment
When There Are Errors in Both x and y,” J. Chem. Educ. 1983,
60, 711-712.

Kalantar, A. H. “Kerrich’s Method for y = ax Data When Both y
and x Are Uncertain,” J. Chem. Educ. 1991, 68, 368-370.

Macdonald, J. R.; Thompson, W. J. “Least-Squares Fitting When
Both Variables Contain Errors: Pitfalls and Possibilities,” Am.
J. Phys. 1992, 60, 66—73.

Ogren, P. J.; Norton, J. R. “Applying a Simple Linear Least-
Squares Algorithm to Data with Uncertainties in Both
Variables,” J. Chem. Educ. 1992, 69, A130—-A131.

The following paper discusses some of the problems that may be

encountered when using linear regression to model data that have

been mathematically transformed into a linear form.

Chong, D. P. “On the Use of Least Squares to Fit Data in Linear
Form,” J. Chem. Educ. 1994, 71, 489—490.

The analysis of nonlinear data is covered in the following papers.
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Equilibrium Chemistry

Regardless of the problem on which an analytical chemist is
working, its solution ultimately requires a knowledge of chemistry and
the ability to reason with that knowledge. For example, an analytical
chemist developing a method for studying the effect of pollution on
spruce trees needs to know, or know where to find, the structural

and chemical differences between p-hydroxybenzoic acid and
p-hydroxyacetophenone, two common phenols found in the needles of
spruce trees (Figure 6.1). Chemical reasoning is a product of experience
and is constructed from knowledge acquired in the classroom, the
laboratory, and the chemical literature.

The material in this text assumes familiarity with topics covered in
the courses and laboratory work you have already completed. This
chapter provides a review of equilibrium chemistry. Much of the
material in this chapter should be familiar to you, but other ideas are
natural extensions of familiar topics.

135



136 Modern Analytical Chemistry
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Figure 6.1

Structures of (a) p-hydroxybenzoic acid and
(b) p-hydroxyacetophenone.

CaCO,
[%2]
1S
o
O]
Ca2+
Time
Figure 6.2

Change in mass of undissolved Ca?+ and
solid CaCOs over time during the
precipitation of CaCOs.

equilibrium

A system is at equilibrium when the
concentrations of reactants and products
remain constant.

l Reversible Reactions and Chemical Equilibria

In 1798, the chemist Claude Berthollet (1748-1822) accompanied a French military
expedition to Egypt. While visiting the Natron Lakes, a series of salt water lakes
carved from limestone, Berthollet made an observation that contributed to an im-
portant discovery. Upon analyzing water from the Natron Lakes, Berthollet found
large quantities of common salt, NaCl, and soda ash, Na,CO3, a result he found sur-
prising. Why would Berthollet find this result surprising and how did it contribute
to an important discovery? Answering these questions provides an example of
chemical reasoning and introduces the topic of this chapter.

Berthollet “knew” that a reaction between Na,COj; and CaCl, goes to comple-
tion, forming NaCl and a precipitate of CaCOs as products.

Na,CO3 + CaCl, - 2NaCl + CaCO;

Understanding this, Berthollet expected that large quantities of NaCl and Na,COs
could not coexist in the presence of CaCOs. Since the reaction goes to completion,
adding a large quantity of CaCl, to a solution of Na,COj3 should produce NaCl and
CaCOs, leaving behind no unreacted Na,COs. In fact, this result is what he ob-
served in the laboratory. The evidence from Natron Lakes, where the coexistence of
NaCl and Na,COs3 suggests that the reaction has not gone to completion, ran
counter to Berthollet’s expectations. Berthollet’s important insight was recognizing
that the chemistry occurring in the Natron Lakes is the reverse of what occurs in the
laboratory.

CaCOs3 + 2NaCl - Na,COs3 + CaCl,

Using this insight Berthollet reasoned that the reaction is reversible, and that the
relative amounts of “reactants” and “products” determine the direction in which
the reaction occurs, and the final composition of the reaction mixture. We recog-
nize a reaction’s ability to move in both directions by using a double arrow when
writing the reaction.

Na,COj3 + CaCl, = 2NaCl + CaCOs

Berthollet’s reasoning that reactions are reversible was an important step in
understanding chemical reactivity. When we mix together solutions of Na,COs3
and CaCl,, they react to produce NaCl and CaCOs. If we monitor the mass of
dissolved Ca?* remaining and the mass of CaCO; produced as a function of
time, the result will look something like the graph in Figure 6.2. At the start of
the reaction the mass of dissolved Ca2?* decreases and the mass of CaCOj3 in-
creases. Eventually, however, the reaction reaches a point after which no further
changes occur in the amounts of these species. Such a condition is called a state
of equilibrium.

Although a system at equilibrium appears static on a macroscopic level, it is
important to remember that the forward and reverse reactions still occur. A reac-
tion at equilibrium exists in a “steady state,” in which the rate at which any species
forms equals the rate at which it is consumed.

I‘ Thermodynamics and Equilibrium Chemistry

Thermodynamics is the study of thermal, electrical, chemical, and mechanical
forms of energy. The study of thermodynamics crosses many disciplines, including
physics, engineering, and chemistry. Of the various branches of thermodynamics,
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the most important to chemistry is the study of the changes in energy occurring
during a chemical reaction.

Consider, for example, the general equilibrium reaction shown in equation 6.1,
involving the solutes A, B, C, and D, with stoichiometric coefficients a, b, ¢, and d.

aA + bB=cC+ dD 6.1

By convention, species to the left of the arrows are called reactants, and those on the
right side of the arrows are called products. As Berthollet discovered, writing a reac-
tion in this fashion does not guarantee that the reaction of A and B to produce C and
D is favorable. Depending on initial conditions, the reaction may move to the left, to
the right, or be in a state of equilibrium. Understanding the factors that determine
the final position of a reaction is one of the goals of chemical thermodynamics.

Chemical systems spontaneously react in a fashion that lowers their overall free
energy. At a constant temperature and pressure, typical of many bench-top chemi-
cal reactions, the free energy of a chemical reaction is given by the Gibb’s free en-
ergy function

AG=AH-TAS 6.2

where T is the temperature in kelvins, and AG, AH, and AS are the differences in the
Gibb’s free energy, the enthalpy, and the entropy between the products and reactants.

Enthalpy is a measure of the net flow of energy, as heat, during a chemical re-
action. Reactions in which heat is produced have a negative AH and are called
exothermic. Endothermic reactions absorb heat from their surroundings and have a
positive AH. Entropy is a measure of randomness, or disorder. The entropy of an
individual species is always positive and tends to be larger for gases than for solids
and for more complex rather than simpler molecules. Reactions that result in a
large number of simple, gaseous products usually have a positive AS.

The sign of AG can be used to predict the direction in which a reaction moves
to reach its equilibrium position. A reaction is always thermodynamically favored
when enthalpy decreases and entropy increases. Substituting the inequalities AH < 0
and AS > 0 into equation 6.2 shows that AG is negative when a reaction is thermo-
dynamically favored. When AG is positive, the reaction is unfavorable as written
(although the reverse reaction is favorable). Systems at equilibrium have a AG
of zero.

As a system moves from a nonequilibrium to an equilibrium position, AG must
change from its initial value to zero. At the same time, the species involved in the
reaction undergo a change in their concentrations. The Gibb’s free energy, there-
fore, must be a function of the concentrations of reactants and products.

As shown in equation 6.3, the Gibb’s free energy can be divided into two terms.

AG=AG° + RTIn Q 6.3

The first term, AG®, is the change in Gibb’s free energy under standard-state condi-
tions; defined as a temperature of 298 K, all gases with partial pressures of 1 atm, all
solids and liquids pure, and all solutes present with 1 M concentrations. The second
term, which includes the reaction quotient, Q, accounts for nonstandard-state pres-
sures or concentrations. For reaction 6.1 the reaction quotient is

Q:— 6.4

where the terms in brackets are the molar concentrations of the solutes. Note that
the reaction quotient is defined such that the concentrations of products are placed

Gibb’s free energy

A thermodynamic function for systems
at constant temperature and pressure
that indicates whether or not a reaction
is favorable (AG < 0), unfavorable

(AG > 0), or at equilibrium (AG = 0).

enthalpy

A change in enthalpy indicates the heat
absorbed or released during a chemical
reaction at constant pressure.

entropy
A measure of disorder.

standard state

Condition in which solids and liquids are
in pure form, gases have partial pressures
of 1 atm, solutes have concentrations of
1 M, and the temperature is 298 K.
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equilibrium constant

For a reaction at equilibrium, the
equilibrium constant determines the
relative concentrations of products and
reactants.

in the numerator, and the concentrations of reactants are placed in the denominator.
In addition, each concentration term is raised to a power equal to its stoichiometric
coefficient in the balanced chemical reaction. Partial pressures are substituted for
concentrations when the reactant or product is a gas. The concentrations of pure
solids and pure liquids do not change during a chemical reaction and are excluded
from the reaction quotient.

At equilibrium the Gibb’s free energy is zero, and equation 6.3 simplifies to

AG°=-RTInK

where K is an equilibrium constant that defines the reaction’s equilibrium posi-
tion. The equilibrium constant is just the numerical value obtained when substitut-
ing the concentrations of reactants and products at equilibrium into equation 6.4;
thus,

« _ [CI[DI,
[Alto B,

where the subscript “eq” indicates a concentration at equilibrium. Although the
subscript “eq” is usually omitted, it is important to remember that the value of K is
determined by the concentrations of solutes at equilibrium.

As written, equation 6.5 is a limiting law that applies only to infinitely dilute
solutions, in which the chemical behavior of any species in the system is unaffected
by all other species. Corrections to equation 6.5 are possible and are discussed in
more detail at the end of the chapter.

6.5

IZ° Manipulating Equilibrium Constants

We will use two useful relationships when working with equilibrium constants.
First, if we reverse a reaction’s direction, the equilibrium constant for the new reac-
tion is simply the inverse of that for the original reaction. For example, the equilib-
rium constant for the reaction

A+2B = ABZ Ky = M—BZ]Z
[A][B]
is the inverse of that for the reaction
2
AB, = A+2B K, = L = AIBL
K; [AB;]

Second, if we add together two reactions to obtain a new reaction, the equilibrium
constant for the new reaction is the product of the equilibrium constants for the
original reactions.

A+C = AC Klzﬂ
[A][C]
AC +C = AC, KZZ&
[AC][C]

[A][C] [AC][C] [A][CP

A+2C = AC, K;=KK, = (AC]  [AG,] _ [AG,]
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g Calculate the equilibrium constant for the reaction

2A+B=C+ 3D

given the following information

Exam

Rxnl: A+B=D K;=0.40
Rxn2: A+E=C+D+F K;=10.10
Rxn3: C+E=B K;=2.0
Rxn4: F+C=D+B K,=5.0

SOLUTION
The overall reaction is given as
Rxn1+Rxn2—-Rxn3 + Rxn4

If Rxn 3 is reversed, giving
1
Rxn5: B= C+E K5:—:%:0.50

then the overall reaction is
Rxn 1+ Rxn2 + Rxn 5+ Rxn 4
and the overall equilibrium constant is

Koverall = K] X Kz X Ks X K4 =0.40 X 0.10 X 0.50 x 5.0 =0.10

[: Equilibrium Constants for Chemical Reactions

Several types of reactions are commonly used in analytical procedures, either in
preparing samples for analysis or during the analysis itself. The most important of
these are precipitation reactions, acid—base reactions, complexation reactions, and
oxidation-reduction reactions. In this section we review these reactions and their
equilibrium constant expressions.

6D.1 Precipitation Reactions

A precipitation reaction occurs when two or more soluble species combine to form
an insoluble product that we call a precipitate. The most common precipitation re-
action is a metathesis reaction, in which two soluble ionic compounds exchange
parts. When a solution of lead nitrate is added to a solution of potassium chloride,
for example, a precipitate of lead chloride forms. We usually write the balanced re-
action as a net ionic equation, in which only the precipitate and those ions involved
in the reaction are included. Thus, the precipitation of PbCl, is written as

Pb**(aq) + 2Cl-(aq) = PbCl,(s)

In the equilibrium treatment of precipitation, however, the reverse reaction de-
scribing the dissolution of the precipitate is more frequently encountered.

PbCl,(s) = Pb**(aq) + 2Cl~(aq)

precipitate
An insoluble solid that forms when two
or more soluble reagents are combined.
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solubility product

The equilibrium constant for a reaction
in which a solid dissociates into its ions
(Kyp)-

acid
A proton donor.

base
A proton acceptor.

acid dissociation constant

The equilibrium constant for a reaction
in which an acid donates a proton to the
solvent (Kj,).

The equilibrium constant for this reaction is called the solubility product, Ky, and
is given as

Ky = [Pb?*][CI]? = 1.7 X 107° 6.6

Note that the precipitate, which is a solid, does not appear in the K, expression. It
is important to remember, however, that equation 6.6 is valid only if PbCl,(s) is
present and in equilibrium with the dissolved Pb>" and CI~. Values for selected solu-
bility products can be found in Appendix 3A.

6D.2 Acid—Base Reactions

A useful definition of acids and bases is that independently introduced by Jo-
hannes Bronsted (1879-1947) and Thomas Lowry (1874-1936) in 1923. In the
Bronsted-Lowry definition, acids are proton donors, and bases are proton accep-
tors. Note that these definitions are interrelated. Defining a base as a proton accep-
tor means an acid must be available to provide the proton. For example, in reac-
tion 6.7 acetic acid, CH;COOH, donates a proton to ammonia, NH3, which serves
as the base.

CH;COOH(aq) + NH3(aq) = CH3COO(aq) + NH4*(aq) 6.7

When an acid and a base react, the products are a new acid and base. For exam-
ple, the acetate ion, CH;COO-, in reaction 6.7 is a base that reacts with the acidic
ammonium ion, NH,*, to produce acetic acid and ammonia. We call the acetate ion
the conjugate base of acetic acid, and the ammonium ion is the conjugate acid of
ammonia.

Strong and Weak Acids The reaction of an acid with its solvent (typically water) is
called an acid dissociation reaction. Acids are divided into two categories based on
the ease with which they can donate protons to the solvent. Strong acids, such as
HCI, almost completely transfer their protons to the solvent molecules.

HCl(aq) + H,O(¢) —» H30%(aq) + Cl(aq)

In this reaction H,O serves as the base. The hydronium ion, H30%, is the conju-
gate acid of H,O, and the chloride ion is the conjugate base of HCL. It is the hy-
dronium ion that is the acidic species in solution, and its concentration deter-
mines the acidity of the resulting solution. We have chosen to use a single arrow
(—) in place of the double arrows (=) to indicate that we treat HCI as if it were
completely dissociated in aqueous solutions. A solution of 0.10 M HCl is effec-
tively 0.10 M in H30* and 0.10 M in Cl-. In aqueous solutions, the common
strong acids are hydrochloric acid (HCI), hydroiodic acid (HI), hydrobromic acid
(HBr), nitric acid (HNO3), perchloric acid (HCIOy), and the first proton of sulfu-
ric acid (H,SOy).

Weak acids, of which aqueous acetic acid is one example, cannot completely
donate their acidic protons to the solvent. Instead, most of the acid remains undis-
sociated, with only a small fraction present as the conjugate base.

CH;COOH(ag) + H,0(/) = H30*(aq) + CH;COO(aq)

The equilibrium constant for this reaction is called an acid dissociation constant,
K,, and is written as

N _
K, = HLOICH.COO0T _ 0 g5
[CH;COOH]
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Note that the concentration of H,O is omitted from the K, expression because its
value is so large that it is unaffected by the dissociation reaction.* The magnitude
of K, provides information about the relative strength of a weak acid, with a
smaller K, corresponding to a weaker acid. The ammonium ion, for example,
with a K, of 5.70 x 10719, is a weaker acid than acetic acid.

Monoprotic weak acids, such as acetic acid, have only a single acidic proton
and a single acid dissociation constant. Some acids, such as phosphoric acid, can
donate more than one proton and are called polyprotic weak acids. Polyprotic acids
are described by a series of acid dissociation steps, each characterized by it own acid
dissociation constant. Phosphoric acid, for example, has three acid dissociation re-
actions and acid dissociation constants.

H;3PO4(aq) + H,O(¢) = H30%(aq) + H,PO, (aq)

_ [H2PO,] [H;0%]
[H3PO4]

Ka =7.11%x1073

H,PO, (ag) + H,O(¢) = H30%(aq) + HPO,>~ (aq)

2- +
Ky, = BP0 MHOT] 5 1ps
[HoPO,7]

HPO,%" (aq) + H,O(Y) = H30%(aq) + PO,* (aq)

[PO,*"][H;0%]
[HPO,27]

a3 =45x1071
The decrease in the acid dissociation constant from Kj; to K3 tells us that each suc-

cessive proton is harder to remove. Consequently, H;POy is a stronger acid than
H,PO,~, and H,PO,~ is a stronger acid than HPO,>.

Strong and Weak Bases Just as the acidity of an aqueous solution is a measure of
the concentration of the hydronium ion, H;0%, the basicity of an aqueous solution
is a measure of the concentration of the hydroxide ion, OH~. The most common
example of a strong base is an alkali metal hydroxide, such as sodium hydroxide,
which completely dissociates to produce the hydroxide ion.

NaOH(aq) —» Na*(aq) + OH (aq)

Weak bases only partially accept protons from the solvent and are characterized by
a base dissociation constant, K. For example, the base dissociation reaction and
base dissociation constant for the acetate ion are

CH;COO™ (aq) + H,O(¢) = OH™ (aq) + CH;COOH(aq)

_ [CH;COOH][OH"]
[CH,COO"]

=5.71 x 10710

Polyprotic bases, like polyprotic acids, also have more than one base dissociation re-
action and base dissociation constant.

Amphiprotic Species Some species can behave as either an acid or a base. For ex-
ample, the following two reactions show the chemical reactivity of the bicarbonate
ion, HCOs™, in water.

*The concentration of pure water is approximately 55.5 M

base dissociation constant

The equilibrium constant for a reaction
in which a base accepts a proton from
the solvent (Ky).
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amphiprotic
A species capable of acting as both an
acid and a base.

pH
Defined as pH = —log[H;0%].

HCOs (agq) + HyO(¢) = H30%(aq) + COs*(aq) 6.8

HCO3 (aq) + H,O(/) = OH=(aq) + H,COs(aq) 6.9

A species that can serve as both a proton donor and a proton acceptor is called am-
phiprotic. Whether an amphiprotic species behaves as an acid or as a base depends
on the equilibrium constants for the two competing reactions. For bicarbonate, the
acid dissociation constant for reaction 6.8

K = 4.69 x 10711
is smaller than the base dissociation constant for reaction 6.9.
Kpp = 2.25 X 108

Since bicarbonate is a stronger base than it is an acid (ky; > k,,), we expect that
aqueous solutions of HCO5~ will be basic.

Dissociation of Water Water is an amphiprotic solvent in that it can serve as an
acid or a base. An interesting feature of an amphiprotic solvent is that it is capable
of reacting with itself as an acid and a base.

H,0(/) + HO(¢) = H;0%(ag) + OH (aq)

The equilibrium constant for this reaction is called water’s dissociation con-
stant, K,

K., = [H;0*"][OH] 6.10

which has a value of 1.0000 X 10-!4 at a temperature of 24 °C. The value of K, varies
substantially with temperature. For example, at 20 °C, K,, is 6.809 x 10~'%, but at
30 °C K, is 1.469 x 10714, At the standard state temperature of 25 °C, K, is
1.008 x 10~'4, which is sufficiently close to 1.00 x 10~ that the latter value can be
used with negligible error.

The pH Scale An important consequence of equation 6.10 is that the concentra-
tions of H;O" and OH™ are related. If we know [H30"] for a solution, then [OH"]
can be calculated using equation 6.10.

EXAMPLE 6.2

x 10-14
[OH"] = K _ LOOXI107" _ 1.63 x 10710
[H;0*] 6.12 x107°

Equation 6.10 also allows us to develop a pH scale that indicates the acidity of a so-
lution. When the concentrations of H;O* and OH~ are equal, a solution is neither
acidic nor basic; that is, the solution is neutral. Letting

[H;0*] = [OH]
and substituting into equation 6.10 leaves us with

Ky = [H507]?> =1.00 x 104
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Solving for [H;0*] gives

[H;0*] = V1.00 x 10714 = 1.00 x 1077

A neutral solution has a hydronium ion concentration of 1.00 X 107 M and a pH of
7.00.* For a solution to be acidic, the concentration of H;O" must be greater than
that for OH-, or

[H;0%] > 1.00 x 107 M

The pH of an acidic solution, therefore, must be less than 7.00. A basic solution, on
the other hand, will have a pH greater than 7.00. Figure 6.3 shows the pH scale
along with pH values for some representative solutions.

Tabulating Values for K, and K, A useful observation about acids and bases is that
the strength of a base is inversely proportional to the strength of its conjugate acid.
Consider, for example, the dissociation reactions of acetic acid and acetate.

CH;COOH(aq) + H,O(¢) = H;0*(aq) + CH;COO(aq) 6.11

CH;COO(aq) + HO(¢) = CH3COOH(aq) + OH (aq) 6.12
Adding together these two reactions gives
2H,0(¢) = H30%(aq) + OH=(aq) 6.13

The equilibrium constant for equation 6.13 is K. Since equation 6.13 is obtained
by adding together reactions 6.11 and 6.12, K,, may also be expressed as the product
of K, for CH;COOH and K, for CH3;COO-. Thus, for a weak acid, HA, and its con-
jugate weak base, A,

Ky, =K, x Ky, 6.14

This relationship between K, and K}, simplifies the tabulation of acid and base dis-
sociation constants. Acid dissociation constants for a variety of weak acids are listed
in Appendix 3B. The corresponding values of Kj, for their conjugate weak bases are
determined using equation 6.14.

a Using Appendix 3B, calculate the following equilibrium constants

E (a) Ky for pyridine, CsHsN
Q (b) Ky for dihydrogen phosphate, H,PO4~
LLl

SOLUTION
K 1.00 x 10714
(@) Kp,comN = & = =1.69 x 107
K,counmt  5.90 x107°
b) K __ Ky o _Looxio™M
(b) b,H,PO, - =1.41x10

K n,r0, 7.11 x 1073

*The use of a p-function to express a concentration is covered in Chapter 2.

pH
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pH scale showing values for representative
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ligand
A Lewis base that binds with a metal ion.

formation constant

The equilibrium constant for a reaction
in which a metal and a ligand bind to
form a metal-ligand complex (Kj).

dissociation constant

The equilibrium constant for a reaction
in which a metal-ligand complex
dissociates to form uncomplexed metal
ion and ligand (Ky).

stepwise formation constant

The formation constant for a
metal-ligand complex in which only one
ligand is added to the metal ion or to a
metal-ligand complex (Kj).

cumulative formation constant

The formation constant for a
metal-ligand complex in which two or
more ligands are simultaneously added
to a metal ion or to a metal-ligand
complex (f3;).

6D.3 Complexation Reactions

A more general definition of acids and bases was proposed by G. N. Lewis
(1875-1946) in 1923. The Bronsted—Lowry definition of acids and bases focuses on
an acid’s proton-donating ability and a base’s proton-accepting ability. Lewis the-
ory, on the other hand, uses the breaking and forming of covalent bonds to describe
acid—base characteristics. In this treatment, an acid is an electron pair acceptor, and
a base is an electron pair donor. Although Lewis theory can be applied to the treat-
ment of acid—base reactions, it is more useful for treating complexation reactions
between metal ions and ligands.

The following reaction between the metal ion Cd>" and the ligand NHj3 is typi-
cal of a complexation reaction.

Cd**(aq) + 4(:NH3)(ag) = Cd(:NH3)4**(aq) 6.15

The product of this reaction is called a metal-ligand complex. In writing the equa-
tion for this reaction, we have shown ammonia as :NHj to emphasize the pair of
electrons it donates to Cd?*. In subsequent reactions we will omit this notation.

The formation of a metal-ligand complex is described by a formation con-
stant, Ki. The complexation reaction between Cd*" and NHj, for example, has the
following equilibrium constant

[CA(NH;)2*
[Cd**][NH;]*

=55 %107 6.16

The reverse of reaction 6.15 is called a dissociation reaction and is characterized by
a dissociation constant, Ky, which is the reciprocal of K.

Many complexation reactions occur in a stepwise fashion. For example, the re-
action between Cd?* and NHj involves four successive reactions

Cd?*(aq) + NHs(aq) = CA(NH3)2*(aq) 6.17
Cd(NH3)?*(aq) + NHs(aq) = Cd(NH3),2*(aq) 6.18
Cd(NH3),2*(aq) + NHj(aq) = Cd(NH;)5>*(aq) 6.19
Cd(NH3)52*(aq) + NHs(aq) = Cd(NH;) 2" (aq) 6.20

This creates a problem since it no longer is clear what reaction is described by a for-
mation constant. To avoid ambiguity, formation constants are divided into two cat-
egories. Stepwise formation constants, which are designated as K; for the ith step,
describe the successive addition of a ligand to the metal-ligand complex formed in
the previous step. Thus, the equilibrium constants for reactions 6.17-6.20 are, re-
spectively, Kj, K,, K3, and Kj. Overall, or cumulative formation constants, which
are designated as [3;, describe the addition of i ligands to the free metal ion. The
equilibrium constant expression given in equation 6.16, therefore, is correctly iden-
tified as 34, where

Bs= Ky X Ky X K3 X Ky
In general
Bi=KixKyx: . xK;

Stepwise and cumulative formation constants for selected metal-ligand complexes
are given in Appendix 3C.
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Equilibrium constants for complexation reactions involving solids are defined
by combining appropriate Ky, and K¢ expressions. For example, the solubility of
AgCl increases in the presence of excess chloride as the result of the following com-
plexation reaction

AgCl(s) + Cl(aq) = AgCl,~(aq) 6.21

This reaction can be separated into three reactions for which equilibrium constants
are known—the solubility of AgCl, described by its K,

AgCl(s) = Ag'(aq) + Cl(aq)
and the stepwise formation of AgCl,~, described by K; and K,
Ag*(aq) + Cl-(aq) = AgCl(aq)
AgCl(aq) + Cl-(aq) = AgCly(aq)

The equilibrium constant for reaction 6.21, therefore, is equal to K, X K; X K.

g Determine the value of the equilibrium constant for the reaction

PbCl,(s) = PbCly(aq)
SOLUTION

Exam

This reaction can be broken down into three reactions. The first of these
reactions is the solubility of PbCl,, described by its K,

PbCly(s) = Pb2*(aq) + 2Cl-(aq)

and the second and third are the stepwise formation of PbCl, (aq), described by
Kl and Kz

Pb**(aq) + Cl-(aq) = PbCl*(aq)

PbCl*(aq) + Cl-(aq) = PbCl,(aq)

Using values for K, Kj, and K, from Appendices 3A and 3C, we find the
equilibrium constant to be

K=Ky x K, XK = (1.7 x 1079)(38.9)(1.62) = 1.1 x 103

6D.4 Oxidation—Reduction Reactions

In a complexation reaction, a Lewis base donates a pair of electrons to a Lewis acid.
In an oxidation—reduction reaction, also known as a redox reaction, electrons are
not shared, but are transferred from one reactant to another. As a result of this elec-
tron transfer, some of the elements involved in the reaction undergo a change in ox-
idation state. Those species experiencing an increase in their oxidation state are oxi-
dized, while those experiencing a decrease in their oxidation state are reduced. For
example, in the following redox reaction between Fe’" and oxalic acid, H,C,0y4,
iron is reduced since its oxidation state changes from +3 to +2.

2Fe**(aq) + HyC,04(aq) + 2H,O(0) = 2Fe?*(aq) + 2CO,(g) + 2H30™(aq) 6.22

redox reaction
An electron-transfer reaction.
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oxidation
A loss of electrons.

reduction
A gain of electrons.

reducing agent
A species that donates electrons to
another species.

oxidizing agent
A species that accepts electrons from
another species.

Nernst equation

An equation relating electrochemical
potential to the concentrations of
products and reactants.

Oxalic acid, on the other hand, is oxidized since the oxidation state for carbon in-
creases from +3 in H,C,0,4 to +4 in CO,.

Redox reactions, such as that shown in equation 6.22, can be divided into sepa-
rate half-reactions that individually describe the oxidation and the reduction
processes.

H2C204(aq) + 2H,0(/) - 2C02(g) + 2H3O+(aq) + 2e

Fe3*(aq) + e — Fe*™(aq)

It is important to remember, however, that oxidation and reduction reactions al-
ways occur in pairs.* This relationship is formalized by the convention of calling the
species being oxidized a reducing agent, because it provides the electrons for the re-
duction half-reaction. Conversely, the species being reduced is called an oxidizing
agent. Thus, in reaction 6.22, Fe** is the oxidizing agent and H,C,0y is the reducing
agent.

The products of a redox reaction also have redox properties. For example, the
Fe2* in reaction 6.22 can be oxidized to Fe3*, while CO; can be reduced to H,C,O,.
Borrowing some terminology from acid—base chemistry, we call Fe?* the conjugate
reducing agent of the oxidizing agent Fe** and CO, the conjugate oxidizing agent of
the reducing agent H,C,0y4,

Unlike the reactions that we have already considered, the equilibrium position
of a redox reaction is rarely expressed by an equilibrium constant. Since redox reac-
tions involve the transfer of electrons from a reducing agent to an oxidizing agent,
it is convenient to consider the thermodynamics of the reaction in terms of the
electron.

The free energy, AG, associated with moving a charge, Q, under a potential, E,
is given by

AG = EQ

Charge is proportional to the number of electrons that must be moved. For a reac-
tion in which one mole of reactant is oxidized or reduced, the charge, in coulombs, is

Q=nF

where 7 is the number of moles of electrons per mole of reactant, and F is Faraday’s
constant (96,485 C Omol™'). The change in free energy (in joules per mole; J/mol)
for a redox reaction, therefore, is

AG =-nFE 6.23

where AG has units of joules per mole. The appearance of a minus sign in equation
6.23 is due to a difference in the conventions for assigning the favored direction for
reactions. In thermodynamics, reactions are favored when AG is negative, and
redox reactions are favored when E is positive.

The relationship between electrochemical potential and the concentrations
of reactants and products can be determined by substituting equation 6.23 into
equation 6.3

—nFE = —nFE° + RT'In Q
where E° is the electrochemical potential under standard-state conditions. Dividing

through by —nF leads to the well-known Nernst equation.

*Separating a redox reaction into its half-reactions is useful if you need to balance the reaction. One method for
balancing redox reactions is reviewed in Appendix 4.
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RT
E=E -—1In
nF Q

Substituting appropriate values for R and F, assuming a temperature of 25 °C
(298 K), and switching from In to log* gives the potential in volts as

£ po_ 005916

logQ 6.24

The standard-state electrochemical potential, E°, provides an alternative way of
expressing the equilibrium constant for a redox reaction. Since a reaction at equilib-
rium has a AG of zero, the electrochemical potential, E, also must be zero. Substi-
tuting into equation 6.24 and rearranging shows that

po= B og 6.25
nF
Standard-state potentials are generally not tabulated for chemical reactions, but are
calculated using the standard-state potentials for the oxidation, E°,, and reduction
half-reactions, E°.4. By convention, standard-state potentials are only listed for re-
duction half-reactions, and E° for a reaction is calculated as

E°reac = E°red — E°ox

where both E°q and E°;y are standard-state reduction potentials.

Since the potential for a single half-reaction cannot be measured, a reference half-
reaction is arbitrarily assigned a standard-state potential of zero. All other reduction
potentials are reported relative to this reference. The standard half-reaction is

2H30%(aq) + 2e- = 2H,0(/) + H,(g)

Appendix 3D contains a listing of the standard-state reduction potentials for se-
lected species. The more positive the standard-state reduction potential, the more
favorable the reduction reaction will be under standard-state conditions. Thus,
under standard-state conditions, the reduction of Cu?* to Cu (E° = +0.3419) is
more favorable than the reduction of Zn?* to Zn (E° = —0.7618).

aCalculate (a) the standard-state potential, (b) the equilibrium constant, and

(c) the potential when [Ag*] = 0.020 M and [Cd?**] = 0.050 M, for the
following reaction taking place at 25 °C.

Cd(s) + 2Ag*(aq) = Cd**(aq) + 2Ag(s)

Exam

SOLUTION

(a) In this reaction Cd is undergoing oxidation, and Ag" is undergoing
reduction. The standard-state cell potential, therefore, is

B = Epge ag — Eocatjca = 07996 V — (<0.4030 V) = 1.2026 V

(b) To calculate the equilibrium constant, we substitute the values for the
standard-state potential and number of electrons into equation 6.25.

12026 = 0.05916

log K

*In(x) = 2.303 log(x)
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Le Chatelier’s principle

When stressed, a system that was at
equilibrium returns to its equilibrium
state by reacting in a manner that
relieves the stress.

Solving for K gives the equilibrium constant as

log K = 40.6558

K =4.527 x 10%

(c) The potential when the [Ag"] is 0.020 M and the [Cd?*] is 0.050 M is
calculated using equation 6.24 employing the appropriate relationship for
the reaction quotient Q.

. 0.059161 [Cd?*]

E=E 0g ——
n [Ag™]
= 12026 0.05916log (0.050)
2 (0.020)?
=1.14V

l Le Chatelier’s Principle

The equilibrium position for any reaction is defined by a fixed equilibrium con-
stant, not by a fixed combination of concentrations for the reactants and products.
This is easily appreciated by examining the equilibrium constant expression for the
dissociation of acetic acid.

[H;0%][CH;COO™]

K, = =1.75 x 107 6.26
[CH5COOH]

As a single equation with three variables, equation 6.26 does not have a unique so-
lution for the concentrations of CH;COOH, CH3COO-, and H3;0". At constant
temperature, different solutions of acetic acid may have different values for [H;07],
[CH5COO"] and [CH3;COOH], but will always have the same value of K,.

If a solution of acetic acid at equilibrium is disturbed by adding sodium acetate,
the [CH3;COO™] increases, suggesting an apparent increase in the value of K,. Since
K, must remain constant, however, the concentration of all three species in equa-
tion 6.26 must change in a fashion that restores K, to its original value. In this case,
equilibrium is reestablished by the partial reaction of CH;COO~ and H;O* to pro-
duce additional CH;COOH.

The observation that a system at equilibrium responds to a stress by reequili-
brating in a manner that diminishes the stress, is formalized as Le Chatelier’s prin-
ciple. One of the most common stresses that we can apply to a reaction at equilib-
rium is to change the concentration of a reactant or product. We already have seen,
in the case of sodium acetate and acetic acid, that adding a product to a reaction
mixture at equilibrium converts a portion of the products to reactants. In this in-
stance, we disturb the equilibrium by adding a product, and the stress is diminished
by partially reacting the excess product. Adding acetic acid has the opposite effect,
partially converting the excess acetic acid to acetate.

In our first example, the stress to the equilibrium was applied directly. It is also
possible to apply a concentration stress indirectly. Consider, for example, the fol-
lowing solubility equilibrium involving AgCl

AgCl(s) = Ag*(aq) + Cl-(aq) 6.27
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The effect on the solubility of AgCl of adding AgNOs is obvious,* but what is the ef-
fect of adding a ligand that forms a stable, soluble complex with Ag*? Ammonia, for
example, reacts with Ag* as follows

Agt(aq) + 2NHj3(aq) = Ag(NH3),"(aq) 6.28

Adding ammonia decreases the concentration of Ag" as the Ag(NH3)," complex
forms. In turn, decreasing the concentration of Ag" increases the solubility of AgCl
as reaction 6.27 reestablishes its equilibrium position. Adding together reactions
6.27 and 6.28 clarifies the effect of ammonia on the solubility of AgCl, by showing
that ammonia is a reactant.

AgCl(s) + 2NHj3(aq) = Ag(NH;3),"(aq) + Cl-(aq) 6.29

EXAMPLE 6.6

What is the effect on the solubility of AgCl if HNOs is added to the equilibrium
solution defined by reaction 6.29?

| soLutioN
Nitric acid is a strong acid that reacts with ammonia as shown here
HNOs(aq) + NH;(aq) = NH,*(ag) + NO5~(aq)

Adding nitric acid lowers the concentration of ammonia. Decreasing
ammonia’s concentration causes reaction 6.29 to move from products to
reactants, decreasing the solubility of AgCL

Increasing or decreasing the partial pressure of a gas is the same as increasing
or decreasing its concentration.’ The effect on a reaction’s equilibrium position can
be analyzed as described in the preceding example for aqueous solutes. Since the
concentration of a gas depends on its partial pressure, and not on the total pressure
of the system, adding or removing an inert gas has no effect on the equilibrium po-
sition of a gas-phase reaction.

Most reactions involve reactants and products that are dispersed in a solvent.
If the amount of solvent is changed, either by diluting or concentrating the solu-
tion, the concentrations of all reactants and products either decrease or increase.
The effect of these changes in concentration is not as intuitively obvious as when
the concentration of a single reactant or product is changed. As an example, let’s
consider how dilution affects the equilibrium position for the formation of the
aqueous silver-amine complex (reaction 6.28). The equilibrium constant for this
reaction is

- [Ag(NHS )2+]eq

P [Ag*1eg[NH; 2,

6.30

*Adding AgNOs decreases the solubility of AgClL
1The relationship between pressure and concentration can be deduced from the ideal gas law. Starting with PV = nRT, we
solve for the molar concentration

. P
Molar concentration = —
RT

<|=

Of course, this assumes an ideal gas (which is usually a reasonable assumption under normal laboratory conditions).
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ladder diagram
A visual tool for evaluating systems at
equilibrium.

where the subscript “eq” is included for clarification. If a portion of this solution
is diluted with an equal volume of water, each of the concentration terms in equa-
tion 6.30 is cut in half. Thus, the reaction quotient becomes

(O~5) [Ag(NH3 )2+ ]eq
(0-5) [Ag+ ]eq (0-5)2 [NH3 ]gq

which we can rewrite as
0 0.5 OHAg(NH;),"]eq U
Ho.5)° Hag 1IN, 2, B

Since Q is greater than [3,, equilibrium must be reestablished by shifting the reac-
tion to the left, decreasing the concentration of Ag(NH3),*. Furthermore, this new
equilibrium position lies toward the side of the equilibrium reaction with the
greatest number of solutes (one Ag* ion and two molecules of NH3 versus the sin-
gle metal-ligand complex). If the solution of Ag(NHj3)," is concentrated, by evapo-
rating some of the solvent, equilibrium is reestablished in the opposite direction.
This is a general conclusion that can be applied to any reaction, whether gas-phase,
liquid-phase, or solid-phase. Increasing volume always favors the direction pro-
ducing the greatest number of particles, and decreasing volume always favors the
direction producing the fewest particles. If the number of particles is the same on
both sides of the equilibrium, then the equilibrium position is unaffected by a
change in volume.

Q:

=4 xpB

l Ladder Diagrams

When developing or evaluating an analytical method, we often need to under-
stand how the chemistry taking place affects our results. We have already seen,
for example, that adding NHj to a solution of Ag* is a poor idea if we intend to
isolate the Ag' as a precipitate of AgCl (reaction 6.29). One of the primary
sources of determinate method errors is a failure to account for potential chemi-
cal interferences.

In this section we introduce the ladder diagram as a simple graphical tool
for evaluating the chemistry taking place during an analysis.! Using ladder dia-
grams, we will be able to determine what reactions occur when several reagents
are combined, estimate the approximate composition of a system at equilibrium,
and evaluate how a change in solution conditions might affect our results.

6F.1 Ladder Diagrams for Acid—Base Equilibria

To see how a ladder diagram is constructed, we will use the acid-base equilibrium
between HF and F-

HF(aq) + H,O(¢) = H30%(aq) + F(aq)
for which the acid dissociation constant is
[H;0"][F~]
[HF]

Kanr =
Taking the log of both sides and multiplying through by —1 gives
(F~]

—logK,yr = —log [H30%] — log——
0g Ka HF og [H307] Og[HF]
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Finally, replacing the negative log terms with p-functions and rearranging leaves us
with

H = pK, +log— 6.31
p PKa g [HF]
Examining equation 6.31 tells us a great deal about the relationship between
pH and the relative amounts of F~ and HF at equilibrium. If the concentrations of
F~and HF are equal, then equation 6.31 reduces to

(F7]
H

pH = pKa,HF = _log(Ka,HF) = —lOg(68 X 10—4) =3.17

For concentrations of F~ greater than that of HF, the log term in equation 6.31 is
positive and

pH > pK, ur or pH > 3.17

This is a reasonable result since we expect the concentration of hydrofluoric acid’s
conjugate base, F-, to increase as the pH increases. Similar reasoning shows that the
concentration of HF exceeds that of F~ when

pH < pKyur or pH <3.17

Now we are ready to construct the ladder diagram for HF (Figure 6.4).
The ladder diagram consists of a vertical scale of pH values oriented so that
smaller (more acidic) pH levels are at the bottom and larger (more basic) pH
levels are at the top. A horizontal line is drawn at a pH equal to pK, yr. This line,
or step, separates the solution into regions where each of the two conjugate forms
of HF predominate. By referring to the ladder diagram, we see that at a pH
of 2.5 hydrofluoric acid will exist predominately as HF. If we add sufficient base
to the solution such that the pH increases to 4.5, the predominate form be-
comes F~.

Figure 6.5 shows a second ladder diagram containing information about
HF/F~ and NH4"/NH;. From this ladder diagram we see that if the pH is less
than 3.17, the predominate species are HF and NH,*. For pH’s between 3.17
and 9.24 the predominate species are F~ and NH,4*, whereas above a pH of
9.24 the predominate species are F~ and NHs.

Ladder diagrams are particularly useful for evaluating the reactivity of
acids and bases. An acid and a base cannot coexist if their respective areas of
predominance do not overlap. If we mix together solutions of NH; and HF,
the reaction

HF(aq) + NH3(aq) = NHy*(aq) + F(aq) 6.32

occurs because the predominance areas for HF and NH; do not overlap. Be-
fore continuing, let us show that this conclusion is reasonable by calculating
the equilibrium constant for reaction 6.32. To do so we need the following
three reactions and their equilibrium constants.

pH = pKayNH3 =9.24 —

-
pH T PH=pKypr=3.17
|
HF

Figure 6.4
Ladder diagram for HF, showing areas of
predominance for HF and F~.

NH;

NH,*

— PH = pKy e = 3.17

HF

HF(aq) + H,0(¢) = H30%(aq) + F (aq) K, =6.8x107* Figure 6.5
Ladder diagram for HF and NHs.

NH;(aq) + H,O(f) = OH (aq) + NH,"(ag) K, =1.75%x107°

1 1
H;O%(ag) + OH (aq) = 2H,0(/) K=—= ——
’ ? ? ’ Ky 1.00 x107'*
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Adding together these reactions gives us reaction 6.32, for which the equilibrium
constant is

_ K,Ky, _ (6.8 x107)(1.75 x107°)
Ky (1.00 x 10714)

K =1.19 x 10°

Since the equilibrium constant is significantly greater than 1, the reaction’s equilib-
rium position lies far to the right. This conclusion is general and applies to all lad-
der diagrams. The following example shows how we can use the ladder diagram in
Figure 6.5 to evaluate the composition of any solution prepared by mixing together
solutions of HF and NH.

aPredict the pH and composition of a solution prepared by adding 0.090 mol of

HF to 0.040 mol of NHs.
SOLUTION

Exam

Since HF is present in excess and the reaction between HF and NHj is
favorable, the NH; will react to form NH,*. At equilibrium, essentially no NH;
remains and

Moles NH," = 0.040 mol
Converting NH; to NH4* consumes 0.040 mol of HF; thus
Moles HF = 0.090 — 0.040 = 0.050 mol

Moles F~ = 0.040 mol

According to the ladder diagram for this system (see Figure 6.5), a pH of 3.17
results when there is an equal amount of HF and F-. Since we have more HF
than F-, the pH will be slightly less than 3.17. Similar reasoning will show you
that mixing together 0.090 mol of NH; and 0.040 mol of HF will result in a
solution whose pH is slightly larger than 9.24.

If the areas of predominance for an acid and a base overlap each other, then
practically no reaction occurs. For example, if we mix together solutions of NaF and
NH,CI, we expect that there will be no significant change in the moles of F~ and
NH,*. Furthermore, the pH of the mixture must be between 3.17 and 9.24. Because
F~and NH,* can coexist over a range of pHs we cannot be more specific in estimat-
ing the solution’s pH.

The ladder diagram for HF/F~ also can be used to evaluate the effect of
pH on other equilibria that include either HF or F-. For example, the solubility of
Can

CaF,(s) = Ca?*(aq) + 2F(aq)

is affected by pH because F~ is a weak base. Using Le Chatelier’s principle, if F- is
converted to HF, the solubility of CaF, will increase. To minimize the solubility of
CaF, we want to control the solution’s pH so that F~ is the predominate species.
From the ladder diagram we see that maintaining a pH of more than 3.17 ensures
that solubility losses are minimal.
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6F.2 Ladder Diagrams for Complexation Equilibria

The same principles used in constructing and interpreting ladder diagrams for
acid-base equilibria can be applied to equilibria involving metal-ligand com-
plexes. For complexation reactions the ladder diagram’s scale is defined by the
concentration of uncomplexed, or free ligand, pL. Using the formation of
Cd(NHj3)?* as an example

Cd*"(aq) + NH;(aq) = Cd(NH;)*"(aq)

we can easily show that the dividing line between the predominance regions for
Cd?" and Cd(NH;)?" is log(K;).

[Cd**][NH3]

1

2+
log(K1) = log% — log[NH3]
2+
log(Ky) = log% + pNH;
[Cd**)
NH; = log(K;) + log—————
PR, = o8t 18 g o ]

Since Kj for Cd(NH;3)?* is 3.55 % 102, log(K;) is 2.55. Thus, for a pNHj greater than
2.55 (concentrations of NHj less than 2.8 x 103 M), Cd?* is the predominate
species. A complete ladder diagram for the metal-ligand complexes of Cd** and
NHj is shown in Figure 6.6.

- Using the ladder diagram in Figure 6.7, predict the result of adding 0.080 mol

of Ca?* to 0.060 mol of Mg(EDTA)>~. EDTA is an abbreviation for the ligand
ethylenediaminetetraacetic acid.

o
>4 soLurion
L

The predominance regions for Ca?* and Mg(EDTA)?~ do not overlap,
therefore, the reaction

Ca’" + Mg(EDTA)*> = Mg?>" + Ca(EDTA)*"

will take place. Since there is an excess of Ca?*, the composition of the final
solution is approximately

Moles CaZ* = 0.080 — 0.060 = 0.020 mol

Moles Ca(EDTA)? = 0.060 mol

Cd2+
log K; =2.55
Cd(NHz)?*
log K, =2.01
o ,IH3 Cd(NH3),?*
| log K3=1.34
Cd(NH)42*
log K, =0.84
Cd(NH5),2*
Figure 6.6

Ladder diagram for metal-ligand complexes
of Cd%* and NHs.
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Moles Mg?* = 0.060 mol

Moles Mg(EDTA)?> = 0 mol

Ca2+

log Ki caepTaye- = 10.69

p EDTA

Ca(EDTA)%

M92+

log KimgEepTay2- = 8.79

Mg(EDTA)?~

Figure 6.7

Ladder diagram for metal-ligand complexes of ethylenediaminetetraacetic acid (EDTA)
with Ca?+ and Mg?+.

We can also construct ladder diagrams using cumulative formation constants
in place of stepwise formation constants. The first three stepwise formation con-
stants for the reaction of Zn?* with NHj

Zn**(aq) + NH;(aq) = Zn(NH;3)*" (aq) K =1.6 x 102
Zn(NH;3)?"(agq) + NH;(aq) = Zn(NH;),> (aq) K, =1.95 x 102

Zn(NH3),%"(aq) + NHs(aq) = Zn(NH3)32"(aq) K3 =2.3 %102

show that the formation of Zn(NH3);2* is more favorable than the formation of
Zn(NH;3)*" or Zn(NH;),?*. The equilibrium, therefore, is best represented by the
cumulative formation reaction

Zn**(aq) + 3NHj(aq) = Zn(NH;)32"(aq)

for which
2+
= [ZnNH) 7] - 5 108
[Zn**][NH;
Taking the log of each side gives
2+
logB; = 1OgM - 3log [NH3]

(Zn*7]
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or

2+
pNH; = llog& + llog&
3 3 " [Zn(NHj)3*]

The concentrations of Zn?* and Zn(NHj3);%", therefore, are equal when
1 1
pNH; = glog B; = glog(7.2 x10%) = 2.29

A complete ladder diagram for the Zn?>*—NH3 system is shown in Figure 6.8.

6F.3 Ladder Diagram for Oxidation—Reduction Equilibria

Ladder diagrams can also be used to evaluate equilibrium reactions in redox sys-
tems. Figure 6.9 shows a typical ladder diagram for two half-reactions in which
the scale is the electrochemical potential, E. Areas of predominance are defined by
the Nernst equation. Using the Fe3*/Fe?" half-reaction as an example, we write
[Fe?*] [Fe?*]

T = +0.771V - 0.05916log ——
0.771V = 0.05916log
[Fe’]

E = E" -0.05916log Fe]
[§

For potentials more positive than the standard-state potential, the predominate
species is Fe*t, whereas Fe?* predominates for potentials more negative than E°.
When coupled with the step for the Sn**/Sn?* half-reaction, we see that Sn>* can be
used to reduce Fe*. If an excess of Sn?* is added, the potential of the resulting solu-
tion will be near +0.154 V.

Using standard-state potentials to construct a ladder diagram can
present problems if solutes are not at their standard-state concentra-
tions. Because the concentrations of the reduced and oxidized species
are in a logarithmic term, deviations from standard-state concentra-

tions can usually be ignored if the steps being compared are separated Erespers = +0.771

by at least 0.3 V.1b A trickier problem occurs when a half-reaction’s po-
tential is affected by the concentration of another species. For example,
the potential for the following half-reaction

UO,?*(aq) + 4H;0%(aq) + 2¢- = U**(aq) + 6H,O(()
depends on the pH of the solution. To define areas of predominance in
this case, we begin with the Nernst equation

4+
F = 0327 0.05916 o (U]

2 B0z H0 )

and factor out the concentration of H;O™.

E = 0327 + 0.05916

log [H;0*]*

From this equation we see that the areas of predominance for UO,**
and U** are defined by a step whose potential is

E = 0327 + 0.05916

log [H;0*]* = 0.327 — 0.1183 pH

Figure 6.10 shows how a change in pH affects the step for the UO,**/U* half-reaction.

_ 005916, [U*] Figure 6.9

2 8 [UO/*] Ladder diagram for the Fe3+/Fe2+ and Sn#+/SN2* half-
reactions.

Zn2+
Y5 log Bg = 2.29
A
PR Zn(NHz)?*
log K, =2.03
Zn(NHg),**
Figure 6.8

Ladder diagram for ZnZ+, Zn(NHs)32+, and
Zn(NHs)42*, showing how cumulative
formation constants are included.

Fed*

—m >

Fe?*
Sn4+

——— Egnavgnz+ = +0.154

Sn2+
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U022+

+0.327 V (pH = 0)

IE +0.209 V (pH = 1)
+0.090 V (pH = 2)
U4+
Figure 6.10

Ladder diagram showing the effect of a
change in pH on the areas of predominance
for the UO,2+/U** half-reaction.

! Solving Equilibrium Problems

Ladder diagrams are a useful tool for evaluating chemical reactivity, usually provid-
ing a reasonable approximation of a chemical system’s composition at equilibrium.
When we need a more exact quantitative description of the equilibrium condition, a
ladder diagram may not be sufficient. In this case we can find an algebraic solution.
Perhaps you recall solving equilibrium problems in your earlier coursework in
chemistry. In this section we will learn how to set up and solve equilibrium prob-
lems. We will start with a simple problem and work toward more complex ones.

6G.1 A Simple Problem: Solubility of Pb(10,), in Water

When an insoluble compound such as Pb(I03), is added to a solution a small por-
tion of the solid dissolves. Equilibrium is achieved when the concentrations of Pb>*
and 105~ are sufficient to satisfy the solubility product for Pb(I03),. At equilibrium
the solution is saturated with Pb(IO3),. How can we determine the concentrations
of Pb?** and 1057, and the solubility of Pb(IO;), in a saturated solution prepared by
adding Pb(I03), to distilled water?

We begin by writing the equilibrium reaction

Pb(IO3)2(S) = Pb2+(6lq) + 2103‘(aq)
and its equilibrium constant
Ky = [Pb][1057]2 = 2.5 x 10-13 6.33

As equilibrium is established, two 105~ ions are produced for each ion of Pb**. If we
assume that the molar concentration of Pb?* at equilibrium is x then the molar con-
centration of 105~ is 2x. To help keep track of these relationships, we can use the
following table.

Pbly(s) = Pb2+(aq) + 21037(aq)
Initial concentration solid 0 0
Change in concentration solid +X +2x
Equilibrium concentration solid 0+x=x 0+ 2x=2x

Substituting the equilibrium concentrations into equation 6.33
(x)(2x)2 =2.5x 10713
and solving gives

45> =2.5% 1071

x=3.97 x 107
The equilibrium concentrations of Pb?* and 1057, therefore, are

[Pb?*] =x=4.0x 10> M

M) =2x=7.9%x10°M

Since one mole of Pb(IO3), contains one mole of Pb*, the solubility of Pb(103),
is the same as the concentration of Pb?*; thus, the solubility of Pb(I03), is
4.0 x 10~ M.
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6G.2 A More Complex Problem: The Common lon Effect

Calculating the solubility of Pb(IO3), in distilled water is a straightforward prob-
lem since the dissolution of the solid is the only source of Pb?* or I0;~. How is the
solubility of Pb(103), affected if we add Pb(IO3), to a solution of 0.10 M
Pb(NO3),? Before we set up and solve the problem algebraically, think about the
chemistry occurring in this system, and decide whether the solubility of Pb(10;),
will increase, decrease, or remain the same. This is a good habit to develop.
Knowing what answers are reasonable will help you spot errors in your calcula-
tions and give you more confidence that your solution to a problem is correct.

We begin by setting up a table to help us keep track of the concentrations of
Pb?* and IO;™ in this system.

Pbl,(s) = Pb2*(aq) + 2105(aq)
Initial concentration solid 0.10 0
Change in concentration solid +X +2x
Equilibrium concentration solid 0.10 + x=x 0+2x=2x

Substituting the equilibrium concentrations into the solubility product expression
(equation 6.33)
(0.10 + x)(2x)2 = 2.5 x 10-13

and multiplying out the terms on the left leaves us with
4x3 + 0.40x2 = 2.5 x 10713 6.34

This is a more difficult equation to solve than that for the solubility of Pb(105); in dis-
tilled water, and its solution is not immediately obvious. A rigorous solution to equa-
tion 6.34 can be found using available computer software packages and spreadsheets.
How might we solve equation 6.34 if we do not have access to a computer? One
possibility is that we can apply our understanding of chemistry to simplify the algebra.
From Le Chatelier’s principle, we expect that the large initial concentration of Pb?" will
significantly decrease the solubility of Pb(IO3),. In this case we can reasonably expect the
equilibrium concentration of Pb?" to be very close to its initial concentration; thus, the
following approximation for the equilibrium concentration of Pb?" seems reasonable

[Pb2+] = 0.10 + x = 0.10 M
Substituting into equation 6.34
(0.10)(2x)2 = 2.5 x 1013
and solving for x gives
0.40x* = 2.5 x 10713
x=791x107

Before accepting this answer, we check to see if our approximation was reasonable.
In this case the approximation 0.10 + x = 0.10 seems reasonable since the difference
between the two values is negligible. The equilibrium concentrations of Pb*" and
105, therefore, are

[Pb?*] =0.10 + x=0.10 M

] =2x=1.6%10°M

157
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common ion effect

The solubility of an insoluble salt
decreases when it is placed in a solution
already containing one of the salt’s ions.

The solubility of Pb(IO;); is equal to the additional concentration of Pb?* in solu-
tion, or 7.9 X 1077 mol/L. As expected, the solubility of Pb(IO3), decreases in the
presence of a solution that already contains one of its ions. This is known as the
common ion effect.

As outlined in the following example, the process of making and evaluating ap-
proximations can be extended if the first approximation leads to an unacceptably
large error.

Calculate the solubility of Pb(I03); in 1.0 x 107 M Pb(NO3),.

SOLUTION

Letting x equal the change in the concentration of Pb2*, the equilibrium
concentrations are

Exam

[Pb2*] = 1.0x 104 +x  [IO5] = 2x
and
(LOX 107 + x)(2x)> = 2.5 x 10713
We start by assuming that
[Pb2] = 1.0X 104+ x= 1.0 X 104 M

and solve for x, obtaining a value of 2.50 x 10~. Substituting back gives the
calculated concentration of Pb*" at equilibrium as

[Pb?*] =1.0x 10 + 2.50 X 107 = 1.25 x 10* M

a value that differs by 25% from our approximation that the equilibrium
concentration is 1.0 X 10~* M. This error seems unreasonably large. Rather than
shouting in frustration, we make a new assumption. Our first assumption that
the concentration of Pb?* is 1.0 X 10~* M was too small. The calculated
concentration of 1.25 x 10~ M, therefore, is probably a little too large. Let us
assume that

[Pb2*] = 1.0X 104+ x=1.2 x 104 M
Substituting into the solubility product equation and solving for x gives us
x=228x%x107
or a concentration of Pb?" at equilibrium of
[Pb*F] = 1.0 X 1074 + (2.28 X 107°) = 1.23 x 10* M

which differs from our assumed concentration of 1.2 x 10~ M by 2.5%. This
seems to be a reasonable error since the original concentration of Pb?" is
given to only two significant figures. Our final solution, to two significant
figures, is

[Pb2*]=12x104M  [IO5] =4.6x 10°M

and the solubility of Pb(I03), is 2.3 x 10~ mol/L. This iterative approach to
solving an equation is known as the method of successive approximations.
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6G.3 Systematic Approach to Solving Equilibrium Problems

Calculating the solubility of Pb(103), in a solution of Pb(NO3), was more com-
plicated than calculating its solubility in distilled water. The necessary calcula-
tions, however, were still relatively easy to organize, and the assumption used to
simplify the problem was fairly obvious. This problem was reasonably straight-
forward because it involved only a single equilibrium reaction, the solubility of
Pb(I03),. Calculating the equilibrium composition of a system with multiple
equilibrium reactions can become quite complicated. In this section we will
learn how to use a systematic approach to setting up and solving equilibrium
problems.
As its name implies, a systematic approach involves a series of steps:

1. Write all relevant equilibrium reactions and their equilibrium constant
expressions.

2. Count the number of species whose concentrations appear in the equilibrium
constant expressions; these are your unknowns. If the number of unknowns
equals the number of equilibrium constant expressions, then you have enough
information to solve the problem. If not, additional equations based on the
conservation of mass and charge must be written. Continue to add equations
until you have the same number of equations as you have unknowns.

3. Decide how accurate your final answer needs to be. This decision will influence
your evaluation of any assumptions you use to simplify the problem.

4. Combine your equations to solve for one unknown (usually the one you are
most interested in knowing). Whenever possible, simplify the algebra by
making appropriate assumptions.

5. When you obtain your final answer, be sure to check your assumptions. If any
of your assumptions prove invalid, then return to the previous step and
continue solving. The problem is complete when you have an answer that does
not violate any of your assumptions.

Besides equilibrium constant equations, two other types of equations are used
in the systematic approach to solving equilibrium problems. The first of these is a
mass balance equation, which is simply a statement of the conservation of matter.
In a solution of a monoprotic weak acid, for example, the combined concentrations
of the conjugate weak acid, HA, and the conjugate weak base, A-, must equal the
weak acid’s initial concentration, Cya.*

The second type of equation is a charge balance equation. A charge balance
equation is a statement of solution electroneutrality.

Total positive charge from cations = total negative charge from anions

Mathematically, the charge balance expression is expressed as
3 [ [ x M), = S || x (as);
=1 i=1

where [M#*]; and [A#]; are, respectively, the concentrations of the ith cation
and the jth anion, and (z*); and (z7); are the charges of the ith cation and the jth
anion. Note that the concentration terms are multiplied by the absolute values
of each ion’s charge, since electroneutrality is a conservation of charge, not con-
centration. Every ion in solution, even those not involved in any equilibrium

*You may recall that this is the difference between a formal concentration and a molar concentration.

mass balance equation

An equation stating that matter is
conserved, and that the total amount of a
species added to a solution must equal
the sum of the amount of each of its
possible forms present in solution.

charge balance equation

An equation stating that the total
concentration of positive charge in a
solution must equal the total
concentration of negative charge.
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reactions, must be included in the charge balance equation. The charge balance
equation for an aqueous solution of Ca(NOs3); is

2 x [Ca?t] + [H;0] = [OH™] + [NO;7]

Note that the concentration of Ca?* is multiplied by 2, and that the concentrations
of H;O*" and OH~ are also included. Charge balance equations must be written
carefully since every ion in solution must be included. This presents a problem
when the concentration of one ion in solution is held constant by a reagent of un-
specified composition. For example, in many situations pH is held constant using a
buffer. If the composition of the buffer is not specified, then a charge balance equa-
tion cannot be written.

< EXAMPLE 6.10
Write a mass balance and charge balance equations for a 0.10 M solution of

NaHCO3.
SOLUTION

Exam

It is easier to keep track of what species are in solution if we write down the
reactions that control the solution’s composition. These reactions are the
dissolution of a soluble salt

NaHCOs(s) - Na*(aq) + HCOs(aq)
and the acid—base dissociation reactions of HCO;~ and H,O

HCOs5 (aq) + H,O(¢) = H30"(aq) + CO3*(aq)
HCOg‘(aq) + HQO(/) = OH‘(aq) + H2CO3(aq)
2H,0(?) = H30%(aq) + OH (aq)

The mass balance equations are

0.10 M = [H,COs] + [HCO;7] + [CO32_]

0.10 M = [Na']
The charge balance equation is

[Na*] + [H;0"] = [OH"] + [HCO57] + 2 x [CO5*]

6G.4 pH of a Monoprotic Weak Acid

To illustrate the systematic approach, let us calculate the pH of 1.0 M HF. Two
equilbria affect the pH of this system. The first, and most obvious, is the acid disso-
ciation reaction for HF

HF(aq) + HyO(¢) = H30%(aq) + F(aq)
for which the equilibrium constant expression is

K, = B0 g 104 6.35
[HE]
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The second equilibrium reaction is the dissociation of water, which is an obvious
yet easily disregarded reaction

2H,0(¢) = H307%(aq) + OH (aq)

Ky = [H;0*][OH"] = 1.00 x 10-14 6.36

Counting unknowns, we find four ([HF], [F-], [H;0"], and [OH™]). To solve this
problem, therefore, we need to write two additional equations involving these un-
knowns. These equations are a mass balance equation

Cur = [HF] + [F_] 6.37
and a charge balance equation
[H;0*] = [F] + [OH] 6.38

We now have four equations (6.35, 6.36, 6.37, and 6.38) and four unknowns
([HF], [F-], [H30%], and [OH™]) and are ready to solve the problem. Before doing
so, however, we will simplify the algebra by making two reasonable assumptions.
First, since HF is a weak acid, we expect the solution to be acidic; thus it is reason-
able to assume that

[H;0%] >> [OH]
simplifying the charge balance equation (6.38) to
[H;O] = [F] 6.39
Second, since HF is a weak acid we expect that very little dissociation occurs, and
[HF] >> [F]
Thus, the mass balance equation (6.36) simplifies to
Cur = [HF] 6.40

For this exercise we will accept our assumptions if the error introduced by each as-
sumption is less than +5%.

Substituting equations 6.39 and 6.40 into the equilibrium constant expression
for the dissociation of HF (equation 6.35) and solving for the concentration of
H;0 gives us

[H30"][H30%]

K, =
¢ Cur

[H;0*] = VK.Cygr = \/(6.8 x 107)(1.0) = 2.6 X 102 M

Before accepting this answer, we must verify that our assumptions are acceptable.
The first assumption was that the [OH"] is significantly smaller than the [H;0*]. To
calculate the concentration of OH~ we use the K, expression (6.36)

_._ K, _loox107* _ 13
[OH™] = o' - 2ex107 3.8 x107° M

Clearly this assumption is reasonable. The second assumption was that the [F] is
significantly smaller than the [HF]. From equation 6.39 we have

[F]=2.6x102M

161
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Since the [F~] is 2.6% of Cyg, this assumption is also within our limit that the error
be no more than +5%. Accepting our solution for the concentration of H;O%, we
find that the pH of 1.0 M HF is 1.59.

How does the result of this calculation change if we require our assumptions to
have an error of less than +1%. In this case we can no longer assume that [HF] >>
[F~]. Solving the mass balance equation (6.37) for [HF]

[HF] = Cyr - [F]
and substituting into the K, expression along with equation 6.39 gives
__[HO'F
Cur — [H;07]

a

Rearranging leaves us with a quadratic equation
[H;0]? = K,Cur — K, [H;07]
[H;07]* + Ko[H;0*] - KyCr = 0

which we solve using the quadratic formula

_ bt Ab? - 4dac
x = = V7 TR
2a
where a, b, and ¢ are the coefficients in the quadratic equation ax? + bx + ¢ = 0.

Solving the quadratic formula gives two roots, only one of which has any chemical
significance. For our problem the quadratic formula gives roots of

6.8 %107 £/(6.8 X 1074)2 — (4)(1)(~6.8 x 10~)(1.0)
2(1)

—6.8 x10™* £5.22 x 1072
2

2.57 1072 or —2.63 x1072

Only the positive root has any chemical significance since the negative root implies
that the concentration of H;O" is negative. Thus, the [H;07] is 2.6 X 102 M, and
the pH to two significant figures is still 1.59.

This same approach can be extended to find the pH of a monoprotic weak
base, replacing K, with Ky, Cyr with the weak base’s concentration, and solving for
the [OH™] in place of [H50™].

EXAMPLE 6.11

Calculate the pH of 0.050 M NHj. State any assumptions made in simplifying
the calculation, and verify that the error is less than 5%.

v soLuTION
Since NHj is a weak base (Kp, = 1.75 X 107°), we assume that
[OHf] >> [H30+] and CNH3 =0.050 M

With these assumptions, we find (be sure to check the derivation)

[OH-] = | KyCyn, = ~(1.75 X 10)(0.050) = 9.35 x 10~ M
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Both assumptions are acceptable (again, verify that this is true). The
concentration of H3O" is calculated using K,

K, _ 1.00x107

[H;0"] = = =1.07 x 107!
[OH"] 9.35x107*
giving a pH of 10.97.
|
CH, CHa CH,
Ky, = 2.348 pK,p = 9.867
*HsN — C — COOH *HsN — C — COO~ H,N — C — COO-~
H H H Figure 6.11
Acid-base equilibria for the
H,L* HL L amino acid alanine.

6G.5 pH of a Polyprotic Acid or Base

A more challenging problem is to find the pH of a solution prepared from a
polyprotic acid or one of its conjugate species. As an example, we will use the
amino acid alanine whose structure and acid dissociation constants are shown in
Figure 6.11.

PH of o.10 M H,L* Alanine hydrochloride is a salt consisting of the diprotic weak
acid H,L* and CI-. Because H,L* has two acid dissociation reactions, a complete
systematic solution to this problem will be more complicated than that for a mono-
protic weak acid. Using a ladder diagram (Figure 6.12) can help us simplify the
problem. Since the areas of predominance for H,L* and L~ are widely separated, we
can assume that any solution containing an appreciable quantity of H,L* will con-
tain essentially no L. In this case, HL is such a weak acid that H,L* behaves as if it
were a monoprotic weak acid.
To find the pH of 0.10 M H,L*, we assume that

[H;0*%] >> [OH]

Because H,L* is a relatively strong weak acid, we cannot simplify the problem fur-
ther, leaving us with

+72
K, = [H307] .
Cyp,1+ — [H;07]

Solving the resulting quadratic equation gives the [H;O*] as 1.91 X 1072 M or a
pH of 1.72. Our assumption that [H;O%] is significantly greater than [OH™] is
acceptable.

pH of o.1o ML~ The alaninate ion is a diprotic weak base, but using the ladder dia-
gram as a guide shows us that we can treat it as if it were a monoprotic weak base.
Following the steps in Example 6.11 (which is left as an exercise), we find that the
pH of 0.10 M alaninate is 11.42.

CH,
H,N — C — COO-
H
-
9.867
pH *HsN — C — COO-
H

HL
2.348

CHs

*HgN — C — COOH
H

H,L*

Figure 6.12
Ladder diagram for the amino acid alanine.
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PH of 0.1 M HL  Finding the pH of a solution of alanine is more complicated than
that for HoL* or L~ because we must consider two equilibrium reactions involving
HL. Alanine is an amphiprotic species, behaving as an acid

HL(aq) + H,O(¢) = H307%(aq) + L~(aq)
and a base
HL(aq) + H,O(¢) = OH~(aq) + H,L*(aq)

As always, we must also consider the dissociation of water

2H,0(¢) = H30"%(aq) + OH (aq)
This leaves us with five unknowns ([H,L*], [HL], [L-], [H50%], and [OH™]), for
which we need five equations. These equations are K, and Ky, for HL,
_ [H:07)[L]

(HL]

a2

Ky _ [OH7][H,L"]

Ky, =
Kal [HL]

the K, equation,
K, = [H;0"][OH"]

a mass balance equation on HL,
Cur = [HoL*] + [HL] + [L7]
and a charge balance equation
[H,L*] + [H;0%] = [OH7] + [L7]

From the ladder diagram it appears that we may safely assume that the concentra-
tions of H,L* and L~ are significantly smaller than that for HL, allowing us to sim-
plify the mass balance equation to

Cy, = [HL]
Next we solve Ky, for [H,L*]
+ _ Ky[HL] _ [HL][H;0"] _ Gu[H;0%]
[H,L'] = = =
Ky[OH™] Ka Ka

and K, for [L7]
(L] = Kao(HL] _ KarCur
[H;0*]  [H;07"]

Substituting these equations, along with the equation for K, into the charge bal-
ance equation gives us

Cu[H307] +[H;0%] = K, + Ko Gyt
Ka [H;0"] [H307]

which simplifies to
OG0 1
[H507] +10= (Ky + K2Cyr)
*Hk, T HT 07 e

_ KuCu + K
(CaL/Ka) +1

[H;0*?

6.41

[H3O+] = \/KalKaZCHL + Kale
CuL + Ky
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We can simplify this equation further if K;;K,, << K;1K;;Chp, and if Ky << Cyy,
giving

[H30*] = \ KuKa
For a solution of 0.10 M alanine, the [H;0%] is

6.42

[H30%] = \/(4.487 x1072)(1.358 x 10719) = 7.807 x 10/ M

or a pH of 6.11. Verifying that the assumptions are acceptable is left as an exercise.

Triprotic Acids and Bases, and Beyond The treatment of a diprotic acid or base is
easily extended to acids and bases having three or more acid-base sites. For a tripro-
tic weak acid such as H3POy, for example, we can treat H;POy, as if it was a mono-
protic weak acid, H,PO,~ and HPO4?~ as if they were intermediate forms of diprotic
weak acids, and PO,*- as if it was a monoprotic weak base.

- EXAMPLE 6.12
wdl= Calculate the pH of 0.10 M Na,HPO,.

SOLUTION
We treat HPO,4>~ as the intermediate form of a diprotic weak acid

H,PO,(aq) = HPO,*(aq) = PO,*(aq)

Exam

where the equilibrium constants are K,; = 6.32 x 1078 and K,3 = 4.5 X 10713
Since the value of K3 is so small, we use equation 6.41 instead of equation 6.42.

(H,0"] = \/(6.32 x 1078)(4.5 x 1073)(0.10) + (6.32 x 1078)(1.00 x 107#)
? 0.10 + 6.32 x 108

=1.86 x 10710
or a pH of 9.73.

6G.6 Effect of Complexation on Solubility

The solubility of a precipitate can be improved by adding a ligand capable of
forming a soluble complex with one of the precipitate’s ions. For example, the
solubility of Agl increases in the presence of NH; due to the formation of the
soluble Ag(NHj3),* complex. As a final illustration of the systematic approach
to solving equilibrium problems, let us find the solubility of Agl in 0.10 M
NH;.

We begin by writing the equilibria that we need to consider

Agl(s) = Agt(aq) + I(aq)
Agt(aq) + 2NHj3(aq) = Ag(NH3),"(aq)
NH;(aq) + H,O(¢) = OH(agq) + NH4*(aq)

2H,0(¢) = H30%(aq) + OH (aq)

165
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Counting unknowns, we find that there are seven—[Ag*], [I"], [Ag(NH3),"],
[NH;], [NH4*], [OH7], and [H30%]. Four of the equations needed to solve this
problem are given by the equilibrium constant expressions

Ky = [Ag*][I7] = 8.3 x 107

_ [Ag(NH;),"]

= 1.7 x 107
P 7 Ag IINHL P
= INHJIOHT] 015
[NH3]

K, =[H30*][OH"] = 1.00 x 10714

Three additional equations are needed. The first of these equations is a mass balance
for NH;.

Cni, = [NH3] + [NH4*] + 2 x [Ag(NH3),"]

Note that in writing this mass balance equation, the concentration of Ag(NHj3),"
must be multiplied by 2 since two moles of NHj3 occurs per mole of Ag(NHj3),*. The
second additional equation is a mass balance on iodide and silver. Since Agl is the
only source of I and Ag", every iodide in solution must have an associated silver
ion; thus

(I'] = [Ag*] + [Ag(NH3),"]
Finally, the last equation is a charge balance equation
[Ag'] + [Ag(NH3),"] + [NH4*] + [H50*] = [I"] + [OH]

Our problem looks challenging, but several assumptions greatly simplify the al-
gebra. First, since the formation of the Ag(NH3)," complex is favorable, we will as-
sume that

[Ag"] << [Ag(NH3),"]
Second, since NHj3 is a base, we will assume that

[H50"] << [OH7]

[NH4"] << [NH;] + [Ag(NH3),"]

Finally, since K, is significantly smaller than [3,, it seems likely that the solubility of
Agl is small and

[Ag(NH3),"] << [NH3]

Using these assumptions allows us to simplify several equations. The mass bal-
ance for NHj3 is now

Cm; = [NH;]
and the mass balance for I is
(I"] = [Ag(NH3),"]

Simplifying the charge balance expression by dropping [H;O*] and [Ag"], and re-
placing [Ag(NHj3),"] with [I7] gives
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[NH,*] = [OH]
We continue by multiplying together the equations for K, and [3,, giving

Ag(NH;)," ][I
Koo = [Ag(NH,), 1] g([NP;:%” L= 1ax107

Substituting in the new mass balance equations for NH; and I~
[P

— =14x107
(Cxms)
and solving for the [I7] gives
-2
L S T
(0.10M)?

[IT] =3.7%10°M

Before accepting this answer, we first check our assumptions. Using the K,
equation we calculate the [Ag*] to be

From the simplified mass balance equation for I, we have
[Ag(NH;3),*] = [I7] = 3.7 x 105 M

Our first assumption that the [Ag*] is significantly smaller than the [Ag(NHj3),],
therefore, is reasonable. Furthermore, our third assumption that the [Ag(NH;),"] is
significantly less than the [NHj3] also is reasonable. Our second assumption was

[NH,"] << [NH;] + [Ag(NH;),"]
To verify this assumption, we solve the Ky, equation for [NH,*]

[NH,*][OH"] _ [NH,]
[NH;] 0.10M

=1.75 %107

giving
[NH4*] =13 x10° M

Although the [NH,*] is not significantly smaller than the combined concentrations
of NH; and Ag(NHj3),*, the error is only about 1%. Since this is not an excessively
large error, we will accept this approximation as reasonable.

Since one mole of Agl produces one mole of I, the solubility of Agl is the same
as the concentration of iodide, or 3.7 x 10~ mol/L.

l Buffer Solutions

Adding as little as 0.1 mL of concentrated HCI to a liter of H,O shifts the pH from
7.0 to 3.0. The same addition of HCl to a liter solution that is 0.1 M in both a weak
acid and its conjugate weak base, however, results in only a negligible change in pH.
Such solutions are called buffers, and their buffering action is a consequence of the
relationship between pH and the relative concentrations of the conjugate weak
acid/weak base pair.

buffer

A solution containing a conjugate weak
acid/weak base pair that is resistant to a
change in pH when a strong acid or
strong base is added.



168

Modern Analytical Chemistry

A mixture of acetic acid and sodium acetate is one example of an acid/base
buffer. The equilibrium position of the buffer is governed by the reaction

CH;COOH(agq) + H,O(¢) = H;30%(aq) + CH;COO~(aq)
and its acid dissociation constant

N _
K, = [H;07][CH,CO0T] _ 1.75 x 107> 6.43
[CH;COOH]

The relationship between the pH of an acid—base buffer and the relative amounts of
CH3;COOH and CH3;COO- is derived by taking the negative log of both sides of
equation 6.43 and solving for the pH

[CH5COO]

[CH,COO"] =476 +log———— 6.44

pH = pK, +log————
[CH;COOH] [CH;COOH]

Buffering occurs because of the logarithmic relationship between pH and the ratio
of the weak base and weak acid concentrations. For example, if the equilibrium
concentrations of CH;COOH and CH3;COO- are equal, the pH of the buffer is 4.76.
If sufficient strong acid is added such that 10% of the acetate ion is converted to
acetic acid, the concentration ratio [CH;COO~]/[CH3;COOH] changes to 0.818,
and the pH decreases to 4.67.

6H.1 Systematic Solution to Buffer Problems

Equation 6.44 is written in terms of the concentrations of CH;COOH and
CH3COO" at equilibrium. A more useful relationship relates the buffer’s pH to the
initial concentrations of weak acid and weak base. A general buffer equation can be
derived by considering the following reactions for a weak acid, HA, and the salt of
its conjugate weak base, NaA.

NaA(aq) - Nat(aq) + A(aq)
HA(aq) + H,O(¢) = H;0%(aq) + A=(aq)

2H,0(¢) = H30%(aq) + OH (aq)

Since the concentrations of Na*, A=, HA, H30", and OH~ are unknown, five equa-
tions are needed to uniquely define the solution’s composition. Two of these equa-
tions are given by the equilibrium constant expressions

[HA]

a

K =[H;0"][OH"]

The remaining three equations are given by mass balance equations on HA and
Nat

Cha + Cnaa = [HA] + [A7] 6.45

Caa = [Na'] 6.46
and a charge balance equation

[H50"] + [Na*] = [OH] + [A7]
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Substituting equation 6.46 into the charge balance equation and solving for [A~]
gives

[A7] = Cnaa — [OH] + [H30%] 6.47
which is substituted into equation 6.45 to give the concentration of HA
[HA] = CHA + [OHf] - [H30+] 6.48

Finally, substituting equations 6.47 and 6.48 into the K, equation for HA and solv-
ing for pH gives the general buffer equation
Craa —[OH] +[H;07]

H = pK, +1lo
P P & Cua +[OH™] - [H307]

If the initial concentrations of weak acid and weak base are greater than [H;0"] and

[OH], the general equation simplifies to the Henderson—Hasselbalch equation.

G

pH = pK, +log A
Cha

6.49

As in Example 6.13, the Henderson—Hasselbalch equation provides a simple way to
calculate the pH of a buffer and to determine the change in pH upon adding a
strong acid or strong base.

Calculate the pH of a buffer that is 0.020 M in NH3 and 0.030 M in NH,CI.

What is the pH after adding 1.00 mL of 0.10 M NaOH to 0.10 L of this buffer?

Exam

SOLUTION
The acid dissociation constant for NH4* is 5.70 x 10719 thus the initial pH of
the buffer is
C 0.020
pH = 9.24 + log =5 = 9.24 + log—— = 9.06
. 0.030

NH,

Adding NaOH converts a portion of the NH4" to NH;3 due to the following

reaction
NH,*(agq) + OH (aq) = NH;(aq) + H,O(/)

Since the equilibrium constant for this reaction is large, we may treat the
reaction as if it went to completion. The new concentrations of NH,* and NH;
are therefore

moles NH," — moles OH~

Cane =
NH, Viot
_ -3
_ (0.030M)(0.101) - (0.10M)(1.00 X 107 L) _ o
0.101L
_ moles NH; + moles OH-
Cnn, =
Vot
+ -3
_ (0.020M)(0.10L) +(0.10M)(L00 X 107 L) _ /0

0.101L

Henderson—Hasselbalch equation
Equation showing the relationship
between a buffer’s pH and the relative
amounts of the buffer’s conjugate weak
acid and weak base.
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Substituting the new concentrations into the Henderson—Hasselbalch equation
gives a pH of

0.021 _

H =9.24 + log——
P 8 0.029

9.10

Multiprotic weak acids can be used to prepare buffers at as many different pH’s
as there are acidic protons. For example, a diprotic weak acid can be used to prepare
buffers at two pH’s and a triprotic weak acid can be used to prepare three different
buffers. The Henderson—Hasselbalch equation applies in each case. Thus, buffers of
malonic acid (pK,; = 2.85 and pK,, = 5.70) can be prepared for which

pH =2.85+ logCHi
Cr,m
Cyiz-

pH =5.70 + log
Chm-

where H,M, HM-, and M2~ are the different forms of malonic acid.

The capacity of a buffer to resist a change in pH is a function of the absolute
concentration of the weak acid and the weak base, as well as their relative propor-
tions. The importance of the weak acid’s concentration and the weak base’s con-
centration is obvious. The more moles of weak acid and weak base that a buffer
has, the more strong base or strong acid it can neutralize without significantly
changing the buffer’s pH. The relative proportions of weak acid and weak base af-
fect the magnitude of the change in pH when adding a strong acid or strong base.
Buffers that are equimolar in weak acid and weak base require a greater amount of
strong acid or strong base to effect a change in pH of one unit.> Consequently,
buffers are most effective to the addition of either acid or base at pH values near
the pK, of the weak acid.

Buffer solutions are often prepared using standard “recipes” found in the
chemical literature.? In addition, computer programs have been developed to aid in
the preparation of other buffers.* Perhaps the simplest means of preparing a buffer,
however, is to prepare a solution containing an appropriate conjugate weak acid
and weak base and measure its pH. The pH is easily adjusted to the desired pH by
adding small portions of either a strong acid or a strong base.

Although this treatment of buffers was based on acid—base chemistry, the idea
of a buffer is general and can be extended to equilibria involving complexation or
redox reactions. For example, the Nernst equation for a solution containing Fe**
and Fe3" is similar in form to the Henderson—Hasselbalch equation.

[Fe?*]

3+]

E = Eger+ jpex+ — 0.05916log
[Fe

Consequently, solutions of Fe?" and Fe3* are buffered to a potential near the
standard-state reduction potential for Fe3*.

6H.2 Representing Buffer Solutions with Ladder Diagrams

Ladder diagrams provide a simple graphical description of a solution’s predominate
species as a function of solution conditions. They also provide a convenient way to
show the range of solution conditions over which a buffer is most effective. For ex-
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pH p EDTA E
F ca?* Sn*t
417 11.69 0.184
PKo e = 3.17 l0g Kt caenmayz- = 10.69 Egnatgnz+ = 0.154
2.17 9.69 0.124
HF Ca(EDTA)* sn?t
(@ (b) (c)

ample, an acid-base buffer can only exist when the relative abundance of the weak
acid and its conjugate weak base are similar. For convenience, we will assume that
an acid—base buffer exists when the concentration ratio of weak base to weak acid is
between 0.1 and 10. Applying the Henderson—Hasselbalch equation

1
pH = pK, +logE =pK, -1

1
pH = pK, +logT0 =pK, +1

shows that acid-base buffer exists within the range of pH = pK, + 1. In the same
manner, it is easy to show that a complexation buffer for the metal-ligand complex
ML, exists when pL =log K¢ = 1, and that a redox buffer exists for
E = E° £ (0.05916/n). Ladder diagrams showing buffer regions for several equilibria
are shown in Figure 6.13.

L2 Activity Effects

Suppose you need to prepare a buffer with a pH of 9.36. Using the Henderson—
Hasselbalch equation, you calculate the amounts of acetic acid and sodium acetate
needed and prepare the buffer. When you measure the pH, however, you find that
it is 9.25. If you have been careful in your calculations and measurements, what can
account for the difference between the obtained and expected pHs? In this section,
we will examine an important limitation to our use of equilibrium constants and
learn how this limitation can be corrected.

Careful measurements of the solubility of AglO; show that it increases in the
presence of KNOs, even though neither K™ or NO;~ participates in the solubility re-
action.’ Clearly the equilibrium position for the reaction

AglOs(s) = Ag™(aq) + 1057 (aq)

Figure 6.13

171

Ladder diagrams showing buffer regions for

(a) HF/F- acid—base buffer;

(b) Ca?*/Ca(EDTA)> metal-ligand
complexation buffer; and (c) SN4+/Sn2+

oxidation-reduction buffer.
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ionic strength

A quantitative method for reporting the
ionic composition of a solution that
takes into account the greater effect of
more highly charged ions (l).

activity

True thermodynamic constants use a
species activity in place of its molar
concentration (a).

activity coefficient

The number that when multiplied by a
species’ concentration gives that species’
activity (Y).

depends on the composition of the solution. When the solubility product for AgIO3
is calculated using the equilibrium concentrations of Ag*™ and 105~

Ksp = [Ang] [1057]

its apparent value increases when an inert electrolyte such as KNOs is added.

Why should adding an inert electrolyte affect the equilibrium position of a
chemical reaction? We can explain the effect of KNO; on the solubility of AglO; by
considering the reaction on a microscopic scale. The solution in which equilibrium
is established contains a variety of cations and anions—K*, Ag*, H;0", NO;~, 105~
and OH~. Although the solution is homogeneous, on the average, there are more
anions in regions near Ag" ions, and more cations in regions near 105~ ions. Thus,
Ag* and 105~ are surrounded by charged ionic atmospheres that partially screen the
ions from each other. The formation of AgIOj; requires the disruption of the ionic
atmospheres surrounding the Agt and 105~ ions. Increasing the concentrations of
ions in solution, by adding KNOs, increases the size of these ionic atmospheres.
Since more energy is now required to disrupt the ionic atmospheres, there is a
decrease in the formation of AglOs, and an apparent increase in the equilibrium
constant.

The ionic composition of a solution frequently is expressed by its ionic
strength, [

1
M= ElZciziz

where ¢; and z; are the concentration and charge of the ith ion.

md EXAMPLE 6. 14 '
~ Calculate the ionic strength of 0.10 M NaCl. Repeat the calculation for a

E solution of 0.10 M Na,SOy,.
‘U SOLUTION
P
Ll

The ionic strength for 0.10 M NaCl is
U= % ([Na*](+1)? +[Cl"](-1)?) = %[(0.10)(+1)2 +(0.10)(=1?] = 0.10M
For 0.10 M Na,SOy, the ionic strength is

b= 2 (Na"J(+1)? +(50,7(27) = S[020)(+17 + (0.10)(-2] = 0.30M

Note that the unit for ionic strength is molarity, but that the molar ionic strength
need not match the molar concentration of the electrolyte. For a 1:1 electrolyte,
such as NaCl, ionic strength and molar concentration are identical. The ionic
strength of a 2:1 electrolyte, such as Na,SOy, is three times larger than the elec-
trolyte’s molar concentration.

The true thermodynamic equilibrium constant is a function of activity
rather than concentration. The activity of a species, a,, is defined as the prod-
uct of its molar concentration, [A], and a solution-dependent activity coeffi-
cient, Ya.

an = [A]ya
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The true thermodynamic equilibrium constant, Ky, for the solubility of AgIOs,
therefore, is

Ksp = (angt)(a10,7) = [AgT][1057](Yag+) (Yio,)

To accurately calculate the solubility of AglO;, we must know the activity coeffi-
cients for Ag™ and IO;™.

For gases, pure solids, pure liquids, and nonionic solutes, activity coefficients
are approximately unity under most reasonable experimental conditions. For reac-
tions involving only these species, differences between activity and concentration
are negligible. Activity coefficients for ionic solutes, however, depend on the ionic
composition of the solution. It is possible, using the extended Debye—Hiickel the-
ory,* to calculate activity coefficients using equation 6.50

0.51><z§><@ 6.50
1433 %0, X}t

where Z, is the charge of the ion, O, is the effective diameter of the hydrated ion in
nanometers (Table 6.1), [ is the solution’s ionic strength, and 0.51 and 3.3 are con-
stants appropriate for aqueous solutions at 25 °C.

Several features of equation 6.50 deserve mention. First, as the ionic strength
approaches zero, the activity coefficient approaches a value of one. Thus, in a solu-
tion where the ionic strength is zero, an ion’s activity and concentration are identi-
cal. We can take advantage of this fact to determine a reaction’s thermodynamic
equilibrium constant. The equilibrium constant based on concentrations is mea-
sured for several increasingly smaller ionic strengths and the results extrapolated

—logya =

10 CAH W Effective Diameters (a) for Selected Inorganic
Cations and Anions

Effective Diameter

lon (nm)
H;0* 0.9
Li+ 0.6
Na*, 1037, HSO3-, HCO3~, H,PO4~ 0.45
OH-, F, SCN-, HS~, ClO3~, CI04~, MnO4~ 0.35
K*, CI-, Br—, I5, CN-, NO,~, NO3~ 0.3
Cs*, TI*, Ag*, NHs* 0.25
Mg?+, Be?+ 0.8
Ca?*, Cu?t, ZnZ*, Sn2+, Min2*, Fe2*, Ni%*, Co?* 0.6
Sr2+, Ba2+, Cd?*, Hg%*, S%- 0.5
Pb2+, CO3%-, SO32- 0.45
Hg2%*, SO4%, S;03%, CrO42, HPO,2- 0.40
Al3+, Fe3+, Cr3+ 0.9
PO43-, Fe(CN)g3- 0.4
Zr*+, Ce**, Sn*+ 1.1
Fe(CN)e* 0.5

Source: Values from Kielland, J. J. Am. Chem. Soc. 1937, 59, 1675.

*See any standard textbook on physical chemistry for more information on the Debye—Hiickel theory and its
application to solution equilibrium
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Colorplate 3 provides a visual
demonstration of the effect of ionic
strength on the equilibrium reaction
Fe3*(aq) + SCN~(aq) = Fe(SCN)**(aq)

back to zero ionic strength to give the thermodynamic equilibrium constant. Sec-
ond, activity coefficients are smaller, and thus activity effects are more important,
for ions with higher charges and smaller effective diameters. Finally, the extended
Debye—Hiickel equation provides reasonable activity coefficients for ionic
strengths of less than 0.1. Modifications to the extended Debye—Hiickel equation,
which extend the calculation of activity coefficients to higher ionic strength, have
been proposed.®

w4l Calculate the solubility of Pb(IO3); in a matrix of 0.020 M Mg(NOs),.

SOLUTION

L

¢ We begin by calculating the ionic strength of the solution. Since Pb(103), is
LLJ| only sparingly soluble, we will assume that its contribution to the ionic strength
can be ignored; thus

U= %[(0.20 M)(+2)? + (0.040 M)(-1)?] = 0.060 M

Activity coefficients for Pb>" and I~ are calculated using equation 6.50

51 % (+2)% x A0,
~log ypye = Q21X (27 XN0.060 _ 560

1+ 3.3 x 0.45 X /0.060

giving an activity coefficient for Pb?* of 0.43. A similar calculation for 105~
gives its activity coefficient as 0.81. The equilibrium constant expression for the
solubility of Pbl, is

K = [Pb>*][IO; P YppYio, =2.5%1070

Letting

[Pb?*] = x and [I057] = 2x
we have

(x)(2x)%(0.45)(0.81)? = 2.5 x 10713

Solving for x gives a value of 6.0 X 10~ or a solubility of 6.0 x 10~ mol/L. This
compares to a value of 4.0 X 10™ mol/L when activity is ignored. Failing to
correct for activity effects underestimates the solubility of Pbl, in this case by
33%.

As this example shows, failing to correct for the effect of ionic strength can lead
to significant differences between calculated and actual concentrations. Neverthe-
less, it is not unusual to ignore activities and assume that the equilibrium constant
is expressed in terms of concentrations. There is a practical reason for this—in an
analysis one rarely knows the composition, much less the ionic strength of a sample
solution. Equilibrium calculations are often used as a guide when developing an an-
alytical method. Only by conducting the analysis and evaluating the results can we
judge whether our theory matches reality.
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!: Two Final Thoughts About Equilibrium Chemistry

In this chapter we have reviewed and extended our understanding of equilibrium
chemistry. We also have developed several tools for evaluating the composition of a
system at equilibrium. These tools differ in how accurately they allow us to answer
questions involving equilibrium chemistry. They also differ in their ease of use. An
important part of having several tools available to you is knowing when to use
them. If you need to know whether a reaction is favorable, or the approximate pH
of a solution, a ladder diagram may be sufficient to meet your needs. On the other
hand, if you require an accurate estimate of a compound’s solubility, a rigorous cal-
culation using the systematic approach and activity coefficients is necessary.

Finally, a consideration of equilibrium chemistry can only help us decide what
reactions are favorable. Knowing that a reaction is favorable does not guarantee that
the reaction will occur. How fast a reaction approaches its equilibrium position
does not depend on the magnitude of the equilibrium constant. The rate of a chem-
ical reaction is a kinetic, not a thermodynamic, phenomenon. Kinetic effects and
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their application in analytical chemistry are discussed in Chapter 13.
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1> 6L SUMMARY

Analytical chemistry is more than a collection of techniques; it is
the application of chemistry to the analysis of samples. As you will
see in later chapters, almost all analytical methods use chemical re-
activity to accomplish one or more of the following—dissolve the
sample, separate analytes and interferents, transform the analyte
to a more useful form, or provide a signal. Equilibrium chemistry
and thermodynamics provide us with a means for predicting
which reactions are likely to be favorable.

The most important types of reactions are precipitation reac-
tions, acid-base reactions, metal-ligand complexation reactions,
and redox reactions. In a precipitation reaction two or more solu-
ble species combine to produce an insoluble product called a pre-
cipitate. The equilibrium properties of a precipitation reaction are
described by a solubility product.

Acid-base reactions occur when an acid donates a proton to a
base. The equilibrium position of an acid—base reaction is de-
scribed using either the dissociation constant for the acid, K, or
the dissociation constant for the base, K. The product of K, and
Ky, for an acid and its conjugate base is K, (water’s dissociation
constant).

Ligands have electron pairs that they can donate to a metal ion,
forming a metal-ligand complex. The formation of the metal—
ligand complex ML,, for example, may be described by a stepwise
formation constant in which each ligand is added one at a time;
thus, K; represents the addition of the first ligand to M, and K,
represents the addition of the second ligand to ML. Alternatively,
the formation of ML, can be described by a cumulative, or overall
formation constant, 3, in which both ligands are added to M.
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In a redox reaction, one of the reactants is oxidized while an-
other reactant is reduced. Equilibrium constants are rarely used
when characterizing redox reactions. Instead, we use the electro-
chemical potential, positive values of which indicate a favorable
reaction. The Nernst equation relates this potential to the concen-
trations of reactants and products.

Le Chételier’s principle provides a means for predicting how
systems at equilibrium respond to a change in conditions. When a
stress is applied to an equilibrium by adding a reactant or product,
by adding a reagent that reacts with one of the reactants or prod-
ucts, or by changing the volume, the system responds by moving
in the direction that relieves the stress.

You should be able to describe a system at equilibrium both
qualitatively and quantitatively. Rigorous solutions to equilibrium
problems can be developed by combining equilibrium constant
expressions with appropriate mass balance and charge balance
equations. Using this systematic approach, you can solve some
quite complicated equilibrium problems. When a less rigorous an-

m Suggested EXPERIMENTS

\%@I

“The Effect of Ionic Strength on an Equilibrium Constant (A

demonstrate the importance of activity effects.

Addison-Wesley: Reading, MA, 1967.

In this experiment the equilibrium constant for the
dissociation of bromocresol green is measured at several

to find the thermodynamic equilibrium constant.

Experiments

“Equilibrium Constants for Calcium Iodate Solubility and

TIodic Acid Dissociation.” In J. A. Bell, ed. Chemical Principles

in Practice. Addison-Wesley: Reading, MA, 1967.

The effect of pH on the solubility of Ca(I03), is studied in

this experiment.

S

,~ 6N PROBLEMS

1. Write equilibrium constant expressions for the following
reactions. Determine the value for the equilibrium constant
for each reaction using appropriate equilibrium constants
from Appendix 3.

a. NHs(aq) + HCl(aq) = NHy*(aq) + Cl-(aq)
b. Pbly(s) + S*(aq) = PbS(s) + 2I(aq)
c. CdY?*(aq) + 4CN-(aqg) = Cd(CN),*(aq) + Y+ (aq)
[Y+ is EDTA]
d. AgCl(s) + 2NHs(aq) = Ag(NH;),"(ag) + Cl-(aq)
e. BaCOs(s) + 2H;0%(aq) = Ba*(aq) + H,COs3(aq) + 2H,0(¢)

Class Study).” In J. A. Bell, ed. Chemical Principles in Practice.

ionic strengths. Results are extrapolated to zero ionic strength

swer is needed, a ladder diagram may help you decide the equilib-
rium system’s composition.

Solutions containing a weak acid and its conjugate base show
only a small change in pH upon the addition of small amounts of
strong acid or strong base. Such solutions are called buffers.
Buffers can also be formed using a metal and its metal-ligand
complex, or an oxidizing agent and its conjugate reducing agent.
Both the systematic approach to solving equilibrium problems
and ladder diagrams can be used to characterize a buffer.

A quantitative solution to an equilibrium problem may give an
answer that does not agree with the value measured experimen-
tally. This result occurs when the equilibrium constant based on
concentrations is matrix-dependent. The true, thermodynamic
equilibrium constant is based on the activities, g, of the reactants
and products. A species’ activity is related to its molar concentra-
tion by an activity coefficient, y, where a; =y;[  ];. Activity coeffi-
cients often can be calculated, making possible a more rigorous
treatment of equilibria.

The following experiments involve the experimental determination of equilibrium constants and, in some cases,

“The Solubility of Silver Acetate.” In J. A. Bell, ed. Chemical
Principles in Practice. Addison-Wesley: Reading, MA, 1967.

In this experiment the importance of the soluble silver
acetate complexes AgCH3;COO(aq) and Ag(CH;COO), (aq)
in describing the solubility of AgCH;COO(s) is investigated.

Green, D. B.; Rechtsteiner, G.; Honodel, A. “Determination
of the Thermodynamic Solubility Product, K, of Pbl,
Assuming Nonideal Behavior,” J. Chem. Educ. 1996, 73,
789-792.

The thermodynamic solubility product for Pbl, is
determined in this experiment by measuring its solubility at
several ionic strengths.

2. Using a ladder diagram, explain why the following reaction
H3PO4(aq) + F-(aq) = HF(aq) + H,PO,(aq)
is favorable, whereas
H;POy4(aq) + 2F(aq) = 2HF(aq) + HyPO4* (aq)

is unfavorable. Determine the equilibrium constant for these
reactions, and verify that they are consistent with your ladder
diagram.
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. Calculate the potential for the following redox reaction when

the [Fe3*] = 0.050 M, [Fe?*] = 0.030 M, [Sn?*] = 0.015 M and
[Sn**] = 0.020 M

2Fe3*(aq) + Sn**(aq) = Sn**(aq) + 2Fe?*(aq)

. Balance the following redox reactions, and calculate the

standard-state potential and the equilibrium constant for
each. Assume that the [H;0"] is 1 M for acidic solutions, and
that the [OH~] is 1 M for basic solutions.
a. MnOy(aq) + H,SOs3(aq) = Mn?*(aq) +

SO4*(aq) (acidic solution)
b. 1057 (aq) + I-(aq) = I,(s) (acidic solution)
c. ClO~(aq) + I=105"(aq) + Cl(aq) (basic solution)

. Sulfur can be determined quantitatively by oxidizing to

SO4* and precipitating as BaSO,. The solubility reaction
for BaSO, is
BaSOy(s) = Ba*"(aq) + SO4*(aq)

How will the solubility of BaSO, be affected by (a) decreasing
the pH of the solution; (b) adding BaCly; (¢) decreasing the
volume of the solution?

. Write charge balance and mass balance equations for the

following solutions

0.1 M NaCl

0.1 M HCI

0.1 M HF

0.1 M NaH,PO,

MgCO; (saturated solution)

0.1 M Ag(CN),~ (from AgNO; and KCN)
g. 0.1 M HCl and 0.050 M NaNO,

o 0 T

. Using the systematic approach, calculate the pH of the

following solutions
0.050 M HCIO4
1.00 x 107 M HCl
0.025 M HCIO
0.010 M HCOOH
0.050 M Ba(OH),
f. 0.010 M CsH;5N

oo T

. Construct ladder diagrams for the following diprotic weak

acids (H,L), and estimate the pH of 0.10 M solutions of H,L,
HL-, and L?~. Using the systematic approach, calculate the pH
of each of these solutions.

a. maleic acid

b. malonic acid

c. succinic acid

. Ignoring activity effects, calculate the solubility of Hg,Cl, in

the following

a. A saturated solution of Hg,Cl,

b. 0.025 M Hg,(NOs3), saturated with Hg,Cl,
c. 0.050 M NaCl saturated with Hg,Cl,

The solubility of CaF, is controlled by the following two
reactions

CaF,(s) = Ca’*(aq) + F(aq)
HF(aq) + H,O(/) = H30%(aq) +F(aq)

1.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.
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Calculate the solubility of CaF, in a solution buffered to a pH
0f 7.00. Use a ladder diagram to help simplify the calculations.

How would your approach to this problem change if the pH
is buffered to 2.00? What is the solubility of CaF, at this pH?

Calculate the solubility of Mg(OH); in a solution buffered to
a pH of 7.00. How does this compare with its solubility in
unbuffered water?

Calculate the solubility of AgsPO, in a solution buffered to a
pH of 9.00.

Determine the equilibrium composition of saturated solution
of AgCl. Assume that the solubility of AgCl is influenced by
the following reactions.

AgCl(s) = Ag*(aq) + Cl-(aq)
Agt(aq) + Cl-(aq) = AgCl(aq)

AgCl(aq) + Cl-(aq) = AgCl, (aq)
Calculate the ionic strength of the following solutions
a. 0.050 M NaCl
b. 0.025 M CuCl,
c. 0.10M Na2504

Repeat the calculations in problem 9, this time correcting for
activity effects.

With the permission of your instructor, carry out the
following experiment. In a beaker, mix equal volumes of
0.001 M NH,SCN and 0.001 M FeCl; (the latter solution
must be acidified with concentrated HNOj at a ratio of 4
drops/L to prevent the precipitation of Fe(OH)3). Divide
solution in half, and add solid KNOs; to one portion at a
ratio of 4 g per 100 mL. Compare the colors of the two
solutions (see Color Plate 3), and explain why they are
different. The relevant reaction is

Fe3*(aq) + SCN-(agq) = Fe(SCN)?**(aq)

Over what pH range do you expect Caz(PO,); to have its
minimum solubility?

Construct ladder diagrams for the following systems, and

describe the information that can be obtained from each

a. HF and H;PO,

b. Ag(CN),7, Ni(CN),>~ and Fe(CN)g*

c. Cr,0;%#/Cr’* and Fe3*/Fe?*

Calculate the pH of the following acid—base buffers

a. 100 mL of 0.025 M formic acid and 0.015 M sodium
formate

b. 50.00 mL of 0.12 M NH3 and 3.50 mL of 1.0 M HCI

¢. 5.00 g of Na,CO3 and 5.00 g of NaHCO5 in 0.100 L

Calculate the pH of the buffers in problem 19 after adding

5.0 X 10~ mol of HCI.

Calculate the pH of the buffers in problem 19 after adding

5.0 X 10~* mol of NaOH.

Consider the following hypothetical complexation reaction

between a metal, M, and a ligand, L

M(aq) + L(aq) = ML(aq)
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with a formation constant of 1.5 x 108, Derive an equation,
similar to the Henderson—Hasselbalch equation, which relates
pM to the concentrations of L and ML. What will be the pM
for a solution containing 0.010 mol of M and 0.020 mol of L?
What will the pM be if 0.002 mol of M are added?
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Obtaining and Preparing
Samples for Analysis

When we first use an analytical method to solve a problem, it is
not unusual to find that our results are of questionable accuracy or so
imprecise as to be meaningless. Looking back we may find that
nothing in the method seems amiss. In designing the method we
considered sources of determinate and indeterminate error and took
appropriate steps, such as including a reagent blank and calibrating
our instruments, to minimize their effect. Why, then, might a carefully
designed method give such poor results? One explanation is that we
may not have accounted for errors associated with the sample. When
we collect the wrong sample or lose analyte while preparing the sample
for analysis, we introduce a determinate source of error. If we do not
collect enough samples or collect samples of the wrong size, the
precision of the analysis may suffer. In this chapter we consider how
collecting samples and preparing them for analysis can affect the
accuracy and precision of our results.
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Percentage of s2 due to s2,

i The Importance of Sampling

When a manufacturer produces a chemical they wish to list as ACS Reagent Grade,
they must demonstrate that it conforms to specifications established by the Ameri-
can Chemical Society (ACS). For example, ACS specifications for NaHCOj3 require
that the concentration of iron be less than or equal to 0.001% w/w. To verify that a
production lot meets this standard, the manufacturer performs a quantitative analy-
sis, reporting the result on the product’s label. Because it is impractical to analyze
the entire production lot, its properties are estimated from a limited sampling. Sev-
eral samples are collected and analyzed, and the resulting mean, X, and standard de-
viation, s, are used to establish a confidence interval for the production lot’s true
mean, [

= ts
H=X+— 7.1

n

where 7 is the number of samples, and ¢ is a statistical factor whose value is deter-
mined by the number of samples and the desired confidence level.*

Selecting a sample introduces a source of determinate error that cannot be cor-
rected during the analysis. If a sample does not accurately represent the population
from which it is drawn, then an analysis that is otherwise carefully conducted will
yield inaccurate results. Sampling errors are introduced whenever we extrapolate
from a sample to its target population. To minimize sampling errors we must col-
lect the right sample.

Even when collecting the right sample, indeterminate or random errors in sam-
pling may limit the usefulness of our results. Equation 7.1 shows that the width of a
confidence interval is directly proportional to the standard deviation.
The overall standard deviation for an analysis, s,, is determined by ran-
dom errors affecting each step of the analysis. For convenience, we di-
vide the analysis into two steps. Random errors introduced when collect-
ing samples are characterized by a standard deviation for sampling, s.
The standard deviation for the analytical method, s;,, accounts for ran-
dom errors introduced when executing the method’s procedure. The re-
lationship among s, s, and sy, is given by a propagation of random error

sf) =2+ 53 7.2

0 0.5 1 15
Sm/Ss

Figure 7.1

Percent of overall variance (s3) due to the
method as a function of the relative
magnitudes of the standard deviation of the
method and the standard deviation of
sampling (sm/ss). The dotted lines show that
the variance due to the method accounts for
10% of the overall variance when

S¢=3 XS,

2 Equation 7.2 shows that an analysis’ overall variance may be lim-

ited by either the analytical method or sample collection. Unfortu-

nately, analysts often attempt to minimize overall variance by im-

proving only the method’s precision. This is futile, however, if the standard

deviation for sampling is more than three times greater than that for the

method.! Figure 7.1 shows how the ratio s, /ss affects the percentage of overall

variance attributable to the method. When the method’s standard deviation is

one third of that for sampling, indeterminate method errors explain only 10%

of the overall variance. Attempting to improve the analysis by decreasing sy,
provides only a nominal change in the overall variance.

*Values for ¢ can be found in Appendix 1B.
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gA quantitative analysis for an analyte gives a mean concentration of 12.6 ppm.

The standard deviation for the method is found to be 1.1 ppm, and that due to
sampling is 2.1 ppm. (a) What is the overall variance for the analysis? (b) By
how much does the overall variance change if sy, is improved by 10% to 0.99
ppm? (c) By how much does the overall variance change if s, is improved by
10% to 1.9 ppm?

Exam

SOLUTION
(a) The overall variance is
s2=sh+s2=(1.1)2+ (2.1)2=1.21+ 441 =5.62=5.6
(b) Improving the method’s standard deviation changes the overall variance to
s2=1(0.99)2+ (2.1)>=0.98 + 4.41 =5.39=54

Thus, a 10% improvement in the method’s standard deviation changes the
overall variance by approximately 4%.
(c) Changing the standard deviation for sampling

s$=(1.1)2+(1.9)2=1.21 +3.61 =4.82= 4.8

improves the overall variance by almost 15%. As expected, since s, is larger
than s,,, a more significant improvement in the overall variance is realized
when we focus our attention on sampling problems.

To determine which step has the greatest effect on the overall variance, both s,
and s} must be known. The analysis of replicate samples can be used to estimate the
overall variance. The variance due to the method is determined by analyzing a stan-
dard sample, for which we may assume a negligible sampling variance. The variance
due to sampling is then determined by difference.

gThe following data were collected as part of a study to determine the effect of

sampling variance on the analysis of drug animal-feed formulations.?

Exam

% Drug (w/w) % Drug (w/w)
0.0114 0.0099 0.0105 0.0105 0.0109 0.0107
0.0102 0.0106 0.0087 0.0103 0.0103 0.0104
0.0100 0.0095 0.0098 0.0101 0.0101 0.0103

0.0105 0.0095 0.0097

The data on the left were obtained under conditions in which random errors in
sampling and the analytical method contribute to the overall variance. The data
on the right were obtained in circumstances in which the sampling variance is
known to be insignificant. Determine the overall variance and the
contributions from sampling and the analytical method.

181
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sampling plan
A plan that ensures that a representative
sample is collected.

SOLUTION

The overall variance, s, is determined using the data on the left and is equal to
4.71 x 1077. The method’s contribution to the overall variance, s2, is
determined using the data on the right and is equal to 7.00 x 1078. The variance
due to sampling, s, is therefore

=53 —sh=4.71%107-7.00 X 108 = 4.01 x 1077

i Designing A Sampling Plan

A sampling plan must support the goals of an analysis. In characterization studies a
sample’s purity is often the most important parameter. For example, a material sci-
entist interested in the surface chemistry of a metal is more likely to select a freshly
exposed surface, created by fracturing the sample under vacuum, than a surface that
has been exposed to the atmosphere for an extended time. In a qualitative analysis
the sample’s composition does not need to be identical to that of the substance
being analyzed, provided that enough sample is taken to ensure that all components
can be detected. In fact, when the goal of an analysis is to identify components
present at trace levels, it may be desirable to discriminate against major components
when sampling. In a quantitative analysis, however, the sample’s composition must
accurately represent the target population. The focus of this section, therefore, is on
designing a sampling plan for a quantitative analysis.
Five questions should be considered when designing a sampling plan:

From where within the target population should samples be collected?
What type of samples should be collected?

What is the minimum amount of sample needed for each analysis?
How many samples should be analyzed?

How can the overall variance be minimized?

Aol S

Each of these questions is considered below in more detail.

7B.1 Where to Sample the Target Population

Sampling errors occur when a sample’s composition is not identical to that of the
population from which it is drawn. When the material being sampled is homoge-
neous, individual samples can be taken without regard to possible sampling errors.
Unfortunately, in most situations the target population is heterogeneous in either
time or space. As a result of settling, for example, medications available as oral sus-
pensions may have a higher concentration of their active ingredients at the bottom
of the container. Before removing a dose (sample), the suspension is shaken to min-
imize the effect of this spatial heterogeneity. Clinical samples, such as blood or
urine, frequently show a temporal heterogeneity. A patient’s blood glucose level, for
instance, will change in response to eating, medication, or exercise. Other systems
show both spatial and temporal heterogeneities. The concentration of dissolved O,
in a lake shows a temporal heterogeneity due to the change in seasons, whereas
point sources of pollution may produce a spatial heterogeneity.

When the target population’s heterogeneity is of concern, samples must be ac-
quired in a manner that ensures that determinate sampling errors are insignificant.
If the target population can be thoroughly homogenized, then samples can be taken
without introducing sampling errors. In most cases, however, homogenizing the
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target population is impracticable. Even more important, homogenization destroys
information about the analyte’s spatial or temporal distribution within the target
population.

Random Sampling The ideal sampling plan provides an unbiased estimate of the
target population’s properties. This requirement is satisfied if the sample is collected
at random from the target population.® Despite its apparent simplicity, a true ran-
dom sample is difficult to obtain. Haphazard sampling, in which samples are col-
lected without a sampling plan, is not random and may reflect an analyst’s uninten-
tional biases. The best method for ensuring the collection of a random sample is to
divide the target population into equal units, assign a unique number to each unit,
and use a random number table (Appendix 1E) to select the units from which to
sample. Example 7.3 shows how this is accomplished.

gTo analyze the properties of a 100 cm x 100 cm polymer sheet, ten 1 cm X 1 cm

samples are to be selected at random and removed for analysis. Explain how a
random number table can be used to ensure that samples are drawn at random.

SOLUTION

Exam

As shown in the following grid, we divide the polymer sheet into 10,000 1 cm %
1 c¢m squares, each of which can be identified by its row number and its
column number.

01 2 98 99

98
99

For example, the highlighted square is in row 1 and column 2. To pick ten
squares at random, we enter the random number table at an arbitrary point,
and let that number represent the row for the first sample. We then move
through the table in a predetermined fashion, selecting random numbers for
the column of the first sample, the row of the second sample, and so on until all
ten samples have been selected. Since our random number table (Appendix 1E)
uses five-digit numbers we will use only the last two digits. Let’s begin with the
fifth entry and use every other entry after that. The fifth entry is 65423 making
the first row number 23. The next entry we use is 41812, giving the first column
number as 12. Continuing in this manner, the ten samples are as follows:

Sample Row Column Sample Row Column
1 23 12 6 93 83
2 45 80 7 91 17
3 81 12 8 45 13
4 66 17 9 12 92
5 46 01 10 97 52

random sample
A sample collected at random from the
target population.
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judgmental sampling

Samples collected from the target
population using available information
about the analyte’s distribution within
the population.

systematic sampling

Samples collected from the target
population at regular intervals in time or
space.

A randomly collected sample makes no assumptions about the target popula-
tion, making it the least biased approach to sampling. On the other hand, random
sampling requires more time and expense than other sampling methods since a
greater number of samples are needed to characterize the target population.

Judgmental Sampling The opposite of random sampling is selective, or judg-
mental sampling, in which we use available information about the target popula-
tion to help select samples. Because assumptions about the target population are
included in the sampling plan, judgmental sampling is more biased than random
sampling; however, fewer samples are required. Judgmental sampling is common
when we wish to limit the number of independent variables influencing the re-
sults of an analysis. For example, a researcher studying the bioaccumulation of
polychlorinated biphenyls (PCBs) in fish may choose to exclude fish that are too
small or that appear diseased. Judgmental sampling is also encountered in many
protocols in which the sample to be collected is specifically defined by the regula-

tory agency.

Systematic Sampling Random sampling and judgmental sampling represent ex-
tremes in bias and the number of samples needed to accurately characterize the tar-
get population. Systematic sampling falls in between these extremes. In systematic
sampling the target population is sampled at regular intervals in space or time. For a
system exhibiting a spatial heterogeneity, such as the distribution of dissolved O, in
a lake, samples can be systematically collected by dividing the system into discrete
units using a two- or three-dimensional grid pattern (Figure 7.2). Samples
are collected from the center of each unit, or at the intersection of grid
lines. When a heterogeneity is time-dependent, as is common in clinical

T _—
J el e [oTe oy studies, samples are drawn at regular intervals.

O T O AT IR R I P When a target population’s spatial or temporal heterogeneity shows a
\:L_‘,, [ R O I O O I / periodic trend, a systematic sampling lead.s tp a significant bias if samples
are not collected frequently enough. This is a common problem when
YRR ERY, sampling electronic signals, in which case the problem is known as alias-
A ing. Consider, for example, a signal consisting of a simple sine wave. Fig-
. ure 7.3a shows how an insufficient sampling frequency underestimates the

Figure 7.2 signal’s true frequency.

Example of a systematic sampling plan for
collecting samples from a lake. Each solid
dot represents a sample collected from
within the sampling grid.

Nyquist theorem

Statement that a periodic signal must be
sampled at least twice each period to
avoid a determinate error in measuring
its frequency.

systematic—judgmental sampling

A sampling plan that combines
judgmental sampling with systematic
sampling.

According to the Nyquist theorem, to determine a periodic signal’s true fre-
quency, we must sample the signal at a rate that is at least twice its frequency (Fig-
ure 7.3b); that is, the signal must be sampled at least twice during a single cycle or
period. When samples are collected at an interval of At, the highest frequency that
can be accurately monitored has a frequency of (2 At)~!. For example, if samples are
collected every hour, the highest frequency that we can monitor is 0.5 h™!, or a peri-
odic cycle lasting 2 h. A signal with a cycling period of less than 2 h (a frequency of
more than 0.5 h™!) cannot be monitored. Ideally, the sampling frequency should be
at least three to four times that of the highest frequency signal of interest. Thus, if
an hourly periodic cycle is of interest, samples should be collected at least every
15-20 min.

Systematic—Judgmental Sampling Combinations of the three primary approaches
to sampling are also possible.* One such combination is systematic—judgmental
sampling, which is encountered in environmental studies when a spatial or tempo-
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ral distribution of pollutants is anticipated. For example, a plume of waste
leaching from a landfill can reasonably be expected to move in the same di-
rection as the flow of groundwater. The systematic—judgmental sampling
plan shown in Figure 7.4 includes a rectangular grid for systematic sampling
and linear transects extending the sampling along the plume’s suspected
major and minor axes.?

Stratified Sampling Another combination of the three primary
approaches to sampling is judgmental-random, or stratified sampling.
Many target populations are conveniently subdivided into distinct units,
or strata. For example, in determining the concentration of particulate
Pb in urban air, the target population can be subdivided by particle size.
In this case samples can be collected in two ways. In a random sampling,
differences in the strata are ignored, and individual samples are collected
at random from the entire target population. In a stratified sampling
the target population is divided into strata, and random samples are
collected from within each stratum. Strata are analyzed separately, and
their respective means are pooled to give an overall mean for the target
population.

The advantage of stratified sampling is that the composition of each stra-
tum is often more homogeneous than that of the entire target population.
When true, the sampling variance for each stratum is less than that when the
target population is treated as a single unit. As a result, the overall sampling
variance for stratified sampling is always at least as good as, and often better
than, that obtained by simple random sampling.

Convenience Sampling One additional method of sampling deserves
brief mention. In convenience sampling, sample sites are selected using
criteria other than minimizing sampling error and sampling variance. In
a survey of groundwater quality, for example, samples can be collected
by drilling wells at randomly selected sites, or by making use of existing
wells. The latter method is usually the preferred choice. In this case, cost,
expedience, and accessibility are the primary factors used in selecting sam-
pling sites.

7B.2 What Type of Sample to Collect

After determining where to collect samples, the next step in designing a sampling

\
\

\
\
\
\
\
\
\
\
\
~

(b)

Figure 7.3

Effect of sampling frequency when monitoring
periodic signals. In (a) the sampling frequency is
1.2 samples per period. The dashed line shows the
apparent signal, while the solid line shows the
true signal. In (b) a sampling frequency of five
samples per period is sufficient to give an accurate
estimation of the true signal.

stratified sampling

A sampling plan that divides the
population into distinct strata from
which random samples are collected.

plan is to decide what type of sample to collect. Three methods are commonly used

to obtain samples: grab sampling, composite sampling, and in situ sampling. The
most common type of sample is a grab sample, in which a portion of the target
population is removed at a given time and location in space. A grab sample, there-
fore, provides a “snapshot” of the target population. Grab sampling is easily
adapted to any of the sampling schemes discussed in the previous section. If the tar-
get population is fairly uniform in time and space, a set of grab samples collected at

convenience sampling
A sampling plan in which samples are
collected because they are easily obtained.

grab sample
A single sample removed from the target
population.

rando